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Abstract
This paper proposes two related approximation schemes, based on a discrete grid on a finite time interval
[0, T ], and having a finite number of states, for a pure jump Le´vy process L t . The sequences of discrete
processes converge to the original process, as the time interval becomes finer and the number of states
grows larger, in various modes of weak and strong convergence, according to the way they are constructed.
An important feature is that the filtrations generated at each stage by the approximations are sub-filtrations
of the filtration generated by the continuous time Le´vy process. This property is useful for applications
of these results, especially to optimal stopping problems, as we illustrate with an application to American
option pricing. The rates of convergence of the discrete approximations to the underlying continuous time
process are assessed in terms of a “complexity” measure for the option pricing algorithm.
By adding in a construction for a discrete approximation to Brownian motion, we also extend the
approximation results to a general Le´vy process.
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1. Introduction
Le´vy processes are frequently used for building stochastic models in finance, economics and
many other fields. A Le´vy process evolves in continuous time, whereas in practise we can only
observe in discrete time; nevertheless, a wide range of practical problems can be dealt with by
finding a suitable discrete time approximation to the Le´vy process. In this paper we propose
approximation schemes for Le´vy processes that can be applied to optimal stopping problems.
Special emphasis is placed on “infinite activity” Le´vy processes (those having infinitely many
jumps, almost surely, in any finite interval of time), observed on possibly irregularly spaced grids.
Convergence results are provided and the rate of convergence of the discrete approximation to
the underlying continuous time process is studied. The proposed framework is illustrated by an
application to the pricing of American options.
For background on Le´vy processes we refer the reader to [1,3,27]. Convergence of processes
and related optimal stopping problems is discussed in a general semimartingale setting by
Mulinacci and Pratelli [24], who provide conditions for the convergence of the Snell envelope
of the payoff process in the Meyer–Zheng topology. More recently, Coquet and Toldo [7] (see
also [6]) proposed an alternative approach to this kind of convergence, using the concept of weak
convergence of filtrations. They give conditions under which the value function of the optimal
stopping problem converges, and for the convergence in distribution of the associated optimal
stopping times for processes with independent increments. Use of the Meyer–Zheng topology
was avoided in their approach. The approximation schemes proposed in the present paper are
designed so as to apply to the Coquet and Toldo [7] results, in particular.
Related problems were studied by Bruti Liberati and Platen [4,5], who focused on strong
approximations to jump diffusion processes and their application to stochastic differential
equations. However, their restriction to “jump diffusion” processes (that is, compound Poisson
processes with an independent Brownian motion added) does not allow for infinite activity of the
Le´vy process. Earlier, Jacod [15] provided limit theorems for an Euler scheme for Le´vy driven
stochastic differential equations.
Doney [9] constructed almost sure bounding processes for a given Le´vy process which
can be used to define a discrete approximation converging almost surely to the process as
the discretization shrinks. Calculating the distribution associated with the approximation is not
straightforward since his construction depends on the Wiener–Hopf factorization, whereas our
method is based directly on the given Le´vy measure. On the other hand, Doney’s almost sure
approximation can be proved to converge with no further restrictions on the rate of convergence
of the mesh size to 0, whereas we require additional conditions.
A prime application of optimal stopping problems in finance is to the pricing of American
options. Luschgy and Pages [20] propose a constructive approach for approximating Le´vy paths
based on functional quantization, and establish convergence rates for their method. Their ap-
proach is especially suitable for evaluating the expectations of path-dependent functionals of
Le´vy processes, but does not apply directly to optimal stopping problems. For the special case
when the underlying follows a variance gamma process, Hirsa and Madan [13] derived a numer-
ical solution of the partial integro-differential equation characterizing the price of the American
option, and illustrated its practical use. More generally, Maller et al. [22] suggested a multinomial
approximation which applies to any Le´vy process, and established conditions for convergence of
the corresponding American option prices using the results of Mulinacci and Pratelli [24].
In practise, the rate of convergence of any discrete approximating scheme to the corresponding
continuous process is of importance for assessing the accuracy of computations. One of the few
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papers investigating this in the option pricing context is that of Lamberton [19], who establishes
the convergence rate, measured in terms of the value functions, of American put option prices
calculated from the Cox et al. [8] binomial approximation to an underlying geometric Brownian
motion model.
In the present paper, we address both the convergence and the rate of convergence issues
for general Le´vy processes. We propose pathwise approximation schemes, based on a discrete
grid, on a finite time interval [0, T ], and having a finite number of states, for a Le´vy process
L t . An important feature is that the filtrations generated at each stage by the approximations
are sub-filtrations of the filtration generated by the continuous time Le´vy process. This allows
us to make applications to optimal stopping problems using the results of Coquet and Toldo [7]
rather than those of Mulinacci and Pratelli [24], thus providing stronger results than those of
Maller et al. [22]. Furthermore, estimation of L1-convergence rates can be done in a reasonably
straightforward way.
The approximating sequences are shown to converge to the original process in various modes:
in L1, or almost surely, uniformly over [0, T ]; or in probability in the Skorokhod topology, on
D[0, T ] (see Theorems 3.1 and 3.2). The proposed approximation scheme is illustrated by an
application to American option pricing, for which pointwise convergence of the value function
and convergence in distribution of the option price sequence are established (Theorem 5.1). We
concentrate mainly on pure jump Le´vy processes, but the approximation works for a general
Le´vy process by adding in a construction for a discrete approximation to Brownian motion due
to Ito and McKean [14], or, alternatively, Knight [18] (see Theorem 3.3).
The remainder of this paper is organized as follows. In the next section, we outline the
set-up of the approximation scheme. The convergence results are presented in Section 3, and
convergence rates are investigated in Section 4. Section 5 illustrates the approximation scheme
by a finance application, that is, the pricing of American style options. All proofs are contained
in Section 6.
2. Setup
Let (Ω ,F,P) be a completed probability space on which a real-valued Le´vy process L t ,
L0 = 0, with ca`dla`g paths is defined. Let FL = (Ft )t≥0 be the right-continuous filtration
generated by L t , and assume that F0 contains all P-null sets, and that F∞ = F . We suppose
for most of the paper that there is no Brownian component present, so L t is a pure jump process;
later we show how to add in a diffusion component (see Theorem 3.3). Thus the process L t
is characterized by its Le´vy triplet of the form (γ, 0,Π ), where γ ∈ R and Π (·) is the Le´vy
measure, i.e., a measure on the Borel subsets of R\{0} satisfying ∫R\{0}(x2∧1)Π (dx) <∞. We
assume that the constant γ is obtained under the standard truncation function x 7→ 1[−1,1](x).
Thus L t has canonical exponent Ψ(θ), satisfying EeiθL t = e−tΨ (θ), θ ∈ R, t > 0, of the form
Ψ(θ) = −iγ θ +
∫
R\{0}
(1− eiθx + iθx1{|x |≤1})Π (dx). (2.1)
Denote the jumps of L t by 1L t = L t − L t−, for t ≥ 0 (with L0− = 0), and let Π (x) =
Π {(x,∞)} +Π {(−∞,−x)}, for x > 0, denote the “tail” of Π (·).
L t is to be approximated on a finite time interval [0, T ], 0 < T < ∞, partitioned into
N (n) not necessarily equally spaced intervals. {N (n)}n≥1 is an increasing sequence of integers
diverging to infinity as n → ∞, and for each n = 1, 2, . . . , we are also given a deterministic
partition 0 = t0(n) < t1(n) < · · · < tN (n)(n) = T of [0, T ]. Two approximating processes
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will be constructed. The first, L t (n), n = 1, 2, . . . , is formed by taking the first jump, if one
occurs, of L t in each time subinterval (t j−1(n), t j (n)], j = 1, 2, . . . , N (n), where the jump sizes
are bounded away from 0, then discretizing (“binning”) these jumps to get an approximating
process which takes only a finite number of values on a finite state space (which does not include
0). If no jump occurs in a subinterval, L t (n) remains constant in that subinterval. A second
approximating process, L t (n), n = 1, 2, . . . , is then taken as the discrete skeleton of L t (n) on
the time grid (t j (n)) j=0,1,...,N (n).
We will allow the time and space intervals to shrink and the state space to expand at
appropriate rates, so as to get convergence of L t (n) and L t (n) to L t , as n → ∞, in various
modes.
In order to establish the initial stage, take two sequences of real numbers {m(n)}n≥1 and
{M(n)}n≥1, satisfying
1 > m(n)↘ 0 and 1 < M(n)↗∞, as n →∞. (2.2)
The first approximating process, L t (n), will take discrete values in the set
J (n) = [−M(n),−m(n)) ∪ (m(n),M(n)], n = 1, 2, . . . .
To construct it, denote the time of the first jump with magnitude in (m(n),M(n)] in interval j by
τ j (n) = inf{t : t j−1(n) < t ≤ t j (n);1L t ∈ J (n)}, for 1 ≤ j ≤ N (n),
where the infimum over the empty set is defined as∞. Decompose L t as
L t = γ (n) t + L(1)t (n)+ L(2)t (n)+ L(3)t (n), for 0 ≤ t ≤ T, (2.3)
where for all n ≥ 1 and 0 ≤ t ≤ T :
L(1)t (n) = a.s. lim
ε↓0
( ∑
0<s≤t
∆Ls 1{ε<|∆Ls |≤m(n)} − t
∫
ε<|x |≤m(n)
x Π (dx)
)
,
L(2)t (n) =
∑
0<s≤t
∆Ls 1{M(n)<|∆Ls |},
L(3)t (n) =
∑
0<s≤t
∆Ls 1{m(n)<|∆Ls |≤M(n)},
and
γ (n) = γ −
∫
m(n)<|x |≤1
x Π (dx).
(2.3) is a variant of the Le´vy–Ito decomposition (see, e.g. [27], Thm. 19.2, p. 120), in which,
for each n, L(1)t (n) is a compensated “small jump” martingale, and L
(2)
t (n) and L
(3)
t (n) might be
thought of as “large jumps” and “medium jumps”, respectively.
We will show (see Lemma 6.1 in Section 6) that L(1)t (n) and L
(2)
t (n) converge to 0 in L1, or
almost sure (a.s.), uniformly on [0, T ], as n →∞, assuming at most a finite expectation for L1.
Thus we can concentrate on L(3)t (n). This can be further decomposed as follows: for all n ≥ 1
and 0 ≤ t ≤ T ,
L(3)t (n) = L(3,1)t (n)+ L(3,2)t (n), (2.4)
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where
L(3,2)t (n) =
N (n)∑
j=1
1{τ j (n)≤t}∆L
(3)
τ j (n)
. (2.5)
Thus L(3,2)t (n) is the sum of the sizes of the first jump of L t in each subinterval whose magnitude
is in (m(n),M(n)], where such jumps occur, while L(3,1)t (n) collects, over all subintervals, the
sizes of those jumps with magnitudes in (m(n),M(n)] (except for the first jump), provided at
least 2 such jumps occur in a subinterval.
Since we allow for the possibility that L t has “infinite activity”, that is, infinitely many
jumps, a.s., in any nonempty interval of time, or, equivalently, that Π {R \ {0}} = ∞, we
need a restriction on how fast m(n) may tend to the possible singularity of Π at 0, by
comparison with the speed at which the time mesh shrinks. With appropriate assumptions, we get
limn→∞ sup0≤t≤T |L(3,1)t (n)| = 0 in probability, in L1, or, alternatively, in the almost sure sense.
(See Lemmas 6.2 and 6.4 in Section 6.) This leaves L(3,2)t (n) as the predominant component,
asymptotically, of L t , and the penultimate step is to approximate it by a process L t (n) that lives
on a finite state space. So we discretize the state space J (n) with a grid of mesh size ∆(n) > 0,
where ∆(n)↘ 0 as n →∞, and set
L t (n) = γ (n)t +
N (n)∑
j=1
1{τ j (n)≤t}
∆L(3)τ j (n)
∆(n)
∆(n). (2.6)
(bxc denotes the integer part of x ∈ R.) Again under conditions we will specify (see Lemmas 6.3
and 6.5 in Section 6), the difference between L(3,2)t (n) and L t (n) disappears, asymptotically, in
the L1 or almost sure sense, uniformly in 0 ≤ t ≤ T . Thus L t (n) approximates L t closely, in the
sense that the distance between them as measured by the supremum metric tends to 0 in L1 or
almost surely, in our set-up.
The second approximation, L t (n), is obtained by evaluating L t (n) on the same discrete time
grid as we have used so far. Thus L t (n) is the piecewise constant process defined by
L t (n) = L t j−1(n)(n), when t j−1(n) ≤ t < t j (n), j = 1, 2, . . . , N (n), (2.7)
and with LT (n) = LT (n). Because the original jumps are displaced in time in L t (n), we no
longer expect convergence to L t in the supremum metric. Instead, we prove, in Theorem 3.2
in the next section, that limn→∞ ρ(L(n), L) = 0, where ρ(·, ·) denotes the Skorokhod J1
distance in D[0, T ]. L t (n) approximates L t , pointwise, in probability, but not uniformly in
0 ≤ t ≤ T ; however, the convergence in probability in the Skorokhod topology will suffice
for certain applications that we discuss later.
To summarize, the discrete approximation scheme can be conceptualized as follows. In
interval j , j = 1, 2, . . . , take the first jump, ∆L(3)τ j (n), with magnitude in (m(n),M(n)], if there
is such a jump, and replace it by k∆(n), where k = k( j, n,∆(n)) is the (integer) number of
times ∆(n) divides ∆L(3)τ j (n). If there is no such jump, take k = 0. Then add over all such jumps
up till time t (and add in γ (n)t) to get L t (n). The paths of L t (n) are step functions which jump
at most once per subinterval. Evaluating the paths at the points of a discrete time grid (taking the
skeleton of L t (n)) then further yields a ca`dla`g process L t (n) with discrete and finite state space
which is constant between grid points. It might seem surprising at first that taking only the first
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jump in each subinterval of a discretization of the time axis provides sufficient information, in a
sense, to approximate even an “infinite activity” Le´vy process. However, this does occur if we
let the mesh sizes tend to zero fast enough, as specified by (3.2) below.
3. Convergence theorems
In this section, conditions for the convergence of L t (n) and L t (n) to L t are provided.
Throughout, we let FL , FL(n) and FL(n) be the natural filtrations generated by (L t )t≥0, (L t (n))t≥0
and (L t (n))t≥0, respectively. Our construction clearly gives inclusion of the filtrations, that is,
for each n ≥ 1
FL(n) ⊆ FL(n) ⊆ FL , (3.1)
so, having demonstrated convergence of the approximating processes, we will have sufficient
structure to prove convergence in some optimal stopping problems using recent results of
Coquet and Toldo [7]. Recall that Π denotes the tail of the Le´vy measure of L t . Let 1t (n) :=
max1≤ j≤n
(
t j (n)− t j−1(n)
)
. Our main result for L t (n) is:
Theorem 3.1. (a) Suppose
lim
n→∞1t (n)Π
2
(m(n)) = 0 and lim
n→∞∆(n)Π (m(n)) = 0. (3.2)
Then
sup
0≤t≤T
∣∣L t (n)− L t ∣∣ P→ 0, as n →∞. (3.3)
Assume in addition that E|L1|r <∞ for r = 1 or 2. Then, for the corresponding r,
lim
n→∞E
(
sup
0≤t≤T
∣∣L t (n)− L t ∣∣r) = 0. (3.4)
(b) Assume that lim supn→∞(1t (n + 1)/1t (n)) < 1, and let f be a nondecreasing function on
[0, 1] with f (0) = 0. Rather than (3.2), suppose that
m(n) ≥ f (1t (n)),
∫ 1
0
Π
2
( f (x))dx <∞ and
∑
n
∆2(n)Π (m(n)) <∞. (3.5)
Then
lim
n→∞ sup0≤t≤T
∣∣L t (n)− L t ∣∣ = 0, a.s. (3.6)
Remark 1. (i) The conditions on 1t (n) in Theorem 3.1(b) are satisfied if the (t j ) j=0,1,...,N (n)
are equally spaced and we take N (n) = 2n , so that 1t j (n) = T 2−n , for each j .
(ii) If the measure Π has bounded support, the requirement in (2.2) that M(n) → ∞ can
be relaxed to requiring only that M(n) ultimately exceed the maximum of the right and left
endpoints of the support of Π . This is obvious in the proof of Theorem 3.1.
Next we consider the second approximating process, L t (n), as defined in (2.7). With a view
to applying the results of [7], we need the following property. The processes {X t (n)}n≥1 are said
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to satisfy Aldous’s criterion for tightness if:
∀ε > 0 : lim
δ↘0 lim supn→∞
sup
σ,τ∈S0,T (n), σ≤τ≤σ+δ
P (|Xτ (n)− Xσ (n)| ≥ ε) = 0, (3.7)
where St,T (n) is defined to be the set of FX (n)-stopping times taking values in [t, T ], for 0 ≤ t ≤
T . LetD[0, T ] be the space of ca`dla`g real-valued functions on [0, T ]. The Skorokhod J1 distance
between two processes X t , Yt in D[0, T ] is defined by
ρ(X, Y ) = inf
λ∈Λ
{
sup
0≤t≤T
∣∣X t − Yλ(t)∣∣+ sup
0≤t≤T
|λ(t)− t |
}
, (3.8)
where Λ is the set of strictly increasing continuous functions λ on [0, T ], with λ(0) = 0 and
λ(T ) = T ([11], p. 470).
Our main result concerning L t (n) is:
Theorem 3.2. Assume that Condition (3.2) of Theorem 3.1 holds. Then:
(i) ρ(L(n), L)
P→ 0 as n →∞;
(ii) the sequence {L t (n)}n≥1 satisfies Aldous’s criterion for tightness.
Remark 2. Condition (i) of Theorem 3.2 implies that the sequence of processes {L t (n)}n≥1
converge weakly in D[0, T ] to L t as n →∞.
Finally, we extend the results in Theorem 3.2 from a pure jump to a general Le´vy process
Z t = cBt + L t ,
where Bt is a standard Brownian motion (SBM) independent of L t , and c > 0. This is done by
combining the above construction with one of (Ito and McKean [14], p. 38) for Brownian motion
(see also [18]). They create an approximating process {Bt (n)}n≥1 for Bt , based on the times at
which Bt hits grid lines spaced at heights of
√
1t (n), for a discretization { j1t (n)}n≥1 of the
time axis. The approximating process is taken as the values of the SBM at the (random) times
at which the SBM crosses the horizontal lines, interpolated linearly in between the discrete time
points. This procedure is easily modified for unequally spaced intervals, as we show in the proof
of Theorem 3.3, where it is proved that the supremum distance between the modified Bt (n) and
Bt over a compact interval tends to 0 in probability as 1t (n)→ 0.
With this, we can deal with the general Le´vy process as follows. Given Z t , Bt and L t , and
approximating processes {Bt (n)}n≥1 and {L t (n)}n≥1, as above, with {Bt (n)}n≥1 independent of
{L t (n)}n≥1, define, for t ≥ 0, n = 1, 2, . . .,
Z t (n) = cBt (n)+ L t (n).
Theorem 3.3. Under the same assumptions as for Theorem 3.2 we have:
(i) ρ(Z(n), Z)
P→ 0 as n →∞;
(ii) the sequence {Z t (n)}n≥1 satisfies Aldous’s criterion for tightness.
Remark 3. The inclusion of filtrations does not hold in the set-up of Theorem 3.3, i.e. FZ(n) 6⊆
FZ , because the construction in [14] “looks ahead” from the present time by a random amount.
A. Szimayer, R.A. Maller / Stochastic Processes and their Applications 117 (2007) 1422–1447 1429
But the weaker condition of “weak convergence of filtrations”: FZ(n) w→ FZ , does hold in the
extended set-up, according to Proposition 2 of [6], since Z t has independent increments. (A
sequence of filtrations {Fn}n≥1 = {(Fnt )0≤t≤T }n≥1 is said to converge weakly to F = (Ft )0≤t≤T
if for every A ∈ FT , the sequence of processes {E(1A|Fn· )}n≥1 converges in probability to
E(1A|F·) in the Skorokhod topology; denoted, Fn w→ F.) The weak convergence of filtrations
is a sufficient condition in Theorem 5 and Corollary 6 of [7] for application to certain optimal
stopping problems.
4. Convergence rates
In this section we study the convergence rates of the proposed approximation schemes to the
underlying process. We focus on pure jump Le´vy processes approximated on an equally spaced
time grid. To quantify the rate of convergence in terms of the parameters 1t (n), 1(n), m(n)
and M(n) in Theorem 3.1, we take the time discretization interval 1t (n) as the basic quantity to
be varied, measure the “cost” of each scheme as assessed by its computational “complexity” in
terms of 1t (n), and choose the parameters to minimize this quantity.
Denote by C(n) the number of calculations required to perform the backward induction
scheme in [22], or, alternatively, the option pricing algorithm set out in Section 5 below, for
a time discretization with n steps. We will refer to this as the “complexity” of the scheme. The
approximation scheme for L t (n) constitutes a multinomial tree, and a simple count shows that it
has (the integer part of)
T
1t (n)
+
(
2(M(n)− m(n))
∆(n)
+ 1
)
(T/1t (n))(T/1t (n)+ 1)
2
nodes, at each of which 2(M(n) − m(n))/∆(n) calculations are performed. (It is important to
note that the recombining structure of the tree is utilized here.) Hence the complexity satisfies
(C(n))−
1
2 ∼ 1√
2 T
1t (n)∆(n)
M(n)
, (4.1)
where f (n) ∼ g(n) for two sequences means limn→∞ f (n)/g(n) = 1.
As in [20] we use the Blumenthal–Getoor index of L t :
α? := inf
{
α > 0 :
∫
|x |≤1
|x |α Π (dx) <∞
}
∈ [0, 2], (4.2)
and the tail-weight index:
β? := sup
{
β > 0 :
∫
|x |>1
|x |β Π (dx) <∞
}
∈ [0,+∞], (4.3)
to assess the degree of singularity of the Le´vy measure at zero, and the heaviness of its tail. The
convergence rate for the scheme L t (n) can then be quantified as in the following theorem.
Theorem 4.1. (i) Suppose that α? < 2 and 1 < β? < ∞. Among the class of parameters ∆(n),
m(n) and M(n) satisfying
∆(n) ∼ K1(1t (n))κ1 , m(n) ∼ K2(1t (n))κ2 , and M(n) ∼ K3(1t (n))−κ3 , (4.4)
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for some positive constants K1, K2, K3 and κ1, κ2, κ3, the complexity C(n) is minimized for the
choice
κ?1 :=
2+ α?
2+ 3α? , κ
?
2 :=
2
2+ 3α? , and κ
?
3 :=
2− α?
(2+ 3α?)(β? − 1) . (4.5)
The corresponding rate of convergence of L t (n) to L t then satisfies
E
(
sup
0≤t≤T
∣∣L t (n)− L t ∣∣) = o ((C(n))−c) , (4.6)
and
E
(
sup
0≤t≤T
∣∣L t (n)− L t ∣∣) = o ((1t (n))r ) , (4.7)
for any c < c(α?, β?) and r < r(α?), where
c(α?, β?) = 14
(
2+ 2α?
2− α? +
1/2
β? − 1
)−1
, and r(α?) = 2− α?2+ 3α? . (4.8)
(ii) Suppose that α? < 2 and β? = ∞, and assume (4.4), but with the condition on M(n)
replaced by
lim
n→∞(1t (n))
εM(n) = 0, for all ε > 0, (4.9)
and with c(α?, β?) in (4.8) replaced by
c(α?,∞) = 14
(
2− α?
2+ 2α?
)
.
Then (4.6) and (4.7) remain true.
Remark 4. For the approximation scheme L t (n), identical convergence rates apply as stated in
Theorem 4.1, once the distance measure is changed from uniform on compacts to the Skorokhod
distance ρ(·, ·).
For illustration, we consider three examples: the Variance Gamma process, a compound
Poisson process, and a Le´vy process with bounded jumps. (α-stable processes, with index
α ∈ (1, 2), are also easily analyzed in a similar way, but we leave this to the reader.)
Example 1. (i) Suppose L t is a Variance Gamma process, i.e., having Le´vy density of the form
Π (dx) = c1|x |−1e−c2|x |dx, x ∈ R,
where c1, c2 > 0; see [21]. For this Le´vy measure, α? = 0 and β? = ∞, so if the parameters are
chosen to satisfy
∆(n) ∼ K11t (n), m(n) ∼ K21t (n), M(n) ∼ K3 log(log(1/1t (n))),
then the convergence rates are given by (4.6) and (4.7), for any c < c(0,∞) = 1/4, and
r < r(0) = 1. Since Π (x) ∼ 2c1 log x as x ↓ 0, this choice of parameters satisfies (3.2).
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(ii) Suppose L t is a compound Poisson process with intensity λ > 0 and compounding
distribution F . Then Π (dx) = λ F(dx), α? = 0, and
β? := sup
{
β > 0 :
∫
(−∞,∞)
|x |β F(dx) <∞
}
.
Assume that β? > 1. If the parameters are chosen to satisfy
∆(n) ∼ K11t (n), m(n) ∼ K21t (n), and M(n) ∼ K3(1t (n))−
1
β?−1 ,
then the convergence rates are given by (4.6) and (4.7), for any c < c(0, β?) and r < r(0), where
c(0, β?) = 1
4
(
β? − 1
β? − 1/2
)
, and r(0) = 1.
(3.2) is satisfied in this case.
(iii) Suppose L t is a Le´vy process with jumps bounded by a constant C > 0. Then for all
|x | > C we have Π (x) = 0 and Π (dx) = 0, and hence β? = ∞. Assume α? < 2 and suppose
the parameters satisfy
∆(n) ∼ K1(1t (n))
2+α?
2+3α? , m(n) ∼ K2(1t (n))
2
2+3α? , and M(n) = C.
Then the convergence rates are given by (4.6) and (4.7), for any c < c(α?,∞) and r < r(α?),
where
c(α?,∞) = 14
(
2− α?
2+ 2α?
)
, and r(α?) = 2− α?2+ 3α? .
5. Pricing of American style derivatives
To illustrate the methods, we discuss the valuation of American style options in a Le´vy process
model, in which the stock price process St is assumed to satisfy
St = S0 eL t , for 0 ≤ t ≤ T, (5.1)
where L t is a pure jump Le´vy process with EeL t < ∞ and S0 ∈ R+ is a given nonstochastic
initial stock price. Assume that a discount bond with maturity T > 0 and unit face value is traded.
The instantaneous interest rate r > 0 is supposed to be constant and identical for all maturities.
The holder of an “American” style option has the flexibility of exercising it at any time
between present time and maturity T , whereas a “European” option can only be exercised at
maturity. Valuation of an American option is a much more complex problem, in general, than for
a European, both theoretically and in practice, but the basic principles, based on arbitrage free
pricing (see [10,12]) are now well established. The value of an American option is determined
by its payoff function1 h(x) ≥ 0, the amount that is received when the option is exercised at the
stock price level St = x . Given that the option is not exercised before time t , the option price,
pit , say, can be expressed as the solution to the optimal stopping problem (see, e.g., [2,17,25]):
pit = ess sup
τ∈St,T
E(e−r(τ−t) h(Sτ )|Ft ), for 0 ≤ t ≤ T ,
1 We assume without loss of generality that the pay-off function h is non-negative, since we are only concerned with
the pricing of options for which the holder cannot be forced to exercise, so negative pay-offs will not be realized.
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where St,T is the set of FL -stopping times taking values in [t, T ], and the expectation is assumed
finite a.s.
Following [13,19], the option price pit can be expressed by its value function v(t, x), i.e.,
pit = v(t, St ), where
v(t, x) = sup
τ∈S0,T−t
E
(
e−rτ h(x eLτ )
)
, for (t, x) ∈ [0, T ] × R+.
We now show how to use the results of Section 3 to construct a discrete approximation of the
value function, which can be used to price the option in practice. For simplicity we will assume
an equally spaced time partition in this application. With St and L t as in (5.1), define a discrete
time approximation as
St (n) = S0 eL t (n), for 0 ≤ t ≤ T,
where L t (n) is as specified in (2.7). Let St,T (n) be the set of FL(n)-stopping times taking values
in [t, T ] and (Fnt )0≤t≤T = FL(n); cf. (3.7). Then, on the discrete time grid { j 1t (n) : j =
0, 1, . . . , N (n)}, an approximation to the American option price pit (n) is
pit (n) = ess sup
τ∈St,T (n)
E(e−r(τ−t) h(Sτ (n))|Fnt ).
Remark 5. We note here that, in general, the discounted price processes (e−r t St (n),Fnt )n≥1 will
not be a martingale, as would be required for arbitrage free pricing in the discrete set-up. It can
easily be modified to be so by adding in terms which are o(1) as n → ∞, as illustrated in [22],
but we do not make this modification here as the approximations are still valid without it.
Continuing, the stopping times in St,T (n) that maximize the payoff function must take values
on the discrete grid [t, T ] ∩ { j1t (n) : j = 0, 1, . . . , N (n)}. To verify this, select τ ∈ St,T (n)
and define σ =
⌊
τ
1t (n)
⌋
1t (n). The random time σ is also an St,T (n)-stopping time since
no additional information enters between the discrete time points and the discretely generated
filtration remains unchanged between grid points. Further, the payoff when exercising at σ
dominates the payoff when exercising at τ , since σ ≤ τ and since the stock price stays constant
between the grid points, giving
e−r τh(Sτ (n)) = e−r τh(Sσ (n)) ≤ e−r σ h(Sσ (n)).
Thus, the only stopping times we need to consider take values on the discrete time grid, so it is
sufficient to analyze the optimal stopping problem in the discrete time setting. For each n ≥ 1, the
option value pit (n) can be computed by a backward induction technique, see, e.g., [26], yielding
a straightforward practical implementation. For a specific scheme, with n ≥ 1 fixed, the value
function vn(t, x) is defined as follows. Consider times t on the time grid, i.e. t = j 1t (n), for
j = 0, 1, . . . , N (n), together with those stock price values x that can be obtained at time t under
the discrete approximation scheme St (n). For these pairs (t, x), the value function is
vn(t, x) = sup
τ∈S0,T−t (n)
E
(
e−r τh(x eLτ (n))
)
. (5.2)
Now, similar arguments as for the continuous time setting apply: the payoff function h depends
only on the state of the stock price process St (n) at the stopping time; moreover, St (n) is
Markovian. Therefore, as in [13,19], we again have pit (n) = vn(t, St (n)).
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At this stage, vn(t, x) is defined only for a finite number of points (t, x) in [0, T ] × R+. To
obtain an approximation of v(t, x) on the entire domain, we interpolate vn(t, x) by step functions
in the x and t coordinates. Thus, for t = j1t (n), j = 0, 1, . . . , N (n), and x ∈ R+, let yt,x (n) be
the largest stock price, less than or equal to x , that is attained at time t under the discrete scheme
St (n). Interpolate in the x-coordinate by keeping vn(t, ·) constant:
vn(t, x) = vn(t, yt,x (n)) . (5.3)
For any value of x for which yt,x (n) is not defined by this procedure, we set vn = 0. Finally,
interpolate in the t-coordinate by keeping vn(·, x) constant; thus, for t ∈ [0, T ], let
vn(t, x) = vn( j 1t (n), x), when j 1t (n) ≤ t < ( j + 1)1t (n). (5.4)
Our main result in this section is based on Theorem 3.2 and [7] result on convergence of values
in optimal stopping. Theorem 5.1 gives pointwise convergence of vn to the continuous time
value function v, and, consequently, that the option price processes pit (n) = vn(t, (St (n))), for
t ∈ [0, T ], converge in Lp to their continuous time version, under reasonable conditions on the
payoff function.
Theorem 5.1. Assume (5.1) and (5.4), where L t (n) is as in (2.7), and that (3.2) holds.
(i) Assume that the payoff function h : R+ → R+ has a continuation h : R+ ∪ {0,∞} → R+
that is continuous and bounded. Then the sequence of value functions vn converges pointwise to
v, that is,
lim
n→∞ vn(t, x) = v(t, x), for each (t, x) ∈ (0, T ] × R
+, (5.5)
and the American option prices converge pointwise in Lp, i.e.,
pit (n)
Lp→ pit , as n →∞, for each t ∈ [0, T ] and p ∈ [1,∞). (5.6)
Remark 6. (i) Denote by C the continuation region of the American option considered in
Theorem 5.1, that is,
C = {(t, x) ∈ (0, T ] × R+ : v(t, x) > h(x)} ,
and by C(n) the continuation regions of the approximating sequences,
C(n) = {(t, x) ∈ (0, T ] × R+ : vn(t, x) > h(x)} , n ≥ 1.
Then the pointwise convergence of vn(t, x) to v(t, x) on (0, T ] × R+ implies that the C(n) also
converge pointwise to C.
(ii) According to Lemma 19 and Proposition 20 of [7], the optimal stopping times converge
along a subsequence in the following sense: suppose τ ?(n) is an optimal stopping time of
the optimal stopping problem supτ∈S0,T (n) E
(
e−r τ h(Sτ (n))
)
, where St (n) = S0eL t (n). If for
a subsequence n′ of n the sequence (L t (n′), τ ?(n′)) converges in distribution to (L t , τ ?) for
a random time τ ?, then τ ? is an FL -stopping time and moreover optimal. Note that such a
subsequence n′ always exists since L t (n) converges and {τ ?(n)}n≥1 is bounded.
In [22], a discrete approximation scheme for a Le´vy process, different from the one we
propose here, was constructed and implemented for the American option pricing problem. In
that paper, only weak convergence in D[0, T ] of the approximating to the original process was
shown, and, correspondingly, convergence of the discrete to the continuous time American option
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price could only be established in the Meyer–Zheng [23] topology via the results of Mulinacci
and Pratelli [24]. Thus, only convergence in distribution of pit (n) to pit on [0, T ] for a subset of
full Lebesgue measure could be asserted.
By contrast, our present pathwise approximation gives a stronger convergence result: under
very mild conditions we get the convergence in probability to 0 of the Skorokhod distance be-
tween the original and the approximating processes, and then by applying the results of Coquet
and Toldo [7], the convergence in probability of pit (n) to pit for each t ∈ [0, T ]. On the other
hand, we note that in the present paper the payoff function h is required to be continuous and
bounded on R, whereas in [22] a broader class of payoff functions was permitted, and the condi-
tions in Theorem 3.1 are essentially stronger than those required in [22], as we would expect.
Numerical examples are provided in [22]. The practical implementations of the two schemes
are very similar, and the “complexities” as measured by C(n) in Section 4 are identical. The
only difference in the implementations is that in the present set-up we make use of the exact
probability
P
(
τ j (n) ≤ 1t (n)
) = 1− exp (−1t (n) (Π (m(n))−Π (M(n)))) ,
whereas [22] approximate this quantity by 1t (n)(Π (m(n))−Π (M(n))).
6. Proofs
Proof of Theorem 3.1. Theorem 3.1 is proved in three stages. First, the terms L(1)t and L
(2)
t in
(2.3) representing small and large jumps are shown to converge uniformly to 0. Second, neglect-
ing all jumps except the first per interval is shown to be sufficient, i.e. the term L(3,1)t in (2.4)
converges uniformly to 0. Third, the remaining process L(3,2)t is arranged into the process L t (n)
where the increments/jumps are binned as in (2.6), and the difference is shown to be negligible.
Lemma 6.1. Assume (2.2).(a) With no assumptions on L t , we have for r = 1 or 2
(i) lim
n→∞E
(
sup
0≤t≤T
∣∣∣L(1)t (n)∣∣∣r
)
= 0 and (ii) lim
n→∞ sup0≤t≤T
∣∣∣L(1)t (n)∣∣∣ = 0 a.s.
(b) (i) With no assumptions on L t , we have
lim
n→∞ sup0≤t≤T
∣∣∣L(2)t (n)∣∣∣ = 0 a.s.
(ii) Assume that E|L1|r <∞ for r = 1 or 2. Then
lim
n→∞E
(
sup
0≤t≤T
∣∣∣L(2)t (n)∣∣∣r
)
= 0.
Proof. Assume (2.2) throughout.
(a) (i) L(1)t (n) is a martingale for which all moments exist, so, using Doob’s maximal quadratic
inequality (e.g., [27], p. 167 and Ex. 25.12, p. 163), we can write
E2
(
sup
0≤t≤T
∣∣∣L(1)t (n)∣∣∣
)
≤ E
(
sup
0≤t≤T
∣∣∣L(1)t (n)∣∣∣2
)
≤ 4E
(∣∣∣L(1)T (n)∣∣∣2) = 4T ∫|x |≤m(n) x2Π (dx). (6.1)
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Since
∫
|x |≤1 x
2Π (dx) <∞ and m(n)→ 0, the uniform L1 and L2 convergence follows.
(ii) The a.s. uniform convergence of L(1)t (n) to 0 follows from Sato ([27], Lemma 20.6, p.
128). To verify this, take δ(0) = 1, δ(n) ↓ 0, let D(δ(n), 1] = {x ∈ R : δ(n) < |x | ≤ 1}, and
write
It (n) :=
∫
(s,x)∈(0,t]×D(δ(n),1]
x N˜ (d(s, x)) =
n∑
i=1
Z t (i), say,
where N˜ = N (d(s, x), ω) − xΠ˜ (d(s, x)) is the centered Poisson random measure on (0,∞) ×
R \ {0} associated with L t , Π˜ {(0, t] × B} = tΠ {B} for t > 0 and Borel B ⊆ R, and
Z t (i) :=
∫
(0,t]×(δ(i),δ(i−1)]
x N˜ (d(s, x)).
According to Sato’s Lemma 20.6 (see the end of his proof, on p. 129), as n → ∞, It (n)
converges, uniformly on compacts, on a set with probability 1, to a limit, It , say. But
It − It (n) = a.s. lim
ε↓0
∫
(0,t]×(ε,δ(n)]
x N˜ (d(s, x)),
so the right-hand side converges uniformly to 0 (as n → ∞) on compacts in the almost sure
sense. This is equivalent to limn→∞ sup0≤t≤T |L(1)t (n)| = 0 a.s., and the claimed result follows.
(b) (i) Let J`, ` = 1, 2, . . ., be the jumps in L t of magnitude exceeding 1, in order of
occurrence, and let Nt be the number of such jumps up till time t . If Π (1) = 0 there are no
such jumps and L(2)t (n) ≡ 0, so we can assume Π (1) > 0. Since M(n) > 1 we have for
0 < t ≤ T∣∣∣L(2)t (n)∣∣∣ =
∣∣∣∣∣ ∑
0<s≤t
∆Ls1{|∆Ls |>M(n)}
∣∣∣∣∣ ≤ Nt∑
`=1
|J`| 1{|J`|>M(n)} ≤
NT∑
`=1
∣∣J`,n∣∣ , (6.2)
where J`,n := J`1{|J`|>M(n)}. Now, since the M(n) are monotone increasing, |J`,m | ≤ |J`,n| a.s
for m ≥ n, ` = 1, 2, . . ., so for limn→∞∑NT1 ∣∣J`,n∣∣ = 0 a.s. it suffices that∑NT1 ∣∣J`,n∣∣ P→ 0.
But NT is Poisson with parameter λT := TΠ (1), independent of the J`,n , so ∑NT1 ∣∣J`,n∣∣ is a
compound Poisson process with characteristic function
E exp
(
iθ
NT∑
1
∣∣J`,n∣∣) = e−λT (1−φn(θ)), θ ∈ R,
where φn(θ) = Eeiθ|J1,n|. Since M(n) →∞ we have J1,n P→ 0 as n →∞, thus φn(θ) → 1, as
n →∞ for each θ ∈ R, so we get∑NT1 ∣∣J`,n∣∣ P→ 0, as n →∞, as required.
(ii) Assume in addition that E|L1|r < ∞, or, equivalently,
∫
|x |>1 |x |r Π (dx) < ∞, for an
r > 0. The (J`)`=1,2,... are i.i.d., with distribution P(J1 ∈ dx) = Π (dx)1{|x |>1}/Π (1) on R, so
from (6.2) we obtain
E
(
sup
0≤t≤T
∣∣∣L(2)t (n)∣∣∣r
)
≤ E(NT )E
(|J1|r |1{|J1|>M(n)}) = T ∫|x |>M(n) |x |r Π (dx). (6.3)
Since M(n)→∞, we get the L1 and L2 convergence. 
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Lemma 6.2. Suppose limn→∞1t (n)Π
2
(m(n)) = 0. Then
sup
0≤t≤T
∣∣∣L(3,1)t (n)∣∣∣ P→ 0, as n →∞.
Assume in addition that E|L1|r <∞ for r = 1 or 2. Then
lim
n→∞E
(
sup
0≤t≤T
∣∣∣L(3,1)t (n)∣∣∣r
)
= 0.
Proof. For n = 1, 2, . . ., and j = 1, 2, . . . , N (n), let ϑ j (n) be the number of jumps of L t with
magnitude in (m(n),M(n)] in the subinterval t j−1(n) < t ≤ t j (n), and let Y j,k(n) be the size of
the kth such jump, k = 1, 2, . . . , ϑ j (n). The process L(3,1)t (n) collects all but the first such jump
of L(3)t in each such interval, so we can write
sup
0≤t≤T
∣∣∣L(3,1)t (n)∣∣∣ ≤ N (n)∑
j=1
1{ϑ j (n)≥2}
ϑ j (n)∑
k=2
∣∣Y j,k(n)∣∣ . (6.4)
The ϑ j (n), 1 ≤ j ≤ N (n), are independent Poisson rvs with expectations ` j (n), where
` j (n) := 1t j (n)
(
Π (m(n))−Π (M(n))) and 1t j (n) := t j (n)− t j−1(n). Now
P
 max
1≤ j≤N (n)
1{ϑ j (n)≥2}
ϑ j (n)∑
k=2
∣∣Y j,k(n)∣∣ > 0
 ≤ N (n)∑
j=1
P
(
ϑ j (n) ≥ 2
)
≤
N (n)∑
j=1
e−` j (n)
∑
k≥2
`kj (n)
k! ≤
N (n)∑
j=1
`2j (n)
≤ 1t (n) (Π (m(n))−Π (M(n)))2
×
N (n)∑
j=1
1t j (n)
= T1t (n) (Π (m(n))−Π (M(n)))2 , (6.5)
where in the last inequality recall that 1t (n) = max1≤ j≤n 1t j (n). The final expression tends to
0 as n →∞, so we get the convergence in probability.
Assume in addition that E|L1|r <∞, for r = 1 or 2. Note that
E
∣∣Y1,1(n)∣∣r = (Π (m(n))−Π (M(n)))−1 ∫
m(n)<|x |≤M(n)
|x |r Π (dx)
≤ (Π (m(n))−Π (M(n)))−1 (∫
m(n)<|x |≤1
+
∫
|x |>1
)
|x |r Π (dx)
≤ 1+ (Π (m(n))−Π (M(n)))−1 (∫
|x |>1
|x |rΠ (dx)
)
. (6.6)
For each j = 1, 2, . . . , N (n), the ((Y j,k(n))k=1,2,...), are i.i.d. sequences, independent of the
ϑ j (n), so we obtain from (6.4)
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E
(
sup
0≤t≤T
∣∣∣L(3,1)t (n)∣∣∣
)
≤
N (n)∑
j=1
E
(∑
k≥2
1{2≤k≤ϑ j (n)}
∣∣Y j,k(n)∣∣)
= E ∣∣Y1,1(n)∣∣ N (n)∑
j=1
∑
k≥2
P(ϑ˜ j (n) ≥ k)
= E ∣∣Y1,1(n)∣∣ N (n)∑
j=1
E
(
ϑ˜ j (n)
)
, (6.7)
where ϑ˜ j (n) = ϑ j (n)1{ϑ j (n)≥2}. It’s not difficult to calculate that E(ϑ˜ j (n))r ≤ `2j (n), r = 1 or
2, and using (6.5) and (6.6) we get the bound
E
(
sup
0≤t≤T
∣∣∣L(3,1)t (n)∣∣∣
)
≤ T1t (n)Π (m(n))
(
Π (m(n))+
∫
|x |>1
|x |rΠ (dx)
)
. (6.8)
The required L1 convergence then follows from (3.2).
Finally we prove the L2 convergence. For this, by the L1 result, it suffices that
Var
N (n)∑
j=1
ϑ˜ j (n)∑
k=2
Y j,k(n)
→ 0.
But for each j = 1, 2, . . . , N (n) the (ϑ j (n), (Y j,k(n))k=1,2,...) are independent, so for this it
suffices that
N (n)∑
j=1
Var
ϑ˜ j (n)∑
k=2
Y j,k(n)
→ 0.
By (6.6), E
∣∣Y1,1(n)∣∣ ≤ Cr for some Cr < ∞. Then condition on ϑ˜ j (n) to calculate and bound
the variance as
Var
ϑ˜ j (n)∑
k=2
Y1,k(n)
 ≤ C1E(ϑ˜ j (n))+ C2E(ϑ˜ j (n))2 ≤ (C1 + C2)`2j (n).
It follows from (6.5) and (3.2) that
∑N (n)
j=1 `2j (n)→ 0, so we conclude the proof. 
Lemma 6.3. Assume limn→∞∆(n)Π (m(n)) = 0. Then for r = 1 or 2
lim
n→∞E
(
sup
0≤t≤T
∣∣∣γ (n) t + L(3,2)t (n)− L t (n)∣∣∣r
)
= 0.
Proof. Recall the definitions of L(3,2)t (n) and L t (n) in (2.5) and (2.6), and write
sup
0≤t≤T
∣∣∣γ (n) t + L(3,2)t (n)− L t (n)∣∣∣ ≤
∣∣∣∣∣∣
N (n)∑
j=1
∆L(3)τ j (n) −
∆L(3)τ j (n)
∆(n)
∆(n)
 1{ϑ j (n)≥1}
∣∣∣∣∣∣
≤ ∆(n)
N (n)∑
j=1
1{ϑ j (n)≥1} := ∆(n)b(n), say.
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Since
E(b(n)) =
N (n)∑
j=1
P(ϑ j (n) ≥ 1) =
N (n)∑
j=1
(
1− e−` j (n)
)
≤
N (n)∑
j=1
` j (n) ≤ Π (m(n))
N (n)∑
j=1
1t j (n) = T Π (m(n)), (6.9)
and limn→∞∆(n)Π (m(n)) = 0, we get the L1 convergence. The case r = 2 follows from
similar working, and the bound
E(b2(n)) = Var(b(n))+ E2(b(n)) ≤ E(b(n))+ E2(b(n)) = O(Π 2(m(n))). 
Remark 7. The preceding Lemmas 6.1–6.3 together prove Part (a) of Theorem 3.1. Part (b) is
immediate from Lemma 6.1 and the following two lemmas.
Lemma 6.4. With f as in Part (b) of Theorem 3.1, assume that the integral
∫ 1
0 Π
2
( f (x)) dx
converges. Then
lim
n→∞ sup0≤t≤T
∣∣∣L(3,1)t (n)∣∣∣ = 0, a.s.
Proof. From (6.4), for any ε > 0,
P
(
sup
0≤t≤T
∣∣∣L(3,1)(n)t ∣∣∣ > ε i.o.
)
≤ P
(
max
j=1,...,N (n)
ϑ j (n) ≥ 2 i.o.
)
, (6.10)
where “i.o.” stands for “infinitely often” as n →∞. Using again that the ϑ j (n), 1 ≤ j ≤ N (n),
are independent Poisson rvs with expectations ` j (n) = 1t j (n)
(
Π (m(n))−Π (M(n))), we get
P
(
max
j=1,...,N (n)
ϑ j (n) ≥ 2
)
= 1−
N (n)∏
j=1
P
(
ϑ j (n) ≤ 1
)
= 1−
N (n)∏
j=1
e−` j (n)
(
1+ ` j (n)
)
= 1− e
−
N (n)∑
j=1
[` j (n)−log(1+` j (n))]
.
Use the inequalities x − log(1+ x) ≤ x2/2 and 1− e−x ≤ x for x > 0, and (6.5), to bound this
by
1− e
−
N (n)∑
j=1
`2j (n) ≤
N (n)∑
j=1
`2j (n) ≤ T1t (n)Π 2(m(n)).
Now assume that m(n) ≥ f (1t (n)) and lim supn→∞(1t (n + 1)/1t (n)) < 1. Then 1t (n) ≤
c (1t (n)−1t (n + 1)), for some constant c > 0, and we can calculate∑
n≥1
Π
2
(m(n))1t (n) ≤
∑
n≥1
1t (n)Π
2
( f (1t (n)))
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≤
∑
n≥1
1t (n)
1t (n)−1t (n + 1)
∫ 1t (n)
1t (n+1)
Π
2
( f (x))dx
≤ c
∫ 1
0
Π
2
( f (x)) dx .
This is finite by assumption, and so by the Borel–Cantelli lemma, L(3,1)t (n) converges uniformly
to 0 a.s. 
Lemma 6.5. Assume limn→∞∆(n)Π (m(n)) = 0 and∑∞n=1∆2(n)Π (m(n)) <∞. Then
lim
n→∞ sup0≤t≤T
∣∣∣γ (n)t + L(3,2)t (n)− L t (n)∣∣∣ = 0, a.s.
Proof. In the notation of the proof of Lemma 6.3, we write
sup
0≤t≤T
∣∣∣γ (n) t + L(3,2)t (n)− L t (n)∣∣∣ ≤ ∆(n)b(n),
where ∆(n)Eb(n) ≤ T∆(n)Π (m(n)) tends to 0 by assumption. Thus
∆(n)b(n) = ∆(n) [b(n)− E(b(n))]+ o(1), as n →∞.
For ε > 0, let
p j (n) := P(ϑ j (n) ≥ 1) = 1− e−` j (n) ≤ ` j (n) ≤ 1t j (n)Π (m(n)),
and use Chebyshev’s inequality to get∑
n≥1
P (∆(n) |b(n)− E(b(n))| > ε) ≤ 1
ε2
∑
n≥1
∆2(n)Var (b(n))
= 1
ε2
∑
n≥1
∆2(n)
N (n)∑
j=1
p j (n)(1− p j (n))
≤ T
ε2
∑
n≥1
∆2(n)Π (m(n)).
This converges by assumption, so Borel–Cantelli implies that ∆(n)|b(n) − E(b(n))| → 0 a.s.,
for n →∞, and the result follows. 
Proof of Theorem 3.2. We first show that limn→∞ ρ(L(n), L(n)) = 0 a.s., using the fact that
both processes have at most one jump per time interval, together with a standard construction
of functions in Λ. For fixed n, given times t˜ j in (t j−1(n), t j (n)], 1 ≤ j < N (n), with t˜0 = 0,
t˜N (n) = T , define a function λ˜t0,...,˜tN (n)(t) on [0, T ] by setting
λ˜t0,...,˜tN (n) (˜t j ) = t j (n), for j = 0, . . . , N (n),
and interpolating piecewise linearly (hence, continuously), between these points, thus obtaining
a function λ(t) in Λ (see (3.8)). By this construction we see that
sup
0≤t≤T
∣∣∣λ˜t0,...,˜tN (n)(t)− t∣∣∣ ≤ max1≤ j≤N (n)1t j (n) = 1t (n).
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The paths of L t (n) and L t (n) have at most one jump per time interval, and L t (n) is obtained
from L t (n) by delaying its jump in an interval to the next following point on the time grid. Take
a given path of L t (n) for which the jumps in the intervals occur at times t˜1, . . . , t˜N (n), say (where
we set t˜ j = t j (n) if no jump occurs in the j th interval). Then λ˜t0,...,˜tN (n) shifts each jump time
to the following grid point. At the grid points these same jumps also appear in L t (n). Therefore,
the only difference arises from the drift terms given by γ (n)˜t j and γ (n)t j (n), respectively. The
difference of the drifts between L t (n) and L t (n) can be uniformly bounded by1t (n)|γ (n)|, and
by (3.2)
1t (n)|γ (n)| = 1t (n)
∣∣∣∣γ − ∫
m(n)<|x |≤1
|x Π (dx)
∣∣∣∣
≤ 1t (n) (|γ | +Π (m(n))) = o(√1t (n)),
and so
inf
λ∈Λ
sup
0≤t≤T
∣∣L t (n)− Lλ(t)(n)∣∣ = o(√1t (n)).
Combining the above, we obtain
ρ(L(n), L(n)) ≤ 1t (n)+ o(√1t (n))→ 0 a.s., as n →∞.
Now we can prove Part (i) of Theorem 3.2. By the triangle inequality
ρ(L(n), L) ≤ ρ(L(n), L(n))+ ρ(L(n), L),
and we have ρ(L(n), L) ≤ sup0≤t≤T
∣∣L t (n)− L t ∣∣ P→ 0 by (3.3). Thus we obtain ρ(L(n), L) P→
0 as n →∞.
For Part (ii) of Theorem 3.2, we have to prove Aldous’s tightness criterion for {L t (n)}n≥1. For
this, fix ε > 0 and δ > 0, let σ, τ ∈ S0,T (n), with σ ≤ τ ≤ σ + δ, and consider
P (|Lτ (n)− Lσ (n)| ≥ ε) ≤ P
(∣∣Lτ (n)− Lσ (n)∣∣ ≥ ε/3)
+P (∣∣Lσ (n)− Lσ (n)∣∣ ≥ ε/3)
+P (∣∣Lτ (n)− Lτ (n)∣∣ ≥ ε/3) .
Recall that L t (n) is constant over each interval [t j−1(n), t j (n)), and only at the endpoint of each
interval, i.e., at points of the form t j (n), is the process updated to the value of L t (n). This change
is not “visible” to the FL(n)-stopping times σ and τ , and therefore we have independence. More
formally, let tσ (n) = max{t j (n) : t j (n) ≤ σ }, and note that σ is Fntσ (n)-measurable, because
FL(n), as the natural filtration of L t (n), is unchanged in the intervals (t j−1(n), t j (n)]. Thus
Lσ (n)−Lσ (n) = Lσ (n)−L tσ (n)(n). By the strong Markov property of L t (n), Lσ (n)−L tσ (n)(n)
is independent of the stopping time σ and has the same distribution as it has in the first
subinterval. Thus, Lσ (n) − Lσ (n) d= 1Lτ1(n) 1{ϑ1(n)>0}. We can similarly argue for τ and thus
obtain
P (|Lτ (n)− Lσ (n)| ≥ ε) ≤ P
(∣∣Lτ (n)− Lσ (n)∣∣ ≥ ε/3)+ 2P (∣∣1Lτ1(n)∣∣ ≥ ε/3) .
Next, consider
P
(∣∣Lτ (n)− Lσ (n)∣∣ ≥ ε/3) ≤ P (|Lτ − Lσ | ≥ ε/6)
+P (∣∣Lσ − Lσ (n)∣∣+ ∣∣Lτ − Lτ (n)∣∣ ≥ ε/6) .
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Because of the inclusion of the discretely generated filtrations in the continuously generated one,
i.e., FL(n) ⊆ FL , σ is also an FL -stopping time, so the increment Lτ − Lσ is independent of
Fσ . By stationarity of L t , and since |τ − σ | ≤ δ, Lτ − Lσ is stochastically dominated by L?δ :=
sup0≤s≤δ |Ls |. Also,
∣∣Lσ − Lσ (n)∣∣ + ∣∣Lτ − Lτ (n)∣∣ is dominated by 2 sup0≤t≤T ∣∣L t − L t (n)∣∣.
To summarize so far:
sup
σ,τ∈S0,T (n), σ≤τ≤σ+δ
P (|Lτ (n)− Lσ (n)| ≥ ε) ≤ P
(
L?δ ≥ ε/6
)
+P
(
sup
0≤t≤T
∣∣L t − L t (n)∣∣ ≥ ε/12)+ 2P (∣∣∆Lτ1(n)∣∣ ≥ ε/3) . (6.11)
To deal with the first expression on the right-hand side of (6.11), decompose L t as L t =
γ t + L(S)t + L(B)t , where L(S)t is the small jump martingale with jumps smaller than or equal
to 1 in magnitude, and L(B)t has jumps larger than 1 in magnitude. Let T1 be the time of the first
jump larger than 1 in magnitude. This is distributed as exponential with parameter Π (1) (take
T = ∞ if Π (1) = 0). Then L(B)t = 0 for t < T1, so, once |γ |δ < ε/12, we have
P
(
L?δ ≥ ε/6
) ≤ P( sup
0≤t≤δ
|L(S)t | ≥ ε/12
)
+ P(T1 < δ).
Both expressions tend to 0 as δ → 0, the last because T1 has no mass at 0, and the preceding one
by an application of Doob’s inequality (Sato [27], p. 167) and then Markov’s inequality.
The second expression on the right-hand side of (6.11) tends to 0 as n → ∞ according to
(3.3) of Theorem 3.1.
The third expression on the right-hand side of (6.11) tends to zero as n → ∞ since
τ1(n) ≤ 1t (n)→ 0, and L t is continuous in probability.
This completes the proof of Theorem 3.2. 
Proof of Theorem 3.3. (i) For n → ∞, ρ(L(n), L) P→ 0 holds by Theorem 3.2, so it remains
to construct an approximating process Bt (n) to Bt , satisfying
sup
0≤t≤T
|Bt (n)− Bt | P→ 0. (6.12)
We modify the argument in McKean ([14], p. 38) as follows. (Our argument is somewhat simpler
as we only require convergence in probability. The proof can be extended to give a.s. convergence
as in the Ito and McKean result. Just for this part of the proof we write B(t) for Bt and B(t, n) for
Bt (n).) For the given partition (t j (n)) j=0,1,...,N (n), for each n = 1, 2, . . ., define stopping times
by: e0(n) = 0, and
e j (n) = inf{t > e j−1(n) : |B(t)− B(e j−1(n))| >
√
1t j (n)}, j = 1, 2, . . . ,
where, recall, 1t j (n) = t j (n) − t j−1(n). Let 1e j (n) := e j (n) − e j−1(n), j = 1, 2, . . .. For
each n = 1, 2, . . ., the 1e j (n), j = 1, 2, . . ., are independent with E(1e j (n)) = 1t j (n) and
E(1e j (n))2 = (5/3) (1t j (n))2 (cf. ([14], problem 1.7.6, p. 29). Define an approximating step
function process by
Bt (n) = B(t, n) = B(e j−1(n)), when t j−1(n) ≤ t < t j (n).
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(We could alternatively use the linearly interpolated process, as in [14], but the step function
process allows a more convenient treatment of the filtrations and stopping times in Part (ii) of the
proof, essentially by placing the problem in discrete time.)
To verify (6.12), take t ∈ (0, T ) and j = j (t, n) such that t j−1(n) ≤ t < t j (n). Then
B(t, n) = B(e j−1(n)),
|B(t, n)− B(t)| ≤ |B(e j−1(n))− B(t j−1(n))| + |B(t j−1(n))− B(t)|, 0 < t < T,
and |B(T, n)− B(T )| = |B(eN (n)(n))− B(T )|. With δ(n) := max j=1,...N (n) |e j (n)− t j (n)|, we
obtain
sup
0≤t≤T
|B(t, n)− B(t)| ≤ sup
0≤s<t≤T|t−s|≤δ(n)
|B(t)− B(s)| + sup
0≤s<t≤T|t−s|≤1t (n)
|B(t)− B(s)|.
The second expression tends to 0 a.s. by Le´vy’s modulus of continuity bound. Recall that
Var(∆e j (n))2 = (2/3) (1t j (n))2 and
Var(e j (n)) =
j∑
i=1
Var(1ei (n)) ≤ 2/31t (n)
N (n)∑
i=1
1t j (n) ≤ 2/3 T1t (n)→ 0,
Kolmogorov’s inequality gives δ(n)
P→ 0 as n →∞, and so we deduce that sup0≤t≤T |Bt (n)−
Bt | P→ 0, as required. From this, with Z t (n) = L t (n)+ Bt (n), we get that ρ(Z(n), Z) P→ 0 since
Bt is a.s. continuous; see [16], Prop. 1.23, Ch. VI, p. 293.
(ii) It remains to prove Aldous’s tightness criterion for {Z t (n)}n≥1. Denote by FZ(n) the
natural filtration generated by Z t (n), 0 ≤ t ≤ T , let FZ(n) =
(Gnt )0≤t≤T , and let Tt,T (n) be
the FZ(n)-stopping times taking values in [t, T ]. Fix ε > 0 and δ > 0, let σ, τ ∈ T0,T (n), with
σ ≤ τ ≤ σ + δ, and consider
P (|Zτ (n)− Zσ (n)| ≥ ε) ≤ P (|Lτ (n)− Lσ (n)| ≥ ε/2)
+P (|Bτ (n)− Bσ (n)| ≥ ε/(2c)) . (6.13)
The first expression on the right-hand side of (6.13) tends to 0 just as in the proof of
Theorem 3.2. Carefully reading the proof of that theorem reveals that the independence of
{Lσ+t (n) − Lσ (n)}t≥0 from the stopped sigma-algebra Gnσ is required for this. But it is not
hard to check that this is the case in our set-up, since L t has independent increments, and is
independent of {Bt (n)}t≥0 by construction.
To bound the second expression on the right-hand side of (6.13), define modifications of σ
and τ by
tσ (n) = max{t j (n) ≤ σ } and tτ (n) = max{t j (n) ≤ τ }.
These take values on the discrete time grid (t j (n)) j=0,1,...,N (n), and since we have specified Bt (n)
as a step function process,
Btσ (n)(n) = Bσ (n), and Btτ (n)(n) = Bτ (n).
Further, tσ (n) and tτ (n) are FZ(n)-stopping times (since the process Z t (n) remains constant
between tσ (n) and σ , and between tτ (n) and τ , so the filtration generated by Z t (n) remains
constant between these times, as well). Clearly tσ (n) ≤ tτ (n) ≤ tσ (n) + δ + 1t (n), so we can
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write
|Bτ (n)− Bσ (n)| =
∣∣Btτ (n)(n)− Btσ (n)(n)∣∣
≤ sup
0≤t≤δ+1t (n)
∣∣Bt+tσ (n)(n)− Btσ (n)(n)∣∣ .
Just as we argued above for L t (n), the process
(
Bt+tσ (n)(n)− Btσ (n)(n)
)
t≥0 is independent of
Gntσ (n), and is stationary, and thus
sup
0≤t≤δ+1t (n)
∣∣Bt+tσ (n)(n)− Btσ (n)(n)∣∣ d= sup
0≤t≤δ+1t (n)
|Bt (n)| .
This results in an upper bound that is independent of choice of stopping times:
P (|Bτ (n)− Bσ (n)| ≥ ε/(2c)) ≤ P
(
sup
0≤t≤δ+1t (n)
|Bt (n)| ≥ ε/(2c)
)
.
Now, by Part (i) of this theorem, Bt (n)
P→ Bt uniformly on [0, T ], and Bt is a.s. continuous, so
we obtain
lim
n→∞ sup
σ,τ∈T0,T ,σ≤τ≤σ+δ
P (|Bτ (n)− Bσ (n)| ≥ ε/(2c)) ≤ P
(
sup
0≤t≤δ
|Bt | ≥ ε/(2c)
)
.
As δ tends to 0, the latter expression tends 0, and this completes the proof of Theorem 3.3. 
Proof of Theorem 4.1. From (6.1), (6.3), (6.8) and (6.9) we obtain
E
(
sup
0≤t≤T
∣∣L t (n)− L t ∣∣) ≤ T (2
√∫
|x |≤m(n)
x2Π (dx)/T +
∫
|x |>M(n)
|x |Π (dx)
+1t (n)Π 2(m(n))+1t (n)Π (m(n))
×
∫
|x |>1
|x |Π (dx)+∆(n)Π (m(n))
)
. (6.14)
From the definitions of α? and β? it follows that for all α > α?, β < β?,
Π (x) = o (x−α) , and ∫
|y|≤x
y2Π (dy) = o
(
x2−α
)
, as x ↓ 0,
and also∫
|y|≥x
|y|Π (dy) = o
(
x1−β
)
, as x →∞.
Then (6.14) gives
E
(
sup
0≤t≤T
∣∣L t (n)− L t ∣∣) = o ((m(n))1−α/2)+ o ((M(n))1−β)
+1t (n)o
(
(m(n))−2α
)
+∆(n)o ((m(n))−α) . (6.15)
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As specified in Section 4, we choose1t (n) as basis and assume (4.4). Then the complexity C(n)
satisfies
(C(n))−
1
2 ∼ K1√
2 T K3
(1t (n))1+κ1+κ3 . (6.16)
The convergence rate in Eq. (6.15) is dominated by the lowest power, and hence
E
(
sup
0≤t≤T
∣∣L t (n)− L t ∣∣) = o ((1t (n))r˜(κ1,κ2,κ3)) , (6.17)
where
r˜(κ1, κ2, κ3) = min (1− 2 κ2 α, κ1 − κ2α, κ2(1− α/2), κ3 (β − 1)) .
Using (6.16) and (6.17) implies
E
(
sup
0≤t≤T
∣∣L t (n)− L t ∣∣) = o((C(n))− r˜(κ1,κ2,κ3)2(1+κ1+κ3)) .
The optimal convergence rate as assessed by minimal complexity is achieved when the constants
κ1, κ2 and κ3 are chosen as the maximizers of the function
r˜(κ1, κ2, κ3)
2(1+ κ1 + κ3) .
By elementary but tedious calculations one obtains for the maximizing values
κ1 = 2+ α2+ 3α , κ2 =
2
2+ 3α , and κ3 =
2− α
(2+ 3α)(β − 1) .
Then, defining
r(α) := r˜(κ1, κ2, κ3) = 2− α2+ 3α ,
and
c(α, β) := r˜(κ1, κ2, κ3)
2 (1+ κ1 + κ3) =
1
4
(
2+ 2α
2− α +
1/2
β − 1
)−1
,
which are decreasing in α and increasing in β, we can express the convergence rates as in (4.6)
and (4.7), using (4.8). 
Proof of Theorem 5.1. Assume (3.2), and the conditions on h specified.
(i) We first establish the pointwise convergence of the value function vn induced by the
discrete scheme to the continuous time v. To do this, fix an arbitrary pair (t, x) ∈ (0, T ] × R+
and proceed as follows. Letting
g(u, z) = e−r u h(x ez) , for (u, z) ∈ (0, T − t] × R ,
the value function of the continuous time model can written as
v(t, x) = sup
τ∈S0,T−t
E (g(τ, Lτ )) . (6.18)
We need a similar representation for the discrete value function vn . As an interim step, we
use a modified value function wn : [0, T ] × R+ 7→ R+0 , n ≥ 1, with a time horizon that
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coincides with the continuous time version and is close to vn . To set this up, recall that the
discrete approximation was arranged so that the vn(t, x) are interpolated by step functions in
the time variable t , see Eq. (5.4). At time t ≥ 0, the remaining lifetime for the continuous time
optimal stopping problem is T − t . But for the discrete version, the value function is calculated
at the time grid point bt/1t (n)c1t (n) just before t (or possibly at t), so the time horizon of the
optimal stopping problem is increased by δn to T − t + δn , where δn = t − bt/1t (n)c1t (n). So
define
wn(t, x) = sup
τ∈T0,T−t (n)
E
(
e−r τ h(yt,x (n) eL
δn
τ (n))
)
where (t, x) ∈ [0, T ] × R+, yt,x (n) is as in (5.3), Lδnt (n) = Lmax(t−δn ,0)(n), that is, the original
process L t (n) with the first period shortened by δn , and T0,T−t (n) is the set of stopping times
with respect to the filtration FLδn (n) generated by Lδnt (n), taking values in [0, T − t]. Then by
specifying
gn(u, z) = e−r u h(yt,x (n) ez), for (u, z) ∈ (0, T − t] × R,
we can write
wn(t, x) = sup
τ∈T0,T−t (n)
E
(
gn
(
τ, Lδnτ (n)
))
. (6.19)
Following this, we establish a bound for the difference between vn andwn that tends uniformly
to 0, for n → ∞. By the same reasoning as for pit (n) the optimal stopping times in (6.19) take
values only on the grid points {0, j 1t (n)− δn; j ≥ 1} ∩ [0, T − t] (see Section 5). The setting
is discrete and the time horizon finite, and so the optimal stopping problem can again be solved
by backward induction, as in [26]. The problems (5.2) and (6.19) are identical except that the
first period of the latter problem is shortened by δn . Hence, the backward induction will produce
identical results except for the initial node. There we have vn(t, x) = max(h(yt,x (n)), e−r 1t (n)u)
and wn(t, x) = max(h(yt,x (n)), e−r (1t (n)−δn)u), where u is the expectation of the value
process of either optimal stopping problem after the first period. Now 0 ≤ δn < 1tn , so
vn(t, x) ≤ wn(t, x) ≤ er1t (n) vn(t, x), and since h is bounded by hmax < ∞, so are vn and
wn . This means that
|vn(t, x)− wn(t, x)| ≤ (er 1t (n) − 1) hmax for (t, x) ∈ (0, T ] × R+. (6.20)
Finally, for Part (i), we prove the pointwise convergence of the wn to v. To do this, we apply
Corollary 6 of [7]. This requires: (1) Aldous’s tightness criterion to hold for {Lδnt (n)}n≥1; (2)
convergence of the Skorokhod distance, i.e., ρ
(
Lδnt (n), L t
) P→ 0; (3) weak convergence of
filtrations, i.e., FLδn (n) w→ FL ; and, (4) the uniform convergence gn → g, where g is bounded
and continuous, all as n → ∞. Now, (4) follows since h is bounded and uniformly continuous
and yt,x (n)→ x . It remains to check that the first three conditions hold in our setting.
The process Lδnt (n) is obtained from L t (n) just by shortening the first period by δn . The
effect of this is simply that the first jump of L t with magnitude in (m(n),M(n)] in an interval
of the form (( j − 1)1t (n), j1t (n)], if any, is placed, not at the endpoint j1t (n), but at a
point in the interval, j1t (n) − δn . Thus by similar arguments as in the proof of Theorem 3.2
it follows that ρ(Lδn (n), L)
P→ 0, as n → ∞. This procedure no longer yields inclusion of
the filtrations, i.e., FLδn (n) 6⊆ FL , in general. However, weak convergence of the filtrations still
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applies, i.e., FLδn (n) w→ FL , as a consequence of ρ(Lδn (n), L) P→ 0, since {Lδnt (n)}n≥1 is a
sequence of processes with independent increments; see [6], Proposition 2. (For the definition
of weak convergence of filtrations see Remark 3.) Further, Aldous’s criterion for tightness
transfers from {L t (n)}n≥1 to {Lδnt (n)}n≥1 as can be checked directly from (3.7). We conclude
that wn(t, x)→ v(t, x), as n →∞, and so by (6.20) the convergence in (5.5) follows.
(ii) To conclude the proof of Theorem 5.1, we prove the convergence of the price processes.
First, suppose t = 0. (5.5) claims convergence of vn(t, x) for all x > 0, and only for t > 0 (the
vertex of the tree at time t = 0 is restricted to a single point x = S0); nevertheless, we have
lim
n→∞ vn(0, S0) = v(0, S0),
as follows directly from Corollary 6 of [7], and proves (5.6) for t = 0. So fix t ∈ (0, T ], use the
value function representation to write the difference of the option prices as
pit (n)− pit = vn(t, St (n))− v(t, St ),
and write
|pit (n)− pit | ≤ |vn(t, St (n))− wn(t, St (n))| + |wn(t, St (n))− v(t, St )| . (6.21)
Here, the first term on the right-hand side tends to zero a.s. by (6.20). To deal with the second
term, take a sequence of positive real numbers {xn}n≥1 with limn→∞ xn = x > 0. Then, by the
same arguments as in Part (i) above, we get
lim
n→∞ |wn(t, xn)− v(t, x)| = 0. (6.22)
Theorem 3.2 gives ρ (St (n), St )
P→ 0 and by Skorokhod’s representation theorem we can realize
the processes on a probability space such that St (n)→ St a.s., for each t ∈ [0, T ]. Thus we have
|wn(t, St (n))− v(t, St )| → 0 a.s., and since the wn are bounded by hmax, the Lp convergence in
(5.6) follows. 
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