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Abstract: Quadrature methods are developed for the numerical approximation of half-order integrals and 
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1. Introduction 
The fractional calculus is useful in the formulation and succinct solution of many physical 
problems, as evidenced by the wide variety of applications treated by Oldham and Spanier 
[ 171. The half-order operations of semi-integration and semidifferentiation play a fundamental 
role in this regard. 
Much of the recent interest in the semi-integral and semiderivative stems from their use as a 
powerful tool for studying diffusive transport in semi-infinite mediums. These ideas are 
particularly relevant in electrochemistry [8]. One important electrochemical application of the 
fractional calculus is the analysis of trace amounts of harmful metals, such as lead and 
cadmium, in drinking water supplies. To this end it is necessary to compute half-order 
integrals and derivatives. This paper is concerned with methods for computing the semi- 
integral and semiderivative. 
Although fractional derivatives can be introduced by a single limit definition [17] due to 
Griinwald, we find the following equivalent definitions to be more useful for our immediate 
purposes. The Riemann-Liouville definition of the semi-integral of a function f at a point 
x>O is 
D(-1’2)f(X) E d-l’:;$;) = T-l12 l cx _ y>-1/2fcyj dy 
dx 
The semiderivative off can be defined by 
(1.1) 
0377-0427/87/$3.50 0 1987, Elsevier Science Publishers B.V. (North-Holland) 
116 F. G. Lether I Approximation of semi-integrals and semi derivatives 
Thus, the semiderivative is the ordinary derivative of the semi-integral. 
The semi-integral and semiderivative exist for a rather large class of functions f, as can be 
appreciated by consulting Oldham and Spanier [17]. For example, see the tables in Chapter 7 
and also their Fig. 3.1.1 with the parameter a = 0. 
The definitions (1.1) and (1.2) serve as a starting point for developing quadrature rules to 
numerically approximate the semi-integral and semiderivative. A large number of potentially 
useful rules can be developed in this way for both continuous and discrete data. The major 
emphasis in this paper will be the development of quadrature rules for the important practical 
case when f is only known at a discrete set of points in the integration interval [0, x]. 
Examples of the latter type of rules can be found in the electrochemical literature [8] and in 
Table 8.2.3 of [17]. Many of these rules are essentially product quadrature rules of modest 
accuracy [14] and can be improved by more sophisticated interpolation methods [13]. 
Gauss-Jacobi quadrature methods can also be employed in the case when an analytical form 
for f is available [ 121. 
In addition to some further details related to standard quadrature methods, the major part 
of the work below is concerned with approximating (1.1) and (1.2) through the use of 
piecewise cubic polynomial interpolation to f at a discrete set of points. This is done by 
specialializing some ideas previously reported in [13]. A FORTRAN subroutine is provided to 
illustrate the theory in this situation and to facilitate its application in practice. 
2. Methods based on a change of variable 
The methods outlined in this section are based on a change of variable to eliminate the 
singularity in the integrand in (1.1). The simple change of variable y = x - xu2 in (1.1) gives 
D(-1’2)f(~) = 2(~/97)“~Z( f; x) (2.1) 
where 
Z(f;x)=i’ f(x-xu2)du. (2.2) 
To develop an analogous result for the semiderivative it is useful to note that (1.2) may be 
replaced by 
D(li2)f@) = (,r~x)-“~f(x) +0.56”2 [ (X - ~)-l’~f[x, y] dy 
where the divided difference f[x, y] = (f(x) -f(y)) l(x - y). Making the same change of 
variable as before yields 
D(li2)f@) = (TX)-“‘[f(x) + Z(f; x)] (2.3) 
where 
J( f; x) = 6’ (f(x) - f(x - XL’)) lu* du (2.4) 
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The integrals (2.2) and (2.4) can be computed numerically using a variety of standard 
quadrature rules. Adaptive numerical integration can also be employed. In order to avoid 
evaluating the derivative f’(x) when approximating (2.4), we would normally select a 
quadrature rule that does not employ zero as an abscissa. As will be appreciated in the work 
below, the integrands in (2.2) and (2.4) are even functions of u. 
In order to illustrate the type of approximations that can be derived using the above 
observations, let 
I 
1 
-1 
g(u) du = i? ~JZ(~,) (2.5) 
k=l 
be a given 2n-point fully symmetric quadrature rule with 
-1 d u* < * - * < Uzn d 1 . 
Many classical quadrature rules are fully symmetric and particular examples can be found in 
[3]. With a view towards employing (2.5) to approximate (2.2) and (2.4), it should be noted 
that 2n-points are employed in (2.5) to guarantee that zero is not an abscissa of the 
quadrature rule and to take advantage of the even integrands. 
Since (2.5) is assumed to be fully symmetric, the abscissas and weights satisfy the symmetry 
properties ZL*~+,_~ = -uk and w~,,+~_~ = wk. Finally, for k = l(l)n introduce the notation 
ak = x - xui , A, = w,Iu; , 
and let 
A n+l = 1 + i: A,. 
k=l 
In view of (2.2), (2.5) and the symmetries outlined above we have the following n-point 
approximation 
I(f; x) = 0.5 I_‘1 f(x - XU’) du = i wkf(ak) . 
k=l 
Similarly (2.4) and (2.5) yield the (n + 1)-point approximation 
J(f; 4 = (A,+1 - ‘>.@> - ,$, Akf(ak) . 
By (2.1) and (2.3) the final approximations for the semi-integral and semiderivative are 
D’- “‘,,,x) z Q 
n,-li2(fi ‘> = 2(x’T)1’2 kz, Wkf(ak) 
and 
D(“*)f(4 =Q,,df; 4 = [ An+lf(x) - i Ak.f6%~]/(~r)1’2 . 
k=l 
(2.6) 
(2.7) 
The approximations (2.6) and (2.7) employ one-half of the points in the original fully 
symmetric generating rule (2.5). If analytical form for f is available, then an attractive choice 
for (2.5) would be the 2n-point FejCr quadrature rule [3] for which 
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Uk = cos 8, 
and 
1 - 2 i: cos 2m0,/(4m - 1)” y1 
l?l=l I/ (2.8) 
where 
8, = (2k - l)?Tl(4n). 
For these particular choices 0 < uk < x, 0 < wk and 0 < A,. The corresponding approximations 
(2.6) and (2.7) are in this case exact if f is a polynomial of degree less than or equal to y1- 1 
and IZ, respectively. See Gautschi [7] for a discussion of the convergence properties of FejCr 
quadrature in the presence of an endpoint singularity. 
Example 2.1. Let the weights and abscissas in (2.6) and (2.7) be determined by (2.8). For 
q = f i introduce the notation 
d “34 = -log,&+%4 - Q,,,U; x>l /ID’%4\ . P-9) 
Then d,,, is approximately equal to the number of significant digits of accuracy obtained when 
the Fejir rules (2.6) and (2.7) are used to compute Do at a point x > 0. For selected 
values of x and ~1, Table 1 lists d,,, for the function f(x) = tan-‘(v’X). The exact semi-integral 
and semiderivative for this function are 
D(-l”) tan-‘(v?) = v’%[(l + x)l” - l] 
and 
D(l’*) tan-‘(v%) = 0.5[~/(1 + ~)]r’~ . 
Unless otherwise noted, all of the numerical calculations in this and the following examples 
were performed on an IBM Personal Computer using DOS 2.0 with the BASICA/D option in 
effect. (This employs double precision arithmetic with approximately a 16 decimal digit 
mantissa.) 
Finally, we note that if Gauss-Legendre quadrature is employed for (2.5), then (2.6) and 
(2.7) give the rules previously developed in [12] using Gauss-Jacobi quadrature. Unlike the 
present discussion however, a linear change of variable was used to obtain the more 
specialized results in [12]. 
Table 1 
Number of significant digits of accuracy d,,, in Example 2.1 
n (q=-4) n (4 = t) 
x 4 8 16 4 8 16 
0.1 3.57 4.46 5.35 3.22 4.15 5.06 
0.5 3.49 4.39 5.28 3.17 4.11 5.02 
2.0 3.30 4.23 5.13 3.04 4.01 4.93 
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3. Methods based on piecewise cubic interpolation 
Assume that we are given y1 data points (xi, y,), i = l(l)n where 
0 = X1 < X* <. . - <x, . 
It is comient in the work below to think of the ordinates as originating from a function f 
with yi = f(xi).. In practice, an explicit form for f may or may not be available. This section is 
concerned with methods for approximating the semiderivative and semi-integral off at each of 
the n - 1 positive x = xi, j = 2(l)n. In order to understand the procedure it is necessary to 
introduce some results from [13]. The principal application of the work in this section is the 
semi-integration and semidifferentiation of discrete data. 
The essential idea is to interpolate the II data points (xi, yi) i = l(l)n with a piecewise cubic 
polynomial function S. For application here, s will be taken as a piecewise cubic Hermite 
interpolant, which would include cubic splines as a special case. 
Assign a slope y: at each point xi, i = l(l)n where y: need not equal f’(xi). Let s(y) be 
defined on xi s y d X~+~ by s(y) = pi(y), where 
4 
Pi(Y) = C ‘k,i(Y - ‘ilk-l ’ 
k=l 
in (3.1) the coefficients are 
‘l,i = Yi 3 
I 
‘2,i = Yi 3 c~,~ = (3s, - y;,, - 2y:)lAx, 
(3-l) 
(3.2) 
and 
c4,i = ( y; + y: +1 - 2si) /(Ax~)~ 
where 
Ax, = xi+1 -xi and si = (Y,+~ - y,)lAx, . 
With these coefficients the polynomial (3.1) is the two-point cubic Hermite interpolant on 
xidydx,+l satisfying the conditions 
Pi(xi) = Yi 3 p:(xi) = Y: 9 
Pi(‘i+l> = Yitl T P:(xi+l> =Y:+l ’ 
Consequently, s(y) has a continuous first derivative on 0 s y d x, for any choice of the 
assigned slopes yi , i = l(l)n. We consider a particular method for the determination of these 
slopes at a later point. 
In order to approximate the semi-integral and semiderivative we employ for q = k i 
D(‘)f(x) =Q,(f; 4 + E,(f, 4 
where the approximation 
Q,( f; x) = DC’&(x) 
and the error 
E,(f; x) = D(‘)[~(x) - S(X)] . 
(3.3) 
(3.4) 
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With x = xi, it follows from (1.1) and the definition of QPli2(f; x) that 
Q-,,,<f; 4 = * -112 I$ I+’ (x - y)-"2pj( y) dy . 
Since s has a continuous first derivative on the interval [0, x,], repeated integration by parts 
[lo] gives 
Q-&f;x)=- i 
j-2 j-2 
k-l 
akck,lx - ag c W2,i(X - xi+1)5’2 - qj c W3,i(X - xi+1)7’2 
k=l i=l i=l 
(3.5) 
where the cy-coefficients are listed in Table 2 and the weights are 
w2,i = ‘3,i + 3c4,itxi+l - ‘i> - ‘3,i+l 
and (3.6) 
w3,1 = ‘4,i - ‘4,i+l ’ 
Since the semiderivative is the derivative of the semi-integral, 
Qi,2(f; x) = WWQ-,,,(f; 4 
-112 i pkCk,lXk-l 
j-2 j-2 
=X 
k=l 
- P5 Fl w2,i(x - xi+1)3’2 - Pfj C w3,i(x - xi+1)5’2 3 
i=l 
(3.7) 
where the p-coefficients are given in Table 2. 
In view of (3.2) and (3.6), the approximations (3.5) and (3.7) depend on the choice of the 
slopes yi. It is interesting to investigate this connection since the y: remain at our disposal. 
To this end let h denote the piecewise cubic Hermite interpolant to the data (xi, yi) such. 
that h’(xi) = f’(xi), i = l( 1)n. As before, s denotes the piecewise cubic Hermite interpolant to 
the data (xi, yi) satisfying s’(xi) = yi, i = l(l)n. By (3.4) 
E,(f; x) = D(‘)[f(x) - h(x)] + D”‘[h(x) - s(x)] . (3.8) 
In order to bound the error in (3.5) or (3.7) it will suffice to bound each of the two terms on 
the right-hand side of (3.8). 
Table 2 
Coefficients for rules (3.5) and (3.7) 
k ak 
1 2 
2 413 
3 1611.5 
4 961105 
5 16115 
6 961106 
Pk 
1 
2 
813 
161.5 
813 
1615 
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Lemma 3.1. Zff has a continuous first derivative on [0, x,] then for x in (0, xn] 
IK,,,(f; 4 =w4’2[llf- hII + llh - 41 
and 
121 
(3.9) 
(E&f; x)1 s 2(xW1’*[11f’ - h’l( + llh’ - ~‘111 . 
Proof. It follows from (1.1) that 
]DCP”*)F@)] =S ~(x/IT)~‘*]]F]] 
where 1) . II denotes the uniform norm 
IIFII = “py%t P(Y)1 . ” 
(3.10) 
(3.11) 
Integration by parts in (1.2) followed by differentiation shows that the semiderivative of F can 
be expressed in terms of the semi-integral of the derivative of F. In particular for 0 < x L X, 
D(1’2)F(~) = (7~x)-~“F(0) + D(P1’2)F’(~) . 
Thus, 
]D(~‘~)F(_x)] G @TX)~~‘*~F(O)( + 2(xl~~)“~ll~‘ll . (3.12) 
The proof follows at once from relations (3.8)) (3.11) and (3.12) by identifying the generic 
function F with the appropriate difference of functions on the right-hand side of (3.8). In 
establishing (3.10) use is made of the fact h(0) = s(0) =f(O). 0 
Error bounds for (3.5) and (3.7) can be obtained directly from (3.9) and (3.10) through the 
use of error representation techniques for Hermite interpolation. 
Theorem 3.1. Zff has a continuous fourth derivative on [0, x,] then for x in (0, x,] 
and 
IE_,,,( f; x)1 d OS(xl~)~‘~[~~M,l96 + 
IE,,,( f; x)1 S OS(xl7~)“~[7~A4~1’%54 
where 
TIT (3.13) 
+ ?I ) (3.14) 
Ml = ()yy, If’“‘(Y)1 ) ml = ,nJaTn If: -Y:l -. 
and 
r = max Axi . 
l=GiSj 
Proof. The development of (3.13) and (3.14) follows from (3.9) and (3.10). The errors 
Ilh - sII and llh’ - s’ll can be bounded using the ideas of De Boor [4, pp. 59-601. If attention 
is restricted to the interval xi 6 y d x~+~, then h(y) - s(y) = a,( y)pi( y) where in terms of the 
current notation with 5 = f ‘(x,), 
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aj(Y>=(f:-Y:)(xi+l-Y>‘AXi-(f:+l-Y:+l)’Axi 
and 
pi(Y) = (Y - ‘i)(“i+l - Y)‘Axt ’ 
If a,(y) pi( y) is maximized by separately maximizing a,(y) and pi(y) over Xi G y d Xi + 1, then 
as in the prior reference 
Ilh - SIJ S 0.25m, 7 . (3.15) 
A similar argument based on the derivative of ai(y)pi( y) shows that 
[l/z’ - S’JI =S 1.25m, . (3.16) 
The classical error representation [4] for Hermite interpolation gives 
Ilf- hll s M,r4/384 (3.17) 
and the Peano’s theorem result in [l] yields 
IIf’ - !z’ll d M,~~fi/216. (3.18) 
The bound (3.13) follows from (3.9), (3.15) and (3.17) while (3.14) follows from (3.10), 
(3.16) and (3.18). 0 
If the method in this section is employed, Theorem 3.1 shows that the semi-integral is in 
general more accurately determined than the semiderivative. Also see [14] for a similar 
conclusion concerning a related family of RL rules. When an analytical form for f is available, 
Theorem 3.1 indicates that it is advantagous to take the slopes y: as f’(xi) i = l(l)n. Then 
m, = 0 and the right-hand sides of (3.13) and (3.14) are O(T~) and 0(r3), respectively. In this 
situation the approximations (3.5) and (3.7) are essentially compound Hermite quadrature 
rules somewhat similar to those available for unit weight functions [3, pp. 132-1331. 
4. An application of local monotone cubic interpolation 
In order to use (3.5) and (3.7) for discrete data it is necessary in (3.2) to select the slopes y: 
using only the given II data points (xi, yi) i = l(l)n. I n view of (3.13) and (3.14) it is desirable 
to employ techniques for selecting the slopes yi which are at least O(T) in accuracy. In fact, 
this latter accuracy goal is easily exceeded by simply choosing s as a complete cubic spline. 
The slopes y 1 determining a complete cubic spline, or the corresponding coefficients (3.2)) can 
readily be obtained from the material of De Boor [4, pp. 53-591. For this choice m, = O(T~) 
[4, p. 691 and for many types of data this is an effective way to employ (3.5) and (3.7). 
Practical experience however, indicates that interpolatory cubic splines can exhibit extra- 
neous inflection points not warranted by the data, pareticularly if the data contains large 
variations in slope. Consequently, recent interest has centered on developing local methods 
based on less smooth, monotone piecewise cubic Hermite interpolation [5]. In this regard see 
the exhibits in [2, pp. l-37; 6; 9; 19, pp. 387-3911. We use some of the ideas in [2] to 
illustrate the application of (3.5) and (3.7). 
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Following a suggestion by Brodlie [2, p. 371 we choose to compute the required slopes using 
a procedure that leads to a local monotone piecewise cubic interpolant. For equally spaced 
points Brodlie’s method has m, = O(T~). The theory related to this approach can be found in 
Fritch and Butland [5], where important graphics applications are also illustrated. 
To this end, let si denote the slope of the line segment connecting the two data points 
(xi, yi) and (x,+~, Y,+J, in agreement with our prior usage in (3.2). For the interior range 
i = 2(l)n - 1 take 
{ 
s~_~s~/[Qs~ + (1 - (Y)s~_~] 
y:= 0 
if s,_,s, > 0 , 
if si_lsi < 0 , (4.1) 
where 
CI = (2Xi+I -xi - X,_,)l[3(X,+, - Xi&] . 
At the endpoints x1 and X, special attention is required and we employ the derivative of the 
parabolas interpolating to the first three and last three data points. Specifically, at x1 
Y; = K% + x2 - %h - (x2 - ~l>~21~(% - 4 (4.2) 
if slyi > 0; otherwise yi = 0. At x, 
y:, = [(2X, - X,_, - X,-2 )%I - (x, - ~,-I)%-*l~(% - T-2) (4.3) 
if s ,PIyA > 0; otherwise y: = 0. 
The following example is an application of the semiderivative approximation (3.7) and - _ _ 
semi-integral approximation (3.5) for the case 
according to the relations (4.1)-(4.3). 
Example 4.1. Let t, = O.OSk, k = O(l)70 and 
data (tk, mk) and (t,, ek) from the functions 
m(t) = 0.0012226489 [l + tanh( ix)] 
and 
e(t) = 0.0095514391 sech2( ix) 
where 
x = 15.624174 (t - 3) . 
when the slopes required in (3.2) are computed 
generate 71 pairs of synthetic electrochemical 
The respective functions m(t) and e(t) are the semi-integral and semiderivative of the faradic 
current 
i(t) = O.O096656325v’%x(x) ,
where x denotes the reversible Randles-Sevcik function [16]. Although the details need not 
be considered here, we have selected the numerical constants in this example to be consistent 
with the electrochemical requirements in [18]. The functions m(t), e(r) and i(t) are shown in 
Fig. 1, where the 21 data points in the interval of interest 2.5 G t s 3.5 have been connected on 
the graph for better visualization. (For t in [0,2.5) the functions i, m and e are too small to 
depict, relative to the remainder of the graph.) We can investigate the accuracy of (3.7) and 
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Fig. 1. Electrochemical data i(t), m(t) and e(t) in Example 4.1. 
(3.5) by using them to numerically compute the semiderivative and semi-integral of the 
functions m(t) and e(t), since we must have 
D(“‘)m(t) = D(-“*)e(t) = i(t) . 
The current i(t) can be accurately computed using the techniques discussed in [15]. Table 3 
compares the semiderivative of m(t) and the semi-integral of e(t) with the common, correct 
value i(t) at selected values of t between 2.5 and 3.5. Note that the value t = 3.p corresponds 
to the maximum of e(t) and the inflection for m(t) in Fig. 1. Incidentally, Fig. 1 was drawn 
with the aid of an Epson FX-80 dot matrix printer and the Golden Software plotting package 
available for the IBM Personal Computer. 
In laboratory practice discrete values of the current i(t) are frequently acquired from 
instrumentation at equally spaced values of the time t, with r typically 0.004. In this case, the 
Table 3 
Semiderivative (3.7) and semi-integral (3.5) results for Example 4.1 
t Q,,Am; t> Q-,,,<e; 4 44 
2.5 0.3868 E-5 0.3918 E-5 0.3911 E-5 
2.7 0.8693 E-4 0.8807 E-4 0.8789 E-4 
3.0 0.3648 E-2 0.3670 E-2 0.3674 E-2 
3.1 0.4221 E-2 0.4230 E-2 0.4232 E-2 
3.5 0.2000 E-2 0.2000 E-2 0.2000 E-2 
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functions m(t) and e(t) are determined directly from the numerical semi-integration and 
semidifferentiation of i(t). The geometry of the graphs of the corresponding semi-integral m(t) 
and semiderivative e(t) have important implications in electrochemistry [8,18]. 
5. A subroutine for approximating semi-integrals and semiderivatives 
A FORTRAN subroutine SEMI was written that employs (3.5) and (3.7) to approximate 
the semi-integral and semiderivative. The calling format is 
CALL SEMI(N,X,Y,YP,KODE,DERIV,IER,C3,C4,WGHT2,WGHT3) . 
The documentation included with the subroutine can be consulted to obtain the technical 
details needed for its use. Briefly, input to this subroutine consists of the IZ data points (xi, yi) 
and corresponding assigned slopes y i , i = l(l)n. An input control code to select either 
semi-integration or semidifferentiation is also required. 
The data points need not be equally spaced and the user must select an appropriate method 
for computing the slopes yi required in the input array YP. This can be done in a variety of 
ways, depending on the nature of the data and accuracy desired. For example, the local 
method specified by (4.1)-(4.3) is useful in situations where modest accuracy is acceptable 
and the data points are widely spaced or exhibit major variations in slope. If the data points 
are more closely spaced and gently varying, then the derivative of the complete cubic spline 
interpolant at xi can be taken for y: . Cubic Bessel interpolation or even a smoothing spline [4] 
are also possibilities for computing the yi’s. 
In order to test SEMI, a sample drive program is included (Fig. 2) that uses SEMI to 
approximate the semiderivative and semi-integral of the function f(x) = (1 + x)l’* at x = 
0.5(0.05)2. The driver program compares the computed approximations with the exact answers 
D(l”)(l + x)l’* = (~x)-l’~ + 7~~~‘~ tan-‘fi 
and 
D(-“‘)(l + x)l’* = (X/IT)“* + 7~-l’~(l + x) tan-‘ti . 
Table 4 
Test case results for subroutine SEMI 
KODE IER: -1 0 
i x deriv ans: y 2 0.500000 E + 00 0.122474 E + 01 0.919837 E + 00 0.919813 E + 00 
i x deriv am: y 3 0.100000 E + 01 0.141421 E + 01 0.145044 E + 01 0.145042 E + 01 
i x deriv ans: y 4 0.150000 E + 01 0.158114 E + 01 0.194079 E + 01 0.194078 E + 01 
i x deriv ans: y 5 0.200000 E + 01 0.173205 E + 01 0.241484 E + 01 0.241482 E + 01 
- 
KODE IER: 1 0 
i x deriv ans: y 2 0.500000 E + 00 0.122474 E + 01 0.114506 E + 01 0.114513 E + 01 
i x deriv ans: y 3 0.100000 E + 01 0.141421 E + 01 0.100727 E + 01 0.100730 E + 01 
i x deriv ans: y 4 0.150000 E + 01 0.158114 E + 01 0.960559 E + 00 0.960574 E + 00 
i x deriv ans: y 5 0.200000 E + 01 0.173205 E + 01 0.937913 E + 00 0.937922 E + 00 
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C--------SAMF'LE DRIVER F'ROGRAM TO TEST SUBROUTINE SEMI 
I, 
DIMENSION X(S!,Y(S),DERIV(S),YPo,C3(5),C4(;), 
* WGHTZ(Si,WGHT.3(5) 
DATA N,XN,LUNIT,SI3f?TF'I /5 , 2.0 , 5 , 1.7724538 / 
C 
C--------FUNCTION TO BE SEMIDIFFEKENTIATED AND SEMIINTEGHATED 
C 
F(T) = SG!RT(l.O + T) 
C-------DERIVATIVE, SEMIDERIVATIVE AND SEMIINTEGHAL OF F 
D(T) = 0.5 / SC,!HT(l.O+T) 
SD(T) = (l.O/%K'T(T) + ATAN(SaKT(T))) / SQRTPI 
SI(T) = (SORT(T) + (i.O+T)+ATAN(SORT(T))) / SQRTF'I 
-COMF'UTE DATA F'OINTS AND EXACT SLOPES 
H = XN / FLOAT(N -1) 
T = 0. 0 
DO 10 I = 1,N 
X(I) = T 
Y(I) = F(T) 
YF'(I) = D(T) 
-r=T +kl 
CONTINLJE 
-CCJMF'UTE SEMIDERIVATIVE AND SEMIINTEGRAL 
DO 
LGLL SEMI(N,X,Y,YP,KODE,DEHIV,IER,C3,C4,WGHT2,WGHT~~ 
WHITE(LlJNIT,20) t:ODE,IER 
FOFiMAT(//,13H KODE IEH : ,12,2X,11,//) 
IF (IEH .GT. 0) STOF 
DO 40 I = 2,N 
IF (KODE .EO. J) ANS = SD(X(I)) 
IF (C..ODE .EG!. -1) ANS = SI(X(I)) 
WRlTE(LIJNIT,30) I,X(I),Y(I),DEHIV(I),ANS 
FORMAT(lRH 1 :: y deriv ans: ,12,1X,4E14.6) 
i;ONTINUE 
CONTINUE 
Si-OF 
tNiJ 
cccLoccccccccccccccccccccccccccccccccccccccc~ccccccccccccccccc~ccccccccc 
C 
c DOCUMENTATION FOR SUHHOUTINE SEMI 
L. 
C + F'URF'OSE 
C 
C GIVEN N DATA POINTS (X(I),Y(I)) I=1 3 ,_,...,N WITH X(i) = 0.0 
C AND X(1) I: X(2) .< . . . .s: X(N). SlJBROUTINE SEMI APPROXIMATES THE 
C TtiE SEMIDERIVATIVE OR SEMIIN~EGRAL AT x(2),x(3),...,x(N). 
I- 
c t USAGE 
C 
c CALL SEMI(N,X,Y,YP,k:ODE,DEHIV,IER,C4,WGHT2,WGHT3) 
C 
C + DESCRIPTION OF- INF'UT F'ARAMETEKS 
N NUMBER OF DATA F'OINTS. MUST BE AT LEAST .3 
C X,Y ARRAYS OF DATA POINT ABSCISSAS AND ORDINATES 
c REAL ARKAYS OF DIMENSION N 
C YP ARRAY OF SLOF'ES ASSIGNED TO EACH OF THE N DATA POINTS 
C REAL- ARRAY OF DIMENSION N 
C k.ODE 1 FOti SEMIDIFFERENTIATION, -1 FOR SEMIINTEGHATION 
C 
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c 
c 
c 
C 
c 
c 
c 
C 
c 
C 
0 
C 
C 
c 
c 
c 
C 
0 
C 
c 
.x DESCHIF'TION OF OUTPUT F'AHAMETEFiS 
DERIV AHHAY CONTAINING FRACTIONAL DEHIVATIVE APF'KOXIMATIONS AT 
THE F'OSITTVE AHSCISSAS X(Z),...,X(N) 
REAL. ARRAY I)F- DIMENSION N. DERIV(1) IS NOT USED 
IEH 0 SATISFACTORY EXECUTION 
1 ERKOR : N IS TOO SMALL, N LESS THAN OR E32UAL TO 2 
2 ERROR : X'S NOT IN ASCENDING ORDER 
; ERROR : X ii) NOT k!i!UAL TO Cl.0 
4 ERROR : kODE: NOT EQUAL TO 1 OR -1 
+ DESCRIF'TION OF WORkING SPACE AHFiAYS 
cs,c4 HEAL ARRAYS OF DlMENSION N 
THE N-TH ELEMENTS ARE NOT USED 
WGHT2,WGHTZ HEAL_ AFiRAYS OF DIMENSION N 
THE N-TH AND (N-i)-TH ELEMENTS ARE NOT USED 
+ SUBhOUTINES / FUNCTIONS REOUIKED - NONE 
l:ccccccccccccccccccccccccccccccccccccccccccc~ccccccccccccc~~cccccc~ccccc 
C 
SUBROUTINE SEMI(N,X,Y,YP,KODE,DERIV,IER,C4,WGHT2,WGHT~) 
C 
DIMENSION X(N),~(N),DERIV(N),YP(N),C;(N),C4(N),WGHT~(N), 
+ WGHTS(N) 
C 
C------CHECI:: FOH VALID INPUT. 
C 
IER = 1 
1F (N .LE. 2! RETURN 
IER = 2 
NM1 = N-l 
DO 10~3 I = 1,NMi 
IF ( X(1+1) .LE. X(I)) RETUKN 
100 CONTINUE 
IER = 3 
IF (X(1) .NE. 0.) RETURN 
IEH = 4 
IF (KODE .NE. -1 .AND. KODE -NE. 1) RETURN 
IEH = 0 
C 
C------INITIALIZATION. 
C 
SG!HTPI = S!JHT(4.+ATAN(l.)) 
IF (RODE .EiJ. -1) GO TO 110 
wo = 1. 
wi = 2. 
w2 = 8. / J. 
W3 = 16. / 5. 
GO 10 120 
110 w<:, = 2 . 
WI = 4. / 3. 
W2 = 16. / 15. 
W3 = 96. / 105. 
C 
C--------CONFUTE NEEDED PIECEWISE CUBIC POLYNOMIAL COEFFICIENTS. 
C 
120 CONTINUE 
DO 130 I = 1,NMl 
DELX = X(1+1) - X(I) 
SI = (Y(I+i) - Y(I)) / DELX 
C3(1) = (3.+SI - YF'(I+l) - Z!.+YF'(I)) / DELX 
C4(1) = (YP(I+l) + YF'(I) - 2.*SI) / (DELX+DELX) 
1 30 CONTINUE 
c 
C------COMPUTE OUADRATURE SUM WEIGHTS FOR FRACTIONAL DERIVATIVES. 
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DO 140 I = l,NM2 
WGHTZ(1) = C3(1) + 3.+C4(I)+(X(I+i)-X(I)) - C3(1+1) 
WGHTJ(1) = C4(1) - C4(1+1) 
140 CONTINUE 
C 
C------COMPUTE FRACTIONAL DERIVATIVE AT X(=),X(Z), . . . , X(N) . 
C 
DELXl = X(2) - X(1) 
St = (Y(2) - Y(1)) / (X(2) - X(1)) 
Cl1 = Y(1) 
c21 = YP(1) 
C31 = (.S.+Sl - YP(2) - 2.+YF’(l)) / DELXl 
c41 = (YP(2) + YP(1) - 2.*Si) / (DELXl+DELXl) 
C 
DO 180 J = 2,N 
C 
ORIGIN = W~:I~C~~+X(J)+(W~~C~~+X~J~+(W~+C~~+W~+C~~*X~J~~~ 
IF (KODE .E!X. -1) ORIGIN = ORIGIN + SGRT(X(J)) 
IF (KODE .EG. 1) ORIGIN = ORIGIN / SRHT(X(J)) 
SUM = 0. 
IF (3 .ER. 2) GO TO 170 
JM2 = J - 2 
SUK = 0. 
SUM3 = 0. 
DO 16Ci I = 1 ,JM2 
DIFF = X(J) - X(1+1) 
DIFFSG = DIFF*DIFF 
ROOT = SRKT(DIFF) 
IF (KODE .EQ. -1) GO TO 150 
SUM2 = SUM2 +. WGHTZ (I)+DIFF+ROOT 
SUM3 = SUM3 + WGHT3(I)*DIFFSG*ROOT 
GO TO 160 
150 SUM2 = SUM2 + WGHTZ(I)+DIFFSB+ROOT 
SUM= = SUM3 + WGHT3(I)+DIFFSG+DIFF*ROOT 
160 CONTINUE 
SUM = W2+SUM2 + W3+SUM3 
170 DEHIV(J) = (OHIGIN - SUM) / SRFiTPI 
1 El0 CONTINUE 
C 
RETURN 
END 
Fig. 2. Sample driver program to test subroutine SEMI. 
The test driver simply takes yi = f’(xi). The single precision results obtained on a Digital 
Equipment PDP 11/70 computer are displayed in Table 4. (The mantissa on this machine 
employs about seven decimal digits.) The high accuracy here is consistent with Theorem 1 
since G- = 0.5, M, = 15/16 and m, = 0. 
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