ABSTRACT Restoring the interaction between disabled people and the 3-D physical world via a braincomputer interface (BCI) is an exciting topic. To this end, we designed a wearable BCI system based on the steady-state visual evoked potential (SSVEP), which enables 3-D navigation of quadcopter flight with immersive first-person visual feedback using a head-mounted device. In addition, to alleviate the user's operational burden, this paper provides asynchronous switch control for the users. The transitional state due to head movement in an asynchronous BCI was isolated online and translated into hover to eliminate its influence. The experimental results in the physical environment showed that the subjects could accomplish the 3-D flight tasks accurately and smoothly using our system. In particular, in this paper, we proposed an information transfer rate metric that is suitable for the asynchronous task. We demonstrated the feasibility of using the head-mounted device and a proper control strategy to facilitate the portability and practicability of the SSVEP-based BCI system for its navigation utility.
I. INTRODUCTION
Brain-Computer Interface (BCI), as an emerging technology, directly bridges the brain and the external environment and has great potential in helping disabled people. At the same time, unmanned aerial vehicle (UAV) has developed quickly and has broad application prospects. For example, when mounting other devices, such as a robotic arm or a camera, on the UAV, this system can help individuals with their remote living needs to a large extent, such as travelling and purchasing groceries. Therefore, by taking advantage of these two technologies, a flight control BCI system would allow tetraplegic people to freely explore the physical 3D world directly using their own brains' neural signals.
Several pilot BCI studies were conducted with similar ideas; Middendorf et al. introduced a two-command flight simulator using SSVEP-based BCI [1] , but it was only a simulator without verification in the physical environment. Lafleur et al. achieved quadcopter BCI control in 3D physical space based on motor imagery [2] , but it needed considerable training and preparation. Moreover, its forward velocity was given a constant value by the system configuration, rather than being manipulated by the BCI, which was not suitable for realistic flight control. Inspired by these studies, we aim to build an easy-to-use, accurate, and stable BCI system for practical flight navigation. In this study, we look for a proper BCI modality considering the accuracy, stability, and feasibility. Even though invasive BCIs can carry more brain information, they are accompanied by higher risks and are not practicable in real-world applications. Steady-state visual evoked potential (SSVEP), one of the most widely studied signals, holds distinct advantages that are critical for BCI, such as high performance, minimal training time and low requirements, among the noninvasive EEG-based BCIs. Under some good conditions, it achieved an information transfer rate (ITR) of up to 5.32 bits/s and had abundant output commands of up to 40 in a synchronous manner [3] . Above all, SSVEP would be an ideal choice for building the proposed system in this study.
However, there are still two primary obstacles to SSVEP-based BCI when moving from a laboratory demonstration to real-life applications. First, the SSVEP BCIs rely on a bulky LCD/CRT screen/LED panel for displaying the stimulus, which limits its mobility and portability and thus influences its practicality. Much effort has been made to improve the portability of the SSVEP BCIs [4] - [7] , but they mainly focused on the signal acquisition and processing unit and ignored the display part. Previous research has demonstrated that a heads-up display could naturally display the stimuli [8] , but it is still unwieldy. Second, the subject's operational burden is heavy when continuously using SSVEP for a long time, to maintain the accuracy.
To address the problems mentioned above, in this work, we adopted a wearable head-mounted device (HMD) and a proper control strategy to establish the SSVEP BCI system. Several studies preliminarily presented that it is feasible to use an HMD to replace the conventional displays in the SSVEP BCIs [9] and that an HMD could engage the users better [10] . However, these studies rested on the simple demonstration of a virtual task, with a lack of further analysis on a real-life control task. Utilizing HMD in SSVEP BCI brings about many changes, including many adjustable parameters compared to a conventional display. The infinite 3D display space provided by the HMD could eliminate the problem of having a limited number of stimuli or a limited size of the stimuli on the LCD/CRT screen [11] .
Nevertheless, the infinite space causes a new problem. As in the conventional SSVEP BCI, which relies on an LCD monitor with a limited display space, the user must shift his gaze to transfer between stimuli. In this instance, in a transitional state, the user's head was noticeably in motion to transfer between distant stimuli, while it was motionless when gazing at the stimulus in steady state. If an asynchronous SSVEP BCI cannot distinguish a transitional state from a steady state, it is conceivable that the accuracy and stability of the system would be discounted. To solve this problem, we proposed to establish head movement detection on the HMD to identify the transitional state, which was translated into a hover command sent to the quadcopter. To reduce the operational burden and visual fatigue of the user, we designed an asynchronous switch control, where gazing at the stimuli was required only when the controller wanted to steer the flight in another direction. As a result, our system is portable and accurate, and it can provide a natural steering method at the same time; thus, it is suitable for practical flight. The performance of our system was demonstrated by an appropriately designed flight task under physical 3D space and a reasonably proposed metric. Our system is highly practical in daily life for service to quadriplegic or healthy people.
II. METHODS

A. EXPERIMENTAL SETUP
The system's hardware consisted of the EEG acquisition device, the head-mounted device (HMD), the quadcopter, and a computer. The system components and physical navigation environment used in this study are shown in Fig. 1 .
The EEG acquisition device was a low-cost commercial EEG acquisition headset (Emotiv Epoc, US). This headset had 14 electrodes and two scalp reference electrodes. Four electrodes, located at PO3, PO4, O1, and O2, according to the international extended 10/20 system, were used as signal electrodes, and two CMS/DRL electrodes, located on C5/C6, were reference electrodes. The raw signal was down-sampled to 128 Hz, and a notch filter at 50 Hz and 60 Hz was applied automatically, which narrowed the useful bandwidth of the output signal of the headset to 0.16-43 Hz. The output signal of the headset was sent to the host computer via a Bluetooth USB chip that operated at 2.4 GHz, for further processing. The reliability of the headset was validated by previous research [12] , [13] .
The HMD used in this work was HTC VIVE (HTC and Valve Corporation). The HMD displayed a 3D virtual scene with 2160 × 1200 pixels, a 90-Hz frame refresh frequency, and a 110 • visual angle. The subjects looked at the HMD without using the wearing strap because the EEG headset located the same position on the head as the back side wearing strap of the HMD. The user interface in the HMD was a 3D virtual scene and was established by a game engine Unreal Engine4 (UE4, Epic Games, US). The scene in Fig. 1(b) consisted of a virtual aircraft, four flickering stimuli, sky, floor, and first-person view feedback component. The realtime first-person view was displayed on the plane, which was implemented from the captured video of the front-facing mini camera of the quadcopter. The four stimuli were generated from the point light component in UE4 and were flickering at 11.25 Hz, 6.4 Hz, 7.5 Hz and 9 Hz, which denoted the up, down, forward, and right-turn directions, respectively. The flickering frequency was implemented by periodically toggling the visibility of the point light component. The duple period is equal to the reciprocal of the frequency. The four stimuli and the yellow marker in the center were fixed at a certain location in the virtual scene. In contrast, the aircraft and feedback component were bounded to the subject's view. Specifically, they were always in the right front of the user's view; however, the user moved his head such that the user could always observe the visual feedback. Fig. 1(b) illustrates the relative orientation of the different components. Actually, in the subjects' view, the display space in the HMD was rather large, and the stimuli were arranged farther away from each other in such a way that only one properly sized stimulus appeared in the subject's view if the subject was gazing at a specific stimulus, because distant proximity reduces the mutual interference among the stimuli. Therefore, it required head movement, mainly pitch and yaw rotation of the subject, to transfer from one stimulus to another. For further illustration, Fig. 2 shows the actual head pose when the subjects gazed at different stimuli or the yellow marker. It is noteworthy that the feedback component was bound to the subject's view in such a way that it always appeared as the background of the view, unrelated to the head pose. The pose coordinate consisted of the pitch, yaw, and roll, three components. The (pitch, yaw) value that corresponded to each stimulus is shown aside the stimulus. Due to the absolute consistency of the movement between the head and HMD, we exploited the pose data of the HMD, which contained the head movement information and could be acquired from the 
B. EXPERIMENTAL PARADIGM
Two experiments were executed, a time-locked experiment I and an asynchronous experiment II. Experiment I investigated the head movement law during the SSVEP BCI paradigm according to the head pose data from the HMD and sought a method to isolate the transitional state from a steady state. Experiment II was designed to investigate the navigation performance of the system.
Ten subjects, at the age of 20 to 25 (eight males and two females), participated in experiment I. The experiments were conducted in a typical office room without any electromagnetic shielding. All of the subjects were healthy and had normal or corrected-to-normal vision. They were fully informed of the experimental procedure and signed informed consent forms before the experiments to publish these case details. Eight of them were naive to the SSVEP BCI experiments. The experimental procedures were approved by the Institutional Review Board of Shanghai Jiao Tong University. The subjects were instructed to transfer as soon as possible to gaze at the specific stimulus according to a random auditory cue. The auditory cue contained the following: UP, DOWN, FORWARD, RIGHT, and a simple beep that referred to the idle state where subjects gazed at the yellow marker in the scene. When the subject was gazing at the yellow marker, no stimuli but a feedback component was in his view, specifically an idle state. No visual feedback was supplied in experiment I. The experiment contained three sessions, each of which is illustrated in Fig. 3 (a) and consisted of 40 trials. One trial lasted for 5 s. Between sessions, the subjects took a rest of approximately 1 minute. At the same time, the electroencephalogram (EEG) signal and head pose data were recorded.
In experiment II, five of the ten subjects who performed better in experiment I asynchronously navigated the quadcopter flight. In detail, if one gazed at one stimulus in Fig. 1(b) , the quadcopter would fly along the direction that corresponded to the stimulus. Alternatively, if one switched to the idle state, it would fly along the current direction. The transitional state between steady states was detected online and translated into a hover and then sent to the quadcopter. A real-time first-person view was displayed on the feedback component of the virtual scene in this experiment. For the quadcopter, the forward and up/down speed was 0.1 m/s, and the right turn speed was 0.2 rad/s. Experiment II consisted of 12 trials for each subject, with four trials for every target. For every trial, to ensure the necessity of the searching process, one of the three targets for navigation in Fig. 1(d) was randomly selected as the current target by the experimenter, and the subjects did not know which target was selected when the trial started. The current target (which corresponded to a pair of LEDs in Fig. 1(d) ) was switched on, while the other, non-selected targets were kept off. The subjects were required to look for a luminous target according to the visual feedback and approach it within 3 minutes, as shown in Fig. 3(b) . It was natural to search for a luminous target by making a right turn to have a view of the surroundings and to perform a timely stop turn in front of the luminous target and later approach it by a forward and vertical movement. If the quadcopter entered into the detection range and did not collide with the target or other objects, the alarm was triggered, and a successful trial was recorded, or the trial was recorded as a failure. Every trial began after the quadcopter was 1 m in height above the initial point and the head of the quadcopter was along the facing line in Fig. 1(d) . This setting indicated different search requirements for different targets while considering their different spatial orientations relative to the head of the quadcopter. Target 2 demanded no search, but target 3 and target 1 needed an incremental search, 90 • and 270 • , respectively. With regard to the approach process, it was totally determined by the spatial positions of the targets relative to the start point of the quadcopter, as shown in Fig. 1(d) . For example, target 3 was at the upper right location relative to the start point, which thus required forward and upward flight navigation. In addition, an expert operator performed 12 control trials using a keyboard, 4 for each target, with the same velocity, command set, and task setting as the BCI navigation.
The most prominent challenge in the task was that the yaw angle should be controlled precisely in the search process, to aim at the target. The approach process required that the switch between the search and approach commands should occur in a timely and precise manner. Otherwise, the subject had to execute a new round of searching to re-aim at the luminous target, which consumed a substantial amount of time. Similarly, the switch between the horizontal and vertical commands during the approach process for targets 2 and 3 should also occur in a timely manner because the targets were encircled by walls, and a slightly delayed switch would cause collisions with the wall or targets. In addition, the detection range was small, especially in the vertical direction, which requires precise vertical navigation to trigger the alarm. Stable and accurate command output is also crucial, or the subjects had to consume extra time to compensate for the erroneous flight. The subjects had to plan their flight based on the supplied control method.
C. DATA PROCESSING
The EEG signal processing was implemented by a customized mixed program between C++ and Matlab (Mathworks, Natick, MA). The raw signal was first filtered to 2-43 Hz by a Butterworth filter built in Matlab.
For the SSVEP recognition, canonical correlation analysis (CCA) was first introduced by Lin et al. [14] and has been widely used since then because of its high accuracy, robustness and low computation requirements. Many other methods were proposed based on it, such as multiset CCA [15] , filter-bank CCA [16] , and CCA exploiting inter-subject information [17] or based on MLR [18] . Comprehensively considering the computation load, training requirements, and robustness, we adopted the classical canonical correlation analysis (CCA) method.
X is the 4-channel EEG signal. Y i in (1) is the reference signal, the Fourier series of the periodic stimulus i. Only the base and second harmonics are taken into the calculation in this work.
where f i is the frequency of stimulus i, i = 1, 2, 3, 4, m denotes the mth signal point, m = 1, 2, 3, . . . , N , N is the number of signal points in one window, N = F s × L, F s , the sampling rate, and L is the window length. Here, T = 1/F s . The window length is 1 s, and the sliding window length is 0.125 s.
CCA seeks the best transform a, b i that projects X and Y i to u, v i in (2), respectively, and could maximize the correlation between u and v i . The correlation is calculated by the Pearson correlation coefficient in (3). A higher ρ i indicates a higher correlation between X and Y i after the transform.
If the maximum value in (4), ρ s , is less than ρ threshold , an idle state is recognized. Otherwise, in the working state, f s is identified as the stimulus frequency. The ρ threshold is fixed at 0.5 in this study.
An optimization method, mentioned in [19] , filters the random error of the recognition results. In this strategy, only when the same recognition result, i.e., the idle state or f s , appears 3 times continuously, this result is output as the navigation command.
For the online head movement detection, the head pose data are used to calculate the yaw, the pitch speed of the head, V yaw , and V pitch , as in (5) . In this instance, α t , β t is the yaw and pitch angle of the head poses at time t. The variable t, the time interval between two frames of display, is dynamically determined by the frames per second (FPS) of UE4 in real time. 
III. RESULTS
A. EXPERIMENT I Fig. 4 illustrates the head rotation speed, V rotate , and the transitional state that were identified during a portion of experiment I of one subject. The rotation speed presented a steep acceleration process up to a large value and a deceleration process during a transitional state, whereas a relatively steady oscillation around a small speed occurred during the steady state. Therefore, setting a threshold can distinguish them. The rotation speed, V rotate , if greater than a threshold, denotes the motion in the transitional state, or if less, indicates steadily gazing at the stimulus. The threshold is determined by the maximum value at the 2 s interval centered on the onset of the auditory cue across all trials. The movement habit is different for each subject, which thus determines different thresholds.
The threshold value set for each subject is presented in Table 1 , and the mean threshold is 3.76 • /s. This approach could correctly isolate the steady state from the transitional state. The transitional duration (TD) of a trial, defined as the duration of the transitional state, indicates the delay from the intentional start of the next command to gazing at it in action. After identifying and removing the transitional state, the system's performance in the steady state is evaluated by standard metrics: the online accuracy (OA), defined as the number of correct classification results/total results. Table 1 presents the average result of each subject across trials. The mean accuracy during steady state is 78%, and the transitional duration is 0.73 s. The delay from the intention to recognition should be roughly equal to the sum of TD and the window length, specifically 1.73 s. These results demonstrated commendable coding and decoding performance for the navigation utility when considering no training and a simple experimental setup. In other words, they laid a solid foundation for navigation in experiment II in the physical environment.
B. EXPERIMENT II
For experiment II, the performance was evaluated by the success rate (SR), time efficiency (TE), and information transfer rate (ITR) in Table. 2. As stated earlier, different targets required different navigation operations. Hence, we presented the averaged result across trials with regard to both the target and subject.
The results in Table 2 show that the subjects achieved a success rate of 83.3%, a time efficiency of 0.64, and 4.6 bits/min across the subjects and targets on average, which means that they could successfully perform a rather smooth and optimal flight toward the target in physical 3D space.
1) SUCCESS RATE
The success rate represents the general performance of the present BCI system to search and approach the target during a limited amount of time and is defined by SR = Number of Successful Trials Number of Total Trials × 100% (6) The successful trials indicate that the subjects overcome the inherent challenge of the task in their method of searching and approaching the target within 3 minutes with a firstperson view and an asynchronous switch control. The group average of the SR achieved 83.3% across all of the targets and subjects. Usually, the mean SR of target 2 and target 3 was higher than that of target 1. Target 1 required the largest search process and the longest right turn. Thus, the relatively low SR of target 1 reflected that the continuously long and precise search was comparatively difficult for the subjects. The high SR of targets 2 and 3 reflected that the subjects were able to successfully search and approach the target, however tortuous the plot might be. Moreover, they could make a good transition from search to approach. The very low SR of subject 2 in target 2 was observed due to the tardy switch between the forward and down direction.
2) TIME EFFICIENCY
The time to reach a target consumed by the BCI system and keyboard to accomplish each trial was recorded. Here, only the durations of the successful trials were considered for the calculation of the time efficiency, which is formulated as Time Efficiency = Time to Reach Target by Keyboard Time to Reach Target by BCI (7) The time efficiency represents the ability of the BCI system to perform an optimal and smooth flight. The keyboard navigation is a very stable method in which no fluctuations or errors occur during the task and the flight traces along the optimal trajectory to each target. Therefore, the more time that the BCI system consumes compared to the keyboard, the more errors and the lower continuity the BCI navigation exhibits.
The average time efficiency in Table 2 was 0.64 across all targets and subjects. This result indicates the commendable efficiency of the BCI navigation compared to the keyboard. However, due to having a transitional state that was necessary for BCI but not needed in the keyboard control, there was more time consumed by the BCI than for the keyboard. Across the subjects, the mean TE of the targets presented an increasing trend along with 1, 3, 2, which followed the decreasing search requirement. This pattern could be attributed to two reasons: 1. The discontinuity of the search process, which is due to an unstable right turn output from the BCI; and 2. The untimely switch between the search and approach process, which could be too early or too late. Other individual-specific problems, such as the obviously low value of 0.44 in target 3 of subject 3 due to the low recognition of the upward command, also affected the results. The relatively high time efficiency of targets 2 and 3 reflected the following: 1. the subjects could accurately control the yaw angle; and 2. the switch between the directions was fairly timely, thereby demonstrating a good ability to perform smooth and optimal navigation.
3) INFORMATION TRANSFER RATE
For the information transfer rate, the common ITR described by McFarland et al. [20] , was considered to be not suitable for an asynchronous BCI [2] , [21] , [22] as in the present work. The asynchronous BCI does not limit the attempt time or fix a schedule, such as a synchronous BCI, thereby providing more autonomy and more suitability for practical use. Lafleur et al. [2] described an ITR metric for evaluating asynchronous BCI, which is defined in (8) . the difficulty of a pointing task, which was reasonable in [2] . However, the task in the present work contained the search process in addition to the pointing process. Therefore, the ITR in (8) failed to evaluate the difficulty during the search.
To create an ITR metric for an asynchronous search and pointing task, we modified the classic ID from Fitt's Law. The ITR in this work was defined as (9) , as shown at the bottom of this page.
The net displacement in this study was 2 m for target 1 and 2.5 m for targets 2 and 3. The diameter of the target was 0.3 m, which was the height of the detection range. It is reasonable to use the minimum edge length of the detection range as the diameter of the target. The net orientation movement was 90 • to targets 1 and 3 and 0 • to target 2. The opening angle of the target was similar to the diameter of the target and is defined as the visual angle at the initial point between a pair of LEDs that constitute one target. It was 14 • , as calculated from Fig. 5 . The time to reach a target was equal to the average time to reach the target in successful trials.
The group average of the ITR achieved 4.6 bit/min across all of the targets and subjects, which was 64.3% of 7.15 bit/min by the keyboard. The mean result of the individual target across subjects can be seen in Table 2: 3.64 bit/min for target 1, 4 bit/min for target 3, and 6.17 bit/min for target 2, which also follows the increasing pattern appearing in the time efficiency. The reason for it being listed there also applies to the pattern in ITR. The more turns that are needed, the longer the amount of time that is used, and the lower the ITR that is generated.
IV. DISCUSSION
Restoring the ability to explore 3D space for disabled people or extending the capacity of fully capable people in a more practical way is important. The present work demonstrates that a human wearing a head-mounted device could successfully navigate a physical 3D flight task by his intention in an easy-to-use BCI modality. It was observed that through this practical and portable BCI, the user could successfully and efficiently navigate a quadcopter to search and approach a random target in an optimal and smooth manner under a physical 3D environment according to the first-person view.
We want to remark that the usage of the HMD is a natural way to facilitate the portability of SSVEP BCI. At the very beginning, we postulated that we could integrate the whole SSVEP BCI into a wearable augmented reality (AR) HMD similar to HoloLens (Microsoft, US), due to several advantages: 1. high portability; 2. a powerful ability in computation that could support signal processing; and 3. no influence on the view of the real world because the AR technology does not screen the eyes. These advantages make it possible for the SSVEP BCI to depend only on the wearable HMD and EEG headset. However, due to the market limitations, we adopted the earlier released HTC VIVE. It only met the ITR = first requirement, namely, portability. However, it is enough to construct a relatively practical BCI, letting the SSVEP BCI system get rid of the unwieldy LCD/CRT monitor/LED panel. Some first-person view (FPV) glasses could also be used in this work. These factors were not mentioned in previous work [9] , [10] . The enclosed view field of HTC VIVE brings another advantage: immersion. It has been proven that such an HMD device could engage the subject better by providing an immersive experience [9] .
The introduction of such an HMD leads to many other changes to SSVEP BCIs in addition to immersion discussed in previous work [9] . As mentioned before, the stimulation parameters such as size and position have a more extensively adjustable range compared to the conventional display. Even some stereoscopic stimulus designs are possible. In detail, we have observed the following conspicuous changes: 1. Ng et al. found that visual-evoked amplitude increases with more distant proximity from 2 • to 7 • among stimuli [23] . However, it is impossible to simultaneously enhance the stimulus number, size, and proximity in the conventional monitor. Now we could implement the idea in a vast 3D display space provided by HMD. 2. Certain HMD, such as VR/AR, can provide depth perception for the user to view the visual stimuli. Chien et al. investigated the effect of two critical 3D factors (disparity and crosstalk) on SSVEP and found that the signal-to-noise (SNR) of small disparity angles is significantly higher than that of large disparity angles [24] . Their results suggest that better 3D perception results in higher SNR of SSVEP. 3. The stimuli or visual feedback could be fixed with either world coordinates or the view of the subject in the HMD. The explicit relationship between these parameters and the performance of SSVEP BCI has not been investigated.
This work attempts to take advantage of the HMD with regard to the first point, namely, arranging the stimuli to distant proximity in the vast 3D display space. To maximally eliminate the mutual interference among the stimuli, we arranged the stimuli at proper distant proximities, where only one stimulus appeared in the view field with the proper size, which was possible because the view field of the HMD is smaller than that of human eyes. It was a coarse arrangement but sufficient to characterize the features of HMD compared to the monitor. However, we observed that under the condition, the subject needed to move his head to switch between stimuli, which could be identified as the transitional state according to the HMD's pose. The EEG in the transitional state does not contain the stimulus information because the subject is not gazing at the stimulus at that time. Instead, considering that the occipital lobe is very close to the neck muscles, the EEG in the transitional state was easily contaminated by electromyography. Therefore, it is necessary to identify the transitional state and ignore the EEG during transitional state in an asynchronous BCI. In physical navigation, it is very natural to translate the transitional state into a hovering command sent to the quadcopter in such a way that only EEG signals in steady states were classified for flight navigation. The reason is that compared to reckless movement, hovering is more acceptable. However, a more precise recognition method for isolating the transitional state in addition to the threshold used in this work should be developed in the future while considering the data noise, response sensitivity, and accuracy. To a certain degree, this work could also be extended to a hybrid interface that combines BCI and head pose control together but is beyond the scope of this work. Of course, the distant proximity with no mutual interference among the stimuli in this work is not proven to be optimal with regard to the performance in the BCI utility, but it exemplifies a feature of HMD which could be desirable in the SSVEP BCIs with tens of stimuli. In addition, the investigation about the latter two points, namely, the depth perception and the fixing relation to the coordinate system, also requires more work in the future.
Moreover, we demonstrated that the usage of an HMD is a reliable approach for BCI use. The online accuracy in experiment I achieved 78% after removing the transitional EEG signal in general. This finding is a commendable result considering the simple experimental setup, which could be attributed to no mutual interference among the stimuli. In experiment II, the ITR proposed in this work is an amended metric from Fitt's Law for the asynchronous BCI task by considering the search process at the same time. Although the result of 4.6 bits/min is 64.3% that of the keyboard control, it holds much value in such a practical modality for disabled people whose limbs cannot move. Previous similar work has a lower or higher ITR compared to ours. The work by Lafleur et al. [2] reported an average ITR of 1.16 bits/min using motor imagery in a high-cost and currently cumbersome way. Some other SSVEP BCI navigating robotics reported a high ITR of 14.07 bits/min when controlling a mobile robotic car along a predetermined 2D route [25] , or even higher in similar work [13] , [26] , [27] . However, it is noteworthy that these ITR values cannot be directly compared with ours because we used a new equation for the ITR calculation that comprises a different set of properties related to our asynchronous BCI, such as the limited first-person view and the blocked transitional state. The transitional state was translated into hover, but hover also transmits useful information, which was ignored in the calculation. These differences contained in the task and manipulated object cause the BCI to lack a uniform standard, which is an aim of future research. Nevertheless, keyboard control could serve as a good reference for system performance in the same task.
The synchronous accuracy of 78% in experiment I, the asynchronous success rate of 83.3%, the time efficiency of 0.64, and 64.3% of keyboard control about ITR in our work indicates that there remains much room for improvement. For a practical SSVEP-based BCI, at least two aspects are crucial: 1. performance, e.g., accuracy, stability, robustness, response speed; 2. acceptance of the user, i.e., factors such as portability, mental fatigue, the discomfort of eyes due to flickering. To further improve the practicability of the system in future work, in terms of the performance, this system would be improved by optimizing stimulus parameters such as color and frequency [28] - [30] and adopting more advanced signal processing techniques such as adaptive window lengths for individual subjects [11] , [31] and frequency recognition algorithms [15] - [18] . From the standpoint of the user, a better control strategy, such as shared/collaborative control, which incorporates robotic intelligence [32] , [33] , and closer integration with the quadcopter by considering its kinematics and dynamics, could help to alleviate the mental fatigue and operational burden of the user. The visual flickering could be mitigated by a proper stimulus design [34] . These methods would benefit the whole system and help it to become more practical.
V. CONCLUSIONS
In the present work, we constructed an SSVEP-based BCI system, which took the wearable HMD as the display device to navigate the quadcopter with an asynchronous switch approach. The system simplified the SSVEP BCIs with respect to the experimental setup and operational burden of the user while maintaining high accuracy, stability and no training at the same time, which is thus portable and practical to use in daily life. The proposed interface enables both disabled and capable people to navigate a flight under physical 3D space in an efficient manner. Moreover, we proposed a modified ITR metric for evaluating asynchronous navigation, including a search and approach process, and we used this metric to assess our system. Interacting with remote places via quadcopter or other telepresence robotics holds much value in helping disabled people and in extending the capacity of healthy people. This work establishes a framework that enables the implementation of interactions between humans and the 3D physical world in daily life, and it is also usable for hybrid control of EEG and head pose.
