ABSTRACT Mobile services allow us to access the abundant and various resources (including data and services) on the Internet or devices in the physical world via wireless network technologies. It becomes increasingly popular to create mobile applications by combining existing mobile services. Mobile service selection is an important issue since different services with equivalent functions may have quite different qualities (e.g., performance). Even the same service may present different performances due to the volatility of mobile environments and move of users. Hence, getting aware of the quality of mobile services is a crucial need in service selection. To meet this need, a dozen of quality-of-service (QoS) prediction approaches have been proposed for traditional Web services and mobile services. However, their prediction accuracy and time efficiency still have plenty of room for improvement. This paper proposes a collaborative filtering approach to predict the QoS of mobile services based on factorization machines. Factorization machines significantly improve the traditional collaborative filtering techniques in both accuracy and time efficiency. The proposed approach revamps the classic factorization machine model by incorporating the locations of service users to better fit the mobile environments. The experimental results based on real-world QoS data show that the proposed approach outperforms the other collaborative filtering approaches.
I. INTRODUCTION
With the advancement of wireless technologies and mobile Internet, the past decade has witnessed a rapid development of mobile and smart devices. In the meantime, millions of mobile applications have been developed to satisfy the various requirements of users. It is reported that the traffic from mobile devices (majorly smartphones) has already surpassed that from PCs and mobile applications have become the major entrance to the Internet [1] . The performance of traditional mobile applications is typically limited by the less computational power, limited storage capacity and lower wireless communication bandwidth compared with wired network environments. However, with the advent of cloud computing
The associate editor coordinating the review of this manuscript and approving it for publication was Shuiguang Deng. and edge computing, as well as the wireless technologies, this issue is being significantly relieved, since some heavy computation and storage tasks can be efficiently offloaded to the cloud or edge servers. Consequently, the development of more advanced and complex mobile applications becomes increasingly popular.
Thanks to the Service-Oriented Architecture (SOA) based software engineering, reusing existing services has become a very efficient approach for application development in many domains. According to the statistics of ProgrammableWeb.com, there are more than 20 ,000 open services (or APIs) on the Web. Through publishing open services, service providers enable their customers or the third parties to access their data or business capabilities in a programmable way and thus can make more profits. These open services can be reused or combined via Mashup techniques or tools, which is actually very popular in Web 2.0. Take the IT giant Goolge as an example, it has published more than a hundred of popular services (APIs) including Google Maps, Google Photos, etc., based on which numerous advanced applications have been created. It is reported that the Google APIs are handling billions of calls per day [2] , and the number is still rising rapidly.
Like the development of Web applications, mobile applications can also be efficiently developed by ''mashupping'' different services deployed on either the Web or devices. In this paper, we do not distinguish the services on the Web or devices, and use mobile services or services as their joint name. With the advancement of IoT, the number of devices with service provision ability is growing continuously, indicating that the number of mobile services would be many more than that of Web services [3] . Hence, the mobile service selection problem becomes more challenging than ever for the following two reasons: the larger amount of services and the higher volatility of mobile environments. That is to say, there are probably many more mobile services with equivalent functions, but their quality of service (QoS) are likely to differ a lot. Actually, due to the volatility of mobile environments and move of users, even the same service may present different performance. As a result, it is quite desirable for mobile applications to select high quality services in both design time and run time [4] - [6] . In this paper, we refer to mobile applications as service users or consumers.
To select high-quality services, a critical step is to obtain their QoS values such as response time, throughput, etc. However, accurate QoS values are usually difficult to obtain because they can be heavily influenced by the factors including user locations, network conditions and service workloads [7] , [8] . And it's costly and unrealistic to measure the QoS values of all mobile service candidates to discover high-quality services. A dozen of studies have proposed to employ collaborative filtering techniques to make QoS predictions for traditional Web services or mobile services based on their historical QoS data (we provide a survey of them in Section V). However, their prediction accuracy and time performance still have plenty room for improvement in the mobile environments.
In this paper, we present a Factorization Machine (FM) based approach for mobile service QoS prediction. FM is a new emerging model-based collaborative filtering technique and has demonstrated excellent performance in predicting ratings in rating-based recommender systems [9] , [10] . To summarize, this paper has the following contributions:
• We exploit the QoS data matrix of mobile services and service users, and integrate the data with FM to propose a FM-based QoS Prediction approach (named as FM-QP) for mobile service selection.
• We revamp the classic FM model by taking into account the locations of service users, not only the similar users' but also the nearby users' QoS experiences on the target services are leveraged for accurate QoS prediction.
• We conduct a set of experiments using a real-world QoS dataset to evaluate the proposed approach. The results show that the proposed approach outperforms the other collaborative filtering approaches.
The remainder of this paper is organized as follows. Section II presents the motivation and the QoS prediction problem. Section III firstly overviews the proposed approach and then describes its details. Section IV presents the experimental results for the evaluation of the proposed approach. Section V surveys related work. Finally, Section VI concludes this paper. Figure 1 is an example illustrating the research problem. The left diagram in the figure shows a scenario where mobile service users are requesting services distributed in the Internet or IoT via wireless communications. The service users generally refer to mobile applications which are created by invoking mobile services. Each arrow connecting a user with a service indicates that the user has invoked the service before. A service user (or its device) may travel from a region to another region, as indicated in the diagram. Thus, the services it used to invoke may be no longer efficient or available, and it's better to select new alternative services with high quality to keep it working. As a consequence, QoS prediction of mobile service candidates is needed.
II. MOTIVATION AND PROBLEM DESCRIPTION
Collaborative filtering-based QoS prediction is based on the historical QoS records of a set of users on a set of services. Suppose that in every interaction between a user and a service, the QoS (e.g., response time) of the service perceived by the user is recorded, we can use a matrix to represent all historical QoS records. The right table in Figure 1 illustrates such a QoS matrix. For simplicity, we use only a real number (e.g., response time) to represent the QoS perceived by a user on a service. The blank entries represent missing QoS values that need to be predicted. Since a service user usually invokes only a few services, the QoS matrix is probably very sparse. Conventional collaborative filtering techniques depend on similarity computation of users or services, which, however, is quite challenging due to the data sparsity. Moreover, QoS predictions based on similar users may be inaccurate due to the move of users. For example, when Jack travels from Region 1 to Region 2 (as shown in Figure 1 ), previous collaborative filtering approaches probably still employ the similar users of Jack in Region 1 to make QoS predictions since they are likely to have similar historical QoS records. In contrast, it should be better to consider the users close to Jack in Region 2 to make QoS predictions for that nearby users in the mobile environment usually will perceive similar QoS on the same service. Therefore, it is useful to combine collaborative filtering and location information to predict mobile service QoS.
III. THE APPROACH A. OVERVIEW
The proposed approach makes full use of the QoS data of both the similar and the nearby users, and integrates them with FM to make QoS predictions for the active user. Figure 2 is an overview of the proposed approach. The first step is to identify similar users and nearby users for the active user. The similar user identification is based on their historical QoS experiences. That is, if two users share similar QoS experiences on their commonly invoked services, they are considered similar to each other. The nearby user identification can be done by straightforward using their geographical distance, which can be easily calculated via their geographical locations. Then, we revamp the classic FM model to integrate the relationships among users, services, similar users and nearby users to predict missing QoS values in the QoS matrix. Finally, based on the predicted QoS values, all service candidates are ranked for the active user, so that the active user can select the mobile services with the best QoS. In the following, we will present the details of similar user identification, nearby user identification and the revamped FM. Table 1 are the notations of the main parameters used in the following approach description.
B. SIMILAR USER IDENTIFICATION
In this paper, the historical QoS records are used to measure similarities between users. For each user u, let the vector Q u represent all QoS values it perceived on different services. Based on the QoS vectors of users, we employ Pearson Correlation Coefficient (PCC) to compute the similarities between users. PCC has been widely used in many collaborative filtering-based recommender systems for similarity computation, since it can be easily implemented and can achieve high accuracy when the data are not so sparse. The formula for computing the PCC similarity between two users u and v can be written as: In this paper, we introduce a threshold α (α > 0) and for every user we compute the similarities between it and the other users, and pick up the users with similarity value greater than α as the similar users of it.
C. NEARBY USER IDENTIFICATION
Similar user identification probably fails due to the data sparsity of the historical QoS record (i.e., the user-service QoS matrix). For example, if a service user has only a few or even no QoS experiences on invoking mobile services, there is probably no intersection between the services of the user and the other users, thus the PCC similarity computation in Equation (1) becomes inaccurate. To complement the similarity computation and similar user identification, we therefore take into consideration the location information of mobile users. Usually, users with close locations have similar QoS experiences on the same service. Therefore, the QoS experiences of nearby users of a user can also be utilized for making QoS predictions for the user. In this paper, we use the Euclidean distance to compute the geographical distance between two users:
where lat (·) ∈ (−180, 180] and lon (·) ∈ (−180, 180] represent the latitude and longitude of a user's location, respectively, c is a constant converting the unit of degree to meter and in this case c = 111, 261. The distance between two users is in range of [0, ∞). To align with the range of similarity values, we further convert the distance metric to a nearness metric by using the following function:
The values of near (u, v) are bounded to be in range of (0, 1], and larger values indicate higher nearness of u and v. Particularly, near (u, v) = 1 represents that the two users are exactly at the same location, thus having the highest nearness. In a manner similar to the similar user identification, we adopt a nearness threshold β(β > 0) and for each user we compute the nearness between it and the other users, and pick up the users with nearness greater than β as its nearby neighbors.
D. FACTORIZATION MACHINE
Factorization Machines combine advantages of Support Vector Machines (SVM) with factorization models (e.g., Matrix Factorization). A FM is a predictor that can work with feature vector and model the interactions between variables using factorized parameters. More formally, the task of a FM is to estimate a function y: R n → T by mapping a feature vector x ∈ R n (n is the size of feature vectors) to a target domain T (e.g. T = R for regression). Previous work [9] shows that a FM can work well in data sparsity environments and has linear time complexity for prediction. Moreover, it is a generic model that can be adapted for various prediction problems. Therefore, this work employs FM to predict QoS values of mobile services. Not only the historical QoS data but also the relationships of similar users and nearby users to the active user are integrated with FM for prediction.
A FM models all interactions between pairs of variables with the target, including nested ones, by using factorized interaction parameters:
where w 0 ∈ R is the global bias, w i ∈ R n are the interaction parameters of x i to the target, and w ij are the factorized interaction parameters between pairs:
It has been shown that a FM (Eq. 4) can be computed very efficiently in O(k · n) [9] . Since the dimensionality k can be set to constant values in practice, a FM thus has a linear time complexity. This work revamps the above FM model for predicting QoS of mobile services. Figure 3 shows an example how to incorporate the similar users and nearby users into FM to predict QoS values. The example contains the categorical domains of users, servers, similar users and nearby users. The feature vector xis obtained by concatenating the vectors of different domains:
where V (u) is a vector expressing a user, V (s) is a vector expressing a server, V (M (u)) is a vector expressing the similar users of u, and V (N (u)) is a vector expressing the nearby users of u. With this feature vector, the FM model equation can be rewritten as:
That means the FM model contains the bias term for the individual user u, service s and the average bias of the similar users M (u) and nearby users N (u). Furthermore, it factorizes all pairwise interactions between these four variables.
In order to estimate the parameters in Equation (7), it is necessary to minimize the sum of losses over the observed dataset D. The corresponding optimization function is written as: where Reg(·) is a regularization term added for overfitting prevention. It's usually defined as follows:
where λ 1 , λ 2 and λ 3 are the regularization parameters. The optimization function is a NP-hard problem since multiple parameters need to be optimized. There are various approximate solutions for addressing this kind of problems, and we choose Stochastic Gradient Descent (SGD) [11] in this work. Though quite simple, SGD works well with different loss functions and high efficiency. The gradient of parameters w 0 , w i , v i,f can be computed as follows:
With the above gradients of each parameter, we use them to update these variables by each iteration. The parameters of each iteration are updated as follows:
where η > 0 is the learning rate to control the step of each iteration. After a considerable number of iterations of parameter updating, the whole SGD process would achieve the convergence state, where we can obtain the minimal loss of the optimization function.
IV. EXPERIMENTS
This section presents the experimental results for evaluating the proposed QoS prediction approach. We use a real-world QoS dataset to conduct experiments. This dataset contains 1,974,675 Response Time (RT) values observed by 339 users on 5825 services distributed in the Internet [12] . This dataset also contains the location information of users, e.g., latitudes and longitudes. The dataset can be represented using a 339×5825 RT matrix. To mimic real-world scenarios, we randomly remove most RT values in the matrix and make it very sparse. The remainder RT values in the matrix are used as training data and the removed (missing) RT values are used as testing data. The experiments are intended to answer the following questions: 1) How do the similarity threshold, nearness threshold and dimensionality values affect the prediction accuracy? 2) How do the regularization parameters affect the prediction accuracy? 3) What is the performance of our approach compared with the other collaborative filtering based QoS prediction approaches?
A. EVALUATION METRICS
In the experiments, we measure the differences between the predicted RT values and the testing RT values and use them to evaluate the prediction quality of our approach. Specifically, we use the metrics of Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), to measure the prediction quality of our QoS prediction approach and the other comparative approaches. MAE can be defined as:
and RMSE can be defined as:
where r u,s denotes the real RT value of service s perceived by user u, and r u,s is the predicted RT value. T represents the testing set. MAE measures all the differences between the real values and predicted ones by computing the average difference according to the number of values that need to be predicted. RMSE is more useful when there exist undesirable large errors, for such errors will be exaggerated by the RMSE measure, which has a great negative impact on the final results.
B. IMPACT OF SIMILARITY THRESHOLD (α)
The similarity threshold α, which is defined in Section IV(B), determines the similar user selection. That is, only those with a similarity value greater than α to a target user are chosen as similar users. There is a tradeoff with the value of α. A larger α indicates that fewer similar users and less useful information are taken into account by the FM model, which may result in lower prediction accuracy; while a smaller α indicates that more similar users are taken into account and more noise are likely to be involved, thus may also lead to lower prediction accuracy. Therefore, it is necessary to conduct an experiment to determine an appropriate α for the proposed approach. Figure 4 shows the experiment results. In this experiment, we use two sparsified RT matrices with density 0.05 and 0.1 respectively, and set the other parameters as: β = 0.997, k = 10, λ 1 = 100, λ 2 = 0.2, λ 3 = 0.05. As the figure shows, the RMSE and MAE values decrease at first and then increase with the rising of α. When α = 0.87, our approach achieves the best performance on the matrix with density 0.05. For the matrix with density 0.1, our approach achieves the best performance when α = 0.90 or 0.92. We also can see, the RMSE and MAE values on the matrix with density 0.05 are smaller than those on matrix with density 0.1. This indicates that denser QoS data are indeed helpful for more accurate QoS predictions.
C. IMPACT OF NEARNESS THRESHOLD (β)
The nearness threshold β, which is defined in Section IV(C), determines the nearby user selection. Only those with a nearness value greater than β to an active user will be chosen as its nearby users. There is also a tradeoff with β. Intuitively, too small or large values of β are not appropriate for achieving high prediction accuracy. Therefore, we also conduct an experiment to determine an appropriate β. Figure 5 shows the experiment results. In the experiment, again, we use two sparsified RT matrices with density 0.05 and 0.1 respectively, and set the other parameters of our proposed approach as: α = 0.9, k = 10, λ 1 = 100, λ 2 = 0.2, λ 3 = 0.05. As the figure shows, when β = 0.998, our approach achieves the best performance on the matrix with density 0.05. For the matrix with density 0.1, our approach achieves the best performance when β = 0.997.
D. IMPACT OF DIMENSIONALITY (k)
The dimensionality k represents the number of factors (dimensionality) used by FM to factorize the interaction of feature matrix. We examined the impact of k on the prediction accuracy in the experiments. We vary k from 2 to 20 with a step of 2, and set the other parameters of our approach as: α = 0.9, β = 0.997, λ 1 = 100, λ 2 = 0.2, λ 3 = 0.05. Figure 6 shows the experiment results on RT matrices with density 0.05 and 0.1. The RMSE and MAE values start to decrease when the value of k increases from 2. When k = 10 or 12, the smallest RMSE and MAE values are obtained, which indicate the optimal prediction accuracy. As k continues to increase, RMSE and MAE values begin to increase instead. This observation indicates that an appropriate dimensionality is also a necessity for optimizing the prediction accuracy in the proposed approach.
E. IMPACT OF REGULARIZATION PARAMETERS
The regularization terms λ 1 , λ 2 , λ 3 control the influence of regularization terms on the objective function. In specific, λ 1 controls the regularization of the global bias, while λ 2 controls the regularization of the bias of all variables, and λ 3 controls the regularization of the interactions between a pair of variables. In this section, we present experiment results which illustrate how the changes of regularization parameters affect the prediction accuracy. In the experiment, we set α = 0.9, β = 0.997, k = 10. Figure 7-9 respectively shows the impact of λ 1 , λ 2 , λ 3 on prediction accuracy. As we can observe, the regularization parameters have slight effects on the prediction accuracy. Therefore, appropriate values of the regularization parameters are also need to be determined in order to optimize the prediction accuracy.
F. PERFORMANCE COMPARISON
In this section, to further evaluate the performance of our QoS prediction approach, we compare it with the following approaches: 1) UserMean: This approach predicts the QoS of a target service by straightforward using the active user's average QoS value on all services it invoked. 2) UIPCC [13] : This approach is a classical memory-based collaborative filtering using PCC to compute similarities for both users and services. 3) NMF (Nonnegative Matrix Factorization) [14] . NMF differs from other MF approaches in that it requires that the factorized factors must be nonnegative. 4) PMF (Probabilistic Matrix Factorization) [15] . This approach differs from other MF approaches in that it is based on probabilistic matrix factorization.
The parameters of our approach are set as α = 0.9, β = 0.997, k = 10, λ 1 = 100, λ 2 = 0.2, λ 3 = 0.05 in the experiments. For the other comparative approaches, we tune their parameters in the experiments to make they obtain the best performance. Table 2 presents the comparison results. As we can see, our proposed approach, FM-QP, significantly outperforms the other approaches in RMSE. As for the MAE values, our approach slightly outperforms NMF and PMF under data density 0.05, while underperforming the two approaches under data density 0.10. Considering that the QoS data in real scenarios are usually quite sparse (less than 0.05) and the advantage of RMSE over MAE in avoiding exist undesirable large errors, the results provides a convincing evidence that validates the performance of our approach.
V. RELATED WORK
Collaborative filtering is the most popular technique employed by QoS prediction approaches. Generally, collaborative filtering techniques can be divided into two categories: memory-based and model-based. Memory-based collaborative filtering can be used to make QoS predictions by finding similar users or services for the active user or target service. Model-based collaborative filtering can be used to train a predefined model on available QoS data and learn the latent features of users and services, as well as the relationships between them. The related work is surveyed as follows.
Shao et al. [16] proposed a memory-based collaborative filtering approach for Web service QoS prediction. It firstly computes the similarities between the active user and the other users based on whether they have perceived similar QoS values on commonly invoked services. Then, it identifies a number of similar neighbors for the active user, and aggregates the QoS perceived by the similar neighbors on the target service to predict its QoS for the active user. Zheng et al. [13] , [17] proposed a memory-based collaborative filtering approach which exploited the QoS data of both similar users and similar services to make QoS predictions for the active user. References [18] - [22] represent a class of work that improves the classic memory-based collaborative filtering for Web service QoS prediction by taking into account the personal characteristics, locations or other context information of Web services (or users).
Despite the simplicity and good explainability of the memory-based collaborative filtering approaches, their QoS prediction accuracy is probably unsatisfactory when the data is very sparse. Hence, a number of model-based collaborative filtering approaches have been proposed for QoS prediction. Matrix Factorization (MF) is the most popular model-based CF technique applied to QoS prediction. Zheng et al. [23] combines MF and similarity computation to predict QoS values of Web services. Considering that QoS data are typically positive values, Luo et al. [24] propose a Non-negative Latent Factor (NLF) model by training the involved features subject to nonnegativity constraints. Xu et al. [25] employ Probabilistic Matrix Factorization (PMF) to learn the predicted QoS values. Yin et al. [26] integrate the location information of users and services with MF to make QoS predictions. Wang et al. [27] propose a Tensor Factorization based approach for multi-dimensional QoS prediction.
The aforementioned work is concentrated on QoS prediction for traditional Web services. There are only a few studies focusing on mobile service QoS prediction, which is important to mobile service selection and composition [28] , [29] .
Wang et al. [30] propose a memory-based collaborative filtering approach for service QoS prediction in Mobile Edge Computing (MEC). Li et al. [31] propose a hybrid MF approach for QoS prediction in location-aware mobile service recommendation systems. Yin et al. [32] propose a collaborative QoS prediction approach for mobile services by combining data filtering and the SlopeOne model. Though previous model-based collaborative filtering approaches can improve the QoS prediction accuracy, their performance may be not so well when the QoS data is very sparse. Moreover, they usually need a long time to train models, thus may be insufficient in QoS prediction. The FM model introduced in this paper can be implemented with nearly a linear time complexity, and is applicable for very sparse data. Hence, we revamp the FM model for mobile service QoS prediction, and the experiments validate our approach.
VI. CONCLUSION
This paper proposed a QoS prediction approach for mobile service selection based on Factorization Machines. The proposed approach exploited the historical QoS data of mobile services to make QoS predictions for service users. To enhance the QoS prediction accuracy for the active user, the approach took into account the QoS experiences of both similar users and nearby users, and integrate them with the FM model. A set of experiments based on real-world QoS data were conducted to evaluate the performance of our proposed approach. The results demonstrated that the proposed approach can predict QoS more accurately compared with the other QoS prediction approaches.
