Abstract: Climate services are becoming the backbone to translate climate knowledge, data & information into climate-informed decision-making at all levels, from public administrations to business operators. It is essential to assess the technical and scientific quality of the provided climate data and information products, including their value to users, to establish the relation of trust between providers of climate data and information and various downstream users. The climate data and information products (i.e., from satellite, in-situ and reanalysis) shall be fully traceable, adequately documented and uncertainty quantified and can provide sufficient guidance for users to address their specific needs and feedbacks. This paper discusses details on how to apply the quality assurance framework to deliver timely assessments of the quality and usability of Essential Climate Variable (ECV) products. It identifies an overarching structure for the quality assessment of single product ECVs (i.e., consists of only one single variable), multi-product ECVs (i.e., more than one single parameter), thematic products (i.e., water, energy and carbon cycles), as well as the usability assessment. To support a traceable climate service, other than rigorously evaluating the technical and scientific quality of ECV products, which represent the upstream of climate services, how the uncertainty propagates into the resulting benefit (utility) for the users of the climate service needs to be detailed.
Introduction
Climate services, emerging from a process of transforming climate science into bespoke information products and decision-support for society, have been mainstreamed with significant initiatives at the global scale (e.g., the Global Framework for Climate Services) [1, 2] , regionally in Europe (e.g. Copernicus Climate Change Service (C3S), ClimateKIC, or Climate-Adapt portal), and nationally through the emergence of national climate service centers [3] . There are various definitions and interpretations for the concept of climate services, and it is not until recently the European Commission established an ad hoc Expert Group, assigning the climate services a broad meaning [4] : "the transformation of climate-related data-together with other relevant information-into customised products such as projections, forecasts, information, trends, economic analysis, assessments (including technology assessment), counselling on best practices, development and evaluation of solutions and any other service in relation to climate that may be of use for society at large". From the definition, the climate services encompass the whole spectrum including climate data, information, and knowledge (e.g., that support adaptation, mitigation, and disaster risk management), as well as the service demand side and the evaluation of the services.
For example, the C3S aims to be an authoritative source of climate information about the past, current and future states of the climate in Europe and worldwide, and targets the commercial use of climate data and derived information products to flourish the market for climate services in Europe [5] . The target of supporting a European market for climate services is also advocated by the European Commission (EC) (e.g., identified as "flagship initiatives" via Horizon 2020) [4] and other transnational, national and regional programs [3] . As one major component of the C3S architecture, the Evaluation and Quality Control (EQC) function assesses the technical and scientific quality of the service including
Overarching Structure for the Assessment of Quality and Usability (AQUE) of ECV Products
The Conference of the Parties (COP)-21 Paris Agreement calls to "strengthen scientific knowledge on climate, including research, systematic observation of the climate system and early warning systems, in a manner that informs climate services and supports decision-making" [37] , which assembles the pressing needs of the United Nations Framework Convention on Climate Change (UNFCCC) and the Global Climate Observing System (GCOS) for systematic climate observations. Observations are the basis for detecting climate trends, as well as for the understanding of climate processes (i.e., water, energy and carbon cycles) that enable climate modeling and prediction. Against a backdrop of human-induced climate change, some climate variables shift their probability distributions with increases in the likelihood of "climate extremes" (e.g., heat waves and heavy rainfall events), which can be only reliably detected using observations, and poses additional challenges for monitoring, modeling and predicting the climate system. Improved knowledge of these challenges is a prerequisite for adaptation and mitigation decisions, effective disaster risk reduction, and therefore climate services.
To characterize and trace climate change, GCOS defined the Essential Climate Variables (ECVs) and provided an internationally agreed priority list to guide the sustained observation of the Earth's climate [33, 38] . GCOS aims to collect the accurate and homogeneous Climate Data Records (CDRs) over long timescales. It is notable that the observational signals that are important for climate monitoring and the detection of climate variability and change can easily be lost in the "noise" of an evolving observing system. Such "noise" emphasizes the need for a sustainable continuity in an observing system that can be gauged against an invariant reference. To ensure in-place of such observing system, WMO (World Meteorological Organization) developed the GCOS climate monitoring principles for establishing the climatology of traditional meteorological parameters from the ground using standard meteorological stations [39] . Nevertheless, for global observations of Earth's climate and of all GCOS ECVs, a multitude of observation systems is required, and both in-situ observations and remote-sensing instruments flown on airborne or satellite platforms are indispensable [38] .
The free and open access to essential climate data and information, including the fully traceable accuracy information of these ECV CDRs, as well as user feedback mechanisms, is critically important for effective climate services. It is only when the fully traceable accuracy information of ECV CDRs meet the end-user defined achievable accuracy requirements, that we can deem the climate services as useful [26] . To provide a structured and holistic view on what CDRs are currently available/planned, and what the accuracy requirements should be to satisfy climate quality, the joint CEOS /CGMS Working Group on Climate (WGClimate) has established an ECV inventory [40] . The ECV inventory will subsequently make up the structure of the climate monitoring architecture for space-based observations [11, 29] . This will be realized through the gap analysis to identify shortfalls and potential improvements for both current and future CDRs. The cyclic gap analysis (see Figure 1 , "Single Product Assessment") is a sustainable mean to update ECV CDRs to meet GCOS' evolving observation requirements [41, 42] . The ECV inventory is essential for realizing the high-quality, reliable and timely climate services. It starts from the Single Product Assessment, which will be the foundation to recommend inclusion, conditional inclusion or exclusion of ECV products for serving decision making based on the needs of the downstream users. Furthermore, the single product assessment will implement a gap analysis to identify shortfalls and possible recommendations/action plans for improvement, and provide a quality brief for dissemination, including the user feedback mechanism (Figure 1 ). It is envisaged that estimates of the single-product ECV may come from several sources, including reanalysis, satellite products, and in-situ datasets, as well as from different international agencies, institutes and research programs. The Multi-product Inter-comparison is to investigate each source for its strengths, weaknesses, and limitations, and to answer the question: Are the ECV products from multiple sources measuring the same thing? While the original ECVs were designed mainly on the basis of individual usefulness, recent efforts have started to use the ECV CDRs to close budgets of energy, carbon and water cycles, and to study interactions between land, atmosphere, and ocean in a more integrated way [47, 49, 50] . As such, the Thematic Assessment is to document the physical consistency of multiple ECV products and to identify gaps in terms of closing the budget of cycles and where ECVs contribute to fundamental understanding of the natural processes. Nevertheless, the ECV inventory only addresses the single-product ECVs, and is not meant to address specific applications, nor to address the multi-product ECVs and thematic products. It is notable that the ECV inventory was not designed to quantify the confidence in existing data products for specific climate-sensitive societal sectors (e.g., water and food security, water management, and health). Such usability assessment requires the integrated use of climate data and effective user-provider feedback mechanisms. When there are different versions of the same ECV available from various data providers, the situation (for evaluating usability) is more complicated. Furthermore, most ECV The single-product assessments will update the CDI (Climate Data Inventory), with the best available data about the observed climate. The assessment will help the users of climate data to receive clear contextual guidance on the implications of uncertainties in that particular climate data. The single-product assessment has the following logical elements (see Figure 1 ): (1) Providing descriptive metadata for the ECV products (i.e., for CDI); (2) Implementing gap analysis on the ECV products to provide recommendations on inclusion, conditional inclusion, or exclusion of the ECV products in the CDI, and proposing any actions needed to implement the recommendation for improvement; (3) Providing high-level qualitative user guidance on strengths, weaknesses, and limitations of the ECV products and providing quantitative results on product uncertainties (i.e., quality brief).
The WGClimate has defined six categories essential to understanding the circumstances under which the ECV CDR was produced, including stewardship, generation process, record characteristics, documentation, accessibility, and applications [46] . The "record characteristics" serves to understand the specific features of data records (e.g., spatiotemporal extent and resolution, accuracy, sensors, etc.), while the "generation process" and "documentation" will provide information on how traceable the generation process is (i.e., metrological traceability), how adequate the documentation is (i.e., documentary traceability), as well as how the uncertainty is quantified (i.e., validation traceability). As such, the quality assessment in the present paper refers to the categories of "generation process" and "documentation," while the usability assessment belongs to the categories of "application" (discussed in Section 6).
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Defining Product Traceability
Traceability in the Earth observation context can be defined as "a property of an often multi-step process whereby the result can be related to its data source(s) (and ideally to international standards) through a documented unbroken chain of operations including calibrations" [8] . The first level of traceability corresponds to the documentary traceability, which refers to the provision of detailed provenance information or metadata concerning product development [22] . The metrological traceability extends further to encompass a full analysis of the propagation of uncertainties from end-to-end through the algorithm and validation stages [22] .
The product traceability can be implemented with a top-down approach, which is a forward processing from a producer (or expert-user) point of view on (a) how ECVs have been produced; (b) what are the underlying assumptions; (c) where the input data is coming from. As such, one can trace back the ECV production chain and obtain provenance information of interest [22] . There is also "backward processing" approach, which can further support and ease this top-down approach and add machine-readability to the ECV products. This "backward processing" will enable collecting agilely the provenance information from scientific reports, peer-review journals and project documentations, and trace back to the origin of the ECV CDR processing chain. This is particularly useful for a non-expert user, for example, who does not necessarily have the exact knowledge on how to do atmospheric corrections. Figure 2 shows an example of how to collect provenance information from peer-review journal articles and distributed data sources for the global sea-level rise scenarios. From the published paper, with the GCIS (Global Change Information System) information model and corresponding ontology model [51, 52] , the climate data behind the Figure "Global sea-level rise" was traced back to the raw dataset and platforms.
Traceability in the Earth observation context can be defined as "a property of an often multi-step process whereby the result can be related to its data source(s) (and ideally to international standards) through a documented unbroken chain of operations including calibrations" [8] . The first level of traceability corresponds to the documentary traceability, which refers to the provision of detailed provenance information or metadata concerning product development [22] . The metrological traceability extends further to encompass a full analysis of the propagation of uncertainties from endto-end through the algorithm and validation stages [22] .
The product traceability can be implemented with a top-down approach, which is a forward processing from a producer (or expert-user) point of view on (a) how ECVs have been produced; (b) what are the underlying assumptions; (c) where the input data is coming from. As such, one can trace back the ECV production chain and obtain provenance information of interest [22] . There is also "backward processing" approach, which can further support and ease this top-down approach and add machine-readability to the ECV products. This "backward processing" will enable collecting agilely the provenance information from scientific reports, peer-review journals and project documentations, and trace back to the origin of the ECV CDR processing chain. This is particularly useful for a non-expert user, for example, who does not necessarily have the exact knowledge on how to do atmospheric corrections. Figure 2 shows an example of how to collect provenance information from peer-review journal articles and distributed data sources for the global sea-level rise scenarios. From the published paper, with the GCIS (Global Change Information System) information model and corresponding ontology model [51, 52] , the climate data behind the Figure " Global sea-level rise" was traced back to the raw dataset and platforms. Tracing CNES' and NASA's contribution to the global sea-level rise scenario results. The example here is from real-world records but is presented in a condensed manner. It shows several objects and steps involved in the generation of the "global sea-level rise scenarios", and traces back to the raw dataset and platforms at CNES and NASA. Each resource in this traceability chain has a specific type that is defined in the GCIS ontology. As such, the provenance information in the ECV Climate Data Record (CDR) Production chain will be collected agilely. The example here is from real-world records but is presented in a condensed manner. It shows several objects and steps involved in the generation of the "global sea-level rise scenarios", and traces back to the raw dataset and platforms at CNES and NASA. Each resource in this traceability chain has a specific type that is defined in the GCIS ontology. As such, the provenance information in the ECV Climate Data Record (CDR) Production chain will be collected agilely.
Although the documentary traceability can be assessed with an information model like GCIS, it is still difficult to evaluate the metrological traceability. It is currently feasible for a limited number of space-based atmosphere ECV products to trace back uncertainty metrologically. However, such traceability is not yet feasible in other domains or for in-situ based ECVs [22, 53, 54] . The main factors causing this difficulty (e.g., not yet applicable to trace all space-based ECV products) include difficulties associated with relating Level 1 satellite data back to SI standards and the complexity of expressing uncertainties through a generalized classification scheme. Also, the production of most of ECVs involves an array of atmospheric or surface correction codes, and there is currently no unified definition of accuracy/stability requirements [55, 56] . Nevertheless, the gap analysis on these perspectives against the generalized Architecture for Climate Monitoring from Space (ACMS) [29] will Remote Sens. 2019, 11, 1186 7 of 28 help to identify potential actions needed towards a generalized evaluation of metrological traceability for all space-based ECV products.
Validation Traceability Quality Indicator (ValQI)
To establish the traceability of a validation process, documenting each step of the validation process is required. According to the analysis of current validation practices in Europe for the space-based, in-situ and reanalysis products, CORE-CLIMAX identified a generic validation strategy [54] as shown in Figure 3a . Starting from documenting how the reference dataset is generated, the generic process requires the assessment of the independence level of the reference dataset. With the quality-controlled reference data, the data producer shall implement the self-assessment. For a complete validation process, it is a requirement to check the consistency of the validated CDRs. Furthermore, it is recommended to apply the independent assessment of the CDR products, as well as the external review of the validation process, to assure the understanding of data quality. It is further required to evaluate the independence level of the independent assessment and the external review (see Figure 3a) . The last step is to sustain the established validation facilities and procedures. This final step means achieving an operational validation level, at which validation activities and data release are regularly/routinely implemented.
The generic validation strategy presented above can be mapped to the CORE-CLIMAX system maturity matrix (SMM) [11, 57] , under the "Formal Validation Report" and "Validation" in the subthemes of "User documentation" and "Uncertainty characterization," respectively. This mapping indicates the applicability of using the corresponding validation-relevant subthemes of SMM as the quality indicator for validation traceability (i.e., ValQI) for assessing how far the validation process is approaching the "best practice" (Figure 3b ) [54] . The ValQI can evaluate the maturity of existing validation processes of ECV products, in a way to identify the potentially needed and targeted studies to improve the quality of ECV products. Figure 3c shows an example of how the ValQI is used to evaluate the validation process of ESA-CCI soil moisture (Phase I). It helps to identify the potential actions needed to further improve the climate quality of the soil moisture products.
Multi-Product Inter-Comparison
It is envisaged that the single-product may come from multi-sources. For those single-products with low ValQI scores, they should be compared with one common invariant reference data to assess their uncertainties quantitatively. The inter-comparison of the multi-source single-products aims to answer the question: Are the ECV products from different sources measuring the same thing? and to provide guidance on the use of a set of products available for a single ECV parameter.
The single product assessment will formulate an inventory to present the available products and sources in a systematic way (e.g., reorganized as a multi-product inventory), providing the first level of information needed for the inter-comparison. Subsequently, to demonstrate the value of those ECV products (e.g., for climate services), the typical use cases for each product or combination of products should be described, based on the consolidated user requirements. To further assist users, one should provide high-level qualitative user guidance on the use of these products, via the readily accessible key QA characteristics of products from the multi-product inventory, as well as via applying a prototyped Application Performance Matrix (APM) developed in CORE-CLIMAX [57] .
Multi-Product Inventory
Incomplete prior knowledge of how each ECV product was derived can lead to mistakes in the interpretation of (the quality of) ECV products. It is fundamental to provide a standard description of essential characteristics of the individual datasets, and to collate/present the information from multiple datasets in a way to facilitate a "descriptive product comparison". As such, the descriptive inter-comparison will assist end-users with the first level of critical information for their selection of ECV products. Table 1 shows an example of "descriptive product comparison" for a selection of upper-air temperature products from multiple sources (i.e., satellite, in-situ and reanalysis). It is straightforward to see that the spatial resolutions (either horizontal or vertical) are very different from each other, as are the different filtering (bias correction) techniques to reduce random (systematic) noise/errors. Such first level information provides the comprehensive knowledge of how each product was produced, reducing the likelihood of erroneous interpretations of inter-comparison results. As such, this descriptive comparison is compellingly important, considering the broad ranges of products from in-situ, satellites and reanalysis. The coordinated collection of the critical information (e.g. a common and readily accessible database/CDI) of the ECV product will enable the subsequent synthesis into a tabular comparison for each product or combination of products [58] .
The meaningful interpretation of uncertainties requires more knowledge of how each product was derived, in particular regarding resolution, representativeness and specific domain area of validity, other than identifying the systematic and random components [55] . For example, two reanalysis or CDRs may use slightly different land-sea masks, and a careful comparison requires considering only aspects of matching characteristics in all datasets to avoid misinterpretation. In such a situation, it is helpful for users to have access to information about the land-sea masks, either in the form of figures or in the form of the data plus auxiliary tools to examine areas of interest specific to their applications (e.g., coastal areas and cities). Table 1 . Example of "descriptive product comparison" for a selection of upper-air temperature products from multiple sources [58] (see Appendix A for acronyms, T-Truncation in "spectral models" that use spherical harmonics). 
ECV

Description of Use Cases and Product User Guidance
The description of typical use cases for climate services shall include [44] : (1) a description of the end users' needs for climate-related information in a particular societal beneficial areas (SBAs)/sectors (i.e., from the consolidated user requirement). As such, the fundamentally needed ECV products will be identified for not only the ECV data users, but also the climate application developers, as well as those parties using the climate information for decision-making purposes; (2) an identification of key CDRs for generating climate-related information for specific applications; (3) a description of the observing/production system(s) required to generate those datasets. As such, the description of typical use cases can be mapped onto and serve as a practical demonstration of the logical structure of the Architecture for Climate Monitoring from Space (ACMS) [29] (see Figure 4 the ACMS pillars).
The upstream, midstream and downstream of climate services were mapped correspondingly atop the climate data and information flow in the ACMS. The upstream is linked to the "climate record creation and preservation" pillar, where the non-climate data (socio-economic, demography, social and behavioral science, etc.) is not involved. The midstream corresponds to the pillar on the application-oriented climate information products, including regional downscaling (i.e., from global climate models), climate impacts and socio-economic impacts [4] . The downstream includes the transition between "Applications" pillar and "Decision-Making" pillar, as connected by the "Reports and Data" flow, as well as the "Decision-Making" pillar itself (e.g., bespoke climate services for various end-user contexts). Furthermore, with the feedback mechanism, the use case will help to improve and further develop climate services to be more effective. It is to note that the ACMS (i.e., with the four pillars) is developed for space-based ECV CDRs, but not yet for in-situ CDRs. There are ongoing efforts on addressing the incorporation of independently coordinated in-situ observation networks into the ACMS, to describe the functional components of a consistent, integrated in-situ and space-based system for climate monitoring [29] .
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As such, a PUG will describe to a user the instructions required on how to use the particular ECV data products, via synthesizing the contents above. These contents can be subsequently and readily accessed from the multi-product inventory.
The PUG should enable certain indicators reflecting the readiness of the ECV for specific applications. Such indicators shall facilitate the comparison of the real technical features of a data record and results of validations against user requirements for a particular application. The prototyped Application Performance Matrix (APM), developed in CORE-CLIMAX, can serve as the readiness indicator of the ECV product for the application considered [57] . The need for APM is manifested, for instance, in the vast amount of information provided on the validation of data records that is unlikely to be processed by institutions that want to use the data records. The APM is intended to support institutions in making choices among different existing data records without the need to assess the full documentation of all potential data records.
To be able to apply the APM, user requirements for each application shall be compared against the actual technical specifications and validation results. The APM provides summary information on how close a specific data record is at fulfilling the requirements of a specific application. The following demonstrates an exemplary use of APM to address the policy-maker question on: Are there trends in North Sea Temperature over the last 15 years that could affect fisheries? The policy-maker question was further translated to APM as: Which data records are suited to analyze trends in this rather small region? The next step is to link the question toward APM with the specific user requirements, considering three levels of quality targets for ECV products, namely: threshold, breakthrough and optimum. This step will enable a user requirement table to be constructed, against the actual technical specifications of relevant ECV products in the climate data inventory. The assessment result from this step will deliver APM scores as presented in Table 2 for the current use case [60] . 
Thematic Assessments
The advent of climate services will bring greater demands on the breadth and depth of product inter-comparison activities. While the original ECVs were designed mainly on the basis of individual usefulness, recent efforts have started to use the CDR of ECVs to close budgets of energy, carbon and water cycles, and to study interactions between land, atmosphere, and ocean in a more integrated way [49, 50] . In particular, GCOS IP 2016 sets out the quantitative targets on closing the budgets of these climate cycles [38] . The examination of the budgets of these cycles will allow us to identify scientific gaps in the fundamental understanding of the natural processes. As such, this understanding will subsequently support improved forecasts of the impacts of climate change. The thematic assessment is to document the physical consistency of multiple ECV products, and thus to evaluate the budgets of the climate cycles.
The specific aim(s) of thematic assessment can involve, and is not limited to, the overarching questions such as: What are the relevant natural processes represented by the ECV products for the thematic assessment? Are the ECV products consistent with each other to enable the natural process representation? What are the limitations of the ECV products for representing the natural process? Are the ECV products consistent with model data so that modeled and observation data can be used directly for model validation and data assimilation?
Before the implementation of thematic assessment, the overview of "ECV product characteristics" (i.e., from multi-product inventory) and "ValQI (Scientific Integrity)" will provide a descriptive comparison of the ECV products for the assessment (see Table 3 for an example). The characteristic description will provide the first level of information to understand, for example: "Are the ECV products using the common source of background data or not? Are they consistent when spatiotemporally averaged to the same scales? Are they meeting the GCOS requirements?" Furthermore, the ValQI will enable readiness for the scientific integrity of ECV products. Such basic information will facilitate the meaningful interpretation of the assessment results, and will inevitably help users to understand better the thematic assessment results. Table 3 . Example of the overview of thematic ECV products to provide first level information on "ECV product Characteristics" and "Maturity of Products (Scientific Integrity)." (Note: The ECV product characteristics are from the procurement document of C3S [61] [62] [63] , while the maturity scores are from ESA CCI products as evaluated in the CORE-CLIMAX ECV CDRs capacity assessment report [57] Before the implementation of thematic assessment, the overview of "ECV product characteristics" (i.e., from multi-product inventory) and "ValQI (Scientific Integrity)" will provide a descriptive comparison of the ECV products for the assessment (see Table 3 for an example). The characteristic description will provide the first level of information to understand, for example: "Are the ECV products using the common source of background data or not? Are they consistent when spatiotemporally averaged to the same scales? Are they meeting the GCOS requirements?" Furthermore, the ValQI will enable readiness for the scientific integrity of ECV products. Such basic information will facilitate the meaningful interpretation of the assessment results, and will inevitably help users to understand better the thematic assessment results. Table 3 . Example of the overview of thematic ECV products to provide first level information on "ECV product Characteristics" and "Maturity of Products (Scientific Integrity)." (Note: The ECV product characteristics are from the procurement document of C3S [61] [62] [63] , while the maturity scores are from ESA CCI products as evaluated in the CORE-CLIMAX ECV CDRs capacity assessment report [57] ). (SIC -Sea Ice Concentration, SIE -Sea Ice Extent, SIT -Sea Ice Thickness; SST -Sea Surface Temperature; '-' means this cell needs further inputs, or currently not defined by end-users). 
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Usability Assessment
The usability assessment is to evaluate the usability and to develop guidance on fitness-for-purpose of specific ECV products for their use cases. With the preceding assessments, information is produced regarding the quality of delivered ECV products, including information on the observation basis of the original products and its post-processing steps. Together, these should provide essential meta-information on datasets to inform potential users and enable the comparison of datasets, to evaluate the fitness for purpose (F4P) for the envisaged use cases.
Output oriented quality assessment can only be operationalized in a meaningful way if there are links between quality features of the output and the resulting benefit (utility) for the user(s) of the climate services. As such, the contribution of usability assessment is also to detail what the essential metadata is for the end-user, and to understand how the prospective end-user can benefit from the metadata. Furthermore, given these insights, the end-user will provide feedbacks to climate service providers on the presentation and validation of metadata. The use case can describe the value chain from ECVs, through tailored information in local workflows to sector decision-making process (see Figure 5 ), which is a "drilling-down" (i.e., more details) of Figure 4 
The usability assessment is to evaluate the usability and to develop guidance on fitness-forpurpose of specific ECV products for their use cases. With the preceding assessments, information is produced regarding the quality of delivered ECV products, including information on the observation basis of the original products and its post-processing steps. Together, these should provide essential meta-information on datasets to inform potential users and enable the comparison of datasets, to evaluate the fitness for purpose (F4P) for the envisaged use cases.
Output oriented quality assessment can only be operationalized in a meaningful way if there are links between quality features of the output and the resulting benefit (utility) for the user(s) of the climate services. As such, the contribution of usability assessment is also to detail what the essential metadata is for the end-user, and to understand how the prospective end-user can benefit from the metadata. Furthermore, given these insights, the end-user will provide feedbacks to climate service providers on the presentation and validation of metadata. The use case can describe the value chain from ECVs, through tailored information in local workflows to sector decision-making process (see Figure 5 ), which is a "drilling-down" (i.e., more details) of Figure 4 from midstream to downstream. Details of the use case include specifying the sector, end user and problem that the user is trying to solve. To detail how uncertainty affects a decision, one will need to simulate how uncertainty properties of delivered series (e.g., climate impact indicators) affect sector decision making, according to the resulting benefits. Based on the quantitative uncertainty of the ECV products, the simulation can be made for a specific sector decision making process and receiver of sector information. Where possible, the results of the simulation need to be discussed with the end-user, and feedback collected to be incorporated into follow-up use cases and overall evaluation of usage information. In the following sub-sections, a reinsurance case study on extreme El Niño events was used to demonstrate the usability assessment.
Detail Use Case and User Requirements
The first step is to detail the use case, specifying the sector, end-user and the problem that the user is trying to solve. The user requirement details can be pre-collected from existing consolidated requirements on the quality information for the specific sector, and then further updated with the end-user interview. Table 4 provides the details of the use case for an insurance company in Peru, who requested to quote on a suggested insurance product that would protect them from extreme El Niño events [64] .
To quantify the severity of EI Niño events, the Niño 1+2 index was chosen, due to its geographical proximity to Peru, this index has a more direct impact on Peru compared to other El Niño indices (see Figure 6a) . The Niño 1+2 values refer to the November-December average of sea surface temperatures in (90-80°W, 0°-10°S). The idea of this insurance product is that when Niño 1+2 exceeds a certain threshold (i.e., entry point), the client receives some payout till reaching a maximum at a higher Niño 1+2 value (i.e., exit point). Payout begins at zero for the entry point Niño 1+2 of 24 Details of the use case include specifying the sector, end user and problem that the user is trying to solve. To detail how uncertainty affects a decision, one will need to simulate how uncertainty properties of delivered series (e.g., climate impact indicators) affect sector decision making, according to the resulting benefits. Based on the quantitative uncertainty of the ECV products, the simulation can be made for a specific sector decision making process and receiver of sector information. Where possible, the results of the simulation need to be discussed with the end-user, and feedback collected to be incorporated into follow-up use cases and overall evaluation of usage information. In the following sub-sections, a reinsurance case study on extreme El Niño events was used to demonstrate the usability assessment.
To quantify the severity of EI Niño events, the Niño 1+2 index was chosen, due to its geographical proximity to Peru, this index has a more direct impact on Peru compared to other El Niño indices (see Figure 6a ). The Niño 1+2 values refer to the November-December average of sea surface temperatures in • W, 0 • -10 • S). The idea of this insurance product is that when Niño 1+2 exceeds a certain threshold (i.e., entry point), the client receives some payout till reaching a maximum at a higher Niño 1+2 value (i.e., exit point). Payout begins at zero for the entry point Niño 1+2 of 24 • C and increases linearly to the maximum payout (let us assume 50 M USD) for the exit point Niño 1+2 of 27 • C. Table 4 . An example of detailing use case and user requirements for an insurance company.
Detail Use Case
Sector
Disaster Risk
End user Insurance company
Problem at hand that the user is trying to solve:
El Nino conditions can affect severely the economy and infrastructure. In 1997 an extreme El Nino event caused multiple problems. To bring some examples, anchovy production (an important economic activity in Peru) was reduced because elevated sea temperatures off the Peruvian coasts reduced spawning and forced the fish population to migrate elsewhere. Agricultural yields on land decreased dramatically as a result of extreme precipitation. Further consequences of extreme precipitation were floods and landslides that destroyed private property and public infrastructure such as roads and bridges. Damage in public infrastructure in turn affected transportation and electricity production/distribution leading to further economic losses. Financial institutions such as banks were also affected since the disruptions in economic activity forced many businesses and private borrowers to suspend loan payments. As a result, insurance losses from various lines of business were particularly large. Insurance companies request to quote on a suggested insurance product that would protect them from extreme El Nino events.
Detail user requirements
User requirement collection Directly engaging end-users for their needs.
Verification
Envolving end-users to co-develop the insurance product
Detail How Uncertainty Affects Decisions
Extreme EI Niño Event: What Is the Price?
Most El Niño-related disruptions in Peru start around January, but the associated elevated sea surface temperatures in the Pacific are already occurring in November-December. The November-December Niño 1+2 value is known the beginning of January each year. This allows the client to receive payout in January when losses start occurring [65] . El Nino conditions can affect severely the economy and infrastructure. In 1997 an extreme El Nino event caused multiple problems. To bring some examples, anchovy production (an important economic activity in Peru) was reduced because elevated sea temperatures off the Peruvian coasts reduced spawning and forced the fish population to migrate elsewhere. Agricultural yields on land decreased dramatically as a result of extreme precipitation. Further consequences of extreme precipitation were floods and landslides that destroyed private property and public infrastructure such as roads and bridges. Damage in public infrastructure in turn affected transportation and electricity production/distribution leading to further economic losses. Financial institutions such as banks were also affected since the disruptions in economic activity forced many businesses and private borrowers to suspend loan payments. As a result, insurance losses from various lines of business were particularly large. Insurance companies request to quote on a suggested insurance product that would protect them from extreme El Nino events.
Detail user requirements
Verification
Detail How Uncertainty Affects Decisions
Extreme EI Niño Event: What is the Price?
Most El Niño-related disruptions in Peru start around January, but the associated elevated sea surface temperatures in the Pacific are already occurring in November-December. The NovemberDecember Niño 1+2 value is known the beginning of January each year. This allows the client to receive payout in January when losses start occurring [65] . The aim of the following exercise is to choose appropriate historical values of the Niño 1+2 index and use them to estimate an annual average payout. Three alternative sources of gridded data were used for the required Niño 1+2 values. These are the Extended Reconstructed Sea Surface Temperature Version 5 [67] , the ERA-Interim reanalysis [68] and the ESA Sea Surface Temperature Climate Change Initiative (ESA SST CCI) Analysis long term product version 1.1 [69] . Figure 6b and Table 5 provides an overview of the three datasets. For the pricing of the insurance product, the frequency and severity of potential payouts must be calculated. One way to do this is to calculate the losses for the historical events, where Niño 1+2 exceeded the 24 • C threshold. Based on the ERSSTv5 data, there are three such events in 1982, in 1997 and 2015 (Figure 6b ). The 1997 and 2015 events also appear in the other two datasets. The average annual loss calculated from the historical ERSSTv5 data is 1.1 million USD. Using the full length of the ERSSTv5 time series for the calculation of historical losses makes the comparison with CCI SST time series difficult because CCI SST covers a shorter time (1991-2010). Therefore, for ERSSTv5 and ERA-Interim data the average annual loss calculations were carried out for the full available period and the period 1991-2010 (Table 6 ). As an alternative approach to calculating average annual losses, a probability distribution function (namely the Generalized Extreme Value, GEV family of distributions) is fitted to all three datasets using maximum likelihood [70] . The GEV distribution is the limit distribution of normalized maxima of a sequence of independent and identically distributed random variables. The GEV distribution tends to have large probability density for extreme values. This means that under a GEV assumption, extreme losses are relatively frequent, when compared to a normal distribution. The GEV distribution is a suitable (although not unique) choice for this example, because it is important not to underestimate the frequency and severity of extreme events. The same distribution has been fitted to all data using the same statistical software [71, 72] to ensure consistency.
To facilitate comparison among the three datasets, the GEV has been fitted to the full ERSSTv5 and ERA-Interim data as well as to the subsets covering the period 1991-2010 only. Figure 7d shows the exceedance probability function of the GEV distribution fitted to the full ERSSTv5 dataset. Table 6 shows the annual average loss using the GEV distribution fitted to the full datasets and the data corresponding to the period 1991-2010. Plots a, b, and c of Figure 7 compare observed and modeled temperatures for the same quantiles. For temperatures up to approximately 23 • C, there is a good match. For temperatures in the range 23 • C-24 • C, modelled temperatures tend to be higher. While for temperatures above 24 • C, modelled temperatures tend to be lower. The comparison between observed and modeled temperatures is particularly difficult for very high temperatures, because sample quantiles of extreme values tend to have large biases [73] .
For [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . Therefore, for ERSSTv5 and ERA-Interim data the average annual loss calculations were carried out for the full available period and the period 1991-2010 (Table 6 ). As an alternative approach to calculating average annual losses, a probability distribution function (namely the Generalized Extreme Value, GEV family of distributions) is fitted to all three The historical annual average loss tends to decrease for more extended datasets (Table 6 ). The ERSSTv5 has the lowest annual average loss, which is attributed to the long averaging period of 68 years. If we take the period 1991-2010, the differences between the three datasets are smaller but still considerable. The annual average loss based on the GEV model also tends to decrease with increasing averaging period, and it is smaller than the losses calculated from the historical data. An interpretation of the results of the GEV model is that in the long run, less severe El Niño events are expected compared to the El Niño events observed in the recent observation records. It is notable that the GEV model choice is not unique, and it may be possible to fit another distribution function, which would give results closer to the observations.
What Causes the Difference? Which Is the Most Suitable Dataset?
The fact that we get different results using different datasets begs the question: Why are there differences and which dataset is the most suitable? Differences between datasets could be attributed to data uncertainty, or there could be known biases. Both these aspects should be communicated to the end user to help choose a dataset. In this particular application, we are mostly concerned with uncertainty and biases for extreme events.
A further important criterion for the selection of data in addition to accuracy is the length of the available data records. This is because extreme events are rare by definition and therefore a sufficiently long record is required to estimate statistics such as the expected payout frequency and the annual average payout. In other words, a somewhat less accurate but very long dataset may be preferred over a shorter and more accurate one. Details on the uncertainty of the candidate datasets can help reach a decision here as well.
An aspect to consider, especially when it comes to longer data records, is data homogeneity. In the curve fitting process presented above it has been assumed that the statistical properties of all three time series do not change with time. In the time series shown in Figure 6b all three payouts occur after 1980. This could happen because of chance, it could represent climate change affecting the frequency and severity of El Niño events, or it could represent a data homogeneity issue. Examples of data inhomogeneity include changes in instrumentation or changes in the quality and amount of observations included in data assimilation of reanalysis products [74] . The data provider can help the data user by providing details on possible data inhomogeneity problems, steps that were taken to resolve them and possible remaining issues. As such, the difference in the average annual loss can be traced back to these different steps used for harmonizing data, which can be further attributed to the uncertainty of data in the upstream of climate services.
Discussion and Conclusions
Limitations
Traceability of In-Situ-Based CDRs
The space branch of quality assurance procedures and framework has been developing and maturing [8, 22, 29, 35, 54, 75, 76] . The generic logical view can identify the structured process for CDR production from space (i.e., from raw measurements to CDR archive), which represents the interlinked functions and associated data-flow meeting the various climate monitoring requirements [41] . The structured process subsequently enables a potential, thorough uncertainty analysis of the whole CDR production chain. Each component of the CDR production chain should be associated with a step of uncertainty analysis. When the uncertainty analysis reaches the last part of the production chain, the law of propagation of uncertainty should be applied to understand the overall uncertainty of CDR products [77] [78] [79] , which contain all quantities that contribute to the uncertainty of the final CDR products [80, 81] . As such, the quality assessment of CDR investigates not merely the physical law associated with the measurement but also the entire production chain of CDRs.
However, there is currently no internationally recognized quality assurance framework for in-situ based ECV CDRs. The CORE-CLIMAX European ECV CDR Capacity Assessment Workshop demonstrated that the quality aspects of in-situ based ECVs cannot be systematically addressed by the CORE-CLIMAX System Maturity Matrix [11, 57] . Such mismatch is mainly caused by the lack of a generic logical view (e.g., on the functions and information flows) to produce CDR from in-situ data. There are at least two primary barriers to derive a generic logic view for in-situ based ECV CDR production:
(1) The historically heterogeneous governance structures of in-situ observation networks have inevitably led to significant difference in data policy, adoption of network nomenclatures and practices. The consequence of this heterogeneity places end users in a dilemma to understand the measurement systems and networks, on an ECV-by-ECV basis, while not likely having the time and/or the necessary in-depth knowledge and expertise to achieve a full understanding [54, 82, 83] ; (2) The lack of a commonly adopted system-of-systems approach to enhance linkages between the different components of the climate observing system, such as infrastructure co-location, inter-comparison campaigns, information sharing, training and development [27, 83] .
The first barrier has been well recognized [82] , and there are currently efforts towards the removal of the barrier. The pioneering examples (i.e., not in a holistic way) are GRUAN (GCOS Reference Upper-Air Network) [84, 85] , ICA&D (International Climate Assessment and Dataset) [34] and USCRN (U.S. Climate Reference Network) [79, 86, 87] . The endeavor to approach the second barrier is only recently made within the GAIA-CLIM project [83] , wherein the Measurement System Maturity Matrix (MSMM) was proposed to be adapted to serve the purpose of system-of-systems approach, based upon the substantial work undertaken by CORE-CLIMAX [11] and a number of precursor studies assessing dataset maturity [88] .
Given the experience for the space-based ECV CDR production, with the generic logical view developed jointly by CEOS, CGMS and WMO [29] , it is envisioned that a comprehensive, logical view for in-situ based CDR production with compatibility to the space-based one is within reach. Particularly, the logical structure of the Architecture for Climate Monitoring from Space (ACMS) can be used as a "template" to map the description of the use case, enabling the practical demonstration of ACMS. There are ongoing efforts on addressing the incorporation of independently coordinated in-situ observation networks into the ACMS, ultimately yielding a description of the functional components of an integrated, in-situ and space-based climate monitoring system [29, 79, 83, 89] .
Traceability of Earth System Reanalysis
Reanalysis of the Earth system typically covers several elements. For example, the recent reanalysis from NCEP [90] covers atmosphere, land, ocean (surface and sub-surface), and sea-ice. The current ECMWF reanalysis [68] covers atmosphere, ocean surface (waves), and land. For the sake of the present discussion, an Earth system element is said to be covered if:
(1) It is represented by a model which attempts to reproduce variations from known physical laws or parameterizations (e.g., for sea-ice: a sea-ice model); (2) The states produced by such model are updated for one or several geophysical variables by assimilating observations of this Earth system element. For example, for ocean waves, satellite altimeter wave-height observations can be assimilated to update ocean current and biogeochemical variables.
As all ECVs produced by a reanalysis are the products of a single reanalysis system, the system validation (to enable traceable quality information) is necessary [74, 91, 92] . Models of the various elements can be as far as coupled or fully integrated, but there are still generally strong disconnections between the various Earth system elements in the assimilation. For example, analysis updates from either satellite or in-situ observations (so-called increments) are typically computed separately for each Earth system element data assimilation, and it is only during the model integration that all states are made physically consistent between one another. This point has consequences for tracing uncertainties through the reanalysis production chain, as it entails also considering the validation of each ECV produced separately.
The processes involved in reanalysis production are validated by monitoring several metrics. For an assimilation system, these involve the following components: (1) the observations input; (2) the forcing or boundary datasets input; (3) the model configuration (for the various Earth system elements); (4) the data assimilation system (in the various Earth system elements). For all of the above, the reanalysis producers generally rely on reports and published papers to make choices regarding maturity and reliability and to decide whether the component selected is suitable for their application. It is notable that a reanalysis production covers several years or decades of product periods and may take months or years to complete. Once this "input checking" has been done, all reanalysis components are validated during production as follows.
The forcing or boundary datasets input is validated by generating time-series of the mean state (averaged across some spatiotemporal domain) and its deviations (time increments and standard deviations within the spatiotemporal grid). In the case of ensemble datasets, the variations in ensemble spread are compared against expectations (e.g., expecting lower spread in areas of lower natural variability and greater sampling).
The observations input is validated by sub-setting the various observation types and variables and plotting their general characteristics, using some forms of averaging to reduce the amount of information to a few selected granules. An important validation is to verify that the input is as expected, i.e., by inspecting timelines of observation sources. The producers validate that the observations get used as expected. For example, the producers can check the number of observations in total, identify how many observations are accepted or rejected, and separate reasons to identify potential problems [93, 94] .
As a reanalysis production can last months or years and be ported across several computing environments, the model configuration is checked for unwanted changes. This validation usually happens at regular intervals during the lifetime of a reanalysis production, by comparing the production logs with a reference log (such as one produced in the early stages of production). The behavior of the model itself is usually validated by running a long model integration without assimilation (similar to so-called AMIP integrations [95] ), and inspecting the climate trends produced, as well as global energy and water budgets.
The data assimilation system is validated by inspecting the primary metrics such as, for a variational system, the observational cost function, its reduction during the analysis minimization, and validating them against expectations. All quantities produced by the assimilation system are monitored, such as analysis increments, reduction in the distance to assimilated observations, observation bias corrections, background errors (i.e., due to model structure or relevant physical parameterizations) when dynamically updated, and reduction in ensemble spread caused by the analysis in the case of ensemble productions [94] . In that respect, an important validation is the comparison between assumed (background and observation) errors and effectively observed background departures in the system, using the observations as a non-perfect reference (taking into account its errors). The ECV CDRs produced by a reanalysis system are then compared against independent reference datasets. Validation is also conducted by cross-referencing departures before and after assimilation for the assimilated observations. Furthermore, important conclusions about the relative biases in the various observations can be retrieved from such detective work [96] .
From the above, it is evident that the characterization of reanalysis uncertainties (to be traceable) is complicated. To assist users in deciding which reanalysis product might be most suitable for their particular application, CORE-CLIMAX project has proposed [11] : (1) procedures for feeding back improved reanalysis-based ancillary data to assist CDR updates [97] ; (2) support infrastructure for CDR quality assessment in a reanalysis environment [98] ; (3) procedures for feeding back reanalysis results and plans to CDR producers at two levels (i.e., peer-to-peer level, and the synthesis level) [99] ; (4) a process to intercompare reanalysis [58, 100] .
To realize the above proposals, one needs to build the underlying technical solutions (i.e., design and implementation of suitable databases and tools), the progress of which will be reflected by maturity ratings of the CORE-CLIMAX System Maturity Matrix. There are ongoing international programs and initiatives with mechanisms addressing the above needs, but further work is required to establish consolidated best practices and improve coordination within and between such activities [35, 101, 102] .
Conclusions and Outlooks
The ECV concept [33] , the architecture for climate monitoring from space [29] and the construction of ECV inventory [46] enable the synthesized overarching structure for the assessment of quality and usability of ECV products (AQUE). The AQUE aims to ensure that end-users of climate services have access to the quality-assured data about the monitored climate, together with clear contextual guidance on the use of these data and the resulting benefit (utility) for the users. The AQUE is fundamental to ensuring the climate data and information are consistent and to establishing the relation of trust between climate information providers and various downstream users. The trust relation, if established, will foster the sustainable use of climate data and derived information products leading to a flourishing market for climate services.
The overarching AQUE structure provides a logical flow for the quality assurance of single-products, multi-products, and thematic products, as well as their usability assessments. It is to note that various end-users can have different application scenarios of AQUE structure, and do not necessarily start sequentially from single-product, going through multi-and thematic-products, and end at usability assessment. Depending on the particular application and the availability of ECV CDRs, end-users can start from any box of climate data product as suggested by the Application Performance Matrix (APM), provided with fully characterized uncertainty information. The basic principle of APM is to evaluate how well the data records' technical specifications and accessible validation results can match the user requirements for the application desired. As such, the APM is bridging the identified user requirements with the product specifications that are available in the Climate Data Inventory (CDI) or ECV inventory.
To perform a usability assessment, it is essential to detail the use case and user requirement. Preferably, the latter should be verified and validated with end-users in a participatory manner. However, the specific user requirement can also come from existing user requirement database (URDB) [13] , emanating from a wide variety of user fora, surveys, and support panels. This URDB is the most useful for those end-users not familiar with climate data and information products, and not comprehending how to identify user requirements. Once the user requirement on climate data and information products are identified and verified, the search in the CDI will be performed and provide inputs for the APM to create a traffic-light type of priority ranking for the recommended matched CDRs. Those ECV CDRs with green lights will be further evaluated on how uncertainty will affect the sector decision-making process (i.e., via resulting benefits), as demonstrated with the reinsurance example of Extreme EI Niño events.
The current international context contains a number of programs and initiatives focusing on developing technical solutions underlying different components of the AQUE overarching structure. For example, the Evaluation and Quality Control (EQC) function of C3S has focused on the quality assurance of single-products, multi-products and thematic products [12] [13] [14] , as well as the quality assurance of the sectoral information system (i.e., quality assurance of climate services) [15, 16] . The joint CEOS /CGMS Working Group on Climate (WGClimate) has coordinated space agencies to implement the Architecture for Climate Monitoring from Space (ACMS) via establishing the ECV Inventory, developing case studies and collecting observation needs. The European Space Agency (ESA) Sensor Performance, Products and Algorithms (SPPA) team has managed a series of "Fiducial Reference Measurements" (FRM) projects, targeting the validation of ESA products following the QA4EO guidelines. GCOS and WMO develop the observing system capability analysis and review tool (OSCAR), to publish and regularly review the quality requirements of satellite-derived ECVs, against the climate monitoring needs of the UNFCCC, IPCC and WMO programs. GEOSS has developed the GEOSS Platform (formerly the GEOSS Common Infrastructure -GCI), which aims to provide a shared, easily accessible, timely, sustained stream of comprehensive data of documented quality, as well as metadata and information products, for informed decision-making.
There are many more programs and initiatives with the context of quality assurance of ECV CDRs from space, when looking at the international and European landscape of climate services [4, 26] . Nevertheless, there is not yet a consistent, international coordination mechanism for in-situ observations and reanalysis for climate services [11, 29, 35, 54, 83, 89, 103, 104] . It is evident that the upstream of climate services has been developing and maturing, while the midstream and downstream are still in their infancy [105, 106] . To assist climate services moving towards a demand-driven and science-informed approach, and therefore moving faster towards midstream and downstream, the usability assessment is a stepping-stone. The usability assessment of AQUE structure contributes to enhancing trust in climate services, addressing the efficacy of communication strategies and uncertainty communication. As such, AQUE can serve as inputs to share quality information between communities and to collect lessons learned that could be potentially turned into evolving best practices for climate services. 
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