Abstract-This paper presents an integrated system (IS) devoted to solve the complex scheduling problems in steel-making and casting (SMC) plants. The presented IS is composed of four modules: data base, optimization, simulation modules, and the user interface. In particular, we develop the two main components of the IS: the optimization and simulation modules. The optimization module is based on a mixed-integer linear programming formulation with the objective of minimizing the makespan, i.e., the completion time of the last job. Moreover, a discrete-event simulation module is used to validate and assess the proposed schedules. By designing the IS for a real case study, we show how it can be applied off-line to schedule the daily operations of the SMC, as well as online in order to face unpredictable events such as failures and blocks of the machines.
process that can be divided in three phases [1] : 1) ironmaking; 2) steelmaking and casting (SMC), i.e., processing of the hot metal to steel with a well-defined chemical composition and solidifying the steel to slabs; and 3) production of finished products.
The SMC production process is very complex and the SMC scheduling and planning problems are considered among the most difficult industrial problems. This is due partly to their combinatorial nature arising from the presence of several different resources: not only machines but also transportation means and containers with strict no wait time constraints. Moreover, the high complexity depends also from the technological know-how and the constraints that are necessary to model the process. In today's global economy, the optimization of manufacturing processes is even more important than it was in the past to maintain productivity and competitiveness [2] .
The planning and scheduling of the SMC production mainly include two types of decisions: batching and scheduling [3] .
Batching decisions concern the transformation of the primary order requirements into production batches. In particular, in the SMC systems there are two types of batches: charges and casts. Charges (or jobs) are the basic units of the steel making production. A cast is a sequence of charges that are consecutively casted on the same continuous casting machine. The charge batching problem and the cast batching problem refer to decisions on how to consolidate products into charges and casts, respectively.
Scheduling decisions concern the allocation, sequencing, and timing of charges on the corresponding facilities from steelmaking to casting production.
In this paper, we focus on the scheduling decision problems for SMC production, including also the ingot casting and ladle scheduling.
Usually, the scheduling is performed on the basis of experience and informal coordination, but often such an approach exhibits some drawbacks as the complexity of the manufacturing system increases. Thus computerized scheduling systems are increasingly necessary, but the research results that are available for practical implementation are limited. The main objective of the scheduling is to maximize the outputs, i.e., the number of charges per day, due to the bottleneck situation in a just-in-time concept.
Several approaches have been considered in the related literature to deal with the SMC scheduling. Tang et al. [4] formulate the SMC scheduling problem as a mixed-integer programming problem in order to meet the requirements of the justin-time delivery and production operation continuity. However, two groups of coupling constraints are relaxed and the resulting subproblem is solved by a heuristic algorithm. Pacciarelli and Pranzo [5] focus on scheduling the production of stainless steel ingots in a production line and present a formulation based on the alternative graph enumeration. Heuristic approaches are presented in [6] for SMC scheduling and in [7] for steelmaking process in which materials are handled by overhead traveling cranes. In [8] , the authors describe a model for robust predictive and reactive scheduling of steel continuous casting based on the use of multi-agents tabu search and heuristic approaches. A new method for scheduling the SMC process in a complex steel plant with several continuous casters is presented in [1] : a three-stage heuristic solution procedure is presented. Moreover, Tang and Wang [9] reduce the integrated production process of steelmaking, continuous casting and hot rolling in the iron and steel industry as a hybrid flowshop scheduling problem. They solve the problem by an improved particle swarm optimization algorithm for to minimize total weighted completion time. Computational experiments on practical production data and randomly generated instances are presented, but the application of the method to practical production scheduling problems remains the subject of future research. In [10] , the authors solve the problem of scheduling the SMC process by a surrogate subgradient algorithm for Lagrangian relaxation and by dividing the problem in subproblems, more easy to be scheduled. However, in these papers, the problem of the ladles schedule is not considered and the authors do not describe a real system in details but study different stochastically generated instances. Some related problems are recently studied in [11] , where the authors propose a novel integrated SMC planning framework based on the harmony search algorithm and the prediction model. In the same context, a self-organizing optimization algorithm is proposed in [12] to solve the cast planning problem Some papers present decision support systems (DSS) devoted to solve planning and scheduling problems in different industries (see the literature review of Tang and Wang [3] ). In particular, Tang and Wang [3] develop a DSS software with interactive planning editor for the batching problems of SMC production. The authors formulate the problems as integerprogramming models and then develop two heuristic algorithms for the corresponding batching problems. In addition, the work in [2] introduces a novel architecture of industrial planning systems: the goal is to optimize manufacturing in factories by scheduling operations and automatically using the results of these plans and schedules for the manufacturing of the parts. However, as the authors point out, a number of research topics remains open [1] : 1) modeling and optimization techniques and 2) integrating the model into shop floor organization and human problem solving.
With the aim of giving a contribution in these directions, this paper proposes an integrated system (IS) that is devoted to help practitioners in the scheduling decisions of SMC production. The presented IS is composed of four modules: the data base module, the optimization module, the simulation module, and the user interface. In particular, we describe in details the core of the IS: the optimization and the simulation modules.
The optimization module models the scheduling of the melting lines and casting machines as a mixed-integer linear programming (MILP) problem in order to minimize the makespan, i.e., the time elapsed from the start of the first operation till the end of the last operation. In particular, we consider the sequence of the operations with a high level of detail by considering the scheduling of the production process starting from the electric arc furnaces, till the continuous casting machines and the ingot casting. Given a set of casts to be scheduled, the IS optimization module is used in order to plan the sequence of the casts, the charges and the cast breaks. In [13] and [14] the authors presented a first version of the SMC model. In this updated model the following issues are introduced: 1) a generic number of machines and buffers in the plant are considered; 2) the machine positions in the plant for the travel time computation are taken into account; and 3) the complex problem of the synchronization and assignment of ladle to charges is studied.
Considering the previously discussed approaches, we enlighten the following benefits of the presented optimization module: the proposed MILP model allows us to obtain an optimal solution in reasonable time without turning to use heuristic approaches; the model also deals with the problem of the ladles assignment to charges that, to the best of our knowledge, is not considered in the related literature.
The simulation module that is implemented in the IS is realized by a discrete event simulation. In [15] , the authors model the SMC by a modular timed Petri net to monitor the dynamics and the resulting performances of the process. In this paper, in order to describe with a high level of detail the dynamic of the SMC system, we model the plant in the Arena environment [16] that is a discrete event simulation software particularly suitable for dealing with large-scale and modular systems.
The proposed simulation module can be applied offline or online. For the offline application, the simulation can validate the schedule proposed by the optimization module by considering stochastic operation times and forecasting eventual critical situations such as incompatible waiting times in the buffers.
In addition, the simulation can be used in real time in order to face the unpredictable events occurring in the system, such as the machine failures and blocking. In such a case, the reschedule of the charges can be modified by the optimization module or, alternatively, by the shop floor production managers that on the basis of their experience can provide different solutions. Due to the short time to take a decision, the simulation is a good tool to verify and validate the schedule modification.
Moreover, we present the visualization tool of the user interface component that is designed to analyze and depict the output data of the simulation and optimization modules. To this aim we propose a pattern inspired by the well-known Unified Modeling Language (UML), a graphic and textual modeling formalism intended to describe systems from structural and behavioural viewpoints [17] . In particular, we consider the UML sequence diagrams, since they are particularly suitable to visually describe the results.
In order to show the applicability of the IS to a real system, a case study is presented by describing an IS designed for an Italian SMC plant: it is shown that the MILP problem solution provides high-quality schedules and that the simulation helps in the verification and interpretation of the results. The remainder of this paper is organized as follows. Section II presents the structure of the IS. In Section III, the SMC system is analyzed and described in detail by using UML activity diagrams [17] . Furthermore, Section IV introduces the mathematical formulation of the scheduling problems. Moreover, in Section V, the IS for a case study is designed, and, in Section VI, the IS application in online and offline scenarios is discussed. Finally, Section VII draws the conclusions.
II. IS STRUCTURE
Here, we describe the structure of the IS devoted to solve the scheduling problems of the SMC at different decision levels. Typically, in production processes it is possible to identify three hierarchical/functional levels to which different decisional problems are associated: 1) the strategic level, related to the long-term decisions (about the system layout, the machines and the production lines structure, the prevision of the activities for about one year or one month, etc.); 2) the tactical level, related middle-short term decisions (about the planning of the operations and the workflow for the next day or the next week); and 3) the operational level, where decisions concern the unpredictable events occurrences that require urgent and real-time changes of the operation scheduling.
The presented IS is designed to help the practitioners to take tactical and operational decisions about the scheduling of the operations in SMC systems.
It consists of four main modules: the Data Module (D_M) , the Optimization Module (Opt_M) and the Simulation Module (Sim_M), and the User Interface (UI). Fig. 1 concisely shows the main elements of the architecture of the proposed IS and their connections.
In particular, the D_M stores all information needed for the IS to operate. We distinguish two different kinds of data: the internal and external data. The internal data represent all data necessary to describe the internal procedures, e.g., the time required for each operation, the number of available resources, and the constraints about the precedences. On the other hand, the external data are information coming in real time from the system and the users: the current operations, the jobs to be scheduled, the actual schedules, and the failures of the machines.
Concerning the offline tactical decisions, the IS, and in particular the Opt_M, determines the allocation and the sequence of charges on each machine, the preliminary start and finish dates of each charge on each machine, and the allocation of a ladle to each charge. The considered time horizon is of one or more working days.
The Opt_M considers as inputs the following data: 1) the demand of the customers, i.e., the charges to be produced and the related due date (external data); 2) the availability of the resources (external data); 3) the rules that take into account the relationships between the limited availability of the machines and the hot metal constraints (internal data); and 4) the sequencing constraints at the continuous casters and at the ladles (internal data). We present an optimization module based on a MILP model of the whole process. The output of the Opt_M is the schedule of charges to be produced. This schedule is presented to the user through the UIC by a text file and an elaborated version of the Gantt diagrams.
The interactions between the simulation and the optimization modules are implemented in two different operative conditions: at the tactical and at the operational levels.
At the tactical level, the Sim_M receives the schedules provided by the optimization module and evaluates their feasibility. The module Sim_M is based on a discrete event simulation model that provides the system performances considering stochastic processing times. In addition, through the UIC the Sim_M can point out, by alert messages, the constraints that the system could be not able to respect. Hence, the simulation results enlighten the drawbacks and the weaknesses of the scheduling proposed by the Opt_M and the foreman can modify the schedule on the basis of his experience. The Sim_M can be employed to evaluate the impact of proposed changes on the production.
At the operational level, the IS has to face in real-time the slowdowns or the breakdowns of the machines during the production. The IS receives the real-time information from the system and compares the actual schedule with the preplanned one. If the production system deviates from the planned scheduling, the IS alerts the user: it could be necessary to change the sequence of the charges. If the solution is not urgent, the Opt_M can provide a new rescheduled solution. On the contrary, also in this case the foreman can modify the schedule on the basis of his experience and the Sim_M can evaluate the impact of the proposed changes on the production. Hence, the foreman can upload on the IS one or more schedules and the Sim_M simulates the new solutions and evaluates the corresponding feasibility and the performance indexes. On the basis of the simulation results, the foreman can choose, among the proposed schedules, the one that better fits the production objectives.
Finally, the UI allows the effective interaction of the user with the system. This module is the part of the IS that is responsible of the communication and interaction of the real system with the MC.The UI visualizes the schedules determined by the Opt_M through a text file and an elaborated version of the Gantt diagrams. Moreover, the UI is connected to the Sim_M that assesses the schedules proposed by the Opt_M and by alert messages it can detect the constraints that the system could not able to respect. 
III. PROCESS DESCRIPTION
Here, the complex SMC process is described in detail by illustrating the operations performed by each machine and the main constraints imposed on the job sequencing.
For the sake of clarity, we use the UML activity diagram of Fig. 2 to concisely show the main operations involved in the process. Indeed, UML activity diagrams allow describing in a standardized and detailed way the process activities and the corresponding actors.
The main elements of the activity diagrams are: the initial activity (denoted by a solid circle); the final activity (denoted by a bull's eye symbol); other activities (represented by a rectangle with rounded edges); arcs, representing flows and connecting activities; decisions, representing alternative flows (depicted by a diamond); forks and joins (depicted with a thick horizontal line). Moreover, partitions or swim lanes are used to show which actor is responsible for which actions.
A. Electric Arc Furnaces and Ladles
As shown in Fig. 2 , the process of a job starts in one of the electric arc furnaces (EAFs) where scrap metal is melted.
After the operation two situations are possible:
• the subsequent machine (Refining Furnace, RF) will be available within a given time, then molten steel is poured in a ladle; • the RF is not available within a given time, then the tapping operation is delayed. The tapping operation transfers the melted steel from a furnace to a ladle. A ladle is used till the end of the casting process, and then it returns to the beginning of the process waiting for a new charge. Hence, the processing time of a charge in a ladle depends on the complete process.
Ladles are subject to constraints about the content. For instance, if a ladle has contained a charge with a determined chemical element to be controlled, then it cannot subsequently contain a steel that does not accept traces of that determined chemical element. Consequently, the ladles must be "cleaned" before using them with this last type of steel. Moreover, there are charges that require one cleaning cycle and others that require two cleaning cycles.
B. Refining Furnaces and Vacuum Degassing
After the EAFs, the ladle is transported to the RF if it is immediately available or it waits in the RF input buffer if the RF will be available in a given time interval.
Between the EAF and the RF, the activity diagram exhibits that the transport is performed by the cranes considering their actual availability.
In the RF, the ferroalloys and additives are added to the steel in order to obtain the required chemical composition of the product. At the end, the ladle is moved to the subsequent machine (Vacuum Degassing, VD) to reduce the hydrogen content. The ladle is moved to the VD or its buffer by cranes, both considering the availability conditions of the VD and checking if the casting machine of destination (Continuous Casting, CC, or Ingot Casting, IC) is available. The check of the availability of the casting machine is necessary since a ladle can not wait in the VD after the end of the process because the VD cannot keep up the temperature.
C. Casting Machines
After the process in the VD, the ladle is moved by a crane to the CC or IC machine: the decision if a charge has to be processed by a CC or a IC machine is taken before the charge is processed.
The content of a ladle is poured in a tundish of a CC machine that distributes the steel among the machine strands. A tundish has to be preheated before to be used and there is only one location for heating it (the heating time is quite long). Then there are two tundishes for each machine: one is in use and the other one is in the heating location.
A tundish must be changed in each of the following cases:
• between two incompatible casts;
• if the machine is idle for more than a given time interval. The tundish changing time is very short: if the change is performed without interrupting the casting process it is called flying tundish.
The CC strands determine the product section size and the number of activated strands determines the charge processing time: reducing the number of strands the processing time increases. Moreover, the section size change must be performed between two casts of different size. Therefore, the CC is subject to sequence dependent setups.
Furthermore, the molten steel is driven along the strands by starter bars of two types: i) a mechanical starter bar; ii) the previous casted steel is used as starter bar.
The mechanical starter bar must be employed in two cases: if within two charges the CC machine remains idle for more than a given time interval or if two casts are incompatible. The insertion time of the mechanical starter bar depends on the section of the machine that will be used. Before using a mechanical starter bar, the previous charge must be unloaded from the machine and successively the tundish must be changed.
Then, summing up, three types of sequence dependent setups can be performed during the CC machine operations:
• section size change, • insertion of mechanical starter bars, • tundish change. Moreover, the relation between setup types is as follows:
• section size change insertion of mechanical starter bars tundish change; • insertion of mechanical starter bars tundish change. Note that, in order to reduce the number of tundish changes, the charges of the same type are grouped in cast. Moreover, between two charges the number of strands can be decreased. In addition, only if a mechanical starter bar has been used between two casts then the number of strands can increase.
Each IC machine can cast in one of the wagons of the machine in which a set of molds is placed. After casting, the wagon must remain in the IC machine for a certain time in order to wait that the steel is solidified. Once cooled, the wagon is moved to a dedicated area in which ingots are stripped from the molds. In order to reuse the wagon, a setup operation must be performed.
The ladle is released at the end of the continuous or ingot casting operations.
IV. OPTIMIZATION MODULE
The optimization module is based on a MILP model of the whole process. Given a set of charges to be produced, the capacities and constraints of resources and jobs, it computes a schedule of the charges on the machines and the allocation of ladles to charges.
Since the objective of the company is completing the charges to be produced in the minimum time, the objective of the scheduling problem is minimizing the makespan, i.e., the completion time of the last job. Considering the production scheduling notation, the SMC process can be modelled as an hybrid flow shop where more machines are available to perform each stage.
In particular, we present the scheduling model by considering 4 stages with multiple machines: 1) melting (EAFs); 2) refining (RFs); 3) degassing (VDs); and 4) casting and stripping (CCs and ICs).
In order to address the complexity of the system, the MILP model of the overall SMC scheduling is structured in four main submodels: 1) the submodel of the SMC flow starting from the EAFs and ending to the casting machines; 2) the submodel describing the schedule of the ladles to be assigned to the jobs; 3) the submodel describing the casting machines schedule and including also the necessary tundish changes; and 4) the IC machines schedule. Moreover, a set of constraints are necessary in order to connect the different variables used in each submodel and to synchronize the job starting time at each machine: to this aim a connection submodel is formalized. Finally, the global objective function of the overall SMC scheduling is described at the end of the section.
A. Submodel of the SMC Flow
This part of the MILP model considers the flow starting from the EAFs and ending to the casting machines. More precisely, the submodel determines the sequence of the machines that have to process the charges.
In the considered plant some input buffers are provided for RFs, VDs, CCs, and ICs, where a ladle can wait for an occupied resource. These buffers are modeled as machines where the processing time is equal to zero.
A job is obtained by a sequence of seven operations: 1) melting (in EAFs); 2) buffer before refining; 3) refining (in RFs); 4) buffer before degassing; 5) degassing (in VDs); 6) buffer before casting; and 7) casting (on CCs or ICs).
Each machine can serve only one job at a time and between two operations a constant transport time is assumed. In order to model this process, let us define the following indices, sets and parameters.
Set of jobs.
Set of operations.
Set of machines.
Jobs.
Operations.
Machines.
Ordered set of operations of job ( is the first operation and is the last operation of job ).
Set of machines on which operation of job can be processed.
Machines that have to be used strictly in sequence (if is processed in then must be processed in ).
Processing time of operation on machine .
Large number.
Maximum waiting time on machine .
Transport time between machines and .
For each job, the decisions concern the machine that has to perform the operation and the starting and completion operation times for each machine. Hence, the decision variables are as follows.
if operation is performed on machine ; 0 otherwise. if operation precedes operation on machine ; 0 otherwise.
Starting time of operation on machine .
Departure time of job from machine after operation .
The constraints of this part of the process are as follows:
Constraints (1)- (5) are classical constraints used to model flow shop scheduling problems considering eligibility constraints on the machines. In particular, constraints (1) ensure that each job operation is executed in one of the machines that can perform such an operation. Constraints (2) set the starting and completion time of a job operation on a machine equal to zero if the operation can not performed by such a machine. Constraints (3) compute the operation completion time given the starting and processing times. Constraints (4) define the starting and completion time of two operations of two jobs performed on the same machine by considering the sequence of performed operations. Constraints (5) ensure that if two operations of two jobs are performed in the same machine then an operation precedes the other one. Constraints (6) and (7) are used to strengthen the formulation.
Constraints (8) and (9) count the transportation time between two operations of the same job considering the transportation time between the two machines.
Constraints (10) ensure that a job can not occupy a machine for more than a given time after the operation completion (processing time plus a maximum waiting time).
Constraints (11) ensure that if a job operation is performed on machine then the successive operation is executed on machine . These constraints are also used to connect a buffer with the corresponding machine.
B. Submodel of the Ladle Schedule
Ladles can be modeled as parallel machines: each ladle is a machine that can serve only one job at a time.
1) Indices, Sets and Parameters:
Set of ladles.
Ladles.
Job.
Set of jobs with a determined chemical element to be controlled.
Set of jobs used to clean ladles.
Set of jobs that require one cleaning cycle.
Set of jobs that require two cleaning cycles.
Ladle setup time.
0 Dummy job.
Dummy job.
2) Variables:
if job is contained in ladle exactly before job ; 0 otherwise.
Starting time of job in a ladle.
Completion time of job in a ladle.
The assignment of a charge to a ladle is modeled using a network based formulation, i.e., by a sequence of jobs starting from a dummy job 0 till a dummy job :
Constraints (16) and (17) ensure that the sequence of jobs in each ladle starts with the dummy job 0 and ends with the dummy job . Constraints (18) and (19) guarantee that all jobs are assigned to a ladle. Constraints (20) ensure that in each sequence before and after a job there is exactly another job. Constraints (21) define the relation between the starting time of two jobs that are assigned exactly in sequence to the same ladle.
Constraints (22) ensure that a job that requires a cleaning cycle can not be poured in a ladle that has contained: 1) a job requiring one cleaning cycle; 2) a job with a determined chemical element to be controlled; and 3) a job requiring two cleaning cycles. Constraints (23) ensure the double cleaning cycle.
C. Submodel of the Continuous Casting Machines
Here, we present the CC machine submodel that includes the possibility of using a different number of strands of the machine.
1) Indices, Sets and Parameters:
Set of CC machines ( ).
Set of jobs directed in CC machines ( ).
Set of jobs directed in CC plus the dummy job 0.
Set of CC machines that can process job ( ).
Set of casts.
Casts.
Ordered set of jobs of a cast , , where is the last job of cast , Index of a job in a cast.
Set of possible positions in a CC machine ( is the last position). Strands.
Casting time of job in machine using strands.
Maximum idle time allowed on continuous casting machine .
In this part of the formulation, some position variables are used in order to count the position in which a tundish is changed.
2) Variables:
if job is casted on the th position in the sequence in machine using strands; 0 otherwise.
Completion time of job in the th position in the sequence of machine .
if job is assigned to the th position of machine and it is preceded by job and size change is needed; 0 otherwise. if job is assigned to the th position of machine and it is preceded by job and insertion of mechanical starter bars is needed; 0 otherwise. if job is assigned to the th position of machine and it is preceded by job and tundish change is needed; 0 otherwise. Constraints (27) ensure that each job is processed on one machine, constraints (28) that in each position of the sequence there is at most one job and (29) that a job occupies a position in the sequence if and only if the previous position is occupied by another job.
Constraints (30)-(32) define the relations between setup and position variables. For instance, constraints (30) are written for each pair of jobs that require a size change between them. The constraints state that if jobs and are processed strictly in sequence then the setup variables must be activated.
Constraints (33) ensure that if between two jobs mechanical starter bars have been used then the tundish must be changed. Moreover, constraints (34) ensure that if between two jobs the section has been changed then the mechanical starter bars must be used.
Constraints ( Constraints (38) ensure that the number of strands can be increased between two casts if mechanical starter bars insertion has been performed. Constraints (39) ensure that between two jobs of the same cast the number of strands can be increased if there was a mechanical starter bar insertion before starting the cast. Moreover, constraints (40) ensure that between two jobs of the same cast the number of strands can be increased if the number of strands has not been decreased during the cast.
The following example explains constraints (37).
3) Example 1:
Assume that each CC machine is equipped by two tundishes denoted by labels 1 and 2, respectively. Moreover, the heating time of a tundish is 3.5 hours and the minimum casting time of the jobs is 1 h. We consider two charges and that are cast in sequence on machine : is in position and in position of the sequence and between them it is necessary to change the tundish, i.e., . For instance, uses tundish 1 and uses tundish 2. In order to verify if tundish 2 is ready, it is necessary to check when this tundish started to be heated. Let consider the first example of Fig. 3 . The diagram reports the number of the tundish that is in heating and the number of the one that is in use referred to the position of the charges in the sequence. In this case tundish 2 started to be heated at the end of the charge in position . Therefore, the constraints (37) set that the casting of charge can start after 3.5 h after the end of casting of the charge in position . Since we have supposed that the minimum casting time among all jobs is 1 h, the sum of the casting times of charges in position , and is definitely greater than or equal to 3 h. Therefore, since the heating time of a tundish is 3.5 h, tundish 2 can be ready or not for the casting of the charge in position .
On the other hand, in the second diagram of Fig. 3 tundish 2 started to be heated at the end of the charge in position . Here, the sum of the casting times of charges in position , , and is definitely greater than or equal to 4 h. Therefore, tundish 2 is definitely ready for the casting of the charge in position . As a result, it is not necessary to check if the tundish has been changed before a job in position because the tundish in the heating position is definitely ready (at least 4 h are passed). Hence, we check if tundish 2 started to be heated after a charge in position , and (we check positions).
D. Submodel of the Ingot Casting Machines
The submodel of the IC machine operations can be divided in three phases: each job uses in exclusive mode an IC machine, a wagon, and the stripping area.
1) Indices, Sets and Parameters:
Set of jobs directed in ingot casting. The decision variables consider the three phases and define if two jobs are scheduled in strict sequence. Moreover, in order to connect the three phases, the starting time of each machine operation is defined.
2) Variables:
if job is served by the IC machine exactly before job ; 0 otherwise. The first three sets are related to IC machines, wagons and stripping areas, respectively and describe similar relations. As an example, we describe the constraints (46) -(51) related to the IC machines.
The scheduling of jobs directed to the IC machines is modeled using a network based formulation. Constraints (46) and (47) ensure that the sequence of jobs in each casting machine starts with the dummy job 0 and ends with the dummy job , respectively. Constraints (48) and (49) guarantee that all the jobs are scheduled on a machine. Constraints (50) ensure that in each sequence before and after a job there is exactly another job. Constraints (51) define the relation between the starting time of two jobs that are scheduled exactly in sequence.
Moreover, constraints (64) set the starting time of the casting operation equal to the starting time of the use of a wagon and constraints (65) set the starting time of the stripping operation equal to the completion time of the steel solidification.
E. Connection Submodel
Since each described submodel uses its own variables, the connection submodel defines a set of constraints that ensure the right relations among the variables of the submodels.
The following parameter is added: : tapping time (to be subtracted to the melting time of the furnace): 
F. Constraints on Completion Times and Objective Function
After the SMC process, the steel can be delivered to customers or it can be subject to other refining processes. In order to comply with the customer due dates and requirements, the constraints on the completion time of each charge can be added to the model. These constraints can be expressed as a fixed due date or a time window in which a charge must exit the SMC process. For instance, for a charge directed in IC a due date can be expressed by the following constraint:
Moreover, the value of the objective function must be greater than or equal to the completion time of a job in a continuous casting machine and in the stripping area. Hence, the objective function is the following:
G. Implementation Details
The MILP formulation is implemented in C++ by using ILOG Concert 2.9 and CPLEX 12.5 [18] . The CPLEX code runs on a 3.3 GHz Intel i7 980X with 24 GB of memory and uses eight threads.
In order to speed up the execution of the CPLEX code, we solve the described MILP problem in two steps.
In the first step, we compute a solution by relaxing the ladle constraints (16)-(23). The makespan of this solution (denoted by ) is a lower bound of the makespan of the whole problem.
In the second step, we consider the complete model by imposing the ladle constraints and adding the following constraint: Moreover, we provide the relaxed solution to CPLEX as MIP start solution. CPLEX will then try to compute a first feasible solution of the whole model starting from this relaxed solution.
We choose this relaxation for two reasons. First, the relaxed problem turns out to be much simpler than the complete one. For instance, in the considered test cases (cf . Table IV ) if the complete model is used, then the instances with 30 charges cannot be solved in one hour of CPU time. Second, the optimal makespan of the relaxed problem often coincides with the one of the complete problem. Indeed, in several cases it is possible to find a feasible ladle assignment for the relaxed operations schedule.
V. DESIGN OF THE IS FOR A CASE STUDY

A. Description of the Case Study Process
In this Section a case study of a SMC plant of an Italian company is described and analysed. The SMC plant is shown in Fig. 4 and is constituted of two EAFs (EAF1 and EAF2), two RFs (RF1 and RF2), two VDs (VD1 and VD2), three CCs (CC1, CC2 and CC3), two ICs (IC1 and IC2), and ten ladles. The RFs, VDs, CCs and ICs are equipped by an input buffer of unit capacity and the CC1, CC2, and CC3 have four, three and two strands, respectively. Moreover, IC1 and IC2 are equipped with three wagons each and the stripping area serves both the IC machines.
The two melting lines can work in parallel, and . After the melting process a charge coming from VD1 can be processed in CC1 or CC3 or ICs and a charge coming from VD2 can be processed in CC2 or CC3 or ICs (see Fig. 4) .
A charge can stay for at most 10 min in each buffer position and in each VDs at the end of the process. If a CC is inactive for more than 15 min between two charges, then the tundish must be changed and mechanical starter bars must be inserted. A tundish TABLE I  MODAL VALUES OF THE TRIANGULAR DISTRIBUTIONS OF THE PROCESSING  TIMES   TABLE II  MODAL VALUES OF THE TRIANGULAR DISTRIBUTIONS OF THE CC MACHINE  PROCESSING TIMES can be changed in 10 min between two charges without interrupting the casting process. The tundish heating time is about of 200 min. Transportation time between each machine ranges from 2 to 7 min, depending on the position of the machines and the type of transport in the plant.
The optimization module and the simulation module use deterministic and stochastic machine processing times, respectively.
We assume that the stochastic processing times for the simulations have triangular distributions. Indeed, the triangular distribution is commonly used in situations in which the exact distribution of the operation times is not known but it is possible to estimate the minimum, maximum, and the most likely values of the processing times.
Tables I and II report the modal values of the processing times of the SMC main machines. In each case, the minimum and maximum values of the processing time ranges are minutes and minutes, respectively. In particular, Table I shows the modal values of the processing times of the following machines: the electric arc furnaces (EAF1, EAF2), the refining furnaces (RF1, RF2) and the vacuum degassing machines (VD1, VD2). On the other hand, Table II shows the processing times of the continuous casting machines (CC1, CC2, CC3) according to the different kinds of sections to be produced. Moreover, the processing times of the CC machines are divided in casting times and unloading times.
The deterministic values of the processing times used for the optimization module are equal to the modal values of the triangular distributions of the processing times. More details about the processing times used in the optimization and in the simulation modules can be found in [19] .
B. Validation of the Simulation Modules
The simulation module is realized by a discrete event simulation model that reads the information about the operation schedule and mimes the system behaviour starting from the EAFs and ending to the CC or the IC machines.
Formally, the UML activity diagram of Fig. 2 can be easily translated into a simulation model, whose dynamics depends on the interaction of discrete events, such as input of orders, acquisitions and releases of resources, beginning and completions of operations, blockages of operations, machine failures and repairs. In particular, the presented model described in the UML framework is implemented in the Arena environment [16] that is a discrete-event simulation software particularly suited for dealing with large-scale and modular systems. Indeed, the activity diagrams can be easily used to generate the Arena simulation model that can be straightforwardly implemented by the following three steps [20] .
• The Arena modules are associated with the UML activity diagram elements, by establishing a kind of mapping between each Arena module and the UML graphical element of the activity diagrams. For instance, UML activities and decisions are respectively translated in entity and decide modules of the ARENA software [16] .
• The simulation parameters are included in the Arena environment, i.e., the activity times, the process probabilities, the resource capacities, and the average input rates are assigned. Nevertheless, these specifications can be modified in every simulation and enable the choice of the scenarios in the case study implementation and management.
• The simulation run of the experiments is singled out and the performance indices are determined and evaluated by means of suitable statistics functions. Then, the following performance indexes are determined as outputs of the simulation module:
• ( ): average time interval elapsed between two consequent tapping of EAF1 (EAF2); • ( ): average number of tapping performed by the EAF1 (EAF2); • : the average time interval elapsed from the start of the first operation till the end of the last operation; • : the utilization of each machine defined as the time percentage in which the machine is occupied with respect to the total simulation time. We remark that the company practitioners proposed to compare the performance indices which they usually employ to evaluate the production, i.e., and with , 2. On the other hand, in the case study analysis we prefer to consider also standard key performance indices ordinarily used in the production fields, such as the makespan and the machine utilization.
In order to validate the simulation and determine how closely the simulation model represents the real system, the procedure proposed in [21] is applied by the well-known single mean test. The model assumptions and data are reviewed by experts that provided the average real values of the time interval elapsed between two consequent tapping of EAFi with ,2 (denoted by with ,2, respectively) and the average values of the number of tapping performed by EAF1 and EAF2 in one day TABLE III  SIMULATION VALIDATION   TABLE IV  TEST SOLUTIONS OBTAINED BY OPT_M   (denoted by with ,2, respectively). Table III reports in the second column the performance indices obtained by the simulation and in the third column the real performance indices. Moreover, the last column of Table III shows for each index the half width of the corresponding confidence interval (denoted by ). We note that it holds for each metric and . Applying the single mean test, the results prove that the simulation closely represents the considered real system.
C. Validation of the Optimization Module
The optimization module is validated by considering a test of five sets of jobs, each set including four different schedules. Given the sets of jobs to be produced in a typical working day (from 30 to 38), we solve the MILP model presented in Section IV to obtain optimal schedules.
The average values of the makespan and average CPU time (in seconds) for each set of instances are reported in Table IV for the Opt_M schedule. The maximum allowed CPU time is 3,600 seconds. The CPU time depends on the following system issues: the number of charges to be scheduled, the number of groups of charges on each machine, the number of charges directed to ingot casting machines and the number of charges that require cleaning cycles. For instance, one of the instances with 32 charges is completed in 2,950 second and the four instances with 38 charges are completed in an average time of 176.4 seconds of CPU time. Since the company requests a maximum of 1 hours to obtain the solution, the time to solve the MILP is acceptable.
We note that, the instances including more than 40 jobs can not be solved by the proposed formulation within 4 hours. However, in order to schedule a larger number of jobs, some suboptimal solutions can be obtained by dividing the set of jobs in batches. Moreover, the use of the simulation allows tuning and assessing the suboptimal solutions.
In order to assess the possible improvements that the company can obtain by using the optimization module, we show the comparison of two schedules: given a set of 36 charges to be produced, we compare the schedule proposed by the company and the optimal schedule obtained by the optimization module. The schedule performed by the company on the basis of the experience of their programmers is depicted in Fig. 5 and the corresponding optimized schedule is shown in Fig. 6 . At present, the programmers of the company need from one to four hours of work to compute a schedule. In addition, the makespan and the completion times (in minutes) of the last jobs in the VDs (C_VD1 and C_VD2) for the two schelues are reported in Table V . We note that the solution found by Opt_M has a better makespan due to the shift of the charges directed in ICs even if the completion time of the jobs in VDs are comparable. Therefore, the solution obtained by the optimization improves the makespan of the 10% because it allows a better utilization of the ICs and the stripping area.
D. User Interface
This subsection explains in more detail the visualisation module of the UI, by considering the schedules proposed by the company (Fig. 5 ) and the corresponding schedule optimized (Fig. 6 ). These elaborated kinds of Gantt diagrams are based on the UML sequence diagrams and show the sequence of the scheduled operations and some additional information that are encoded by colors and labels. Such details allow reading a large amount of data in a concise and clear way and are able to point out the anomalies and the excessive waiting times in the operation scheduling.
In particular, the x-axis reports the time units in hours and the y-axis indicates the machines and the available resources. The coloured lines show the progression of jobs and each job is characterized by a color associated with the steel type. The thicker horizontal segments indicate the time interval in which a machine or a resource is occupied by a job. The thinner vertical lines indicate the time for transferring a job from one machine to another one.
In addition, the number inside each circle indicates the number of the used ladles and the circle color indicates the steel type in the ladle as follows.
• Gray = job with a determined chemical element to be controlled; • Green = job that is used to clean the ladles.
• Yellow = job that requires one cleaning cycle.
• Red= job that require two cleaning cycles. The thick and slightly offset horizontal segments on the lines, which indicate the machines, denote the buffer positions of the respective machines. Moreover, the green ellipses indicate when there is a flying tundish between two successive casts. Thinner horizontal segments in red and yellow indicate when a charge is unloaded and the mechanical starter bars are inserted, respectively.
VI. CASE STUDY ANALYSIS IN THE ONLINE AND OFFLINE SCENARIOS
A. Case Study of a Work-Shift: The Off-Line Scenario
The potentials of the proposed IS and the applicability of the presented tool have been extensively analyzed by optimizing and simulating a large number of the daily work-shifts of the company. However, considering the complexity of the system and the difficulty of describing in detail the charges to be scheduled, as an example we report in this Section a case study of a work-shift of about 20 h.
The company has to schedule 32 charges, four directed to the ICs and 28 grouped in eight casts directed to the CCs (scenario S0). The production of the charges starts after a production stop of the company and then all the resources are available. The decision maker uploads the charges to be produced in the IS and the optimization module computes in off-line mode the optimal schedule that is presented in Fig. 7 . This solution is found in 182 s and with a makespan of 120 min. We point out that jobs that require one cleaning cycle (in yellow) are scheduled in EAF2 mainly at the end of the period and that the ladles used for these charges are cleaned with jobs processed mainly in EAF1. Moreover, two charges are processed in IC1 and two in IC2 by using the same wagon in each IC.
The decision maker can also evaluate the robustness of the solution determined by the optimization module by using the simulation module that considers stochastic times. Fig. 8 shows the sequence of the operations obtained by an independent replication of the simulation. It is apparent that all the scheduled charges are executed with a makespan of 173 min, a grater value than the makespan provided by the optimization.
Indeed, the simulation points out the constraints that the system is not able to respect and the blocking and waiting conditions. For instance, the last job of the first production line (job 16) is processed on the machine EAF1 at time 970 minutes (about at 16 hours), since a previous job assigned to the same furnace (job 7) waited 45 minutes the ladle 10 that was not available. This delay impacts the production of next jobs.
In this scenario and in the following ones, the simulation estimates the defined performance indices by 1000 independent replications of 1440 minutes with a transient period of 40 minutes: each run is completed in about 2 seconds. Besides, we evaluate the percentage value width of the 95% confidence interval being about 0.7%: this value shows the accuracy of the indices estimation.
In particular, for scenario S0, the simulation provides the following indices:
min, min and the utilization reported in Table VI . The simulation study of scenario S0 shows that the proposed schedule can be implemented, since it allows respecting the constraints imposed by the production.
B. Case Study of a Work-Shift: The On-Line Scenario
The IS can be used by the decision makers in on-line mode during the production, in order to evaluate possible scheduling revisions. Let us suppose that during the production of the schedule proposed in scenario S0, a breakdown occurs. In particular, after 340 min (about 6 h), a failure of IC2 occurs, blocking ladle 8 associated to job 20 (see Fig. 8 ). In the original schedule ladle 8 has to be used for charge 24 and then for charge 9. Hence, the considered failure will cause the blocking of the second melting line. Usually, the foreman can modify the schedule on the basis of his experience and he can foresee, by executing some simulation runs, the effects of the new schedule on the production.
For example, we propose here two different scenarios, named S1 and S2.
In S1 we change only the ladle scheduling: job 24 is assigned to ladle 4 (previously assigned to job 25) and job 25 to ladle 2 (i.e., the first available ladle that respects the constraints on the cleaning cycle). Since ladle 2 is not available at the end of the melting process of job 25, the tapping of this job is delayed. Then the assignment does not change until ladle 2 is reused. In the second melting line, job 27 in S0 requires ladle 2 after one cleaning cycle. However, since job 25 does not clean ladles, ladle 2 cannot be used for charge 27. Hence, we anticipate the use of ladles 6 and 1 and we utilize ladle 7 for job 30. Moreover, in the first melting line ladle 8 was assigned to charge 9. Since ladle 8 is blocked in the IC, we can replace it with ladle 7.
In S2 we consider the following modifications: 1) the ladle schedule of S1; 2) the shift of charge 17 in the first melting line after charge 6; 3) the advance of last casts directed in CC3 with respect to the last casts directed in CC1.
The two schedules are evaluated using the simulation module and Figs. 9 and 10 show two simulation replications of S1 and S2, respectively.
In detail, Fig. 9 shows a simulation run of scenario S1 and points out that the makespan of S1 is 1211 min. Moreover, the simulation enlightens that in the first melting line job 7 waits 35 min because ladle 10 is occupied. Analogously, in the second melting line job 25 waits 60 min because ladle 2 is not available.
In addition, Fig. 10 shows a simulation run of scenario S2. The schedule visualization enlightens that the makespan is equal to 1226 min and that job 25 waits 62 min for ladle 2.
The values of T1 and T2 obtained by the simulation in the two scenarios S1 and S2 are depicted in Fig. 11 .
It is evident that the shift of a charge on the first melting line in S2 determines the increase of T2 of the 1.74% with respect to the corresponding value of S1. In addition, Fig. 12 shows the Fig. 9 . Simulation of the optimal schedule (Scenario S1). resource utilizations in each scenario: in S2 the utilization of EAFs, RFs, VDs, CC1 and CC3 increases and the utilization of CC2 decreases. Finally, it is possible to observe that in both scenarios RF2 is underutilized, since we supposed that its breakdown lasts for the all scheduled period. In conclusion, scenario S1 exhibits better performance indices than S2.
VII. CONCLUSION
This paper deals with the complex scheduling decision problems in the SMC production, including also the ingot casting and the ladle assignment. More precisely, we develop an IS devoted to help decision makers to schedule the machine operations in the SMC system. The core of the IS is based on two main modules: the optimization and the simulation modules. The integration and complementary use of these modules allow determining the optimal or sub optimal schedule of the operations and studying the plan robustness.
In particular, the optimization module models the scheduling of the melting lines and casting machines as a MILP problem in order to minimize the makespan. The sequence of the operations is modelled starting from the electric arc furnaces, till the continuous casting machines and the ingot casting, considering also the complex problem of the synchronization and assignment of ladle to charges.
In order to show the applicability of the proposed IS in offline as well as in on-line cases, a case study is analyzed, modelled and simulated. The results show the effectiveness of the presented tool in the daily scheduling and how it can be useful to help the decision makers in the real-time reschedule and assessment of the operations, in order to face unpredictable events such as failures or delays. In addition, we point out that the used methodology can be applied, with suitable modifications of the optimization and the simulation models, to different industrial SMC plants.
Future research will investigate on new ISs able to apply flexible scheduling approaches realized by a closed loop connection between the optimization and the simulation modules: a third module will be able to modify the scheduling proposed by the optimization on the basis of the results provided by the simulation.
