the assumption that "climatic trend, if it exists in a region, has negligible effect on the design 115 intensities" (Pilgrim 1987 ). This is known as the 'stationary climate assumption' (i.e. the 116 statistical properties of the rainfall do not change over time) and implies that the chance of an 117 extreme event occurring is the same at any point in time (past or future). However, the 118 validity of this assumption has been questioned over the last 15 years following 119 demonstration of the significant impact of climate variability occurring on interannual to 120 multidecadal timescales in Australia. For example, research has shown that annual maximum 121 flood risk estimates in Australia vary depending on climate state (e. subsequently extended the sub-daily rainfall data analysis to 31 sites located in southeast 133
Australia, assessing variations in frequency and magnitude of intense rainfall events across 134 durations from 6 minutes to 72 hours. This study identified two different trends in the data 135 sets, a decreasing trend in frequency of events at durations of 1-hour and longer for sites in 136 the north of the study region, while sites in the south cluster displayed an increase in 137 frequency of events, particularly for sub-hourly durations. Importantly Jakob (2011a, 2001b) 138 concluded that, for at least some regions of Australia, trends found in historical records has 139
Danielle Verdon-Kidd 4/11/15 4:40 PM Deleted: n the potential to significantly affect design rainfall estimates. Westra and Sisson (2011) there was no evidence of a regime shift (which they termed 'non-stationarity') according to 153 statistical non-stationarity tests and non-stationary GPD . 154
A limitation of the analysis presented by Westra and Sisson (2011) and Jakob et al (2011a ,  155 2011b) is that they tested for linear trends in the rainfall data series based on the hypothesis 156 that extreme rainfall events would have either decreased, increased or exhibited no trend over 157 the time period being investigated. However these are not the only attributes of trend 158 detection, since annual rainfall maxima may also cycle through interannual to multidecadal 159 periods (note that Westra and Sisson (2011) also investigated possible links between extreme 160 rainfall and annual fluctuations in the El Niño/Southern Oscillation (ENSO)). Therefore, 161 depending on what time period the annual rainfall maxima data are derived from (in reference 162 to any long term cycles or epochs) the observed trends may be misleading or even not 163 apparent (leading to the misconception that regimes shifts are non-significant or not an 164 important consideration). Recently investigated the potential impact ofthe Interdecadal Pacific Oscillation (IPO) on extreme rainfall and resulting IFD for a case 166 study in Melbourne. They concluded that, the IPO negative phase can be the driver of higher 167 rainfall intensities for long durations and high return periods. However, the trends in extreme 168 rainfall data and differences in rainfall intensities for short storm durations and return periods 169
could not be explained with the IPO influence. Given that Melbourne Sub-daily and daily rainfall data for Australia were obtained from the BoM. Sub-daily data 185 records from continuously recording (i.e. pluviograph) rainfall stations in Australia tend to be 186 relatively short, hindering the ability to conduct trend and attribution studies. In this study 187 pluviograph rainfall stations were chosen with data spanning at least 40 years and at least 188 90% complete, resulting in 66 stations (see Figure 1a) . In order to address the concerns raisedin the Introduction about short term data analysis (note that according to Raiford et 
Statistical tests 228
A 20 year moving window was used to test for low frequency variability in the annual 229 maxima timeseries (1-hour, 1-day and 7-day). A Mann-Whitney U test was then used to 230 determine the statistical significance of possible regime shifts by testing if the first 10 years 231 of data was significantly different from the second 10 years, within the 20 year window (the 232 null-hypothesis in this case was that the data was independently distributed). If the difference 233 in medians was found to be statistically significant (i.e. p-value < 0.05) and there was a 234 change in sign of the median values (e.g. switch from negative to positive), a climate shift 235 was postulated to have occurred during the 10th year of the window. The Mann-Whitney U 236 test is a robust test that does not place implicit assumptions on the underlying distribution of 237 the data (i.e. it is a distribution free test), which is particularly appropriate here due to the 238 small number of years used in each window (Kundzewicz and Robson 2004) . Note that a 239 number of different size windows were also tested, however this did not change the results or 240 conclusions. 241
A second test was also applied to identify step changes in the 1-day and 7-day annual maxima 242 time series known as the distribution free CUSUM with resampling (note that the test was not 243 applied to the shorter sub-daily data as longer data sets are recommended for this method). 244 CUSUM tests whether the means in two parts of a record are different (for an unknown time 245 of change). The second test was applied as it does not require the use of a moving window 246 (which is a limitation of the Mann-Whitney U test described above). However the CUSUM 247 test sequentially splits the timeseries into two portions (which are not necessarily equal), 248 which may be a problem if more than one cycle/shift is present in the timeseries. 249
The existence of serial correlation (or autocorrelation) in a time series will affect the case the null hypothesis is that the residuals from an ordinary least-squares regression are not 258 autocorrelated against the alternative that the residuals follow an AR1 process. All DW 259 statistic values were found to be greater than the 1.562 (the upper bound for 1% significance 260 and a sample size of ~100) providing no evidence to reject the null hypothesis. Therefore, 261 any regime shifts detected using the change point methods above are not likely to be artefacts 262 resulting from hidden persistence. 263
The potential issue of cross-correlation was also investigated. It was found that less than 9% 264 of all possible pairings of rainfall data sets display a significant (yet weak) correlation at the 265 5% level (r >0.2, significance based on n=100). Only eight pairings (out of 4465) were 266 correlated at 0.5 or higher. It was also found that stations located more than 500km apart 267 were unlikely to be correlated and that the strength of the correlation reduced as distance 268 increased between the pairs. This is not surprising given annual maximum rainfall events are 269 due to synoptic scale processes. Therefore observations relating to spatial consistency of 270 regime shifts are unlikely to be due to spatial correlation between sites. 271
IFD Calculation 272
The standard process for obtaining IFD information for a location is to refer to the six master However, this approach cannot be adopted when using the instrumental rainfall data required 278 for the analysis presented in this study. As such, the IFD information generated for this 279 project follows the methodology on which the IFDs were based for AR&R 1999 (note 280 the1987 edition was republished in book form in 1999 with only the chapter on the estimation 281 of extreme to large floods updated), which utilises point source data with no regionalisation. 282
It should be noted that it is not the purpose of this paper to compare different methods of 283 generating IFDs, rather, one method has been adopted in order to provide a comparative 284 assessment of the impact of non stationarity on IFD estimation. The AR&R 1999 procedure 285
• A log-Pearson III distribution was fitted to the annual maxima timeseries using the 289 method of moments (for annual maxima series of 30 minutes to 72 hours duration). 290 This is the standard distribution that has historically been adopted for generating IFDs 291 in Australia; however other distributions have recently been tested as part of the 292 revision of AR&R. To test if this distribution is suitable for the region being studied, 293 the goodness of fit for the log-Pearson III was tested using a Kolmogorov Smirnov 294 (KS) test. Here the null hypothesis is that the data fits the Log-Pearson lll distribution 295 (the alternate is that the data does not follow the Log Pearson III distribution). All p-296 values were greater than 0.05 (average p--value was 0.75), for all series (30min to 72hr 297 durations at Brisbane, Sydney and Melbourne), therefore we accept the null 298 hypothesis at the 5% significance level.; 299
• The coefficient of skewness was determined for each duration (30 minutes to 72 300 hours); 301
• The coefficient of skewness was then used to obtain a frequency factor, K Y , for use 302 with Log-Pearson III Distribution. K Y was obtained from Table 2 .2 (positive skew 303 coefficients) and Table 2 .3 (negative skew coefficients) in AR&R 1999 Book 4; 304
• Rainfall intensities for a range of ARI were calculated using the following formula: 305 It is recognised that analysis of rainfall data from single stations is often unreliable, is not 320 temporally or spatially consistent and should generally not be used for design purposes. 321
However, the use of point based rainfall data satisfies the specific aims of this study 322 (which is a comparative analysis) and is therefore considered appropriate. 323
Results 324

3.1
Test for regime shifts in the annual maxima rainfall timeseries 325
Significant step changes identified in the extreme rainfall timeseries are shown in Figure 2 . 326
Of the 66 sub-daily rainfall stations tested, 40 (61%) displayed at least one step change in the 327 1-hour annual maxima timeseries (Figure 2a) , with some stations exhibiting multiple shifts. 328
Of the 96 daily rainfall stations tested, 86 displayed at least one step change in the 1-day 329 annual maxima timeseries (Figure 2b ), while 92 exhibited at least one shift in the 7-day 330 annual maxima timeseries (Figure 2c) , and some stations exhibited multiple shifts. Figure 2  331 collectively shows that observed step changes (or regime shifts) in annual maxima rainfall are 332 not confined to any one particular region of Australia, with most stations analysed exhibiting 333 at least one statistically significant shift.**** Figure 2 about here**** 335
As shown in Figure 3 , the CUSUM test yielded fewer stations with statistically significant 336 step change in the annual maxima timeseries (only 18 stations out of 96) and many of these 337 were clustered along the coastal fringe of eastern Australia (note that, although the total 338 number of stations displaying significant change points was the same for both the 1-day and 339 7-day annual maxima, in some cases the location of the stations differed between the two). 340
However, as stated previously a limitation to this method is that only one significant change 341 can be detected using the CUSUM test (given that the data is sequentially split into two 342 portions during testing). This can be a problem if more than one step change or cycle in the 343 data is present (see example timeseries in Figure 4) . Therefore, while the number of stations 344 displaying a step change is reduced using the alternative method, the results do in fact support sub-daily data. Therefore IFD estimates based on relatively short-term data sets may under-372 or over-estimate rainfall intensities, depending on where the data series fits within the long 373 term context (i.e. before or after a shift in annual maxima). 374
For many east coast stations a shift in 1-day annual maxima (along with the 7-day) occurred 375 around the 1940s -1950s and again in the 1970s. This timing also corresponds to well-known 376 periods of change in the IPO (see Section 2.1.2 for a description of the IPO and its 377 influences). Therefore, to further explore the issue of regime shifts, breakpoints in the IPO 378 were used to stratify the annual maxima rainfall timeseries into IPO positive and negative 379 epochs for the three long sub-daily data sets described in Section 2.1.1 (i.e. Brisbane, Sydney 380 and Melbourne, see Figure 1a for location). The reason for selection of these stations wastwofold. Firstly, for all three stations, a shift in the annual maxima timeseries (for 1-day and 382 7-day) was observed during the 1940s and again in the 1970s, and secondly the stations 383 contain long records of pluviograph data (the shortest being from 1913 onwards). Figure 6a  384 shows the modulating effect of the IPO on total annual rainfall for the three east coast 385 stations. Annual maxima at the three east coast stations during the two IPO epochs are also 386 shown in Figure 6 Figure 6b shows annual maxima rainfall tends to be higher during IPO negative on 402 average for durations 6 hours and longer at Brisbane (though not statistically significant 403 according to the KS test), while Figure 6c confirms the same to be true for Sydney for 404 durations 2 hours and longer (statistically significant at 95%). However, for Sydney, theoutliers (represented by circles) tend to be larger during IPO positive, indicating that the less 406 frequent events might be more intense during this phase. 407
Irrespective of the fact that the annual rainfall totals for Melbourne do not show any 408 significant difference between the two phases of the IPO, there does appear to be a consistent 409 relationship between IPO and the sub-daily and daily statistics (Figure 6d) , whereby the 410 median of the IPO positive distribution is higher across all durations, however IPO negative 411 is associated with less frequent but more extreme events (although results were not 412 statistically significant based on the KS test). For events 24 hours and longer, the IPO 413 negative distribution also shows a much higher degree of variability than smaller durations, 414 with the 'box and whiskers' extending beyond the IPO positive counterpart for these longer 415
durations. This suggests that while IPO might not be as dominant in southeastern Australia as 416 it is further to the north it still has some influence that needs to be better understood. 417
Based on the analysis presented in Figure 6 and the results of the KS test, the Sydney record 418 was chosen to further investigate the effects of regime shifts on IFD estimation. IFD 419 information was generated for the Sydney record using rainfall data from the two IPO phases 420 and the methodology outlined in Section 2.1 for durations 6 minutes through to 72 hours and 421 ARI 2 years to 200 years. In order to test the robustness of the point estimates of rainfall 422 return levels and estimate the uncertainty in their calculation, a simple bootstrap procedure 423 was carried out. Firstly the IPO positive and IPO negative rainfall timeseries were resampled 424 with replacement to obtain two new B-samples. Then for each B-sample the log-Pearson III 425 distribution was fitted and the rainfall intensities calculated for the various return intervals. 426
The difference between the rainfall intensities (of the two B-samples) was then calculated. 427
This procedure was repeated 100 times to build the empirical distribution of the differences 428 (which represents the effects of sampling and parameter estimation uncertainties under the 429 hypothesis of the existence of two different regimes). 
