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ABSTRACT 
 
Research has shown that the learning processes can be enriched and enhanced 
with the presence of affective interventions. The goal of this dissertation was to design, 
implement, and evaluate an affective agent that provides affective support in real-time in 
order to enrich the student’s learning experience and performance by inducing and/or 
maintaining a productive learning path. This work combined research and best practices 
from affective computing, intelligent tutoring systems, and educational technology to 
address the design and implementation of an affective agent and corresponding 
pedagogical interventions. It included the incorporation of the affective agent into an 
Exploratory Learning Environment (ELE) adapted for this research. 
A gendered, three-dimensional, animated, human-like character accompanied by 
text- and speech-based dialogue visually represented the proposed affective agent. The 
agent’s pedagogical interventions considered inputs from the ELE (interface, model 
building, and performance events) and from the user (emotional and cognitive events). 
The user’s emotional events captured by biometric sensors and processed by a decision-
level fusion algorithm for a multimodal system in combination with the events from the 
ELE informed the production-rule-based behavior engine to define and trigger 
pedagogical interventions. The pedagogical interventions were focused on affective 
dimensions and occurred in the form of affective dialogue prompts and animations. 
An experiment was conducted to assess the impact of the affective agent, Hope, 
on the student’s learning experience and performance. In terms of the student’s learning 
experience, the effect of the agent was analyzed in four components: perception of the 
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instructional material, perception of the usefulness of the agent, ELE usability, and the 
affective responses from the agent triggered by the student’s affective states. 
Additionally, in terms of the student’s performance, the effect of the agent was 
analyzed in five components: tasks completed, time spent solving a task, planning time 
while solving a task, usage of the provided help, and attempts to successfully complete a 
task. The findings from the experiment did not provide the anticipated results related to 
the effect of the agent; however, the results provided insights to improve diverse 
components in the design of affective agents as well as for the design of the behavior 
engines and algorithms to detect, represent, and handle affective information. 
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1 Introduction 
There is research evidence suggesting Intelligent Tutoring Systems (ITS) can 
provide effective personalized support (Arroyo & Woolf, 2005; VanLehn, 2011; Woolf, 
2009). While support for these systems and, more broadly, personalized digital learning 
platforms continues to grow, to date, most research efforts have largely focused on their 
ability to support, scaffold, and adapt to cognitive aspects of learning processes. In 
addition, most traditional ITS are constrained to highly-structured environments often 
characterized by guiding learners through a well-defined step-by-step process during 
problem solving tasks, where exploration can be limited. Initiatives intended to address 
the need to understand how ITS can support learning in ill-defined environments as well 
as examining how they might be used to address affect in learning processes are slowly 
increasing, with the goal of creating richer, more efficacious ITS that are able to 
recognize and act on the learner’s affective state, thereby creating a well-rounded 
learning environment that considers and supports both the cognitive and affective 
dimension of the learning process. 
This dissertation explores the efficacy of using an ITS characterized as more 
exploratory in nature than many previous ITS, one where the processes of solving a task 
and its ill-defined challenges are encouraged to empower learners and lead them to 
engage in exploration and discovery (Chi & Wylie, 2014). This is coupled with 
programming and GUI elements allowing the environment to monitor and support the 
affective dimension of the user’s learning process. This latter element is supported by a 
software agent embedded in the system that gives the user the impression that the agent is 
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aware of changes in his or her affective states coupled with the ability to deliver real-time 
affective-adaptive support, similar to the support associated with effective human tutors.  
Initiatives that incorporate affect within ITS are motivated by the fact that affect 
plays a crucial role during learning processes and that learning entails far more than 
simply processing information (Picard et al., 2004; Woolf et al., 2009). ITS track and 
discern the exact path followed to solve problems and assess if the path is a productive 
one leading toward successfully completing a task (VanLehn, 2006), if it is a trial and 
error strategy, or if students are trying to game the system (Baker et al., 2006). ITS 
identify which elements of the knowledge base are used and determine if a student is 
integrating prior or newly acquired knowledge. ITS use this data to provide tailored hints 
and feedback, improving cognitive aspects of the learning process. However, with this 
information alone, it is difficult to effectively differentiate and respond to students’ 
boredom, frustration, or engagement. Thus, a recent branch in the improvement of ITS 
has emerged that considers affect role into the learning process, enabling ITS to provide 
more personalized and thus more appropriate hints, scaffolding, and feedback, to the 
learner. 
An Exploratory Learning Environment (ELE) – one that is not constrained to a 
predefined step-by-step process but instead enables multiple approaches and some degree 
of freedom for learners – has both positive and negative features. Such features can be 
challenging for students, generating anxiety, uncertainty, and confusion. For example, the 
lack of structure in an ELE and its open nature may decrease flow – a cognitive-affective 
state that is all encompassing, in which progress is made, and in which the student is 
concentrating and feeling in control, focused, and enjoying the activity. Such 
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environments may also cause boredom because a student can get stuck – a cognitive-
affective state where the student feels out of control, with mental fatigue and lack of 
concentration, and a lack of awareness for how to continue (Burleson & Picard, 2006; 
Chin et al., 2010; Graesser et al., 2004; Herzum, Hansen, & Andersen, 2009). However, 
these environments also offer benefits. For instance, their open-ended nature can foster 
flow by allowing students freedom to explore, discover, and define their own strategies to 
tackle a particular problem, instead of limiting them to follow predefined problem-
solving strategies and structures (S. H. Chen, Chang, Hsu, & Chen, 2008).  
The primary focus of ITS research has been cognitive aspects of learning in well-
defined and structured learning environments, in which the tutor’s interventions are 
reactive (Atkinson, 2002; Atkinson & Mayer, 2005; Baker, D'Mello, Rodrigo, & 
Graesser, 2010; de Vicente & Pain, 2014; VanLehn, 2011; VanLehn et al., 2007). These 
efforts have evolved to provide tutoring systems that can be proactive in ways that 
contribute to more open-ended environments. Typically only cognitive elements, rather 
than affective elements, are used to trigger interventions (Burleson & Picard, 2006; Chin 
et al., 2010; Csikszentmihalyi, 1990; Graesser et al., 2004). However, as cognitive-
focused ITS have evolved, researchers have increasingly sought to address affect within 
learning processes, with initial efforts focusing on structured environments and providing 
interventions that act at fixed points of time, such as the end of a problem, the beginning 
of a section, or when students click on a help button (Arroyo, Cooper, Burleson, Woolf, 
Muldner, et al., 2009a; Arroyo, Woolf, Royer, & Tai, 2009b; Arroyo, Woolf, Royer, Tai, 
Muldner, et al., 2010b; Baylor & Rosenberg-Kima, 2006; Bickmore & Picard, 2005; 
Biswas et al., 2004; Chase, Chin, Oppezzo, & Schwartz, 2009; S. H. Chen et al., 2008; 
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D'Mello, Person, & Lehman, 2009b; Lester et al., 1997; Lester, Towns, & Fitzgerald, 
1998).  
Recently, diverse approaches have emerged with the intent to develop open-ended 
environments where real-time interventions are available. However, obtaining, 
processing, and understanding affective information from the user and using it to define 
effective real-time interaction has been a major challenge. Doing so requires nonintrusive 
methods to obtain this information and robust algorithms to process it. This approach 
needs to be coupled with the ITS capacity to produce inferences that optimize adaptive 
and supportive responses. Due to the incipient nature of these approaches, many current 
efforts exist in the middle ground, where the tutor offers either a more open-ended 
environment or more fine-grained reactions (Baker et al., 2006; Burleson & Picard, 2006; 
Conati & Maclaren, 2009; D'Mello & Graesser, 2012; Girard, 2011; Girard et al., 2013; 
Graesser, D'Mello, Chipman, King, & McDaniel, 2007a; Gulz, Haake, & Silvervarg, 
2011; Rowe et al., 2009; VanLehn, 2011; Woolf, 2009; Zakharov, Mitrovic, & Johnston, 
2008). Nevertheless, significant work remains to be done. 
Imagine the following scenario of an intervention within an ELE with three 
different students. One student, Dara, has completed problems for each of the three first 
levels in the environment. So far, she has shown a good degree of engagement but towards 
the end, her performance begins faltering, as evidenced by her need to review and redo 
several of the tasks more than once. On the other hand, Tammy, another student using the 
ELE, is clearly frustrated and struggling throughout her entire interaction. While both 
Dara and Tammy might be aided by an affectively-oriented intervention, it is likely that the 
intervention would need to be tailored to meet the unique needs of each of them. In contrast, 
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Tim, who has demonstrated evidence of being both engaged and performing at a high level 
while learning from the ELE, might benefit from a completely different affective response 
by the agent.   
Against this background, this thesis focuses on the design, implementation, and 
evaluation of an ELE and its affective agent, Hope. The ELE was adapted to adhere to the 
principles surrounding constructivism (Cunningham & Duffy, 1996) where the process is 
not rigidly structured, problems are ill-defined (relative to traditional ITS) and equipped 
with on-demand scaffolding, intended to empower and lead to exploration and discovery 
rather than rigid and controlled interactions. Hope, in the meantime, was designed to 
possess adaptive strategies enabling her to be aware of the student’s affect as it related to 
learning experiences and goals, which allows her to react accordingly. Hope was also 
programmed to provide real-time affective-adaptive hints, scaffolding, and feedback. The 
goal was for Hope to promote positive engagement to enrich the learning experience by 
inducing and maintaining the student’s productive learning paths while in the ELE. 
1.1 Hypotheses 
The questions that motivate this research were: 
1. Does the agent have an impact on the student’s perception of the usefulness of the 
instructional material? 
2. Does the student perceive the agent as a useful companion to complete the task? 
3. Does the agent impact the perception of usability of the system? 
4. Does the agent influence the level of engagement, boredom, or frustration? 
5. Does the agent’s influence cause the student to successfully complete more tasks? 
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6. Does the agent reduce the time that the student spends to successfully complete a model 
(nodes, links, and equations)? 
7. Does the agent influence the amount of time a student spends planning before starting 
a task? 
8. Does the agent change the way student uses the provided help and hints (Glossary, 
Summary, Nodes & Links, and Equation buttons)?  
9. Does the agent change the number of attempts (due to errors) made by a student before 
they successfully complete a problem? 
Guided by these questions, this thesis hypothesized that students’ learning 
experience and performance while using an ELE can be improved by the presence of 
Hope, an agent that (a) contextualizes learners’ interactions, (b) understands learners’ 
affect, and (c) couples these, to provide an intervention leading to a set of hypothesized 
impacts, namely that, in terms of student’s learning experience, it: 
H1: improves the student’s perception on the usefulness of the instructional 
material to completing the tasks; 
H2: elicits a more positive perception of the agent, its pleasantness, its human-like 
characteristics, and ability to provide relevant and higher quality help; 
H3: improves student perception of usability while using the tool; 
H4: induces positive affective states that fostered flow and virtuous cycles in 
students;  
and in terms of student’s performance, it: 
H5: increases the number of tasks completed by the student;  
H6: reduces the time needed by a student to successfully complete a task; 
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H7: reduces the planning time needed by the student to start working on a task; 
H8: reduces the likelihood that the student will abuse the provided support (help 
and hints); and  
H9: reduces the number of attempts needed to complete a task (e.g., reducing the 
number of errors). 
As the above suggests, each of these H1-H9 hypotheses were designed to be 
answered by comparing an ELE that includes an agent, namely affective agent that is 
aware of the learner’s affect with an ELE that includes an agent, namely tutor that does 
not understand learners’ affective state on a variety of different dependent measures. To 
investigate these hypotheses, three core research areas have been combined: (1) 
intelligent tutoring systems that enhance computational learning environments by 
providing personalized scaffolding; (2) affective computing that considers affective 
attributes, recognition of affective states, creation of affect models, and design of 
affective support; and (3) educational technology that covers the design, use, and 
evaluation of computational learning environments. The combination of these three areas 
has allowed this work to leverage the best practices of each to advance the development 
and evaluation of the agent as well as its interventions inside an ELE. 
1.2 Contributions 
This work contributes (a) real-time affective-adaptive support strategies for an 
ELE and (b) design, implementation, and evaluation of an agent that implements these 
strategies, with: 
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• A novel decision-level fusion-based affective model that represents the learner’s 
affective states, considering the affective information collected from biometric sensors 
in a multimodal affective system (Figure 1-1a).  
• A novel production-rule based behavior model that considers the information from the 
affective model (Figure 1-1a) in combination with the general components in an ITS 
(VanLehn, 2006), the information about the steps followed by the user to complete the 
task as well as the interface actions (usage of the features, such as buttons and menus) 
of the learner within the ELE (Figure 1-1b). This behavior model guides the behavior 
engine to define the interventions of the agent (Figure 1-1c) that are presented as 
immediate unsolicited help in the GUI of the ELE (Figure 1-1d).  
• A novel set of interventions for promoting engagement and flow, which have been 
proven to have a strong positive impact in learning (Arroyo, Cooper, Burleson, Woolf, 
Muldner, et al., 2009a; Baker et al., 2010).  
In summary, this works contributes with a system where (Figure 1-1) events 
initiated by both (a) the Biometric Sensors Module (that provides the user’s cognitive 
response as well as the user’s affective response that is inferred by a decision-level 
fusion-based affective model) and (b) the ELE (events from the interaction with the 
diverse functionality of the environment) that drive the Behavior Engine, in which a 
production-rule based behavior model processes that information to define and trigger the 
(c) proper action for the agent, (d) a real-time affective-adaptive intervention that is 
delivered through the GUI in the ELE. 
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Figure 1-1. System Components and Functionality.  
The empirical evaluation completed as part of this thesis provides a better 
understanding of the impact of real-time affective-adaptive support to foster learner’s 
engagement, improving student’s learning experience and performance. 
1.3 Document Organization 
This dissertation is organized into eight chapters. Chapter 2, Background, 
describes efforts related to designing and implementing affective-adaptive agents. 
Chapter 3 presents the Approach for a new agent covering the overall characteristics, the 
agent design, and the theories behind the design of its interventions, including the details 
of the affective user model and the behavior model. Chapter 4 describes the Exploratory 
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Learning Environment where the agent resides and used in the study related to this 
dissertation. In Chapter 5, covers the Method to conduct the evaluation of the agent. 
Chapter 6 covers the Results obtained from the study. Chapter 7 offers Discussion of the 
results as well as its Limitations and possible Future Directions, and Chapter 8 presents 
Conclusions. 
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2 Background  
From the standpoint of learning outputs, ITS effectiveness is comparable to that 
achieved under traditional one-on-one human instruction (VanLehn, 2011; Woolf et al., 
2009; Woolf, 2009). ITS have been successful in providing tailored help and feedback 
(Arroyo, Cooper, Burleson, Woolf, Muldner, et al., 2009a; Chauncey & Azevedo, 2010); 
however, many ITS over-constrain the students’ interaction and do not incorporate 
affective support. As affect plays an important role in decision making, learning, and 
problem solving (Graesser, Chipman, King, Mcdaniel, & D'Mello, 2007b; H. A. Simon, 
1967), it is important that affect be considered in efforts for improving learning 
experience (Muldner, Burleson, & VanLehn, 2010; Picard et al., 2004). The use of 
affective agents capable of delivering tailored hints, scaffolding, and feedback is a 
promising approach emerging within ITS, called Affective Tutor Systems (ATS). 
However, most of the current efforts consider ATS where the steps to solve a task have a 
rigorous order or are constrained to follow a specific strategy. A largely unexplored 
research challenge is how to employ affective agents within Exploratory Learning 
Environments (ELE) – those where the steps to achieve a task are ill-defined and promote 
exploration – to provide real-time affective support and create Affective Exploratory 
Learning Environments (AELE). 
This chapter reviews the state of the art of tutor systems that employ agents that 
consider both cognitive and affective dimensions of the learning process and their 
demonstrated abilities to (a) discern context from the learning environment; (b) recognize 
user affective state; (c) provide tailored, fine-grained affective-adaptive hints, 
scaffolding, and feedback within the learning environment. 
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2.1 Affective Tutor Systems (ATS) and Affective Agents  
Affective Tutor Systems (ATS) can be considered an evolution of Intelligent 
Tutor Systems (ITS). ATS consider the affective dimension of the learning process; thus, 
their behavior is defined considering inputs from this dimension, such as emotions or 
moods. 
As in many ITS, ATS should typically include an agent to anchor the source of 
the affective support. This agent could be integrated within the tutor agent or could be 
considered as a separated component in the tutoring system. Even though the affective 
agent is integrated within the tutor agent or it is represented separately; likely in ITS, 
there is the need to have an engine that defines the behavior for the affective agent. This 
engine could be designed following different approaches; some of the used approaches to 
date are described in Section 2.3 Behavior Engines below. 
The affective agent could be expressed in diverse ways. It normally has a persona 
and could pose a graphical representation and a particular way to communicate. It also 
follows a particular pedagogical approach. Current approaches about these characteristics 
of the agent are described in Sections 2.4 Affective Agent Design and 2.5 Pedagogical 
Approach of Affective Agents. 
2.2 Approaches for Affect Detection 
There are multiple sources/features related to the user’s affective state and diverse 
approaches to detect it. Most of these approaches are used to acquire data to be processed 
after the fact and to create models, but only some are practical for using the affective data 
in real-time. Table 2-1 
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models; all but two (user’s self-reports and retrospective talk-aloud) can be used in real-
time. 
The main affect detection approaches used in learning environments to date have 
been: 
• prompting the users during the task to provide self-reports of how they are feeling 
(Graesser, Chipman, King, Mcdaniel, & D'Mello, 2007b; Woolf et al., 2009);  
• prompting the users to provide self-report via exiting surveys after they finished 
interacting with the system (Burleson, 2005; Burleson & Picard, 2006; 
Csikszentmihalyi, 1990; Fournier-Viger, Nkambou, & Nguifo, 2010; Jackson & 
Graesser, 2007; Woolf et al., 2010); 
• using talk-aloud strategy to obtain information from the user while interacting with the 
system or dealing with a task (Graesser, Chipman, King, Mcdaniel, & D'Mello, 2007b; 
Muldner et al., 2010; Nielsen, 1993); 
• using retrospective talk-aloud (Nielsen, 1993) strategy where the user is asked to 
provide explanations afterwards of certain actions or reactions during her experience 
with the system; 
• having human experts observe users and label affect events as they occur (Atkinson, 
2002; Atkinson & Mayer, 2005; Baker et al., 2010; Burleson & Picard, 2006; Chin et 
al., 2010; Graesser et al., 2004; Pantic & Rothkrantz, 2003; VanLehn, 2011; VanLehn 
et al., 2007); 
• using cameras and audio recording to get data such as gaze, facial and body gestures, 
postures, pitch and tone while speaking, and then mapping these to affective states 
(Muldner et al., 2010; Woolf et al., 2009);  
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• using log data to obtain information about the GUI events and actions of the user in the 
learning environment and map that to affective states (Arroyo & Woolf, 2005; Baker 
et al., 2010; Woolf et al., 2009); 
• using relevant text features (text cues, lexical, semantic, and cohesion features) 
recognized from written natural text, as well as the use of dialogue features (Baker et 
al., 2006; 2010; Conati & Maclaren, 2009; D'Mello & Graesser, 2012; Girard et al., 
2013; Graesser, D'Mello, Chipman, King, & McDaniel, 2007a; Gulz et al., 2011; 
Zakharov et al., 2008) and then mapping these to affective states; 
• using biometric sensors, such as galvanic skin response sensor, heart beat sensors, 
electroencephalography (EEG) headsets, eye tracker systems, face-based emotion 
recognition systems, etc., and then mapping their information to affective states 
(Ericsson & Simon, 1996; Woolf et al., 2009). 
An important step in designing an affective agent includes decisions about what 
approach to adopt to acquire the data from the user and/or the environment; thus, it is 
important to consider the drawbacks of each of the existing approaches.  
Table 2-1. Approaches to Affective Data Detection and Drawbacks 
Approach Drawbacks 
Self-reporting 
during the task  disruptive (during the task), subjective, intrusive, inaccurate, 
limited in the quantity of significant information, requires a lot of 
effort to use the information as input to react in real-time 
exiting surveys 
 
Think-aloud 
during the task 
 
disruptive, increases the cognitive load 
retrospective requires extra time to review what happened in the session and 
have the user explain herself 
Observation 
human-experts  (by humans) could be expensive at large scale, requires a lot of 
effort to use the information as input to react in real-time using cameras and audio recording 
 
Log Data 
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2.2.1 Drawbacks of Existing Approaches for Affect Detection 
Self-report used by Graesser, Chipman, King, Mcdaniel, and D’Mello (2007) and 
observation used by Baker, D’Mello, Rodrigo, and Graesser (2010) and Woolf et al. 
(2009) can be disruptive, subjective, intrusive, inaccurate, and limited in the quantity of 
significant information; and observation can be expensive to be conducted at large scale; 
moreover, observation and self-report during the task may require a lot of effort in order 
to use the information as input to react in real-time. Talk-aloud methods used by 
Muldner, Burleson, and VanLehn (2010) have been found to be a good way to obtain 
valuable information from the user (Arroyo, Woolf, Royer, & Tai, 2009b; de Vicente & 
Pain, 2014; Ericsson & Simon, 1996); but can be disruptive and increase the cognitive 
load while used during the session (Burleson & Picard, 2006; Girard et al., 2013; Herzum 
et al., 2009) and while used after the session, they require extra time to review what 
happened in the session and have the user explain herself (Nielsen, 1993). Log data used 
by Arroyo and Woolf (2005) requires greater computational effort and might not be 
flexible but it offers input data consistency and objectivity due to its quantitative nature, 
providing useful information about interactions with the learning environment. Text-
based systems require advanced algorithms to recognize the features from natural 
language. Sensors and other hardware might be intrusive but offer input data consistency 
log GUI events and actions  requires greater computational effort, might not be flexible  
Text-based  
using relevant text features (text cues, 
lexical, semantic, and cohesion 
features) 
requires advanced algorithms to recognize natural language 
features. 
Biometric Sensors 
using biometric sensors, such as 
galvanic skin response sensor, EEG 
headsets, eye tracker systems, and 
face-based emotion recognition 
systems. 
can be used to infer affective states, does not provide “ground 
truth” values 
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and objectivity, as well as providing the ability to gather huge amount of data during the 
observation (Arroyo & Woolf, 2005; Arroyo, Cooper, Burleson, & Woolf, 2010a; 
Bickmore & Picard, 2005; Boulay et al., 2010; Conati & Maclaren, 2009; Conati, 
Gertner, & VanLehn, 2002; Kaliouby & Robinson, 2005; Lester et al., 1998; Woolf et al., 
2009). Neither the log data nor the sensors provide “ground truth” values, as they only 
provide low-level affective information that should be mapped to high-level affective 
states (e.g., one can infer that making many mistakes, as captured in the log file, will 
result in frustration but there is still some inherent uncertainty in such inference). 
However, both log and sensor data can be used to create affective models that, once 
validated, can be valuable tools in capturing user affective information in real-time. 
2.2.2 Biometric Sensors for Affect Detection 
The use of biometric sensors to detect affect has increased lately and over the 
years new and better sensors have been added to the field. A survey of the sensors at the 
field can be found in (Calvo & D'Mello, 2010). For this research, we considered four 
different sensors in order to detect affect, listed below:  
• Galvanic skin response sensor, Shimmer3 + GSR1 that collects information about the 
conductance of the skin due to the moisture on it allowing the current on the body to 
flow easily. It uses two electrodes attached to two fingers of the same hand. This 
conductivity is mapped to the emotional intensity or arousal measure. 
																																																								1	http://www.shimmersensing.com/products/shimmer3-wireless-gsr-sensor		
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• EEG headset, B-Alert X102 wireless sensor that collects EEG data that is processed 
by the proprietary software to produce affective constructs, such as high and low 
engagement, drowsiness, and distraction, as well as a cognitive construct, workload.  
• Face-based emotion recognition system, FACET3 that collects information from 
facial gestures and head movements that are used to define emotions, such as joy, 
anger, surprise, fear, contempt, disgust, sadness, confusion, and frustration.  
• A fourth sensor was used in this research, and eye tracker system; however, it was not 
used to detect affect. The eye-tracking system, Tobii X2-60 Compact4, collects 
information related to visual attention and visual interaction (gaze and fixations 
points, duration of fixations, pupil dilation).  
2.2.3 Multimodal Systems 
Emotions are expressed through diverse channels, facial gestures, body language, 
the pitch and tone of the voice, perspiration in the skin, and the neuroactivity in the brain. 
Biometric sensors exist that collect data from all these channels (section 2.2.2 above) and 
several efforts have been made to create systems that use the information collected from 
those multimodal systems, to infer the affective state of an individual. The main 
challenge for these multimodal systems is how to merge or fuse the data from the diverse 
channels. Three approaches have been recognized in the affective computing field to 
mention: data-level fusion, feature-level fusion, and decision-level fusion. A more 
																																																								2	http://www.advancedbrainmonitoring.com/xseries/x10/	3	https://imotions.com/emotient/	4	https://www.tobiipro.com/product-listing/tobii-pro-x2-60/	
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detailed explanation and uses of these fusion methods have been documented by Calvo 
and D’Mello (2010) (Calvo & D'Mello, 2010) 
The decision-level fusion is the method most commonly used in the area of 
affective computing (Pantic & Rothkrantz, 2003); in this method, the outputs 
(classifications) from each sensor are the ones integrated to represent a single emotional 
value (D'Mello & Graesser, 2010; 2012). In contrast, data-level and feature-level fusion 
methods use raw data and/or the set of features from each channel respectively to produce 
a single value. 
2.2.4 Affect Representation 
Independently of the approach to detect affect, diverse forms exist to represent it. 
In some cases, affect is represented under a categorical model, where labels are assigned 
for the diverse affective states, such as the model proposed by Ekman (Ekman, 1971); 
while in some others, affective states are represented using a dimensional model, where 
dimensions are the components that describe the emotion, such as valence (pleasure – 
displeasure), arousal (sleepy – activated), and dominance (control – lack of control) such 
is the PAD model proposed by Mehrabian (1996). 
No consensus exists about which model is the best or most appropriate for 
affective computing applications yet. Both models have been used in diverse groups 
across the affective computing community (D'Mello & Calvo, 2013).  
2.3 Behavior Engines  
A typical ITS possess a component to define the behavior of the tutor; we can call 
this component a behavior engine. This engine is able to recognize the steps followed by 
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the user to complete the task as well as the interface actions (usage of the features of the 
tutor, such as buttons and menus), and use them, based on a model, to define the best 
response or behavior from the tutor to support the user.  
In the case of an affective agent that recognizes both the cognitive and affective 
inputs, besides recognizing the steps and the interface actions, it recognizes and considers 
the emotional events from the user and adds them to the mixture to define the proper 
response or behavior of the agent to provide a tailored affective response. 
Development of affective agents and their engines is in its infancy and many tools 
and methods employed in their behavior engines need refinement, particularly in the 
creation of models (Arroyo & Woolf, 2005; Woolf et al., 2009), which are key aspects of 
the behavior engine. In the case of an adaptive-affective agent such as the one presented 
here, this model represents the emotional intelligence of the agent, i.e., the ability to infer 
both emotional and cognitive states, as well as the steps in the task and the interface 
actions or combinations of all, and to respond properly.  
The diverse approaches for both data acquisition and design and implementation 
of models are discussed below. It is worth mentioning that some of the approaches used 
in the design of affective agents have inherited the existing knowledge that has been 
proven to work in the design of tutor agents in ITS. 
2.3.1 Data Acquisition 
The goal of the data acquisition is to collect data from the user’s affective state 
(emotional events), cognitive state, and her experience with the learning environment 
(contextual information, steps, and interface actions) to produce informed affective hints, 
scaffolding, and feedback.  
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Emotional events as mentioned above can be detected from diverse and different 
channels (e.g., facial expressions, body language, and physiological reactions) and then 
fused into a single value or representation (Calvo & D'Mello, 2010; D'Mello & Graesser, 
2009; 2012; Graesser et al., 2006). Additionally, information related to the cognitive 
working load that the task in place requires from the individual could be also considered 
as a valuable piece of information to define the behavior of the agent (Graesser & 
D'Mello, 2012). 
Moreover, in the case of a person interacting with a computational learning 
environment, there is also information from the interaction with environment, interface 
actions, as well as the steps followed to achieve a task. Thus, these three different sources 
could be considered as inputs to the behavior engine that defines the behavior of the 
agent. 
2.3.2 Defining the Behavior 
The behavior of the agent is informed by the diverse inputs described above 
(Section 2.3.1). The behavior engine considers these inputs and generates an informed 
decision on what is the best behavior or action for the agent to show or perform. 
Two primary approaches in the design of these engines have been production-rule 
based models and constraint-rule based models: 
• In production-rule based models, a set of rules (conditions or states) and the actions to 
do when a rule is satisfied are defined. Production-rule based models are used in real-
time systems and expert systems (Zhang et al., 2014). The actions could include single 
events or a sequence of events. A rule could track the steps followed by a student to 
complete a task and trigger an action to provide help if the followed path was not the 
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correct one (Anderson, Boyle, Corbett, & Lewis, 1990; Anderson, Corbett, Koedinger, 
& Pelletier, 1995). Another example of a rule could be tracking the affective state of 
the student and triggering an action if the student is experiencing a negative affective 
state (D'Mello & Graesser, 2010).  
• In constraint-based models, the knowledge of the user is described as a set of 
constraints that enable feedback and hints to be provided on errors. The constraints 
capture the knowledge principles that any correct solution should not violate. The 
violation of a defined constraint, such as an error, triggers a response to be executed; 
and responses can be a single action or a sequence of actions (Mitrovic, 2006). 
Authors and followers of the latter approach claim that the implementation of 
constraint-based models is simpler than the implementation of production-rule-based 
models, as the correct step-by-step solution is not required from an expert to then 
compare it step-by-step with the solution provided by the student (Mitrovic, 2011). 
The implementation of any of these approaches could vary in complexity. It could 
be based on: IF-THEN statements or on the use of probabilistic models, such as Bayesian 
networks (Arroyo & Woolf, 2005; Arroyo, Cooper, Burleson, & Woolf, 2010a; Bickmore 
& Picard, 2005; Boulay et al., 2010; Burleson & Picard, 2006; Conati et al., 2002; Conati 
& Maclaren, 2009; Elliott, Rickel, & Lester, 1999; Johnson, Rickel, & Lester, 2000; 
Kaliouby & Robinson, 2005; Koda & Maes, 1996; Mayo & Mitrovic, 2000; Mitrovic, 
2011); neural networks (Arroyo, Cooper, Burleson, & Woolf, 2010a; Baker, Gowda, 
Corbett, & Ocumpaugh, 2012; Bickmore & Picard, 2005); linear regression and Markov 
models (Arroyo, Cooper, Burleson, & Woolf, 2010a; Baker, Gowda, Corbett, & 
Ocumpaugh, 2012; Bickmore & Picard, 2005); or even the use of machine learning 
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techniques, such as support vector machine (SVM), Gaussian process, and nearest 
neighbor (Burleson & Picard, 2006; VanLehn, 2011; Woolf, 2009).  
2.4 Affective Agent Design 
Defining the affective agent design is vital since agent’s characteristics will likely 
influence the interactions with a user and thus become a factor in fostering learner 
engagement.   
This design includes such considerations as agent graphical representation, 
communication style, and the message to deliver, as well as the type of affective support 
the agent provides as summarized in Figure 2-1. 
 
 
Figure 2-1. Characteristics to consider in the design of an affective agent. 
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2.4.1 Graphical Representation  
While defining the representation of the agent, two components are essential. 
First, defining the level of realism of the representation, e.g., if the agent will have a 
cartoon-like or a human-like look as well as to define if the agent will be a gender or 
genderless agent. And second, defining the dynamism of the representation; dynamism 
could go from a static 2D image to a dynamic 3D animation. More details of how these 
aspects have been defined in the design of some existing agents are provided below.  
2.4.1.1 Realism 
At present, it is common to find agents based on nonhuman characters such as, 
Scooter the tutor (a dog) used in the Cognitive Tutor (Baker et al., 2006; Lester et al., 
1998); Peedy (a parrot) that inhabits a multi-step proportion-word problem solving 
learning environment (Arroyo, Woolf, Royer, & Tai, 2009b; Atkinson, 2002); or Herman 
the Bug (an ant) at the Design-A-Plant environment (Burleson & Picard, 2006; Lester et 
al., 1997).  
However, agents also exist that have some human-like qualities but typically 
appear cartoon-like, such as, Chloe, Julien, and Olivia, the domain-based agents in 
Aplusix tutor (Andallaza & Rodrigo, 2013); the 2-D static representation for gendered 
non-cognitive learning companions in a Dynamic System tutoring system (VanLehn, 
Zhang, Burleson, Girard, & Hidago-Pontet, 2017); Betty (a girl) and Mr. Davis (a 
teacher) used in the teachable agent system called Betty’s Brain (Biswas et al., 2004); 
Cosmo, a teacher that inhabits the Internet Advisor learning environment (Lester et al., 
1998); Jake and Jane, two amusing and friendly companions that work within the 
Wayang Geometry Tutor (Arroyo, Woolf, Royer, & Tai, 2009b). Another group is the 
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group of semi-realistic human-like agent, an example this group is Casey, an affective 
learning companion to solve the Towers of Hanoi puzzle (Burleson & Picard, 2006).  
With technological advances, agents have more human-like representations, such 
as the diverse animated agents developed and incorporated into the MIMIC (Multiple 
Intelligent Mentors Instructing Collaboratively) application (Baylor & Kim, 2005; 2004); 
the relational animated agents implemented on FitTrack (Bickmore, Caruso, Clough-
Gorr, & Heeren, 2005); the animated tutor in physics and computer literacy in the 
AutoTutor environment (Graesser et al., 2004); or the animated agent Alyx, the 
protagonist and the team of experts on Crystal Island (Rowe et al., 2009).  
2.4.1.2 Agent Gender 
A further aspect in the design of an agent is the agent’s gender, which can also have 
an impact on students’ affect and/or learning bonding and motivation (Arroyo, Woolf, 
Royer, & Tai, 2009b; Arroyo, Woolf, Royer, Tai, Muldner, et al., 2010b; Kim, Baylor, & 
Shen, 2007). Arroyo et al. (Woolf et al., 2010) found that a female agent helped to develop 
appreciation for math as well increasing the students’ self-esteem; additionally, a female 
agent helped to minimize students’ overall frustration. For instance, a gendered human-
like illustration matched to the user’s gender has been shown to have better results in terms 
of motivation and achievement, at least for girls (Arroyo, Woolf, Royer, & Tai, 2009b; 
Arroyo, Woolf, Royer, Tai, Muldner, et al., 2010b). In similar studies, Baylor and Kim 
(2003) found that male agents generate more motivation than female agents among college 
students, while qualitative studies from Zakharov et al. (2007) show that male agents make 
better impressions and produce higher learning outcomes. 
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2.4.1.3 Agent Dynamism  
Another aspect to consider is the dynamism of the agent. Even if an agent is 
represented with a flat image, it can still be dynamic. A 2D image can change to show some 
reaction: as examples, Scooter the tutor is able to show happiness and anger (Baker et al., 
2006; Baylor & Kim, 2004; Katz, Connelly, & Wilson, 2007; Pantic & Rothkrantz, 2003); 
Jake and Jane, in Wayang, have different images representing six different emotions: 
confident, excited, bored, focused, frustrated, and anxious (Arroyo, Woolf, Royer, & Tai, 
2009b; Atkinson, 2002); and Peedy the parrot has different poses and uses gaze to express 
interest in particular content (Atkinson, 2002; D'Mello, Craig, Fike, & Graesser, 2009a). 
Moreover, dynamism is more common in 3D animated human-like characters, such as 
Casey, who mirrors nonverbal social behaviors (Burleson & Picard, 2007; Moreno, Mayer, 
& Lester, 2000); and the characters in MIMIC that have facial expressions, head nods, and 
hand gestures (Baylor & Kim, 2004; R. E. Mayer, 2005). 
2.4.2 Communication Style 
Diverse research has been conducted on the communication style of agents and the 
impact and implications for the learning experience of the student. Atkinson (2002) showed 
that an agent that includes nonverbal cues in conjunction with speech is more effective than 
an agent that relies upon nonverbal cues alone. Others have confirmed this result through 
obtaining positive effects with agents that have facial gestures combined with verbal 
content (Arroyo, Woolf, Royer, & Tai, 2009b; Baylor & Kim, 2005; D'Mello, Craig, Fike, 
& Graesser, 2009a; Ryu & Baylor, 2005). In a similar endorsement of multimodal 
communication, Moreno, Mayer, and Lester (2000)found that the combination of speech 
and text works better than only the use of text. Similarly, Zakharov (2007) found that 
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speech is welcomed as an aid in addition to text, facilitating the access to information. 
Caution is warranted, however, in the interpretation of these results( cognitive theory of 
multimedia learning predicts that the simultaneous use of text and speech can be redundant, 
and thus can increase cognitive load (Arroyo, Woolf, Royer, Tai, Muldner, et al., 2010b; 
Plass et al., 2010; Weiner, 1985; Woolf et al., 2010). User cognitive load can also be 
increased when the speech used is of poor quality; human or high quality digital voices 
have been found to be effective, while the use of low quality digital voices could result in 
higher cognitive loads due to the extra processing needed to understand them (Zakharov et 
al., 2007). Additionally, research has shown that voice enhances social presence of the 
agent (Nass & Brave, n.d.); thus, using human voices is highly recommended. 
2.4.3 Message 
Besides defining the agent’s characteristics in terms of graphical representation and 
type of communication and providing the agent with the set of features with which to 
deliver a message, the design of the message itself warrants consideration. Four key aspects 
in message design are defining: (1) the type of message – positive or negative; (2) the 
amount of information included – general to detailed; (3) the choice and creation of content 
– intuitive or theory-based; and (4) the timing scheme – immediate, on demand, or at 
certain points of process. These four key aspects hold true for adaptive-affective agents. 
Additionally, formulation of the message should also be consistent with the pedagogical 
approaches underlying the agent (Section 2.5). 
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2.4.4 Type of support 
Another important aspect to consider in the design of the affective agent is the type 
of affective support it provides. Klein et al (2002)have identified two types of affective 
support, active and passive. Active support is that where the affective state of the individual 
is addressed and discussed in order to manage the individual. In counterpart, passive 
support does not address the affective state but rather, other means are used, such as media, 
activities, food, or other substances to address or manipulate the affective state of an 
individual. 
2.5 Pedagogical Approach of Affective Agents  
The underlying pedagogical approach is central to designing agents incorporated in 
a learning environment. The pedagogical approach includes but is not limited to the role of 
the agent, the pedagogical theories that it follows, and the strategies to enhance the 
communication between the learner and the agent. Table 2-2 summarizes the state-of-the-
art of pedagogical approaches. 
The pedagogical approach helps guiding decisions about the design of the 
messages from the agent, their content, their type, and their timing scheme. Messages that 
are appropriate to the situation generate a higher impact (D'Mello, Taylor, & Graesser, 
2007; Zakharov et al., 2008). When feedback is poor or irrelevant in content, the student 
is more apt to respond in a negative way and the positive effect will be reduced (Burleson 
& Picard, 2004; Robison, McQuiggan, & Lester, 2009b). 
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Table 2-2. State-of-the-art on pedagogical approaches for affective agents 
Role  
(2.5.1) 
Expert, mentor, motivator, peer, or teachable agent 
(Arroyo et al., 2007; Arroyo, Woolf, Royer, & Tai, 2009b; Baylor & Kim, 2005; Girard 
et al., 2013; Ryu & Baylor, 2005; Walonoski & Heffernan, 2006) 
Pedagogical theories 
(2.5.2) 
Self-theories about intelligence  
(Arroyo et al., 2007; Dweck, 1999; Katz et al., 2007; Pantic & Rothkrantz, 2003)  
 
Self-perception about intelligence  
(Baker et al., 2010; Boyer, Phillips, Wallis, Vouk, & Lester, 2008; Burleson & Picard, 
2006; Craig, Graesser, Sullins, & Gholson, 2004; Csikszentmihalyi, 1990; D'Mello et 
al., 2007; D'Mello & Graesser, 2012; D'Mello et al., 2010; Gee, 2004; Graesser, 
D'Mello, Chipman, King, & McDaniel, 2007a; Picard & Daily, 2005; Robison, 
McQuiggan, & Lester, 2009b; Zakharov et al., 2008) 
Attribution theory  
(Arroyo, Woolf, Royer, Tai, Muldner, et al., 2010b; Kim et al., 2007; Weiner, 1985; 
Woolf et al., 2010) 
Providing progress report  
(Arroyo et al., 2007; Girard et al., 2013; Veletsianos, 2009; Walonoski & Heffernan, 
2006) 
Feedback   
(Chauncey & Azevedo, 2010; Robison, McQuiggan, & Lester, 2009a; 2009b; 2010; 
Woolf et al., 2009) 
Timing  
(Mitrovic, 2011; Zakharov et al., 2008) 
Avoiding negative impact and promoting flow and consideration of affective states  
(Baker et al., 2010; Boyer et al., 2008; Burleson & Picard, 2006; Craig et al., 2004; 
Csikszentmihalyi, 1990; D'Mello et al., 2007; 2010; D'Mello & Graesser, 2012; Gee, 
2004; Graesser, D'Mello, Chipman, King, & McDaniel, 2007a; Picard, 1997; Picard & 
Daily, 2005; Robison, McQuiggan, & Lester, 2009b; Zakharov et al., 2008)  
Strategies to enhance 
communication 
(2.5.3) 
Empathy  
(Baylor & Kim, 2005; 2004; Kim et al., 2007) 
Expressiveness  
(Ryu & Baylor, 2005; Veletsianos, 2009) 
Politeness  
(Boyer et al., 2008; Wang et al., 2008; Weiner, 1985) 
2.5.1 Role 
A good tutor-tutee, mentor-mentee, or peer-to-peer relationship between the agent 
and the student enhances the learning process (Dweck, 1999; Picard, 1997). Research on 
the most efficient role for an agent and how the agent can be motivating and credible is 
described below. 
Baylor and Kim (2004; 2005) considered three main roles of the agent: expert, 
motivator, and mentor. The expert is a role in which the agent is focused on the knowledge 
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domain and content, in which only the cognitive side of the learning process is considered; 
for this role, the agent establishes its superiority, expertise, and credibility on the 
knowledge domain. For the motivator role, the emotional component of the learning 
process is its main concern, as opposed to the cognitive, and the motivator has the goal of 
providing support rather than expertise. The mentor has been described to be in between 
the expert and the motivator, offering a balance between acting as expert and providing 
emotional support. Studies have shown the mentor and motivator roles to increase students’ 
self-efficacy, and they were perceived as more motivational and engaging; whereas, the 
expert and mentor were perceived as more expert and credible. In terms of learning 
(knowledge transfer), the mentor role led students to have higher transfer scores than the 
expert and motivator roles (Baylor & Kim, 2005; 2004; Burleson & Picard, 2007; Dweck, 
1999).  
In a similar study, Ryu and Baylor (2005)(Ryu & Baylor, 2005) reviewed the learner perception 
of the pedagogical agent’s persona to find that there are two main aspects to consider while 
designing an agent: the expertise of the agent as a knowledgeable instructor and its 
affective ability to have human-like interactions facilitating the learning process. 
2.5.2 Pedagogical Theories 
While designing the messages and interactions of an agent, one approach is 
following the intuition and experience of the experts, i.e., what has been proven to work in 
human-human interaction (Bickmore, 2004). However, as a best practice, it is important to 
apply theories related to the specific application of the agent, rather than more generalized 
scripts which may not apply to the specific situation.  
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One of these theories considers how success and failure are coupled with the 
learning process. One finding is that putting all the responsibility on the student’s shoulders 
is not optimal to learning, as Katz et al. (2007)(Katz et al., 2007) attribution theory suggests. This 
theory claims that the learning process is enhanced when faults are attributed to the 
difficulty of the tasks and when success is attributed to student persistence and effort. 
Dweck (1999)(Dweck, 1999) in her work on self-theories about intelligence reviewed the 
way each person perceives her/his own intelligence and capability to learn or to increase 
their general intelligence. The majority of students believe that they have a fixed level of 
intelligence that cannot be changed. Some work has explored ways to modify students’ 
self-perception about their intelligence and to promote persistence and learning by 
highlighting that intelligence can be changed, e.g., “the brain is like a muscle,” so it needs 
a warm-up, training, and exercise to grow bigger and smarter (Burleson & Picard, 2007; 
Dweck, 1999; Robison, McQuiggan, & Lester, 2009b).Providing students with cognitive 
feedback about their performance and progress during skill acquisition has been 
extensively explored . Along these lines, several researchers suggest that using an open-
learner model to provide information about the progress encourages learners to engage in 
self-monitoring of their progress (Girard et al., 2013; Mitrovic, 2011).  
Current efforts on designing proper interventions have been mainly focused on 
eliciting or maintaining emotions that positively impact the learning process, such as flow, 
excitement, and delight and to avoid those that negatively impact, such as frustration, 
anxiety, boredom, confusion, anger, stress, and fear. Some studies have shown that 
excitement and confusion are the most common states while delight is rare (Baker et al., 
2010; Gee, 2004). Special attention has been paid to reacting to frustration, anxiety, and 
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stress because it is clear that such reactions can degrade the learning outcomes, breaking 
flow (Burleson & Picard, 2004; Craig et al., 2004; Csikszentmihalyi, 1990; Graesser, 
D'Mello, Chipman, King, & McDaniel, 2007a; Zakharov et al., 2008) and virtuous cycles 
(Baker et al., 2010; D'Mello et al., 2007; Kapoor, Mota, & Picard, 2001). Responses to 
negative reactions include interventions to reengage students who are likely to quit because 
they are frustrated. Another intervention could be focused on explaining that making errors 
is part of the learning process. Moreover, the intervention could be to celebrate learner 
success to build up self-confidence and diminish the stress, anxiety, and frustration (Boyer 
et al., 2008; Burleson & Picard, 2004). Some studies and theories find that frustration, up 
to a certain level, is not disruptive to learning (D'Mello et al., 2007; Gee, 2004) and others 
suggest that confusion can be positively correlated with learning (Craig et al., 2004; 
Graesser, D'Mello, Chipman, King, & McDaniel, 2007a; Kim et al., 2007). Frustration and 
confusion get more attention in the research literature in the design of affective agents. 
Other findings suggest that boredom should be taken into account (Baker et al., 2010; 
Kapoor et al., 2001; Veletsianos, 2009) due to its persistence and negative impact on the 
learning process. 
Another feature in the design of an affective agent is the role that affective feedback 
can have in student confidence (Boyer et al., 2008), which in turn helps foster the virtuous 
cycles (D'Mello et al., 2007; Johnson & Rizzo, 2004; Wang et al., 2008), and thus 
maintaining flow in the learning process. 
Regarding the timing of messages, diverse strategies have been employed. Some 
agents respond at fixed points in the activity’s flow, such as at the end of a problem, at the 
beginning of a section, or every time a student clicks on a certain button (Arroyo, Cooper, 
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Burleson, Woolf, Muldner, et al., 2009a; Arroyo, Woolf, Royer, & Tai, 2009b; Arroyo, 
Woolf, Royer, Tai, Muldner, et al., 2010b; Baylor & Rosenberg-Kima, 2006; Bickmore & 
Picard, 2005; Biswas et al., 2004; Chase et al., 2009; S. H. Chen et al., 2008; D'Mello, 
Person, & Lehman, 2009b; Lester et al., 1997; 1998). Others have created agents that 
provide responses accordingly to a specific event particular to the user, such as gaming the 
system, following a good method to solve the task, rather than a time-based point (Baker 
et al., 2006; Girard, Zhang, et al., 2013b).  
Overall, the ideal is to offer support when the student actually needs it (Baker et al., 
2010; D'Mello et al., 2010). Katz et al. (2007) have shown that students are more receptive 
to feedback that invites them to reflect on their progress and actions after completing an 
activity, rather than during the activity. These findings suggest that the end of a problem 
or session might be the optimal moment to help students, as reflecting on the new 
knowledge that they have just acquired and how that new knowledge is relevant to their 
lives or relates to their previous or future work. However, for students who are 
encountering frustration or boredom during a lesson, feedback that comes at the end of a 
problem or session may be too late. For such a learner, intervention tailored to the specific 
learner sensitivities and delivered during the working session may be critical to restoring 
the virtuous cycles and flow.  
2.5.3 Strategies to Enhance Communication 
Three of the most common strategies to enhance affective agent communication are 
covered in this section: empathy, expressiveness, and politeness. The use of empathy has 
been proven to be beneficial in the learning process. Kim et al. (2007) found that when an 
agent shows empathy and care for the learner, motivation, interest, and self-concept 
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increase, which could lead to flow, virtuous cycles, and better learning experiences. 
Likewise, verbal expressiveness plays a key role during communication, specifically 
having a student interacting with a learning agent. Veletsianos (2009) has shown that the 
lack of enunciation, pauses, and emphasis during the interaction of the agent with the 
student affects comprehension and engagement towards the learning activity. Regarding 
politeness, Wang et al. (2008) found that a tutor that shows politeness can promote 
motivation (politeness effect), thus improving learning.  
This chapter reviewed the state-of-the art of learning agent design in computational 
environments. The content of this chapter represents a subset of all diverse approaches and 
methodologies involved in the design of learning agents. The work presented in this chapter 
informed the design of the agent proposed in this research, Hope, described below in 
Chapter 3. 
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3 Approach 
Chapter 3, Approach, presents a profile of the affective agent, Hope, proposed in 
this research, as well as the description of the algorithm used to detect and represent 
affective data and in addition, the description of the behavior engine that defines the agent’s 
behavior. 
Some aspects of the agent employed in this approach are based on prior research, 
such as the general characteristics as well as the communication style to deliver hints, 
feedback, and help. However, key design elements were explored and defined as part of 
this research, such as the design of the messages, the precise moment to intervene, and the 
capability of reacting and interacting in real-time. 
Section 3.1 covers the graphical representation, communication style of the agent, 
Hope, as well as the type of support she provides; this section also covers some 
specifications about the pedagogical approach such as the agent’s role, elements related to 
pedagogical theories, as well as the strategies to enhance communication. Section 3.2 
provides information about how affect is detected and represented as well as details on the 
algorithm used to handle the multimodal affective system considered in this research. 
Section 3.3 discusses the behavior engine (model, inputs, and responses) that drives the 
agent.  
3.1 Agent Design 
The design of the agent, Hope, comprises her graphical representation, her 
communication style, and her pedagogical approach. The design of the agent takes into 
account the aim of regulating negative affective states, and to serve as a catalyst to maintain 
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or provoke positive affective states, that helps to foster flow and virtuous cycles in the 
learning process (Arroyo, Woolf, Royer, Tai, Muldner, et al., 2010b; D'Mello et al., 2007). 
3.1.1 Graphical Representation 
The proposed agent, named Hope, is a dynamic 3D, female, human-like character. 
Hope’s representation (Figure 3-1) was based in representations used in related work. Hope 
resembles a young female adult, casual, relaxed, and dressed in sporty attire. 
The human-like model for Hope was created using MakeHuman5 and Blender6 
tools and she was animated using movements recorded from a female human model using 
motion capture technology, Motive-Body: Optical motion capture software by OptiTrack7. 
The agent was integrated into the ELE (developed in Java8) using the JMonkey engine9.  
 
Figure 3-1 Graphical representation of Hope 
3.1.2 Communication Style 
The proposed agent uses a verbal text- and speech-based communication scheme 
combined with a nonverbal communication scheme through gross body language. Text is 
																																																								5	http://www.makehumancommunity.org	6	https://www.blender.org	7	http://optitrack.com/products/motive/body/	8	https://java.com/en/	9	http://jmonkeyengine.org	
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delivered in a chat window part of the GUI of the ELE (Figure 3-2). Hope’s speech is 
redundant to the text message delivered in the chat window. Figure 3-3 below presents 
examples of text messages delivered by the agent on her two versions: tutor and affective 
agent. 
 
Figure 3-2 Hope’s communication includes verbal text- and speech-based messages as well as nonverbal body 
language. 
 
Figure 3-3 Text-based example of a message delivered by Hope (a) as tutor and (b) as affective agent. 
Hope possesses a diversity of body language poses (Figure 3-4) that represent 
diverse actions (e.g., a: greetings, b: pointing below, c: pointing to results, d: inviting the 
subject to move forward, and e: pointing to errors) or to express affective states (f: neutral, 
g: engaging conversation, h: bored, and i: frustrated) to provide expressive messages along 
the lines of the design put forth by Arroyo et al. (2009) and Baker et al. (2010) (Arroyo, Cooper, Burleson, 
Woolf, Muldner, et al., 2009a; Baker et al., 2010).. 
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Figure 3-4 Hope’s body language. 
3.1.3 Type of support 
The agent in this project uses both types of affective support, active and passive. 
For those situations where a positive affective state is identified, such as engagement, the 
agent uses optimistic messages that do not mention the affective state itself but instead 
highlights and promotes it (Figure 3-5a); when negative affective states are identified, 
such as high level of frustration, the agent recognizes it up and offers a suggestion on 
how to alleviate it (Figure 3-5b). 
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Figure 3-5 Diverse types of affective support provided by the agent: (a) passive and (b) active. 
3.1.4 Pedagogical Approach 
Even though the design of Hope follows previous research for her role and strategies to 
enhance communication (summarized in  
Table 3-1 Characteristics of Hope based on the underlying pedagogical approach), there are 
unique elements in the pedagogical theories behind the design of the real-time 
interventions, which are detailed in section 3.3. Behavior Engine Design.  
Table 3-1 Characteristics of Hope based on the underlying pedagogical approach 
Characteristic Components Description 
Role Mentor 
(Arroyo et al., 2007; Baylor & Kim, 
2005; Gonzalez-Sanchez, Chavez-
Echeagaray, Atkinson, & Burleson, 
2011; Kim et al., 2007; Walonoski & 
Heffernan, 2006) 
A mentor is a mixture between an expert (that 
has a flat affect and provides authoritative 
info) and a motivator (that is lively and 
supportive but provides little or no content 
information). 
Pedagogical 
Theories 
 
Self-theories about intelligence  
(Arroyo et al., 2007; Dweck, 1999; 
Grafsgaard, Boyer, Phillips, & 
Lester, 2011; Robison, McQuiggan, 
& Lester, 2009b; Veletsianos, 2009; 
Walonoski & Heffernan, 2006) 
 
Self-perception about intelligence 
(Boyer et al., 2008; Burleson & 
Picard, 2006; Pantic & Rothkrantz, 
2003; Wang et al., 2008) 
Agent promotes the idea that we are all able 
to learn in the manner that is best suited to our 
peculiar aptitude as well as the idea that 
intelligence is malleable.  
Attribution theory 
(Arroyo, Woolf, Royer, Tai, 
Muldner, et al., 2010b; Baker et al., 
2010; Boyer et al., 2008; Burleson & 
Picard, 2006; Craig et al., 2004; 
Csikszentmihalyi, 1990; D'Mello et 
al., 2007; 2010; Gee, 2004; Graesser, 
Messages attribute errors to the difficulty of 
the tasks and success to the student 
persistence and effort. 
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D'Mello, Chipman, King, & 
McDaniel, 2007a; Pantic & 
Rothkrantz, 2003; Picard & Daily, 
2005; Robison, McQuiggan, & 
Lester, 2009b; Weiner, 1985; Woolf 
et al., 2010; Zakharov et al., 2008) 
Provide progress reports 
(Arroyo et al., 2007; Gonzalez-
Sanchez et al., 2011; Kim et al., 
2007; Mehrabian, 1996b; Walonoski 
& Heffernan, 2006) 
Measurement of progress is provided to 
encourage student’s self-monitoring.  
Feedback 
(Arroyo et al., 2007; Grafsgaard et 
al., 2011; Huck, 2000; Robison, 
McQuiggan, & Lester, 2009b; 
Veletsianos, 2009; Walonoski & 
Heffernan, 2006) 
Positive and negative feedback is provided to 
improve student’s self-regulation and to 
strengthen the agent-learner relationship by 
increasing the credibility of the agent.  
Timing 
(Boyer et al., 2008; Huck, 2000; 
Pantic & Rothkrantz, 2003; Wang et 
al., 2008) 
Proper timing of the intervention avoids 
negative impact and promotes flow and 
virtuous cycles in the learning process. 
Avoid negative impact and promote 
flow and consider affective states 
(Baker et al., 2010; Boyer et al., 
2008; Burleson & Picard, 2006; 
Craig et al., 2004; Csikszentmihalyi, 
1990; D'Mello et al., 2007; 2010; 
Gee, 2004; Graesser, D'Mello, 
Chipman, King, & McDaniel, 2007a; 
Huck, 2000; Pantic & Rothkrantz, 
2003; Picard & Daily, 2005; 
Robison, McQuiggan, & Lester, 
2009b; S. Simon & Granaas, 1999; 
Zakharov et al., 2008) 
Students’ states are considered when 
generating interventions and content of the 
feedback to avoid negative impact and 
promote flow and virtuous cycles in the 
learning process. 
Strategies to 
enhance 
communication 
Empathy 
(Atkinson & Mayer, 2005; Baker et 
al., 2010; Burleson & Picard, 2006; 
Chase et al., 2009; D'Mello et al., 
2010; Gonzalez-Sanchez et al., 2011; 
Gulz et al., 2011; Huck, 2000; Kim et 
al., 2007; Mehrabian, 1996b; 
VanLehn, 2011) 
Messages from the agent empathize with the 
student; for example, expressing certain 
levels of relief when things become easy or 
certain levels of stress or frustration when the 
student is struggling. 
Expressiveness 
(J. Cohen, 1988; Huck, 2000; 
Mehrabian, 1996b; Veletsianos, 
2009) 
Expressiveness is present in both visual and 
verbal messages and it considers different 
components. For visual messages, it includes 
the usage of font-sizes and font-styles, while 
for verbal messages, it considers the 
enunciation, pauses, and emphasis of the 
message.  				
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 Politeness  
(Atkinson & Mayer, 2005; Baker et 
al., 2010; Boyer et al., 2008; Conati 
& Maclaren, 2009; D'Mello et al., 
2010; Huck, 2000; VanLehn, 2011; 
Wang et al., 2008)  
Politeness is added to the messages to 
increase self-efficacy and self-confidence, as 
well as to build rapport. The message is used 
to suggest rather than impose actions, or to 
suggest different ways to approach a specific 
task rather than negatively evaluating the 
student’s process. 
 
The agent uses the pedagogical mentor role offering a balance between the roles of 
acting as an expert and a motivator providing affective support. The agent interaction with 
the student occurs through text- and speech-based dialog reinforced with animations and 
through the interface actions within the ELE, e.g., buttons and menus. The content of the 
dialog is varied for each situation (Arroyo et al., 2007; Kim et al., 2007; Walonoski & 
Heffernan, 2006) to avoid a negative impact (Pantic & Rothkrantz, 2003; Robison, 
McQuiggan, & Lester, 2009b; Veletsianos, 2009; Zakharov et al., 2008) and to promote 
flow and virtuous cycles in the learning process. The design of the content in the dialog 
considers aspects of theories, such as: 
• self-intelligence (Boyer et al., 2008; D'Mello et al., 2007; Dweck, 1999; Wang et al., 
2008),  
• self-perception (Baylor & Kim, 2004; Burleson & Picard, 2006; Katz et al., 2007; 
Veletsianos, 2009), and 
• attribution theory(Weiner, 1985), 
where the agent promotes the idea that we are all able to learn in the manner most suitable 
for us and where messages attribute errors to the difficulty of the tasks and success to the 
student’s persistence and effort, respectively.  
In addition to the above theories, message content includes the following to elicit 
engagement of the student (Baylor & Kim, 2004; Katz et al., 2007; Veletsianos, 2009): 
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• information on the progress the student is accomplishing on the task (Arroyo et al., 
2007; Baylor & Kim, 2005; Kim et al., 2007; Walonoski & Heffernan, 2006) to 
encourage student’s self-motivation, and 
• feedback(Mitrovic, 2011; Tan & Biswas, 2006), both positive and negative according 
to the situation to improve student’s self-regulation and to strengthen the agent-learner 
relationship by increasing the agent’s credibility. 
Timing of the agent’s intervention or action – the moment when the agent manifests 
a behavior – is adaptive, attending to the individual learner’s interface actions, the steps 
towards completing a task, her performance, and her affective states. This means that the 
agent actions also vary from one user to another (real-time timing) as is the case when 
human-mentors work with different students (Dweck, 1999; Lepper, Woolverton, Mumme, 
& Gurtner, 1993; Pantic & Rothkrantz, 2003; Veletsianos, 2009; Zakharov et al., 2008).  
There is not a fixed interval on when an intervention happens. Interventions related 
to learner’s interface actions, the steps towards task completion, and learner’s performance 
are manifested as these events happen, even though these immediate interventions mean 
that the agent might repeat the same behavior. Even when the behavior is the same, each 
behavior that includes a message has a pool of five different messages to choose from and 
that are randomly selected. Interventions related to affective states are manifested as these 
happen; however, if the learner’s affective state is persistent over time, the behavior won’t 
be triggered over and over; instead, an idle state is inserted. 
The intent of this adaptive timing is to avoid having excessively frequent 
interventions that inhibit progress while still ensuring that interventions are frequent 
enough to elicit virtuous cycles (Boyer et al., 2008; Burleson & Picard, 2006; D'Mello et 
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al., 2007; Wang et al., 2008) and reflection on the learning process and instructional content 
(Arroyo, Woolf, Royer, Tai, Muldner, et al., 2010b; Baker et al., 2010; Katz et al., 2007; 
Pantic & Rothkrantz, 2003; Weiner, 1985; Woolf et al., 2010; Zakharov et al., 2008). 
Communication is enhanced with social elements, such as: 
• empathy (Arroyo et al., 2007; Kim et al., 2007; Walonoski & Heffernan, 2006), where 
messages from the agent let the student know she feels what the student is feeling; for 
example, expressing certain levels of relief when things become easy or certain levels 
of frustration when the student is struggling; 
• expressiveness (Lepper et al., 1993; Pantic & Rothkrantz, 2003; Veletsianos, 2009; 
Zakharov et al., 2008), using both visual and verbal messages; visual messages include 
the usage of font sizes and font styles, while verbal message consider the enunciation, 
pauses, and emphasis of the message; and  
• politeness (Boyer et al., 2008; D'Mello et al., 2007; Wang et al., 2008), which is added 
to the message to increase self-efficacy and self-confidence, as well as to build rapport; 
the message is used to suggest rather than impose actions, or to suggest different ways 
to approach a specific task rather than to negatively evaluate the student’s process.  
3.2 Affect Detection and Representation 
The method selected to detect the affect state from the learners was the use of 
biometric sensors, listed in Section 3.2.1 below. Meanwhile, the three-dimensional 
model, PAD (Pleasure, Arousal, Dominance), defined by Russell and Mehrabian (1977) 
was used to represent the high level affective state, resulting from merging the data from 
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the multimodal system using a decision-level fusion method; the details are presented in 
Section 3.2.2 below. 
3.2.1 Biometric Sensors 
Three biometric sensors were used in this research to obtain affective information 
from the learner. The galvanic skin response bracelet, Shimmer3+GSR; the EEG headset, 
B-Alert X10; and the face-based emotion recognition system, FACET.  
The responses or constructs these sensors provide, listed in the Table 3-2 Decision 
column, could be considered to be in a decision-level. The two sections below describe 
the process to fuse and represent the information from these sensors. 
3.2.2 Affect Representation 
Each sensor considered in this research provides its own constructs or decision-
level results. In order to have a homogeneous representation of these results and be able 
to fuse them, each construct was translated (Table 3-2) to its PAD representation based 
on Russell and Mehrabian (1977) proposal(Russell & Mehrabian, 1977). 
3.2.3 Algorithm for Multimodal Affective System 
As this is a multimodal system, one that considers different sensors or channels to 
collect emotional information, a fuse method was used to combine these diverse 
channels. First, the diverse decision-level results from the different sensors were 
homogeneously represented using the PAD approach explained above, then they were 
normalized in range, adjusted in frequencies, and finally fused, using a method based in 
operations of Euclidean vectors to calculate the high level affective state of the user. 
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Table 3-2 Translation of the decision-level results from each sensor to PAD representation 
Sensor Decision PAD Equivalent* P A D 
Shimmer 3+ GSR Arousal Aroused (29) +0.24 +0.57 +0.22 
EEG B-Alert X10 High Engagement Activated (36) +0.42  +0.58  +0.38 
Low Engagement Deactivated (144) -0.46  -0.43  -0.46 
Distraction Distressed (97) -0.64  +0.28  -0.36 
Drowsy (ant) Alert (37) -0.49  -0.57  -0.45 
FACET Joy Joyful (20) +0.76  +0.48  +0.35 
Anger Angry (82) -0.51  +0.59  +0.25 
Surprise Surprised (52) +0.40  +0.67  -0.13 
Fear Fearful (101) -0.64  +0.60  -0.43 
Contempt Contempt (85) -0.23  +0.31  +0.18 
Disgust Disgusted (75) -0.60  +0.35  +0.11 
Sadness Sad (151) -0.63  -0.27  -0.33 
Confusion Confused (121) -0.53  +0.27  -0.32 
Frustration Frustrated (96) -0.64  +0.52  -0.35 
* Numbers in parenthesis indicates the index of the term in Table 4 The Definition of Terms Denoting Emotions in 
Terms of Pleasure, Arousal, and Dominance by Russell and Mehrabian (1977).(Russell & Mehrabian, 1977) 
 
The ultimate goal of this process is to identify if the high level affective state of 
the learner could be defined as engagement, frustration, or boredom. The algorithm is 
able to recognize a neutral state as well as an uncertain state. The steps included in this 
algorithm are explained below. 
For this particular case, the algorithm is expecting values from the three different 
sensors listed in Table 3-3. However, if for any reason the data from any of the sensors is 
missing (e.g., due to lack of connection or poor quality of the data collection process), the 
algorithm will represent this as a null value. Null values are not considered in any of the 
calculations; thus, they do not contribute to the PAD representation of an emotion.  
It is worth mentioning that the connectivity of the diverse sensors with the 
computer and the related software for the setup and configuration ised was very stable. 
There were rare cases where the connection was lost due to low battery or due to an issue 
with the physical connection, but those cases were few. Regarding the quality of the 
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collected data, according to the reports from the software used for data collection and 
based on the data acquired during the two sessions where the algorithm was active, there 
was on average 84% of high quality data from the web camera to be analyzed by the 
FACET system, 89% high quality data from Shimmer3 + GSR, and 76% high quality 
data from EEG B-Alert X10 headset. 
 
Step 1. Normalizing ranges 
Values from the diverse sensors consider different ranges (Table 3-3– Range). 
Before these values could be fused they are normalized, using the unity-based 
normalization method, to have them all in a [0, 1] range (Equation 3a).   
 !" = 	 %&%'()%'*+&%'()    (3a) 
 
Table 3-3 Ranges and Samples per Second from Each Sensor 
Sensor Range Samples per Second 
Shimmer3 + GSR [0 , 20] 128 
EEG B-Alert X10 [0 , 1] 256 
FACET [-7 , 7] 30 
 
Step 2. Adjusting frequencies 
Each sensor produces values at different frequencies (Table 3-3– Samples per 
Second). The system reads the data from the sensors continuously and averages it by the 
second, thus, a new value from each channel of each sensor is available every second.  
Step 3. Defining the vector for each PAD sub-space (octant) 
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The next step is to group all the decisions from the sensors according to the sub-
space (octant) in the PAD space they belong (Table 3-4) and find the resultant vector that 
describes each of those sub-spaces. Due to the nature of the data collected from the 
sensors, it is important to note that not all the sub-spaces have a resultant vector (Table 
3-4) due to the nature of the values from the diverse sensors. 
Table 3-4 Distribution of decision on each sub-space 
Sensor Decision PAD 
1 
PAD 
2 
PAD 
3 
PAD 
4 
PAD 
5 
PAD 
6 
PAD 
7 
PAD 
8 
GSR Arousal x        
EEG High Engagement x        
Low Engagement       x  
Distraction      x   
Drowsy       x  
FACE Joy x        
Anger  x       
Surprise     x    
Fear      x   
Contempt  x       
Disgust  x       
Sadness       x  
Confusion      x   
Frustration      x   
 
The resultant vector for each sub-space (octant) is defined by adding the vectors 
defined by the PAD coefficients for each decision / emotion on the octant.  
As sub-spaces have different number of decisions on them, the resultant vectors are 
weighted, by dividing the coefficients by the number of vectors on the sub-space.  
PAD1w = PAD1 / 3 
PAD2w = PAD2 / 3 
PAD5w = PAD5 
PAD6w = PAD6/4 
PAD7w = PAD7/3 
 
Step 4. Grouping sub-space vectors according to their closeness to the reference 
emotions 
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The reference emotions in this case are the three emotional states that the 
algorithm is aiming to detect: engagement, frustration, and boredom. These reference 
emotions are represented with their equivalent PAD (Table 3-5) in the same way as the 
decisions provided by the sensors. 
Table 3-5 Reference Emotions 
Reference Emotions* PAD sub-space P A D 
Engaged / Activated (36)   PAD1 +0.42  +0.58  +0.38 
Frustration (96) PAD6 -0.64  +0.52  -0.35 
Boredom / Bored (132) PAD7 -0.65  -0.62  -0.33 
 
This step consists of grouping (adding) the five weighted PADw vectors from Step 
3, one for each of the sub-spaces (remember that there are three sub-spaces with no PAD 
vectors), in the three possible groups: engagement (e), frustration (f), and boredom (b) 
depending on the Euclidian distance between them, defined as the magnitude or length or 
magnitude of the segment that connects those two vectors (Anton & Rorres, 2010). 
As it could be assumed, the weighted PAD vector that belongs to the same sub-
space as the reference emotion vector is considered part of that group. Thus, PAD1w will 
be included in the engagement group (e), while PAD6w and PAD7w will be included in 
the frustration group (f) and boredom group (b), respectively. To define the group where 
PAD2w and PAD5w should be added, the distance between each of these vectors is 
calculated against the reference emotions vectors and the weighted PAD vector will be 
added to that group where the distance between the weighted PAD vector and the 
reference emotion vector is smaller. The process to define the group where PAD2w 
should be added is illustrated below and it is used in the same way for PAD5w.If distance 
between PAD2w and Engagement is the smaller then, e = e + PAD2w 
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If distance between PAD2w and Frustration is the smaller then, f = f + PAD2w 
If distance between PAD2w and Boredom is the smaller then, b = b + PAD2w 
 
These group vectors (e, f, and b) are weighted depending on the number of PADw 
added to each one.  
Step 5. Finding the group vector (e, f, or b) with the smaller distance to the 
corresponding reference emotion vector and within the thresholds 
This step consists of calculating distance between the group vector to the 
corresponding reference vector (i.e., distance between ‘e’ and reference vector 
Engagement). The goal is to find the pair of vectors with the smaller distance and within 
the thresholds. The output of this step is the final emotion recognized by the algorithm. 
Note that the algorithm considers the existence of a Neutral state, if all the grouped 
vectors have the same distance to the corresponding reference vector. Also, the algorithm 
will report an Uncertain state if none of the group vectors fits the requirements. 
To define the final high-level emotion, three distances are computed (E, F, and 
B), as well as local and global thresholds. The criteria are as follows: if the distance 
between the group vector and the reference is the smallest of the three, and the distance is 
within the general threshold and the other two distances are out of the corresponding 
local threshold, then the group vector being analyzed is defining the resultant emotion. 
The local thresholds are defined by the distance between the weighted PADw 
vector to the correspondent reference emotion vector.  
LocalThresholdEngagement = distance (PAD1w, Engagement) 
LocalThresholdFrustration = distance (PAD6w, Frustration) 
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The global threshold (GT) is obtained by averaging the three local thresholds. The 
final decision from this algorithm is considered as the emotional event from the user. 
This event is combined with the interface events (the interaction with the GUI) as well as 
with the model events (steps to complete the model) and cognitive events (measures of 
the cognitive workload). All these events are the inputs for the behavior engine that 
define the actions of the agent. 
3.3 Behavior Engine 
The focus of this research is on the design of an affective agent, Hope, and her 
interventions triggered by the combination of diverse events (Table 3-6): interface events, 
model building events, performance events, cognitive events, and emotional events. 
The behavior engine is the component that combines these events and then defines 
the proper response for the agent. The response or reaction of the agent includes a message 
(audio and text) as well as an animation (body language). 
The behavior engine proposed and defined here is able to drive the behavior of two 
different versions of the agent: one, where all the events mentioned in Table 3-6 are 
considered, which is the affective version of the agent; and a second one, where the 
emotional events are not considered (even for the combined events), which is the tutor 
version of the agent. These two versions of Hope are needed as the study related to this 
research considers and compares these two conditions. 
This section provides details about the behavior engine, its inputs, its model, and its 
responses, which will drive the interventions of the agent. 
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3.3.1 Inputs  
The behavior engine has five sources of inputs (Table 3-6): the interface events 
from the interaction with the GUI of the ELE, such as navigating from one tab to another, 
keeping popup window open or closed, opening a menu; the model building events that are 
the steps followed by a student towards completing the task, such as defining the type of a 
node, connecting two nodes, defining the equation of a node; performance events that are 
related to the successful completion of a task, for instance if the model under test is correct 
or not, if the student is using or abusing the provided help in the ELE; cognitive events, 
related to the working memory load that the task in turn requires from the user; and 
emotional events, reported by the biometric sensor module based on the data collected from 
the biometric sensors and fused by the algorithm described in Section 3.2.3. 
Table 3-6 Description and Priority of the Events Considered by the Behavior Engine 
Priority Event Description Tutor 
Version 
Affective 
Version 
1 Interface Interaction with the GUI, e.g., moving from one tab 
to other, keeping a window open, or opening a 
menu. 
X X 
2 Model 
building 
Steps towards completing the task in turn. E.g., 
defining the type of a node, connecting two nodes, 
or defining the equation of a node. 
X X 
3 Combined Concurrency of performance, cognitive, and 
emotional events. 
X 
Does not 
include 
emotional 
events 
X 
4 Performance Events related to the successful completion or not 
of a task, if the model created is correct or not, use 
of the provided help. 
X X 
5 Cognitive Events related to the cognitive working load 
required to perform the task in turn. 
X X 
6 Emotional Events reported from the biometric sensor module.  X 
 
A full list of all the events on each category could be found in the Appendix A, List 
of Events Considered by the Behavior Engine. 
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3.3.2 Model 
The core component of the behavior engine is the behavior model. The model 
allows the behavior engine to define the behavior of the agent. A snip of the code related 
to the behavior model of the behavior engine could be found in Appendix B. Behavior 
Engine Code. 
 
Figure 3-6. Process to define the behavior and interventions of the affective-adaptive agent. 
The behavior engine collects and processes data about the user’s emotional events 
and cognitive events (Figure 3-6a), interface events, model building events, and 
performance (Figure 3-6b) and then defines the behavior of the agent (Figure 3-6c), which 
triggers an intervention in a proper time and form (Figure 3-6d) inside the ELE.  
For the creation of the model, a production-rule system was defined. The 
production rule system tracks the events mentioned above. Different events could happen 
at the same time; thus, diverse rules could be triggered. To avoid a clashing problem, the 
system prioritized the events based on the priority defined in Table 3-6. It is the working 
memory component which handled this priority, as well. 
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In this case, there were instances where rules considered the fact of concurrent 
events, namely combined events. These combined events include performance, cognitive, 
and emotional events (Table 3-6 – Combined events). It is important to note here that for 
the tutor version of the agent; these combined events do not include emotional events for 
obvious reasons.  
The production rule system has a component called working memory, which keeps 
record of the current and prior state of those events, so the system can use these states in 
order to generate the current behavior. The working memory is updated every second, so 
the agent was able to produce a response every second. 
3.3.3 Responses 
The response or behavior of the agent is a prompt to either respond to an action 
from the student or to trigger a reaction from the student. In accordance with the current 
event a response will be generated. The response includes a message (audio and text) as 
well as an animation (body language). The response is selected from a pool of predefined 
responses. The behavior engine is able to identify a total of 44 different events: nine 
interface events, eight model building events, six performance events, twelve combined 
events, four cognitive events, and five emotional events. Each of these types of events 
triggers an emotional response. For each possible response, the pool contains five different 
audio and text pairs, to avoid the agent repeating herself. The complete set of possible 
responses can be found in Appendix A. List of Events and Responses from the Agent. It is 
worth mentioning that five emotional and nine combined events (fourteen total, 32%) are 
only available for the affective version of the agent as they refer to emotional states.  
		
	 53	
For interface, model building, and performance events a response is generated 
every time one of these events occurs. For emotional and cognitive events, the working 
memory is updated every second, so the engine could react with this frequency. However, 
if the working memory recognizes that the current emotional, cognitive, or combined 
events are the same as the prior events, it does not repeat itself; and instead, it goes to an 
idle state and it will resume after a short period of time (from 3 to 5 seconds) depending 
on the type of the event. 
The following examples illustrate different scenarios that could occur during a 
session. There is no difference in the responses from the tutor version and the affective 
version of the agent; the difference resides in the fact that the affective agent reacts to 
emotional events while the tutor agent does not.  
• Interface event. The student clicks on the “Next task” button before finishing the 
current task. The response for this event is an animation, where the agent moves her 
arms and there is a message (text and audio). The message reads as follows: “We need 
to finish this model first, then we can move forward.” 
• Model building event. The student is trying to connect two nodes; however, the 
intended connection is not allowed. The response is an animation, where the agent 
moves her arms and there is a message (text and audio). The message reads as 
follows: “The connection between these two nodes is not allowed.” 
• Performance event. The student tests the model, and the model is correct. The 
response is an animation, where the agent nods positively and points to the results and 
there is a message (text and audio). The message reads as follows: “Well done! Our 
model works. Let's take a look in the answers from our model.” 
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• Cognitive event. The behavior engine detects a high level of cognitive load. The 
response is an animation, where the agent moves her arms and there is a message 
(text and audio). The message reads as follows: “This could be overwhelming! Let's 
review the help provided.” 
• Emotional event. The behavior engine detects that the student is experiencing 
frustration. The response is an animation, where the agent moves her arms and there 
is a message (text and audio). The message reads as follows: “I know! This is 
frustrating, but let's keep going and review the task again.” 
• Combined event. The behavior engine detects a sequence of interface events that 
indicates that the student completes the model, runs it, and tests it, and then identifies 
a performance event with the outcome showing that the model was correct. At the 
same time, the cognitive events report a high level of working load while the 
emotional events report that the user is bored. This is a combined event, where a 
performance event, a cognitive event, and an emotional event are detected. According 
to the model of the behavior engine, the response to execute includes an animation 
and a text where the agent recognizes the progress and effort of the student and 
encourages the student to continue in the hope of mitigating the boredom. The 
message reads as follows: “We are doing a great job here, let's finish this task to 
move to the next challenge.” 
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4 Exploratory Learning Environment  
The ELE used in this research is based on one of the initial versions of the 
Affective MetaTutor (AMT) project (Girard et al., 2013; VanLehn et al., 2017; Zhang et 
al., 2013). Several, adaptations were made in the GUI, the functionality, the flow of the 
tasks, and the content.  
Section 4.1 covers the details about the knowledge base of the ELE system. 
Section 4.2 describes the system itself, its GUI, as well as the tasks and levels it 
comprises. Section 4.3 provides the information about the instructional material provided 
to learn about the tool as well as to learn about the diverse concepts introduced about 
each task.  
4.1 The Knowledge Base 
The ELE aims to teach students how to create graphical representations of 
mathematical models for dynamic systems, such as the one shown in the Model section in 
Figure 4-1(left) below. A mathematical model comprises a set of equations, such as the 
ones at the equation portion of Figure 4-1(right), that explains how a set of variables 
(components of the system being modeled) behaves. The challenge of creating a 
mathematical model for a dynamic system becomes evident from the fact that those 
variables are not static but change over time. The mathematical model is run several 
times, for a specific period (seconds, minutes, hours, days, months, or years). The 
mathematical model should be able to calculate the status of all the variables at any 
moment and should help to create predictions about the system. 
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Figure 4-1 Graphical representation of a mathematical model and its equations 
To facilitate the process of defining the equations of the mathematical model, a 
graphical representation is used, where each variable depending on its type has a symbol 
that represents a node, where the relationship between variables is defined by links 
between those nodes, and where each node gets a value or equation depending on its type 
and links.  
The following illustrates the dynamic system in Figure 4-1: 
 
Suppose an empty barrel is set under a faucet. The faucet has been turned on to allow a 
constant flow of water into barrel. The water flows at a rate of 3 gallons per minute. 
 
A possible question about this dynamic system could be: How much water will be 
in the barrel after 10 minutes? 
The model in Figure 4-1 above depicts the graphical representation of the 
dynamic system. A system with three variables (nodes): “the water in the barrel” that 
receives water from the “inflow from faucet” in a “normal flow rate” of 3 gallons per 
minute. The node “normal flow rate” is a constant that is represented by a diamond and 
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its equation is “normal flow rate = 3”; this constant value is passed (this is represented by 
the arrow from the diamond to the faucet symbol) to the flow variable, “inflow from 
faucet”, represented by a faucet and its equation is “inflow from faucet = normal flow 
rate”; lastly, the flow will be an input (represented by the arrow from the flow to the 
stock) to the stock represented by the double-lined rectangle “water in the barrel” and in 
this case, the equation for the stock only represents its initial value, 0, “water in the barrel 
(t=0) = 0”  
The amount of “water in the barrel” is what changes over time. To calculate the 
amount of water in the barrel after 10 minutes, we should consider what happens minute 
by minute. The equation that defines this behavior is: 
Water in the barrel (t) = Water in the barrel (t-1) + inflow from faucet (t) 
Thus, the barrel was empty at the beginning; by the first minute (t = 1), the barrel 
will have 3 gallons; by the second minute, 3 more gallons are poured in the barrel on the 
top of the 3 prior gallons, making a total of 6 gallons. Table 4-1 below shows how the 
water in the barrel behaves (accumulates) during a period of 10 minutes. After running 
the model, it is possible to observe that the barrel will have 30 gallons of water.  
Table 4-1. Values of the variables in the dynamic system minute by minute 
Time Normal flow 
rate 
Inflow from 
faucet 
Water in the 
barrel 
0 3 3 0 
1 3 3 3 
2 3 3 6 
3 3 3 9 
4 3 3 12 
5 3 3 15 
6 3 3 18 
7 3 3 21 
8 3 3 24 
9 3 3 27 
10 3 3 30 
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Systems such as the one described above as well as other more complex systems 
are covered as part of the knowledge base of the system. 
4.2 The System 
This section covers the Graphical User Interface (GUI) components of the ELE as 
well as the tasks included as academic content. 
4.2.1 Graphical User Interface 
The GUI of the ELE is organized in three tabs: the Instructions tab, the Situation 
tab, and the Model tab. 
Instructions tab: where the student can find the information about the new concepts 
covered in the corresponding level of the task in place, Figure 4-2. 
 
Figure 4-2 Instructions Tab 
 
 
		
	 59	
• Situation tab: where the dynamic system description or situation is shown, Figure 
4-3.  
 
Figure 4-3 Situation Tab 
• Model tab: where the student works to build the graphical representation of the 
dynamic system, Figure 4-4.  
There are two versions of the model tab. Figure 4-4 shows the version when the 
agent (either the tutor or the affective agent) is not present. Figure 4-5 below depicts the 
version of the model tab when the agent is present. The buttons and functionality are the 
same; the addition is the agent and the chat box used to show the messages from the 
agent. 
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Figure 4-4 Model Tab without the agent 
 
Figure 4-5 Model Tab with the agent 
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The model tab is where most of the activity happens and has several functional 
components, such as menus and buttons. Table 4-2 contains the complete list of menus 
and buttons available at Model tab. 
4.2.2 Tasks and Levels 
The tasks contained within the ELE system cover the dynamic system topic. 
Tasks are organized in levels; each level presents specific concepts and builds on the 
prior level offering complex dynamic systems to be defined and graphically represented 
as the student advances to the next level. 
This subsection provides information about the specific concepts covered in each 
of the nine levels included in the ELE system. Table 4-3 lists examples (description and 
graphical representation) of the type of models covered and their complexity. 
A pool of tasks was defined for each level. The pool of tasks used for this 
research can be reviewed in Appendix C, Full Set of Tasks.  
Table 4-2. Menus and buttons available at Model tab 
GUI Component Description 
 
Right clicking in a node opens a menu that allows the user to 
manipulate the node. Through this menu, it is possible to define the 
type of the node, enter the equation editor, or visualize the graph of 
the node. 
 
Hovering over a node activates an icon-based menu. Through this 
menu, it is possible to visualize (right to left) the graph of the node, 
define a link, or enter the equation editor.  
 
Once the model is completely defined, the Run Model button 
becomes available and can be used to run the model. 
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Once the model is run and recognized as a valid model, the Test 
Model button becomes available. It is then possible to test the 
model. 
 
Once the task in place is successfully completed, if there are more 
tasks in the same level, the Next Task button becomes available to 
move on to the next task. 
 
Once the task in place is successfully completed, if there are no 
more tasks in the current level, the Level Up button becomes 
available to move to the next level. 
 
Table 4-3 List of levels in the ELE system including an example of the type of model in each level 
Level Covered 
concept  
Example Graphical representation  
1 Constant Represent 
the interest 
rate of a 
bank 
account. 
  
interest rate = 0.02 (2 %) 
2 Auxiliaries Obtaining 
the area of a 
surface 
 
 
 
roof area = roof length * roof width 
3 Stock and 
Flow 
Filling a 
pool over 
time 
 
 
 
water flowing into the pool = water flowing rate 
 
Leak in a 
bucket 
 
water leaking from the bucket = leaking rate 
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4 Stock and 
Flows with 
Multiple 
Constants 
Water 
flowing into 
a barrel 
 
 
 
inflow from faucet = openness of faucet * normal flow rate 
5 Stock, Flow, 
and Loops 
Deposits in a 
saving 
account  
 
 
 
money into account = savings account * deposit 
 
6 Inflows and 
Outflows 
Filling a 
bathtub that 
has a leak 
 
water into the bathtub = filling rate 
water leaking from the bathtub = leaking rate 
 
7 Inflows, 
Outflows, 
and Loops 
Bank 
account with 
interests and 
withdraws 
 
added = money * interest rate 
withdraw = withdraw rate 
8 Constants, 
Flows, and 
Loops 
Water falling 
into a barrel 
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difference = barrel – water below spigot 
spigot = normal drain rate * difference 
faucet = normal faucet rate * openness of faucet 
9 Stocks and 
Auxiliaries,  
Difference 
between two 
countries 
fleets 
 
difference in fleet = US fleet - Panama’s fleet 
ships added = growth rate 
US ships lost = US fleet * shrink rate 
4.3 Instructional Material 
During a session, students are exposed to diverse instructional material, such as an 
introductory video explaining the topic, dynamic systems, as well as the basics about how 
a dynamic system could be represented graphically. Videos are available to instruct 
students on how to use the ELE by reviewing its features. At the beginning of each task, 
information about the new concepts covered in each level is offered to the students. Other 
instructional materials are tests designed to evaluate the model created by the student on 
each task. The last piece of instructional material consists of the information provided 
through the buttons in the GUI of the ELE. This includes a glossary of the concepts 
related to dynamic systems as well as their graphical representation, a summary of the 
components of the task in place, and images that show the graphical model and equations 
for that task. Details about each of these materials are provided in the subsections below. 
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4.3.1 Introductory Video 
The first piece of instruction that a student receives is a video that explains what a 
dynamic system is, how a mathematical model can represent it, and how a graphical 
representation can define the dynamic system. The learner is introduced to the 
components of the graphical representation: nodes, links, values, and equations. The 
learner is also presented with an example that explains all the concepts and how to build 
the graphical representation of the system. The full script of this video is available in 
Appendix D, Introductory Video Script, which also includes some sample images from 
the video. 
4.3.2 Learning to Use the ELE Video 
After the introductory video, students are presented with additional videos that 
explain the features and GUI elements of the ELE. Each video presents a situation (task). 
The video shows how this situation is graphically represented (model) and how it is 
evaluated through a test by answering a set of questions.  
The videos present the process to build the model step by step; they explain how 
to define the type of a node, its links, and its equations. They also include information 
about how to run the model, how to visualize the values of the nodes in the model, and 
how to test the model. 
The first video presents the simplest type of models, a model with a single node 
and no links. The second video presents a model with basic complexity but that allows all 
the features included in the ELE. The full scripts of these videos are available in 
Appendix E, ELE Videos Scripts, which also includes sample images from the videos. 
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4.3.3 Material for Each Level Defined in the ELE 
A model can vary in complexity depending on the number of variables and their 
type. Students are provided with instructional material for the nine different levels of 
complexity. These materials are available in the ELE and can be consulted as required. 
Figure 4-6 below presents an example of the instructional material. The full set of this 
instructional material is available in Appendix F, Full set of instructional material. 
Stock and Flows 
The terms “stock” and “flow” must be defined together. 
 
A stock node, shown as a double-line rectangle, represents a variable whose current value could 
increase or decrease. Its value is determined by its initial value and the past values of other variables 
and it self. 
 
A flow, shown by the faucet symbol, represents an event that causes a stock to change over time. 
There are two types of flows: an “inflow” increases the value of a stock, while an “outflow” 
decreases the stock’s value. 
 
Now that you’ve got the basic concepts, let’s work through an example. 
 
Suppose an empty barrel is set under a faucet. The faucet has been turned on to allow a constant flow 
of water into barrel. The water flows at a rate of 3 gallons per minute. 
 
The model representing this situation is shown below. The stock “water in the barrel” represents the 
amount of water in the barrel at any given point in time. The flow “inflow from faucet” represents 
the amount of water flowing into the barrel each minute. It is linked into the stock and it goes INTO 
the stock; it is an inflow. We are told that the normal flow is 3 gallons per minute. So, we need a 
constant “normal flow rate” to represent this. This constant is linked to the inflow because the 
constant determines the inflow’s value. 
 
 
 
Now for the equations on the nodes. The constant node just has a number as its value: 
• normal flow rate = 3 
 
The inflow considers only the normal flow rate, so its equation is: 
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• inflow from faucet = normal flow rate 
 
The equation for the stock states the initial value of the stock. We’re told the barrel starts empty, so 
the equation is: 
• INITIAL(water in the barrel) = 0 
 
Note that we do not define the equation for the stock. Its value is internally defined by the model and 
it consists of the current value of the "water in the barrel" plus the value of the "inflow from faucet" 
at any given time. 
 
 
In order to check that the model is correct, 
we think about how the stock’s value 
should change over time. Common sense 
would predict that the water in the barrel 
would steadily increase because the water 
going into it is the same each minute. It 
would be an upward sloping line as 
shown in the Water in the Barrel” graph 
on the right. 
 
 
 
Now, let's review another example, but this time using an outflow. Suppose the water in a barrel is 
draining through a circular hole. The rate at which the barrel is losing water is 1.2 gallons per 
minute. The barrel starts with 56 gallons of water. The model that represents this situation is shown 
below. The stock "water in the barrel" represents the amount of water in the barrel, which changes 
over time. The flow "draining" represents the amount of water leaving the barrel each minute. Note 
that the link between the stock and the flow goes OUT of the stock, so it is an outflow.  
 
 
 
The equations for the nodes are: 
• draining rate = 1.2 
• draining = draining rate 
• INITIAL(water in the barrel) = 56 
 
 
However, when defining the equation for the barrel, we must be aware that the water in the barrel 
cannot become a negative number, as that would not be a plausible scenario. To prevent a negative 
value, we must put a check mark in the equation editor, as shown below. 
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Thus, when we run the model and click 
on the graph of the stock, we see that the 
water in the barrel decreases steadily, then 
it stops when it reaches zero, which is 
what one would expect from a constant 
outflow. 
 
 
Now, let's try it. Click on the "Situation" tab to work in a new task. 
Figure 4-6 Example of the instructional material for Stocks and Flows 
4.3.4 Tests for Each Task 
Each task represents a situation, a dynamic system, to be graphically represented 
with the purpose of answering questions about the design and behavior of the system over 
time. Some questions verify the type of a node, others the equation defined for the node, 
while others check that the model calculates the values of a specific node over a defined 
period correctly. 
While a model is being tested, the ELE system uses the equations defined for each 
of the nodes and runs the model for the predefined period. Then, the test presents the 
questions that the model has to answer, the answer from the student’s model, and the 
expected answer. If the answer obtained from the student’s model is equal to the expected 
value, then a “correct” check mark appears; if not, an “incorrect” check mark appears 
instead. This process is shown in Figure 4-7 below. 
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Figure 4-7 Process followed to evaluate the model created by the student. 
Figure 4-8a below presents a situation, Bookworm. Figure 4-8b below presents 
questions covering the diverse checkpoints for the Bookworm model and the results of 
the test. The full set of tasks including their tests can be reviewed in Appendix C, Full Set 
of Tasks. 
 
a 
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b 
       
Figure 4-8 (a) Example of a situation / task. (b) Tests showing the evaluation of the model created by 
the student 
 
Table 4-4. Description of the help and hints provided by the buttons in the ELE system 
Button Description of the Help and Hints provided through the button 
 
Includes the information about all types of nodes, links, as well as the description 
of the content that can be found in the buttons on the system. Full content of this 
glossary can be reviewed in Appendix G, Glossary. 
 
 
Offers an image with the graphical representation of the model of the task in 
progress that shows the nodes and links. An example of this content is shown in 
Figure 4-9A*. 
 
 
Offers an image with the equations for each of the nodes of the model of the task in 
progress. An example of this content is shown in Figure 4-9B*. 
 
 
Provides an itemized version of the task in progress to help the student identify the 
nodes and their types. An example of this content is shown in Figure 4-9C*. 
* The content for the rest of the tasks could be reviewed in Appendix C, Full Set of Tasks. 
4.3.5 Help and Hints Provided through ELE’s Buttons 
While building the graphical representation of a dynamic system, buttons on the 
ELE offer access to information as listed in  
Table 4-4: 
These buttons could be enabled or disabled allowing the researcher to have 
different features as needed according to the type of study or experiment that is being run.  
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Figure 4-9 Help and hints provided through the buttons: (a) nodes and links hints, (b) equations Hints, 
and (c) summary. 
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5 Method 
5.1 Design  
A controlled experiment was conducted to assess the hypotheses related to the 
impact of the affective agent, Hope, on student’s learning experience and student’s 
performance while using an Exploratory Learning Environment (ELE) with this agent 
embedded on it. The hypotheses in this experiment considered that this affective agent (a) 
contextualizes learners’ interactions. (b) understands learners’ affect, and (c) couples these 
interactions and affective information to generate interventions. 
In terms of the student’s learning experience, this agent: 
H1: improves the student’s perception on the usefulness of the instructional material to 
them completing the tasks; 
H2: elicits a more positive perception of the agent, its pleasantness, its human -like 
characteristics, and ability to provide relevant and higher quality help;  
H3: improves the student’s perception of the overall usability while using the ELE tool; 
H4: induces positive affective states that fostered flow and virtuous cycles in students;  
In terms of student’s performance, the intervention is anticipated to: 
H5: increase the number of tasks completed by the student;  
H6: reduce the time needed by a student to successfully complete a task; 
H7: reduce the planning time needed by the student to start working on a task; 
H8: reduce the likelihood that the student will abuse the provided support (help and 
hints); and  
H9: reduce the number of attempts needed to complete a task (e.g., reducing the number 
of errors). 
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To attain this goal, the experiment included the following two conditions:  
1. A control group (CG) that used an ELE enhanced by an animated tutor, Hope, whose 
behavior (help and hints) was informed by the student’s interface actions, his or her 
performance events, and the student’s cognitive events working in the ELE. 
2. An experimental group (EG) that used an ELE enhanced by an animated affective 
agent, Hope, whose behavior was informed by monitoring and reacting to changes in 
the affective states of the student while they interacted with the ELE combined with 
the student’s interface actions, performance events, and cognitive events.  
5.2 Participants  
The target population group was undergraduate students at Arizona State 
University (ASU). A second requirement to participate in the study was that students had 
not completed any 200-level class in math and computing. 
 
Selection of the sample size was based on the typical convention for studies in 
social behavior, with 30 participants in each condition of the study.  
A total of 71 students started the study, with 36 in the control group and 35 in the 
experimental group. There was an attrition of 5 (14%) and 4 (11.5%) students on each 
group, control and experimental, respectively. Thus, 62 students completed the study, with 
31 in the control group and 31 in the experimental group. Forty-four (71%) were females, 
seventeen (27.4%) were males, and one identified as gender fluid (1.6%). They ranged 
from 18 to 25 years old with a mean of 19 (SD = 1.58). The participants represented diverse 
ethnicity groups, with a total of 15 (24.2%) Asian or Pacific Islanders, 4 (6.5%) Black or 
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African-American, 11 (17.7%) Hispanic or Latino, 2 (3.2%) Native American or American 
Indian, 28 (45.2%) White, 1 (1.6%) in other ethnicity groups (e.g., Afghan), and 1 (1.6%), 
who preferred not to answer. 
A total of 40 (64.52%) participants were freshmen. Seventeen (27.42%) were 
sophomores. Three (4.84%) were juniors while two were seniors (3.23%). The participants’ 
majors were diverse from business (business communication, tourism), to criminology 
(e.g., criminal justice), to engineering (e.g., architecture, aerospace, chemical, computer 
science, computer systems, digital culture, electrical, industrial, informatics, supply chain 
management), to health solutions (e.g., kinesiology), to integrative sciences and arts (e.g., 
interdisciplinary studies, quantitative science), to journalism (e.g., journalism and mass 
communication), and to liberal arts and sciences (e.g., anthropology, art studies, 
biochemistry, biomedical sciences, biology, communication, design, English rhetoric, 
family and human development, filmmaking practices, global studies, history, Japanese, 
jazz performance, music education, photography, political sciences, psychology, Russian, 
theatre, sociology).  
5.3 Materials 
The computer-based learning environment, namely, Exploratory Learning 
Environment (ELE) described in Chapter 4 was used as the primary platform for this 
study.  
Two different versions of this tool were used, one for each of the conditions: 
control group and the experimental group. The graphical user interface of the system, the 
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levels and tasks included, and the instructional material used were exactly the same for 
both conditions, as well as the graphical representation of the agent.  
The difference between the two conditions resided in the fact that the behavior 
engine (Section 3.3) that defined the behavior of the agent considered or did not consider 
the affective state of the student. Thus, the student received or did not receive support 
considering his or her affective state, while working with the affective agent version of 
the ELE (experimental group) or with the tutor agent version of the ELE (control group), 
respectively. 
5.4 Measures  
This research focuses on the impact of the affective agent on the student’s learning 
experience and student performance, as compared to the effect of a tutor agent.  
The following questions guided the assessment in terms of student’s learning 
experience: 
1. Does the agent have an impact on the student’s perception of the usefulness of the 
instructional material? 
2. Does the student perceive the agent as a useful companion to complete the task? 
3. Does the agent impact the perception of usability of the system? 
4. Does the agent influence the level of engagement, boredom, or frustration? 
The affective agent was hypothesized to have the following effects on the student 
users. The affective agent: 
H1: improved the student’s perception on the usefulness of the instructional 
material to completing the tasks; 
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H2: elicited a more positive perception of the agent, its pleasantness, its human -
like characteristics, and ability to provide relevant and higher quality help; 
H3: improved the student’s perception of the overall usability while using the 
ELE tool; 
H4: induced positive affective states that fostered flow and virtuous cycles in 
students. 
In terms of the assessment of the impact of the agent related to student performance, 
the following questions guided the assessments:  
5. Does the agent’s influence cause the student to successfully complete more tasks / 
levels? 
6. Does the agent reduce the time that the student spends to successfully complete a 
model (nodes, links, and equations)? 
7. Does the agent reduce the planning time spent by the student before starting a task? 
8. Does the agent reduce the student utilization of the help and hints (Glossary, 
Summary, Nodes & Links, and Equation buttons)? 
9. Does the agent change the number of attempts (due to errors) made by a student 
before successfully completing a problem? 
In addition, the affective agent was hypothesized to have the following effects:  
H5: increase the number of tasks completed by the student;  
H6: reduce the time needed by a student to successfully complete a task; 
H7: reduce the planning time needed by the student to start working on a task; 
H8: reduce the likelihood that the student will abuse the provided support (help 
and hints); and  
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H9: reduce the number of attempts needed to complete a task (e.g., reducing the 
number of errors). 
5.4.1 Measuring Learning Experience 
Student’s learning experience was measured from a variety of diverse perspectives: 
(a) a set of surveys to evaluate the instructional material reviewed while using the ELE; (b) 
the survey about the student’s perception of the tutor or agent; (c) the student’s user 
experience using the ELE measured by the System Usability Score (SUS) survey; and (d) 
the student’s affective information (frustration, boredom, engagement, uncertainty, 
neutral) reported by the biometric sensor suite and processed by the behavior engine.  
5.4.1.1 Instructional Material Survey 
Students filled out a survey related to the instructional material (see Appendix I, 
Instructional Material Survey) at the end of both sessions, session 1 and session 2.  
The instructional material assessed was the material presented in the Instructions 
tab, which presents the concept to learn on the level through an example. This survey 
included three questions with answers based in a 5-point Likert scale and the final score 
is an average of the three answers. 
5.4.1.2 Perception About the Agent Survey 
Students completed a survey related to their perception of the agent (tutor or 
affective) (Appendix J, Perception About the Agent Survey). This survey was presented at 
the end of each session, session 1 and session 2.  
The survey included two sections, the first one containing questions related to the 
agent (5 questions) and second one to the support she provided (4 questions), with 
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answers based in a 5-point Likert scale. The survey provided two different scores, which 
are the averages of the answers on each section of the survey. The score for the agent 
included the graphical representation of the agent, her voice, her resemblance to a human 
being, and her behavior. The second score assessed the provided help, related to the help 
messages delivered by the agent, their quality, relevance, and usefulness. 
5.4.1.3 System Usability Score Survey 
Students completed the System Usability Score (SUS) survey (Appendix K, 
System Usability Score Survey) at the end of both sessions. The survey offers ten 
questions that are responded using a 5-level Likert scale. It provides a subjective 
numerical value for the evaluation of a system in terms of complexity, ease of use, 
integration, consistency, and learnability. This survey provides a single score. 
5.4.1.4 Affective Information Reports 
Affective reports were collected in both conditions and for the training 1 and 
training 2 sections despite the fact that the agent in the tutor condition did not reacted to 
this affective information. These reports include information about the changes on 
emotional state that generate an intervention from the agent; there is an aggregated 
measure for the diverse emotional states and a single measure for each emotional state 
(engagement, frustration, boredom, uncertain). 
5.4.2 Measuring Performance 
Performance was measured on the tasks in the training, testing, and transfer sections 
and compared across sections and between the tutor and affective agent conditions. The 
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performance was measured with these considerations: the number of tasks completed, time 
on task, planning time, the frequency of help usage, and the attempts to solve a task. 
5.4.2.1 Tasks Completed 
This measure is reported for both training sessions, as well as the testing and 
transfer sessions. It indicates the average of the number of tasks completed on each of the 
sections. 
5.4.2.2 Time on Task 
Time on task was measured for both training sessions, as well as during the testing 
and transfer sections. Time on task was only measured for those tasks that were completed, 
and it represents the average of time on task for each section.  
5.4.2.3 Planning time 
This time considers the time elapsed since the first-time student visited the Model 
tab to the first change in any of the nodes. 
5.4.2.4 Frequency of Help Usage 
During the training sections (only), the ELE provided several sources of help 
through diverse buttons (Glossary, Summary, Nodes & Links, Equations), and menus 
(Graphs), as well as through the information provided in the Introduction and Situation 
tabs. The system tracked the number of times the student used each of these resources.  
5.4.2.5 Attempt to Solve a Task 
Attempts to solve the task were defined based on the changes the student had to do 
in the model due to invalid connection between two nodes, the number of times a model 
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was run and was incorrect, and the number of changes made in the nodes of a model after 
the model was tested (and it was incorrect) until the model was finally correct. 
5.5 Procedure  
Students participated in the study one at a time in a controlled research laboratory 
environment. An equal number of students was randomly assigned to each condition: 
control group (CG) or experimental group (EG). Each participant completed two sessions 
of 120 minutes each with the second session conducted at least three to seven days after 
the initial session.  
At the beginning of each session, students were equipped with a biometric sensor 
suite, which included an eye tracker system (Tobii X2-60 compact), an EEG headset (B-
Alert X10), a face-based emotion recognition system (FACET), and a galvanic skin 
response sensor (Shimmer3 + GSR). The setup of this biometric sensor suite required about 
20 minutes. 
During the first session (Figure 5-1), students completed a 5-minute demographic 
survey (Appendix H, Demographic Survey). After the survey, an introduction section was 
offered (35 minutes), where subjects were instructed on the knowledge domain (Dynamic 
Systems) through a video; on the use of the ELE, where two examples were presented; and 
students had two hands-on opportunities working in the same two examples. Following the 
introduction, there was a 50-minute training section where the subject completed up to ten 
problems, two of each level 3 through 7. Depending on the condition, the tutor or the 
affective agent was present during this training section. At the end of the first session, 
students completed a 10-minute exit survey that included an Instructional Material Survey 
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(Appendix I), a Perception About the Agent Survey (Appendix J), and a System Usability 
Score Survey (Appendix K). 
 
Figure 5-1. Session 1 breakdown 
The second session was 120 minutes (Figure 5-2). Subjects watched a 5-minute 
review video about what they learned in the previous session. After watching the video, 
the participants were retrained (20 minutes) by being asked to solve three problems: one 
from level 4, one from level 5, and one from level 7. Depending on the condition, the tutor 
or the affective agent was present during the retraining section. After the retraining section, 
there was a 45-minute testing section where subjects worked on five problems on their 
own, two from level 5, one from level 6, and two from level 7 during which neither the 
tutor or the affective agent were present. The next section of this session was the 25-minute 
transfer section where subjects worked on up to four problems, two each from levels 8 and 
9. 
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At the end of the second session, students participated in a 10-minute exit survey 
that included an Instructional Material Survey (Appendix I), a Perception About the Agent 
Survey (Appendix J), and a System Usability Score Survey (Appendix K). 
 
Figure 5-2 Session 2 breakdown 
It is worth emphasizing that during the training sections, the agent (tutor or 
affective) was present in both sections. However, the agent was present only in the Model 
tab; thus, if the student moved out from the Model tab to either the Instructions tab or 
Situation tab, the agent was not visible and if the agent was talking, she was stopped. The 
hypothesis was that if the student was moving to a different section on the system, it was 
because the student needed different information and needed to be able to focus on that and 
not be distracted by the agent. 
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6 Results 
This research focused on the impact of the affective agent – one that recognizes and 
acts on the student’s affective state and on student’s learning experience and student’s 
performance while using an Exploratory Learning Environment (ELE) with this affective 
agent embedded on it, in contrast to the effect of a tutor agent – one that provided support 
but is not able to recognize student’s affective state. 
The results in this chapter are organized following the same structure used in 
section 5.5 where the research questions were revisited, and the hypotheses were listed 
incorporating the measures considered for each of them.  
The analysis performed on this work considers the effect of both the type of the 
agent the student experienced (tutor or affective) as well as considering the sessions and 
sections in the study: (session 1) training 1, and (session 2) training 2, testing, and transfer. 
Even when the Introduction section included two hands-on examples, it was not included 
in those analysis where it is stated that the analysis was performed considered sections 
separately; rather, it was included in those cases where the analysis considered full 
sessions. Each section is different in terms of challenges and resources; thus, it was 
considered opportune to recognize the possible effect of the design of the study, i.e., the 
different sections of the study in combination with the effect of the agent for this analysis. 
A family-wise Type I error was defined at .05 level (p = .05) for the purposes of the analysis 
performed in this study.  
It is worth adding that the research considered including students’ academic 
aptitude as a covariate or moderator variable influencing part of the analysis. To consider 
its inclusion an independent sample t-test was run to determine if there was a statistically 
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significant difference in the academic aptitude between the two groups in the study. Even 
when the descriptive statistics showed that ACT scores were higher among those students 
in the group interacting with the affective agent (27.27 ± 5.13) than between those 
students interacting with the tutor agent (27.07 + 4.3), it was concluded that the 
difference between these groups was not statistically significant, t(52) = - .154, p = .878. 
Thus, ACT was not used as a covariate to any of the analysis performed.  
It is worth stating that the analysis completed at this stage does not consider any 
possible moderating variable from the demographic background (gender, ethnicity, age) 
or academic background (school level or academic program).  
6.1 Learning Experience 
6.1.1 Instructional Material  
H1: the affective agent improves student’s perception on the usefulness of the instructional 
material to completing the tasks. 
 
Scores about the Instructional Material were collected at the end of each session 1 
and 2 for both conditions (type of agent). A two-way mixed ANOVA was performed to 
investigate the effect of the agent and the different sessions of the study on the perception 
of the usefulness of the instructional material (Appendix L, Statistical Results and 
Assumptions Checking for H1). 
Descriptive statistics showed higher Instructional Material scores for the affective 
agent (Session 1 81.5 ± 15.8 and Session 2 84.7 ±  11.9) in comparison with the scores for 
the tutor agent (Session 1 80.0 ±  17.9 and Session 2 79.4 ± 17.9) in both sessions, as well 
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as an increment in the score between session 1 and session 2 for those working with the 
affective agent (from 81.5 ± 15.8 to 84.7 ± 11.9). However, there was no statistically 
significant interaction between the type of agent (tutor or affective) and the session (1 or 
2) of the study on the Instructional Material score, F(1, 60) = 1.037, p = .313, partial h2 = 
.017. The main effect of the session showed no statistically significant difference in the 
Instructional Material score at the two sessions of the study, F(1, 60) = .461, p = .5, partial 
h2 = .008. The main effect of type of agent (tutor or affective) showed that there was no 
statistically significant difference in the Instructional Material score between the two types 
of agent (tutor or affective), F(1, 60) = .905, p = .345, partial h2 = .015. 
6.1.2 Perception About the Agent  
H2: the affective agent elicits a more positive perception of the agent, its pleasantness, its 
human-like characteristics, and the ability to provide relevant and higher quality help. 
 
A two-way mixed multivariate analysis of variance (MANOVA) was run to 
determine the effect of the type of agent and the section of the study on the perception of 
the agent. Two measurements were assessed related to the perception of the agent: the 
agent score (graphical representation, voice, resemblance to a human being, and behavior) 
and the provided help score (quality, relevance, and usefulness of the messages) (Appendix 
M, Statistical Results and Assumptions Checking for H2).  
Even though descriptive statistics showed that the perception of the agent and the 
help she provided improved from session 1 to session 2 for both tutor (from 57.9 ± 17.7 in 
session 1 to 59.1 ±  19.0 in session 2)  and affective agent (from 48.6 ±  18.2 to 50.8 ±  20.5 
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in session 2) and that the tutor agent (57.9 ± 17.7 vs affective agent 48.6 ± 18.2 in session 
1 and 59.1 ± 19.0 vs affective agent 50.8 ±  20.5 in session 2) and her help (52.9 ± 23.1 vs 
39.8 ±  22.4 in session 1 and 56.8 ± 24.0 vs 45.0 ±  22.1 in session 2) was perceived as 
higher in comparison with the affective agent, there was no statistically significant 
multivariate effect across the interaction between the sessions (1 or 2) of the study and the 
type of agent (tutor or affective), F(2,59) = .056, p = .946; Wilkis’L = .998; partial h2 = 
.002. There was no significant multivariate effect of the session of the study (1 or 2) on the 
combined two scores related to perception of the agent irrespective of the type of the agent 
(tutor or affective), F(2,59) = 1.722, p = .187; Wilkis’L = .945; partial h2 = .055. 
Multivariate effect of the type of agent (tutor or affective) on the combined two scores 
related to perception of the agent was no statistically significant irrespective of the section 
on the study, F(2,59) = 2.86, p = .065; Wilkis’ L = .912; partial h2 = .088.  
6.1.3 System Usability Score 
H3: the affective agent improves student’s perception of the overall usability while using 
the ELE tool; 
 
System Usability Scores (SUSs) were collected at the end of each session (1 and 
2), for both conditions (type of agent). Investigations about the effect of the type of agent 
and the different sessions of the study on the SUS were performed by a two-way mixed 
ANOVA (Appendix N, Statistical Results and Assumptions Checking for H3). 
Despite the fact that descriptive statistics showed a decrease on the SUS from 
session 1 to session 2 for both types of agent (tutor from 69.2 ±  15.1 to 68.9 ±  17.4 and 
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affective from 66.4 ± 19.0 to 62.8 ±  20.4) and that the SUS were higher for the tutor agent 
(69.2 ± 15.1 vs 66.4 ± 19.0 in session 1 and 68.9 ± 17.4 vs 63.8 ± 20.4 in session 2) , there 
was no statistically significant interaction between the type of agent (tutor or affective) and 
the session of the study (1 or 2) on the SUS, F(1, 60) = .549, p = .461, partial h2 = .009; 
the main effect of the session of the study (1 or 2) showed no statistically significant 
difference in SUS at the different sessions on the study, F(1, 60) = .800, p = .375, partial 
h2 = .013; the main effect of the type of the agent (tutor or affective) showed that there was 
no statistically difference in SUS between the two types of agents (tutor or affective), F(1, 
60) =.857, p = .358, partial h2 = .014.  
6.1.4 Affective Information Reports 
H4: the affective agent induces positive affective states that fostered flow and virtuous 
cycles in students. 
 
Measures about the interventions of the agent due to presence of changes in 
affective states, interventions triggered by the presence of engagement, interventions 
triggered by the presence of frustration, interventions triggered by the presence of 
uncertainty were collected during both training sections 1 and 2 for both conditions (type 
of agent). To investigate the effect of the type of agent and the different training section, a 
two-way mixed MANOVA was run (Appendix O, Statistical Results and Assumptions 
Checking for H4).  
Descriptive statistics showed that the interventions from the agent (tutor and 
affective) due to the presence of engagement decreased from training 1 to training 2 
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sections (from 3.9 ±  3.4 to 3.4 ±  3.1 for tutor and from 3.2 ± 2.1 to 3.0 ±  2.3 for affective) 
while the interventions for both agents due to the presence of frustration increased from 
training 1 to training 2 sections (from 0.16 ± 0.5 to 0.2 ± 0.4 for tutor and from 0.4 ± 0.7 
to 0.5 ± 0.8 for affective). Interventions of the tutor agent decreased due to the presence of 
uncertainty for training 1 to training 2 (from 3.7 ± 3.1 to 3.6 ± 2.9), while they increased 
for the affective agent from training 1 to training 2 (from 3.12 ± 1.4 to 3.13 ± 2.2). 
However, there was no statistically significant multivariate effect across the interaction 
between the sections of the study and the type of agent (tutor or affective), F(3,58) = .031, 
p = .992; Wilkis’L = .998; partial h2 = .002. There was no significant multivariate effect 
of the training section on the combined three measures of affective reports irrespective of 
the type of the agent (tutor or affective), F(3,58) = .210, p = .889; Wilkis’L = .989; partial 
h2 = .011. And lastly, multivariate effect of the type of the agent (tutor or affective) on the 
combined three measures of affective reports was no statistically significant irrespective of 
the section of the study, F(3,58) = 1.641, p = .190; Wilkis’ L = .922; partial h2 = .078.  
6.2 Student Performance 
6.2.1 Tasks Completed 
H5: the affective increase in the number of tasks completed by the student. 
 
Average of number of tasks completed by the student was measured for the four 
sections of the study: training 1, training 2, testing, and transfer for both conditions (type 
of agent). To investigate the effect of the agent and the different sections of the study on 
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the number of tasks completed, a two-way mixed ANOVA was performed (Appendix P, 
Statistical Results and Assumptions Checking for H5). 
Descriptive statistics showed that the average of number of task completed from 
training 1 to training 2 increased (from 75.4 ± 26.7 to 100 ±  0.0 for tutor and from 87.3 ± 
19.0 to 100 + 0.0 for affective), and then stayed stable from training 2 to testing, with a 
decrease from testing to transfer sections for both tutor and affective agents (from 100 ± 
0.0 to 80.8 ± 27.3 for tutor and from 100 ± 0.0 to 84.1 ± 30.2 for affective). However, 
there was no statistically significant interaction between the type of agent (tutor or 
affective) and the different section in the study on the number of task completed, F(3, 66) 
= .578, p = .632, partial η2 = .026. The main effect of the section of the study showed a 
statistically significant difference in the number of tasks completed at the different 
sections in the study (training, testing, transfer), F(3, 66) = 8.043, p < .0005, partial η2 = 
.268. The main effect of the type of agent (tutor or affective) showed that there was no 
statistically significant difference in percentage of tasks completed between the two types 
of agents (tutor or affective), F(1, 22) = .869, p = .361, partial η2 = .038. 
To define the effect of the section of the study on the number of tasks completed, 
pairwise comparisons were investigated. There was an increment on percentage of tasks 
completed from 80.83 ± 23.76 percentage in training 1 section to 100.00 ± .0 percentage 
into the training 2 section, a statistically significant increment of 18.67 (95% CI, 4.72 to 
32.62) percentage, p = .005. There was an increment on percentage of tasks completed 
from 80.83 ± 23.76 percentage in training 1 to 100.00 ± .00 percentage to the testing 
section, a statistically significant increment of 18.67 (95% CI, 4.72 to 32.62) percentage, p 
= .005.  There was a decrease on percentage of tasks completed from 100.00 + .0 
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percentage in training 2 section to 82.29 ± 28.05 into the transfer section, a statistically 
significant decrease of 17.57 (95% CI, .571 to 34.568) percentage, p = .040.There was a 
decrease on percentage of tasks completed from 100.00 + .0 percentage in testing section 
to 82.29 ± 28.05 into the transfer section, a statistically significant decrease of 17.57 (95% 
CI, .571 to 34.568) percentage, p = .040. 
6.2.2 Time on Task 
H6: the affective companion reduces the time needed by a student to successfully complete 
a task; 
 
Average of the time spent per task on the four sections of the study: training 1, 
training 2, testing, and transfer was measured for both types of agent (tutor and affective). 
A two-way mixed ANOVA was performed to investigate the effect of the type of agent 
and the section on the study in the time spent on task (Appendix Q, Statistical Results and 
Assumptions Checking for H6).  
Descriptive statistics showed that the time spent per task increased from training 1 
to training 2 sections (from 4.8 ± 1.3 to 5.8 ± 1.3 for tutor and from 5.1 ± 2.2 to 5.5 ± 1.0 
for affective), decreased from training 2 to testing sections (from 5.8 ± 1.3 to 4.1 ± 1.5 for 
tutor and from 5.5 ± 1.0 to 4.6 ± 1.5 for affective), and increased again from testing to 
transfer sections (from 4.1 ± 1.5 to 10.2 ± 5.6 for tutor and from 4.6 ± 1.5 to 9.7 ± 4.7 for 
affective), this holds true for both type of agents (tutor or affective). Also, descriptive 
statistics shown that time spent on task during training 1 is higher for affective agent (5.1 
±  2.2 vs 4.8 ±  1.3) and that time in training 2 is higher for tutor agent (5.8 ± 1.3 vs 5.5 ± 
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1.0); with a lower time on task during testing for tutor (4.1 ±  1.5 vs 4.6 ±  1.5) and a higher 
time for tutor in transfer (10.2 ± 5.6 vs 9.7 ± 4.7). However, deeper analysis showed that 
there was no statistically significant interaction between the type of agent (tutor or 
affective) and the section in the study on time on task, F(1.384, 30.451) = .165, p = .767, 
partial η2 = .007. The main effect of the section on the study showed statistically significant 
difference in time on task at the different sections on the study, F(1.384, 30.451) = 
22.683, p < .0005, partial η2 = .508. The main effect of the type of agent (tutor of affective) 
showed that there was no statistically significant difference in time spent on task between 
the type of agent (tutor or affective), F(1, 22) = .001, p = .980, partial η2 = .000. 
In order to define the effect of the section on the study on the time on task, pairwise 
comparisons were reviewed. Data are mean ± standard deviation, unless otherwise stated. 
There was an increment on time on task from 4.94 ± 1.70 min in training 1 section to 10.00 
± 5.12 min into the transfer section, a statistically significant increment of 5.04 (95% CI, 
2.07 to 8.01) minutes, p < .0005. There was an increment on time on task from 5.65 ± 1.11 
min in training 2 section to 10.00 ± 5.12 min into the transfer section, a statistically 
significant increment of 4.34 (95% CI, 1.315 to 7.37) minutes, p = .002. There was an 
increment on time on task from 4.32 ± 1.49 min in testing section to 10.00 ± 5.12 min into 
the transfer section, a statistically significant increment of 5.65 (95% CI, 2.89 to 8.41) 
minutes, p < .0005. There was a decrease on time on task from 5.65  ± 1.11 min in training 
2 section to 4.32 ± 1.49 min into the testing section, a statistically significant decrease of 
1.31 (95% CI, 2.15 to .46) minutes, p = .001. 
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6.2.3 Planning Time 
H7: the affective agent reduces the planning time needed by the student to start working 
on a task. 
 
Average of planning time spent on a task was measured for the four sections of the 
study: training 1, training 2, testing, and transfer for both conditions (type of agent). A two-
way mixed ANOVA was performed to investigate the effect of the type of agent and the 
sections of the study on the average planning time spent on a task (Appendix R, Statistical 
Results and Assumption Checking for H7).  
Descriptive statistics showed that time spent planning increased for training 1 to 
training 2 sections (from 1.6 ± 0.5 to 3.2 ± 1.0 for tutor and from 1.9 ± 1.3 to 3.1 ± 0.5 for 
affective), while it decreased from training 2 to testing (from 3.2 ±  1.0 to 1.5 ± 0.3 for 
tutor and from 3.1 ± 0.5 to 1.3 ±  0.3 for affective) and increased from testing to transfer 
sections (from 1.5 ±  0.3 to 3.7 ± 2.3 for tutor and from 1.3 ± 0.3 to 3.7 ±  2.0 for affective) 
independently of the tutor; as well as showing that students’ planning time was higher for 
tutor than affective agent during both training sections (1.6 ± 0.5 vs 1.9 ± 1.3 for training 
section 1 and 3.2 ± 1.0 vs 3.1 ± 1.0 for training section 2), that were the sections where the 
agent was actually present. However, further analysis reveals that there was no statistically 
significant interaction between the type of agent (tutor or affective) and the section in the 
study on planning time, F(1.461, 56.977) = .459, p = .573, partial η2 = .012. The main 
effect of the section on the study showed a statistically significant difference in planning 
time at the different sections in the study, F(1.461, 56.977) =40.279, p < .0005, partial η2 = 
.508. The main effect of the type of agent (tutor or affective) showed that there was no 
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statistically significant difference in planning time between the types of agent (tutor or 
affective) F(1, 39) = .045, p = .834, partial η2 = .001. 
In order to define the effect of the section on the study on the planning time, 
pairwise comparisons were reviewed. Data are mean ± standard deviation, unless otherwise 
stated. There was an increment on planning time from 1.74 ± .98 min in training 1 section 
to 3.14 ± .59 min into the training 2 section, a statistically significant increment of 1.39 
(95% CI, .95 to 1.83) minutes, p < .0005.  There was an increment on planning time from 
1.74 ± .98 min in training 1 section to 3.71 ± 2.12 min into the transfer section, a statistically 
significant increment of 1.96 (95% CI, 1.13 to 2.80) minutes, p < .0005. There was a 
decrease on planning time from 3.14 ± .59 min in training 2 section to 1.39 ± .32 min into 
the testing section, a statistically significant decrease of 1.75 (95% CI, 2.02 to 1.48) 
minutes, p < .0005. There was an increment on planning time from 1.39 ± .32 min in testing 
section to 3.71 ± 2.12 min into the transfer section, a statistically significant increment of 
2.32 (95% CI, 1.45 to 3.19) minutes, p < .0005. 
6.2.4 Frequency of help usage 
H8: the affective the likelihood that the student will abuse the provided support (help and 
hints)  
 
Average use of three help buttons: summary, nodes and links, and equations was 
measured in both conditions (type of agent) for the two training sections on the study, as 
this help is only available in these two sections. A two-way mixed MANOVA was 
performed to investigate the effect of the type of agent and the sections of the study in the 
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usage of the help buttons (Appendix S, Statistical Results and Assumption Checking for 
H8). 
Descriptive statistics shown that the average of usage of the Summary (from 0.52 
± 1.0 to 0.51 ± 1.0), Nodes and Links (from 0.9 ± 1.0 to 0.6 ± 0.7), and Equation (from 0.4 
±  0.6 to 0.39 ±  0.7) buttons decreased from training 1 to training 2 with the tutor agent 
while the usage of the three buttons Summary (from 0.4 ±  0.6 to 0.5 ±  0.8), Nodes and 
Links (from 0.7 ±  1.0 to 0.8 ±  0.8), and Equation (from 0.4 ±  0.6 to 0.7 ±  0.8) increased 
from training 1 to training 2 with the affective agent. However, further analysis showed 
that there was no statistically significant multivariate effect across the interaction between 
the training sections of the study and the type of agent (tutor or affective), F(3,58) = 2.044, 
p > .05; Wilkis’L = .904; partial h2 = .096. There is a significant multivariate effect of the 
section of the study on the combined three measures of help usage irrespective of the type 
of the agent (tutor or affective), F(3,58) = 3.227, p = .029; Wilkis’L = .857; partial h2 = 
.143. Multivariate effect of the type of the agent (tutor or affective) on the combined three 
measures of help usage was no statistically significant irrespective of the section of the 
study, F(3,58) = .721, p > .543; Wilkis’ L = .964; partial h2 = .036. 
As there was an effect of the section of the study on the combined three measures 
of help usage irrespective of the type of the agent (tutor or affective), a one-way repeated 
measures ANOVA was performed for each of the measures of help usage. Usage of the 
Summary button was no statistically significant at the two training sections, F(1, 61) = .3, 
p = .59,  partial h2 = .005, partial w2 = - .006. Usage of the Nodes and Link button was no 
statistically significant at the two training sections, F(1,61) = 1.85, p = .179, partial h2 = 
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.029, partial w2 = .007. Usage of the Equation button was no statistically significant at the 
two training sections, F(1,61) = 3.64, p = .061, partial h2 = .056, partial w2 = .029. 
6.2.5 Attempts to Solve a Task 
H9: the affective agent reduces the number of attempts needed to complete a task (e.g., 
reducing the number of errors); 
 
Attempts to solve a task includes three measures: number of invalid connections, 
number of changes in the nodes, and the ratio of success (how many times the model was 
tested before it was correct). A two-way mixed multivariate analysis of variance 
(MANOVA) was run to determine the effect of the type of agent interacting with the 
student and the section in the study when the students interacted with the agent on attempts 
to solve a task (Appendix T, Statistical Results and Assumptions Checking for H9).  
Descriptive statistics shown that the average of invalid connections for the tutor 
agent decreased from training 1 to training 2 (from 0.5 ± 0.2 to 0.2 ± 0.3), increased from 
training 2 to testing (from 0.2 ± 0.3 to 0.6 ± 0.7), and increased again from testing to transfer 
sections (from 0.6 ±  0.7 to 1.0 ± 1.3). While for the affective agent the average of invalid 
connections increased from one section to the next one from training 1 to transfer (from 
0.65 ± 0.7 to 0.7 ± 0.6 to 1.0 ± 1.0 to 2.6 ± 4.0). For the average of changes on the nodes it 
decreased from training 1 to training 2 (from 10.7 ± 4.5 to 8.0 ± 4.3 for tutor and from 11.0 
± 5.7 to 10.0 ± 4.3 for affective), increased from training 2 to testing (from 8.0 ± 4.3 to 
15.1 ± 10.1 for tutor and from 10.0 ± 4.3 to 15.3 ± 8.7 for affective), and increased again 
from testing to transfer sections (from 15.1 ± 10.1 to 25.4 ± 19.0 for tutor and form 15.3 ± 
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8.7 to 26.5 ± 20.6 for affective), this holds true for both tutor agent and affective agent. For 
the ratio of success, the behavior is the same for both agents, the ratio of success increased 
from training 1 to training 2 (from 0.2 ± 0.1 to 0.6 ± 0.3 for tutor and from 0.2 ± 0.1 to 0.4 
± 0.3 for affective), decreased from training 2 to testing (from 0.6 ± 0.3 to 0.3 ± 0.3 for 
tutor and from 0.4 ± 0.3 to 0.1 ± 0.1 for affective), and increased from testing to transfer 
(from 0.3 ± 0.3 to 0.4 ± 0.3 for tutor and from 0.1 ± 0.2 to 0.4 ± 0.3 for affective). Further 
analysis showed that there was no statistically significant multivariate effect across the 
interaction between the sections of the study and the type of agent (tutor or affective), 
F(9,31) = 1.069, p = .412; Wilkis’L = .763; partial h2 = .237. There was a significant 
multivariate effect of the section of the study on the combined three scores related to 
attempts to solve a task irrespective of the type of the agent (tutor or affective), F(9,31) = 
11.364, p < .0005; Wilkis’L = .233; partial h2 = .767. Multivariate effect of the type of 
agent (tutor or affective) on the combined three scores related to attempts to solve a task 
was statistically significant irrespective of the section on the study, F(3,37) = 3.971, p = 
.015; Wilkis’ L = .756; partial h2 = .244.  
As there was an effect of the section of the study on the combined three scores 
related to attempts to solve a task irrespective of the type of the agent (tutor or affective), 
a one-way repeated measures ANOVA was performed for each of the measures of 
attempts to solve a task. For invalid connections, the average was statistically significant 
different at the different sections in the study, F(1.176, 47.048) = 6.517, p = .011, partial 
η2 = .140, partial ω2 = .106. To define the effect of the section of the study on the invalid 
connections, pairwise comparisons were investigated. Data are mean ± standard 
		
	 97	
deviation, unless otherwise stated. Average of invalid connections was statistically 
significant increasing from .47 ± .52 average of invalid connections in training 2 section 
to 1.82 ± 3.02 average of invalid connections in transfer section (1.35 (95% CI, .021 to 
2.68) average of invalid connections, p = .045).  
For changes made to the model, the average l was statistically significant different 
at the different sections in the study, F(1.579, 63.148) = 22.551, p < .0005, partial η2 = 
.361, partial w2 = .292. To define the effect of the section of the study the changes made 
to the model, pairwise comparisons were investigated. Data are mean ± standard 
deviation, unless otherwise stated. Average of changes made to the model was 
statistically significant with an increase on the average from 10.86 ± 5.06 changes made 
in training 1 section to 15.18 ± 9.30 changes made in testing section (4.32 (95% CI, .164 
to 8.48) average, p = .038), an increase on the average from 8.97 ± 4.38 in training 2 
section to 15.18 ± 9.30 in testing section (6.21 (95% CI, 2.11 to 10.31) average of 
changes made to the model, p = .001), an increase from 10.86 ± 5.06 changes made to the 
model in training 1 section to 25.98 ± 19.55 changes made el in transfer section (15.12 
(95% CI, 6.93 to 23.3) average of changes to the model, p < .0005), an increase from 8.97 
± 4.38 changes in training 2 to 25.98 ± 19.55 changes made in transfer section (17.00 
(95% CI, 9.02 to 24.98) average of changes to the model, p < .0005),  and an increase on 
the average of changes made to the model from 15.18 ± 9.30 in testing section to 25.98 ± 
19.55 changes in transfer section (10.79 (95% CI, 2.63 to 18.95) average of changes 
made to the model, p = .004). 
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For ratio of success, it was statistically significant different at the different 
sections in the study, F(2.422, 96.9) = 14.281, p < .0005, partial η2 = .263, partial w2 = 
.207. To define the effect of the section of the study on the ratio of success, pairwise 
comparisons were investigated. Data are mean ± standard deviation, unless otherwise 
stated. Ratio success was statistically significant different for several combinations of 
sections in the study with an increase on the ratio success from .17 ± .12 ratio of success 
in training 1 to .51 ± .35 ratio of success in training 2 sections (.34 (95% CI, .18 to .50) 
ratio of success, p < .0005),a decrease of ratio of success from .51 ± .35 ratio of success 
in training 2 section to .19 ± .26 ratio of success in testing section (.32 (95% CI, .47 to 
.16) ratio of success, p < .0005), and an increase of ratio success from .17 ± .12 ratio of 
success in training 1 to .37 ± .34 ratio of success in transfer sections (.20 (95% CI, .057 to 
.35) ratio of success, p = .002). 
As there was an effect of the type of agent (tutor or affective) on the combined three 
scores related to attempts to solve a task irrespective of the section on the study, a two-way 
mixed ANOVA was performed on each of the measures related to attempts to solve a task. 
For the invalid connections, there was no statistically significant interaction 
between the type of agent (tutor or affective) and section of the study on invalid 
connections, F(1.178, 45.95) = 1.78, p = .189, partial η2 = .044. The main effect of section 
of the study showed a statistically significant difference in invalid connections at the 
different sections of the study, F(1.178, 45.95) = 6.801, p = .009, partial η2 = .148, and an 
observed power of .769. The main effect of the type of agent (tutor or affective) showed a 
statistically significant difference in invalid connections at the different types of agent 
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(tutor or affective), F(1, 39) = 6.74, p = .013, partial η2 = .147, and an observed power of 
.716. 
To define the effect of the section of the study on the invalid connections, pairwise 
comparisons were investigated. Data are mean ± standard deviation, unless otherwise 
stated. . In terms of the main effect of the section of the study. There was an increment on 
the average of invalid connections from .57 ± .48 average in training 1 section to 1.82 ± 
3.02 average in transfer section, a statistically significant increment of 1.27 (95% CI, .01 
to 2.53) average of invalid connections, p < .05). There was an increment on the average 
of invalid connections from .47 ± .52 average in training 2 section to 1.82 ± 3.02 average 
in transfer section, a statistically significant increment of 1.36 (95% CI, .04 to 2.69) average 
of invalid connections, p = .04.  
In terms of the main effect of the type of agent (tutor or affective), pairwise 
comparisons were investigated. There was an average increment of invalid connections 
from .58 ± .18 average when the agent present was the tutor to 1.25 ± .19 average of 
invalid connections when the agent present was the affective, a statistically significant 
increment of .67 (95% CI, .15 to 1.19) average, p < .013. 
For the changes made to the model, there was no statistically significant interaction 
between the type of agent (tutor or affective) and section of the study on changes made to 
the model, F(1.574, 61.392) = .066, p = .908, partial η2 = .002. The main effect of section 
of the study showed a statistically significant difference in changes made to the model at 
the different sections of the study, F(1.574, 61.392) = 22.003, p < .0005, partial η2 = .361. 
The main effect of the type of agent (tutor or affective) showed a no statistically significant 
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difference in changes made to the model at the different type of agent (tutor or affective), 
F(1, 39) = .182, p = 0.672, partial η2 = .005.  
In terms of the main effect of the section of the study on changes made to the 
model, pairwise comparisons were investigated. Data are mean ± standard deviation, 
unless otherwise stated. There was an average increment of changes made to the model 
from 10.86 ± 5.06 changes in training 1 section to 15.18 ± 9.30 changes in testing 
section, a statistically significant increment of 4.32 (95% CI, .10 to 8.54) changes made 
to the model, p = .042. There was an increment on the average of changes from 8.97 ± 
4.39 changes in training 2 section to 15.18 ± 9.30 changes in testing section, a 
statistically significant increment of 6.19 (95% CI, 2.05 to 10.32) average of changes , p 
= 0.001. There was an increment on the average of changes made to the model from 
10.86 ± 5.06 in training 1 section to 25.98 ± 19.55 in transfer section, a statistically 
significant increment of 15.12 (95% CI, 6.82 to 23.42) average, p < .0005. There was an 
increment on the average of changes made to the model from 8.97 ± 4.38 in training 2 
section to 25.98 ± 19.55 in transfer section, a statistically significant increment of 17.00 
(95% CI, 8.9 to 25.08) average, p < .0005. There was an increment on the average of 
changes made to the model from 15.18 ± 9.30 average of changes made to the model in 
testing section to 25.98 ± 19.55 changes made to the model in transfer section, a 
statistically significant increment of 10.80 (95% CI, 2.53 to 19.08) changes made to the 
model, p = 0.005. For the ratio of success, there was no statistically significant interaction 
between the type of agent (tutor or affective) and section of the study on ratio of 
success, F(2.459, 95.891) = 2.341, p = .09, partial η2 = .057. The main effect of section of 
		
	 101	
the study showed a statistically significant difference in ratio of success at the different 
sections of the study, F(2.459, 95.891) = 14.615, p < .0005, partial η2 = .273. The main 
effect of the type of agent (tutor or affective) showed a no statistically significant 
difference in ratio of success at the different type of agent (tutor or affective), F(1, 39) = 
3.112, p = .086, partial η2 = .074.  
In terms of the main effect of the section of the study, pairwise comparisons were 
investigated. Data are mean ± standard deviation, unless otherwise stated. There was an 
increment on the ratio of success from .17 ± .12 ratio of success in training 1 section to 
.51 ± .36 ratio success in training 2 section, a statistically significant increment of .34 
(95% CI, .18 to .49) ratio success, p < 0.0005. There was a decrease on the ratio of 
success from .51 ± .36 ratio of success in training 2 section to .19 ± .26 ratio of success in 
testing section, a statistically significant decrease of .32 (95% CI, .47 to .16) ratio of 
success, p < 0.0005. There was an increment on the ratio of success from .17 ± .12 ratio 
of success in training 1 section to .37 ± .34 ratio success in transfer section, a statistically 
significant increment of .20 (95% CI, .05 to .35) ratio success, p = .003.   
		
	 102	
7 Discussion  
The goal of this study was to investigate the impact of the affective agent on 
student’s learning experience and performance while using an ELE with this affective 
agent embedded in it in comparison with the impact of a tutor agent embedded in the 
same ELE. It was hypothesized that the affective agent would have higher positive 
impact than the tutor agent on the students, i.e., students interacting with the affective 
agent would have a better learning experience (higher engagement, less frustration, 
positive perception of the agent and the help she provides, positive perception of the 
quality of the material covered as well as the usability of the learning environment in 
general) and their performance would be higher (students would complete more tasks, in 
less time, with better planning and with fewer attempts, and would make better use of the 
provided scaffolding resources within the learning environment).   
Table 7.1 below summarizes the statistically significant and relevant effects found 
from the (between factor) type of agent (tutor or affective) on its interaction with the 
(within factor) section of the study (training 1, training 2, testing, or transfer). Due to the 
nature of the design of the study, the introductory section was not considered in the 
analysis and for those analyses that included the effect of the sections of the study, only 
effects on adjacent sections were included in the discussion and, thus, in Table 7.1. 
It is important to remember that the analysis completed at this point did not 
include the possible effect of demographic background (gender, ethnicity, age) or 
academic background (school level or academic program) of the students participating on 
the study. In terms of student’s learning experience, the results show that neither the type 
of agent (tutor or affective) nor the different sections in the study (training 1, training 2, 
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testing, transfer) had statistically significant effects on the assessment of the instructional 
material, the perception of the usefulness of the agent to complete a task, the assessment 
of the usability of the ELE, and the interventions of the agent responding to the presence 
or changes of student’s affective states. 
In terms of student’s performance, the results show that the section of the study 
(training 1, training 2, testing, and transfer) had a statistically significant effect on the 
number of tasks completed, the time spent solving a task, the time spent planning the 
solution of a task, and the attempts to solve a task (particularly for the average of changes 
on the model and ratio of success). Moreover, results showed that the type of agent had a 
statistically significant effect on the attempts to solve a task (particularly for average of 
invalid connections), regardless to section of the study. 
Sections 7.1 and 7.2 below offer a deeper discussion on the results obtained in the 
prior chapter related to the learning experience and performance of the students 
participating on the study. Section 7.3 offers an overview on how the results of this 
research are situated within related research. Section 7.4 covers the limitations of this 
research while sections 7.5 and 7.6 offer insights and lessons learned related to ELE 
implementation and affective agents’ development. The final section of this chapter, 7.7 
presents the future directions considered for this research. 
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Table 7-1 Statistically significant and relevant effects in the study 
 Hypothesis and Measures Section effect Condition (Agent) effect 
L
ea
rn
in
g 
Ex
pe
ri
en
ce
 H1: Instructional Material No No 
H2: Perception of the Agent No No 
Agent Score 
Help Score 
H3: System Usability Scale No No 
H4: Affective Responses 
Engagement 
Frustration 
Uncertainty 
No No 
Pe
rf
or
m
an
ce
 
H5: Task Completed Increment from training 1 to training 2 
Decrease from testing to transfer 
No 
H6: Time on Task Decrease from training 2 to testing 
Increment from testing to transfer 
No 
H7: Planning Time Increment from training 2 to training 2 
Decrement from training 2 to testing 
Increment from testing to transfer 
No 
H8: Help Usage No No 
Summary  
Nodes and Links 
Equations 
H9: Attempts to solve a task Yes Yes 
Section effect Condition (Agent) effect 
Invalid Connections Yes 
No Relevant 
Yes 
No Relevant 
Yes 
Higher for the Affective 
Agent 
Changes on Model Increment from training 2 to testing 
Increment from testing to transfer 
Increment from training 2 to testing 
Increment from testing to transfer 
No 
Ratio of Success Increment from training 1 to training 2 
Decrease from training 2 to testing 
Increment from training 1 to training 
2 
Decrease from training 2 to testing 
No 
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7.1 Learning Experience 
The investigation of the differences between the impact of the affective agent and 
the tutor agent on the student’s learning experience considered four components, the 
perception of the usefulness of the instructional material, the perception of the agent as a 
useful companion to complete the task, the perception of the usability of the system, and 
the affective responses from the student. The discussion of the results of each of these 
components is presented in this section. 
7.1.1 Instructional Material 
Instructional material was presented at the beginning of each task, this material 
explained the concepts to be learned within that task and provides a solved example. All 
tasks in both sessions provide this instructional material.  
There was no interaction or main effect found in the differences in the perception 
of the instructional material between the two conditions (type of agents) or sections of the 
study. This can be attributable to the fact that neither	agent	delivered	this instructional 
material. The possible effect of the agent or section was worth a review, due to the fact 
this material is a key component of the task-solving process and the affective agent refers 
often to this material and its usage in her messages.   
7.1.2 Perception of the Agent 
The agent, either tutor or affective, was present during the two training sections of 
the study. On average, the first training section lasted 41.05 ± 13.29 minutes while the 
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second training section, on average, lasted 24.75 ± 13.07 minutes, which is the time that 
the agent had to make an impact. 
Graphical representation of the agent as well as her voice and verbal and no 
verbal communication style, irrespective of her type, was the same for both tutor and 
affective agent. The difference resided on the type of verbal messages she provided and 
the frequency she provided them. As a tutor, all her messages were based on performance 
and actions within the GUI of the ELE; as an affective agent, beside the messages the 
tutor used, she provided supportive messages – recognizing student’s affective state and 
with affective content – triggered by the presence or change of emotional states. Thus, the 
amount of interventions from the affective agent where slightly more than the 
interventions from the tutor. Those numbers averaged 8 non-emotive interventions per 
task in training 1 and training 2 by the tutor, an average of 9 non-emotive interventions 
per task in training 1 and training 2 by the affective, and 8 emotive interventions per task 
in training 1 and 7 emotive interventions per task in training 2 by the affective agent.  
There was no support of the existence of a difference about the perception of the 
usefulness of the agent or the help she provided irrespective of the training section or the 
type of agent (tutor or affective). Despite that fact, the descriptive statistics have shown 
that scores for both the agent and the help provided by the agent are higher for the tutor 
than for the affective agent, neither for the type of agent, the training section or their 
interaction and the effect on the perception of the agent. This could be attributable to the 
fact that graphical representation, the voice, verbal and no-verbal communications styles, 
and animations were the same for both agents, and that the existing difference based on 
the messages provided are not significant enough to generate a palpably different effect. 
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In addition, the fact that the agent did not offer a two-way verbal conversation and that 
the time of interaction with the agent was limited (approximately sixty minutes) could 
explain the low effect of the agent at all.  
Another fact worth considering is that, based on descriptive statistics, a vast 
number of the students (77.42% in session 1 and 48.39% in session 2) mentioned that the 
agent was the component of the system that they liked the least: the agent was annoying 
(31%, 10%), they just did not like it (21%, 26%), it was not helpful (16%, 6%), and it 
was distracting (10%, 6%).  
7.1.3 System Usability Score 
The version of the ELE was the same for both conditions, no differences on the 
GUI or features existed between the two conditions in terms of usability. The main 
difference between the two conditions was the agent (tutor or affective). At the end of 
each session, students were asked to assess the ELE usability by completing the System 
Usability Score (SUS) survey.  
Investigations on the difference on the effect of the type of agent (tutor or 
affective) on the SUS along the two sessions of the study were performed. There was no 
support to define a difference on the ELE usability score either due to the type of agent 
(tutor or affective) or due to the session. 
Both agents, tutor and affective, offered guidance on the functionality of the 
buttons and guidance in the flow of the tasks. There was no difference between the 
guidance provided by them, again, the difference resided on the extra affective messages 
provided by the affective agent, but these messages were no related with the usability of 
the tool. It can be presumed that this caused both versions of the ELE to be perceived as 
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equal while being assessed with the SUS, generating very similar scores for both 
versions.  
7.1.4 Affective Information Reports 
Affect responses from the student were tracked during both training sections for 
both conditions even when the tutor agent did not respond or act on them. The affective 
responses for those interacting with the tutor agent were post processed to emulate the 
responses of the affective agent from their data.  
The study also conducted investigations of the differences in affective responses 
from the students depending on the type of agent (tutor or affective) and the section of the 
study they were completing. There was no support to assume differences between the 
affective responses from the students while interacting with one or the other agent.  
This could be attributed to the fact that the differences between the two versions 
of the agent were not that distinct. Both agents shared same graphical representation, 
animations, and a diverse set of messages. It seems that the assumed difference due to the 
type of support provided is not enough to elicit different type of responses from the 
students. Also, it is important to consider that the short exposure of the students to the 
agent (approximately 60 minutes) could be too short to actually have an impact. Add to 
this consideration the fact that the number of interventions from the affective agent was 
not significant to create a difference.  
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7.2 Performance 
7.2.1 Tasks Completed 
Students completed tasks during the training, testing, and transfer sections. 
During the first training section, they could complete up to 10 problems; second section 
of training offered three problems; testing session comprised five tasks; and finally, in 
transfer section, students could complete up to 4 tasks. Number of task completed were 
represented as percentages.  
Investigations regarding the differences on the number of task completed 
depending on the type the agent (tutor or affective) or the section on the study were 
performed. The difference in number of tasks completed by section showed a statistically 
significant difference, where regardless of the type of agent (tutor or affective), students 
were able to solve more problems in the first training section in comparison with the 
second training section and testing section. However, this is attributed to the experimental 
design of the study, which includes up to ten tasks to solve in training 1 compared with 
three for training 2. Testing section comprehends five tasks while transfer section 
included four. Students could or could not complete the ten tasks in section training 1 
(i.e., did not need to complete 100% of the tasks to move on); however, in order to move 
from training 2 to testing and from testing to transfer, students had to complete three and 
five tasks (i.e., 100% of the available tasks) on each sequential section, respectively. 
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7.2.2 Time on Task 
According to the results, the difference on the type of agent did not have any 
effect on the amount of time students spent solving a task; however, the amount of time 
was statistically significant different depending on the section.  
The sequence of the sections was training 1, training 2, testing, and transfer. Thus, 
even when there were statistically significant differences on the time spent solving a task 
between no adjacent sections, only the statistically significant differences on adjacent 
sections were considered. 
It is relevant to note the fact that students spent less time solving a task during the 
testing section compared with the second section of training. It could be speculated that 
due to the fact that the agent (tutor of affective) was not present during the testing 
section, students did not spend time listening or reading the messages from her.  
Also, based in the open question “Please share with us what do you like the least 
of the learning environment (including the agent and the design of the tasks) you used 
today.” given to the students as part of the exit survey, a  vast number of the students 
77.42% (in the exit survey for session 1) and 48.39% (in the exit survey for session 2) 
answered that the agent was the component that they liked the least, independently of the 
agent they experienced: the agent was annoying (31% and 10% in session 1 and session 
2, respectively) and distracting (10% and 6% in session 1 and session 2, respectively). So, 
it could be speculated that the agent added some extraneous load to the task and students 
required more time to concentrate and focus on the task.  
The increment (about double) on time solving a task from testing section to 
transfer section, is	explainable	by	acknowledging the significant increment in 
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complexity on the tasks combined with the fact that students did not get any additional 
training other than the instructional material provided on each task and that no help was 
provided. 
7.2.3 Planning Time 
The planning time was considered from the moment students started the task to 
the moment when they started to define the type of the nodes on the model.  
The behavior of the planning time could be seen as follows, planning time on 
training 1 is shorter than planning time on training 2, while planning time on training 2 is 
larger than planning time on testing, and the latter is shorter than the planning time on 
transfer section. 
This could be due to the fact that when students face training section 2, they have 
to spend more time to recall what they learned in the prior session (that happened from 3 
days to 1 week ago), while training 1 section happens right after the introduction and 
hands-on examples. Another cause, could be that during training 1 section, students 
worked in two tasks with the same level of complexity and it could be speculated that the 
planning time on the second task is shorter; and, in contrast, training 2 section offers 
three problems each of one with a different type of complexity. Student spent less time 
planning during the testing section than in the training section 2, it could be speculated 
that after they completed the training they feel confident to advance quicker in the tasks 
and / or that due to the fact they agent is not present, they do not spent time reading the 
initial messages from her. The increment on planning time from testing to transfer could 
be due to the fact that the complexity of the tasks also increased considerably, and 
students did not get trained in those levels of complexity and did not get help. 
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7.2.4 Frequency of help usage 
The frequency of help usage includes the usage of three buttons, the summary 
button, the nodes and links button, and the equations buttons. These buttons were only 
available during the training sections; thus, the investigations performed only considered 
those two sections of the study. 
According to the overall results, there was an effect of the section where students 
were working on the help usage. However, in a detailed test, there was found that the 
usage of any of the three buttons, Summary, Nodes and Links, and Equations was no 
statistically significant between the two training sections.  
This help is not provided by the agents and it is exactly the same irrespective of 
the condition (type of agent). Both agents instruct the student not to abuse the help 
provided in these three buttons, and if the student abuses, the help is blocked. The 
affective agent invites the student more often to use all the instructional material 
available, which includes the help in the Instructions tab, the Situation tab, and the 
Glossary button (not restricted) as well as the help in these three buttons. 
It might be interesting as a follow up analysis to review the usage of the help 
other than these three buttons to observe if the affective agent incites the students to use 
more often all the instructional material available rather than use and abuse of quick help. 
7.2.5 Attempts to solve a task 
According to the results, there was a statistically significant effect of the type of 
agent, regardless of the section of the study on the three combined measures to compute 
the attempts to solve a task. In a deeper analysis, the only effect found was that the 
measure that presents an effect is invalid connections; invalid connections increased 
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when students worked with the affective agent. This could be attributable to the fact that 
in those sections where the agent was present (training 1 and training 2) students got 
more distracted by the “conversation” of the agent, which resulted in the agent being 
more talkative. However, for those sections where the agent is not present (testing and 
transfer) there is no apparent reason. 
In terms of the effect of the section of the study, that show a statistically 
significant difference between sections for the three measures, a deeper analysis showed 
that changes made in the model increased from training 2 to testing, which could be 
related to the fact that students spent less time planning. Also, the number of changes 
increased from testing to transfer, which could be attributed to the fact that help was not 
provided during testing and transfer sections and that the complexity in transfer section 
was considerably higher than in testing section.  
The increase of ratio of success from training 1 to training 2 could be attributed to 
the fact that by training 2 section, students are familiar with the tool, as well as with the 
complexity of the tasks; thus, the need less attempts to complete the task. Ratio of 
success decreased from training 2 to testing, which results natural given the fact that 
during testing section no help was provided. 
7.3 How this Research is Situated within Related Research 
This section presents a quick overview (Table 7-2) about how this research is 
situated within related research considering the effect (positive, null, or negative) of the 
agent (tutor or affective) on the performance of the student on each of the phases of the 
learning process: training, testing / near transfer, and transfer / far transfer. Training stage 
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considers the presence of the agent (tutor or affective), while near and far transfer do not 
consider the presence of the agent.  	
Table 7-2 Effect of the agent on the performance of the student on each stage of the learning process 
	 Positive	Effect	 Null	Effect	 Negative	Effect	
Performance	
training	
(affective	agent	
or	tutor	
present)	
VanLenh,	K.,	Zhang,	L.,	Burleson,	W.,	Girard,	S.,	and	Hidalgo-Pontet,	Y.	(2017)	
• MetaTutor < 
Learning 
Companion 	
Chavez-Echeagaray	(2018)		VanLenh,	K.,	Zhang,	L.,	Burleson,	W.,	Girard,	S.,	and	Hidalgo-Pontet,	Y.	(2017)		
Chavez-Echeagaray	(2018)	
Performance	
during	testing	/	
near	transfer	
(affective	agent	
or	tutor	absent)	
Arroyo,	I.,	Woolf,	B.P.,	Cooper,	D.,	Burleson,	W.,	and	Muldner,	K.	(2011)	
• Learning gains 
with the presence 
of Learning 
Companion for 
female students. 	Baker,	R.,	et	al.	(2006)	
• Learning gains 
from extra 
problem while 
gamming the 
system 	Gulz,	A.,	Silvervarg,	A.,	and	Haake,	M.	(2011)	
• Performance gains 
particularly for 
high-achieving 
students 	Kim,	Y.,	Baylor,	A.L.,	and	Shen,	E.	(2007)	
• Male agent effect 
on recall 	Baylor,	A.L.,	Kim,	Y.	(2005)		
• Gains with 
Mentor agent 
• Motivator < 
Expert < Mentor 	Rodrigo,	M.M.T.,	et	al.	(2012)	
Andallaza,	T.C.S.,	Rodrigo,	M.M.T.	(2011)	
• Pretest < Posttest 
for three groups, 
no statistically 
significant 
differences 	Woolf,	B.,	et	al.	(2010)	
• Low-achieving 
students showed 
learning gain in all 
conditions but no 
statistically 
significant 
differences. 	Baker,	R.,	et	al.	(2007)	
• No overall 
learning 	Baylor,	A.L.,	Kim,	Y.	(2005)		
• No effect of 
Expert and 
Motivator 	
 Chavez-Echeagaray	(2018)	
Chavez-Echeagaray	(2018)	
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• Learning gains 
from extra 
problem while 
gaming the 
system 
• No effect on 
students’ affective 
states 
Performance	
during	transfer	
/	far	transfer	
(affective	agent	
or	tutor	absent)	
	 Chavez-Echeagaray	(2018)	 Chavez-Echeagaray	(2018)	
	
VanLehn et al. (2017)(VanLehn et al., 2017)reported a positive effect on performance of 
the proposed no-cognitive learning companion in comparison with a tutor and meta-tutor 
during the training phase but a null effect during the near transfer phase, where the 
learning companion, meta-tutor, and tutor agents were all absent.  
Andallaza and Rodrigo (2013)(Andallaza & Rodrigo, 2013)compared two different versions 
of a affect-sensitive conversational agent as part of an ITS for algebra, Aplusix. First 
version of the agent resulted to detect user’s affect but its responses were too quick and 
too often, second version of the agent was less sensitive and thus, it generated less 
interventions and it had a better acceptance than the first version; however, there was a 
null effect on performance during near transfer where the pretest score was lower that 
then posttest score for both versions of the agent and the control group. 
Woolf et al. (2010)(Woolf et al., 2010)evaluate pedagogical agents that provides 
affective feedback embedded in a Math ITS, Wayang. They considered three conditions, 
a group with a female learning companion, a group with a male learning companion, and 
a control group with no learning companion. According with their reports, pedagogical 
agents resulted in being helpful to improve affective outcomes, particularly among those 
low-achieving students; also, they reported learning gains in low-achieving students 
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across all the conditions but no statistically significant. In general, it was found that 
learning companions generate positive states on the students that could benefit learning. 
Arroyo et al. (2011)(Arroyo, Woolf, Cooper, Burleson, & Muldner, 2011) analyzed the effect of 
gendered learning companions embedded in a Math ITS, Wayang, on affective and 
cognitive outputs depending on the student gender. Results in this study shown that the 
presence of the learning companion benefit female students on their affective and 
cognitive outcomes; however, this is not true for male students. 
Baker et al. (2006)(Baker et al., 2006) proposed a way to counteract the well-known 
issue related to having students gaming the system. Their proposed animated agent, 
Scooter the tutor, identifies when a student is gaming the system and provide the student 
with extra exercises on that particular section of the lesson. Students who went through 
this process reported positive impact in learning gains. 
Gulz et al. (2011)(Gulz et al., 2011)proposed a teachable agent enhanced with off-task 
social oriented conversational abilities inside an educational math game. Results showed 
a positive effect of the agent as students show higher learning outcomes particularly for 
high-achieving students.  
Kim et al. (2007)(Kim et al., 2007)proposed a gendered pedagogical agent as a learning 
companion. Their results reported a positive effect of male agent on recall during the 
learning process. 
In another study, Baylor and Kim (2005)(Baylor & Kim, 2005)reviewed the effect of three 
different types of agents: motivator, mentor, and expert. They reported positive effects on 
performance during the testing phase while students interacted with the mentor agent, 
which generated higher learning gains than both, motivator and expert agents. 
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Rodrigo et al. (2012)(Rodrigo et al., 2012)studied the effect of an interactive agent, 
Scooter the tutor, on student affective dynamics. The results of the study showed null 
effect on students’ affective states for both conditions of the study (presence or absence 
of the agent) affective states such as boredom, confusion, and engaged were present 
eliciting both virtuous and vicious cycles. 
7.4 Limitations 
It is important to mention that the results presented here are limited to populations 
similar to the sample considered in this study as presented in chapter 5. 
One relevant limitation regarding the results related to student’s learning 
experience, was that the instruments for the assessment of the instructional material and 
perception of the agent were designed for this study; thus, they are not generalizable as 
there could be some bias in the instrument for score calculation.  
Another important fact to highlight is that the study could present limitations due 
to the biometric sensor suite used, which directly impacts the algorithm that computes the 
affective state of the student as well as the outputs of the behavior engine. These 
limitations are related to the fact that the biometric sensor suite used is very specific in 
terms of the brand and type of sensor used as well as the fact that each sensor provided 
very specific information; thus, the software developed to read the data from the sensors, 
at this moment, only consider this very particular biometric sensor suite. 
Additionally, the overall design of the agent, add another variable to the ELE. 
Quality on the agent’s graphical representation, animation, and pool of messages directly 
impacts the perception of the agent and thus the learning experience of the student. Some 
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limitations were identified in the design of the agent including the lack of facial 
animations, the limited pool of full-body animations, as well as the fact that due to some 
instances of low performance of the computer used to support the study, animations were 
slightly lagged. Moreover, another limitation to be considered on this study is the fact 
that the agent was gendered but only one gender, female, was implemented in the study.  
In addition, another possible limitation in the design of the study could be the lack 
of a third condition where the ELE did not include an agent at all. The inclusion of this 
condition in future work might be useful to identify effect of the presence of the agent in 
general. However, these two facts could introduce a new challenge due to the complexity 
of a 3x2 factorial experimental design. 
As stated in the Results section, the analysis performed on this study did not 
consider any moderating variable such as demographic characteristics (gender, ethnicity, 
age) or academic background (school level or academic program). of the participants.  
Results about performance could be limited by the fact that only about 50% of the 
population was able to start and explore the transfer section of the study. This impacted 
the results where the effect of the different sections on the study was considered by a 
reduction on the power of the analysis. 
7.5 Insights about ELE Implementation 
The definition of the instructional material, tasks, and levels included within the 
ELE followed an iterative process and diverse pilot studies were run to determine the 
final and more adequate version of the ELE and the tasks to be included. 
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7.5.1 Definition of the instructional material  
The current instructional material was based on the instructional material of a 
prior version of the original ELE; however, considerable changes were made. Based on 
prior experiences and pilot studies, the need to elaborate on the introductory material was 
determined in order to explain Dynamic Systems, the topic covered in this study. Thus, a 
new (4 minutes and 40 seconds) video was added to explain the topic.  
The original instructional material considered four short videos (2 minutes 45 
seconds, 2 minutes, 3 minutes, and 3 minutes 10 seconds – approximately 11 minutes) 
that explained the usage of the tool to build models. These videos could be played 
sequentially with no stops or could be paused as needed to work on examples from a 
middle-level of complexity. The results of a pilot study suggested using low-level 
complexity tasks as hands-on examples to avoid frustration or confusion to the student. 
The pilot study also suggested to merge the content of the four videos in two videos (6 
minutes 40 seconds and 5 minutes) where each explained one example from start to end, 
showing two examples in total.  
Pilot studies also revealed that students could benefit from a quick review of what 
they learned in session 1 at the beginning of session 2. Thus, session 2 introduced a (3 
minute) video to remind the students about the topic and usage of the tool. 
7.5.2 Definition of the tasks and levels 
Original knowledge base proposed the content to be organized in 13 levels of 
complexity. These 13 levels were reduced into 9 levels, thus the material shown in the 
Instructions tab of each level had to be adjusted to match the new 9 levels. 
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A pilot study was run to define the proper tasks, the proper number of tasks, and 
the levels to be included for students to solved. The pilot study helped to confirm the 
minimum levels to be covered in session 1 and included in session 2 as well as those that 
better helped to assess the students; thus, to be used in the testing section. The pilot study 
helped to confirm that the duration of the session was appropriated to complete the 
minimum desired problems during training 1 section in session 1 and to complete the 
tasks on testing section in session 2. 
7.6 Insights about Affective Agents Development 
Besides the ELE, another important piece was the development of the agent. In 
particular, two main components required an iterative process: the graphical 
representation and her voice. 
7.6.1 Definition of the Agent Graphical Representation 
Graphical representation was defined based on prior research; however, her 
appearance was defined by running some pilot studies, to find the outfit that provided the 
agent with a respectable, trustable, and yet approachable image. Diverse outfits were 
tried, from a formal business suit, jeans with a formal jacket or cardigan, jeans with a 
pullover, to shorts with t-shirt and sneakers. At the end, jeans with a long-sleeved 
pullover and informal shoes resulted in the best option. 
7.6.2 Definition of the Agent Voice 
The voice of the agent represented a bigger challenge. Her voice was to be used to 
record the voice on the instructional material as well for all the messages used within the 
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ELE. Two human voice models were used. Pilot studies revealed that the first human 
voice choice had a high pitch that after the first video became annoying to the students; 
also, it sounded too mature to represent the mentor figure, the intended graphical 
representation of the agent. Thus, the human voice was changed to one with a lower pitch 
and more dynamic and young tone. A second pilot study revealed that this voice was 
received better by the students. 
7.7 Future Directions 
Whether affective agents deployed in an ELE can support student learning, 
improving learning experience and performance remains open questions. Similarly, the 
role of an agent’s representation, the agent’s persona, and the agent’s expression of 
affective states as well as the effectiveness of affective interventions on the learning 
process in general requires more research.  
Future research will include a deeper analysis of the data considering possible 
effect of demographic background (gender, ethnicity, age) as well as academic 
background (school level or academic program). 
Future research, related to this work, should explore how the algorithm behind the 
detection and representation of affect could be improved as well as the model behind the 
behavior engine that defined the agent’s affective interventions. 
Also, it is unclear the impact of the agent’s design—in this case, resembling a 
human, completed with a photorealistic graphical representation and animations coupled 
with a human voice –requires more systematic examination. It is possible that 
improvements in the agent’s full-body animations and facial animations might positively 
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impact the learning experience and performance. It is also possible to have a major effect 
by increasing the number of messages available for the agent as well as by improving the 
messages. Moreover, a major effect could result by adding two-way communication and 
by increasing the time of interaction with the agent. 
Regarding the agent’s persona, it is important to assure that agent’s persona is 
adequate and well received by the students in order to facilitate learning. It is important to 
analyze how personality of the agent could play a role in the interaction with the learner 
and thus the effect of the agent on the overall learning experience (Robison et al., 2010; 
Ryu & Baylor, 2005). This may require thought to include diverse personas for the agent 
as well as to add a survey to be completed by the learner in order to better understand the 
most appropriate persona for the agent in relation with the learner. Related to this, 
another possible analysis could be the exploration of the gender effect to learn more 
about the impact of the female agent (tutor or affective) on the students (females and 
males). Another effort could be the addition of a male agent to have a broader scenario 
that includes both genders (female and male) for both the agent and the students. 
In terms of the interventions from the agent, the frequency and efficacy of these 
interventions should be validated by comparing them with other type of conventional 
techniques followed by other agents. At the moment, some potential improvements have 
been detected; for instance, the affective agent could be programmed to be less talkative. 
Even when the algorithm was designed to avoid that the agent repeated herself by having 
a pool of different versions of messages and by blocking interventions when the affective 
state prevailed or had repetitive or sequential or patterned changes, and the student 
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perceived her as repetitive. Thus, an improvement on this very aspect of the algorithm 
seems like an obvious next step. 
As a further matter, an imperative improvement should be focused on subtle 
differentiation of the affective and tutor agents. This poses a challenge inasmuch as 
similitudes are expected but also differences in the verbal and non-verbal communication 
style and attitudes are desirable, adding complexity to the design and animation of the 
agent, which includes not only the graphical representation but the creation of the body 
and facial animations as well as the recording of messages and or dialogs with human 
voices. 
Additionally, future research includes the improvement on the design of the ELE 
system to improve students’ learning experience. Particularly, the inclusion of additional 
real-time adjustments based on affective and cognitive information from the student, such 
as level and type of solicited and unsolicited help. 
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8 Conclusions 
The motivation for this research was to contribute new insights for the inclusion 
of the affective component in the learning process. Its purpose was to include the 
adaptation and assessment of an ELE enhanced with a software agent, in which a 
production rule-based behavioral engine dictated the interventions based on a diverse set 
of events that could occur as a result of the student’s interaction within the ELE in 
combination with events resulting from the student’s affective state. It also produced a 
response in the form of an intervention (messages and animations) from the agent. To 
define the affective state of the student, a decision-level fusion multimodal system that 
included an ABM X10 EEG headset, a Shimmer GSR bracelet, and the FACET facial-
based emotion recognition system was integrated. In order to examine these interventions 
of the agent in terms of learning experience and performance while students interact with 
the ELE, students were provided with an agent available in one of two modalities, as a 
tutor or as an affective agent. 
To evaluate the effectiveness of the affective agent, a between-subject study was 
conducted to compare and contrast the effect of the affective agent with a tutor 
counterpart. Sixty-two undergrad students participated in this study (31 randomly 
assigned per condition). 
Even though the findings from the study did not provide the anticipated results 
related to the effect of the agent on improving the students’ learning experience and 
performance, the present study provided insights into ways in which different design 
components of affective agents could be improved as well as insights into the design of 
the behavior engines and the algorithms used to detect, represent, and handle affective 
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information. These insights include the importance of both facial and body animations for 
the agent, and the relevance of having a diverse pool of messages and animations, as well 
as the relevance of avoiding a highly talkative and / or verbally repetitive agent. 
In summary, this research provides the foundation from which future researchers 
can continue to explore the design of tools to support affective computing, and human 
computer interactions, as well as its application of these to the field of Intelligent Tutor 
Systems and technologically supported education.  
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The following sections present the complete list of messages available for each type of 
event. Within each classification, events are identified with an event number (first 
column), this number is used by the behavior engine code.  
Interface Events 
Interaction with the GUI (e.g., moving from one tab to other, keeping a window open, or 
opening a menu). 
Event Description Action Message 
100 Visit the Model Tab 
for the very first time. 
Greetings and 
wave. 
Hi! I am Hope. I am here to work with you in 
solving these tasks by providing some tips and 
help. 
Hi! Great to see you. I am Hope. I will be around 
providing some tips and help while we work on 
solving these tasks. 
Hey! Good to have you here. I am Hope and I 
am here to work with you solving these tasks. 
Ready? I am Hope and I am here to collaborate 
with you in solving these tasks. 
I am Hope, great to have you here. I am here to 
help you in solving these tasks. 
111 Click on Next Task 
button before 
completing the model. 
Talking and 
moving the arms 
as she is 
explaining. 
We need to complete the model before we can 
move forward. 
To move forward, we need to complete this 
model. 
We need to finish this model first. Then we can 
move forward. 
We can move forward as soon as we finish this 
model. 
First, we need to finish this model. Then we can 
move forward. 
112 Click on the Level Up 
button before 
completing the model. 
Talking and 
moving the arms 
as she is 
explaining. 
We need to complete the model for this task 
before we can level up. 
To level up, we need to complete this model. 
We need to finish this model first. Then we can 
level up. 
We can level up as soon as we finish this model. 
First, we need to finish this model. Then we can 
level up. 
121 Closing the equation 
editor without saving 
changes. 
Talking and 
moving the arms, 
pointing to the 
right side of the 
screen where the 
equation editor is 
shown. 
The equation won't be saved. 
If we exit now, the equation won't be saved. 
This action won't save the equation. 
We will lose the equation we just defined. 
If we continue, the equation won't be saved. 
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122 Companion indicates 
to the student that she 
can move to the next 
level. 
Talking and 
moving the arms 
pointing to the 
left side of the 
screen. 
Once we finish reviewing the model, we can 
level up. 
We could level up whenever we are ready. 
Whenever we are ready, we could level up. 
We can level up whenever you feel like it. 
There is no rush. Just keep in mind we can level 
up at any time now. 
123 Companion indicates 
to the student that she 
can move to the next 
task. 
Talking and 
moving the arms, 
pointing to the 
left side of the 
screen. 
We can explore this problem as long as you want 
and then move to the next one. 
As soon as you are ready, we can move to the 
next problem. 
We are done with this problem, so feel free to 
move to the next one. 
Whenever we are ready, we can move to the next 
problem. 
We can move to the next problem at any time 
now. 
500 Companion indicates 
that the model can be 
run. 
Talking and 
pointing the 
buttons shown 
below the agent’s 
window at the 
GUI. 
Now that all nodes and links are defined, we can 
run the model using the button below. 
All nodes are defined, so we can use the button 
below to run the model. 
Ok, now we can run the model using the button 
below. 
Next step, use the button below to run the model. 
It is time to run the model using the button 
below. 
600 Companion delivers 
the first message about 
the nodes in the 
model. 
Talking and 
pointing to the 
right where the 
nodes are 
situated. 
The rectangles represent the nodes of our model. 
We need to define the type, the links, and values 
or equations for them. 
We need to define the type, the links, and values 
or equations for the nodes in our model. 
Our first step is to define the type, the links, and 
values or equations for the nodes in our model. 
We can use the rectangles here as the nodes of 
our model. We need to define their type, links, 
and values or equations. 
These rectangles are the nodes of our model. 
Let’s define their type, links, and values or 
equations. 
700 Companion indicates 
that the model can be 
tested. 
Talking and 
pointing the 
buttons shown 
below the agent’s 
window at the 
GUI. 
This is a valid model. Now, we can review the 
graphs and test it. 
The model worked. Now, it’s time to review the 
graphs and test the model. 
The model ran without any problem. Now, we 
can review the graphs and test the model. 
The model is valid. We can review the graphs 
now and test the model. 
It worked. Let's review the graphs and then test 
the model. 
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Model Building Events 
Steps towards completing the task in turn (e.g., defining the type of a node, connecting 
two nodes, or defining the equation of a node). 
Event Description Action Message 
106 Click on the Run 
button before all nodes 
are connected and 
have an equation. 
Talking and 
moving the arms 
as she is 
explaining. 
All nodes should be connected and have an 
equation before we can run the model. 
We need to define all links and equations for the 
nodes before we can run our model. 
To run our model, we need to define all the links 
and equations or values for the nodes. 
Running the model requires defining the links 
and equations or values for the nodes first. 
To run the model, first we have to define the 
links and values or equations of the nodes. 
107 Click on the Test 
button before running 
the model. 
Talking and 
moving the arms 
as she is 
explaining. 
We need to run the model before we can test it. 
To test the model, we need to run it first. 
First, we need to run the model; next we can test 
it. 
Run the model first, so we can test it. 
Before testing the model, we need to run it. 
109 Click on the Run 
button before all nodes 
have a type and 
equation. 
Talking and 
moving the arms 
as she is 
explaining. 
All nodes should have a type and an equation 
before running the model. 
To run our model, all nodes should have a type 
and an equation. 
We need to define the type and equation of each 
node before we can run the model. 
Node types and equations are needed before we 
can run our model. 
To run our model, we need first to define types 
and equations for each node. 
113 Try to connect a node 
that does not have a 
type. 
Talking and 
moving the arms 
as she is 
explaining. 
We need to define the type of the node before we 
can connect it to other nodes. 
To connect a node, it has to have a type. 
Before connecting a node, we need to define its 
type. 
Defining the type of a node is required to 
connect it with other nodes. 
We cannot connect a node with other nodes until 
we first define its type. 
114 Try to connect to a 
node that does not 
have a type. 
Talking and 
moving the arms 
as she is 
explaining. 
The second node should have a type before we 
can connect it to another node. 
The node we are trying to connect to needs a 
type. 
We cannot connect to a node that does not have 
a type. 
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Both nodes should have a type to connect them. 
Our second node needs a type too. 			
115 Try a non-allowed 
connection between 
two nodes. 
Talking and 
moving the arms 
as she is 
explaining. 
The connection between these two nodes is not 
allowed. 
There is a problem; this connection is not 
allowed. 
We cannot connect these two nodes. 
The connection we are trying is not allowed. 
We have a problem; the connection we want to 
establish is not allowed. 
116 Click on the graph 
button before running 
the model. 
Talking and 
moving the arms 
as she is 
explaining. 
We need to run the model before we can see any 
graph. 
To see any graph, we need to run our model 
first. 
First, we need to run the model; then we can see 
the graphs. 
Graphs become available once we run the model. 
Run the model, so graphs become available. 
117  Try to define an 
equation before 
defining the type of 
the node. 
Talking and 
moving the arms 
as she is 
explaining. 
We need to define the type for the node first. 
The first step is for us to define the type of the 
node. 
First define the type of the node. 
This node does not have a type; we need to 
define it. 
The node needs a type before we can work with 
it. 
 
Combined Events 
Concurrency of performance, cognitive, and emotional events. 
Event Description Action Message 
-100 Student shows 
frustration and a 
high cognitive 
load; also, there 
was an error in 
the model. 
Talking and 
moving the 
arms as she is 
explaining. 
Yeah, it is frustrating not to find the error.  
Ok. An error again... let's relax. 
We need to relax to fix this error. 
Argh! It is frustrating not to find the error. 
Let's relax and check again. 
-200 Student shows 
frustration and a 
high cognitive 
load; also, there 
was no errors in 
the model. 
Talking and 
moving the 
arms as she is 
explaining. 
Ok! Let's relax and keep up the good work. 
Yeah! This can be hard sometimes, but we are doing 
great. Let's continue. 
Let's keep up the good work and move on. 
We're making progress here, so keep relaxed and 
continue. 
Ok, let's take a moment to relax. We are making 
progress; let's keep up the good work. 
-300 Hey! This is only a small step back. 
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Student shows 
boredom and a 
high cognitive 
load; also, there 
was an error in 
the model. 
Talking and 
moving the 
arms as she is 
explaining. 
Let's finish this task and be able to move on. 
Let's try to finish this task and move on. 
We just need to figure this out and we will be able to 
move on. 
Let's try one more time, and then move on. 			
-400 Student see as to 
be bored and 
shows high 
cognitive load; 
also, there were 
no errors in the 
model. 
Talking and 
moving the 
arms as she is 
explaining. 
This is getting old, ha! Let's finish it to move on. 
We are doing a great job here. Let's finish this task to 
move to the next challenge. 
Great! we are making good progress here. Let's finish 
this task so we can level up. 
Let's finish this task so we can get to the next 
challenge. 
Keep  up the good work and finish this task to move on 
to a more interesting challenge. 
-500 Student shows 
frustration and 
high cognitive 
load. 
Talking and 
moving the 
arms as she is 
explaining. 
Let's take a moment to reorganize our ideas and review 
the information about nodes and equations. 
Ok! We might need to step back and review again the 
information about the model. 
Mhhh! let's relax for a moment, so we can reorganize 
the information related to our model. 
Ok, ok, ok! Let's see, maybe the best we can do is to 
review the information about the nodes and equations 
in the model. 
Ok! Let's take a break and regroup our ideas. Maybe it 
is worth reviewing the information about the nodes and 
equations. 
-501 Student shows 
boredom and 
high cognitive 
load. 
Talking and 
moving the 
arms as she is 
explaining. 
All this information is too much and it is boring. Let's 
finish this to move on as quick as possible! 
These problems are getting old, right? Well, the faster 
we finished them, the faster we can get to more 
interesting challenges. 
This looks like too much of the same content. We need 
to practice. Let's continue and move on. 
It looks like we are doing the same things over and 
over. Let's take a moment to regroup ourselves. 
We need the practice, so let's try to calm down and get 
this done as fast as we can. 
-502 Student shows 
engagement and 
high cognitive 
load. 
Talking and 
moving the 
arms as she is 
explaining. 
This is the attitude! Let's continue with these problems. 
This might be overwhelming, but we can do it! 
Let's keep moving. We can complete these challenges. 
Sometimes, this feels like too much, ha! But let's move 
on. 
This is perfect! Even when this looks complex, we are 
moving forward. 
-600 Student shows 
high cognitive 
load with NO 
Talking and 
moving the 
arms as she is 
explaining. 
Your effort is paying off! Maybe we can take a brief 
break before we continue. 
Even when this could be overwhelming, we are doing a 
great job here. 
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errors in the 
model. 
This could be overwhelming, but we are doing a great 
job here! 
This has been a challenge, right? However, we are 
getting there! 
Let's continue with the good job and complete this 
challenge. 				
-601 Student shows 
low cognitive 
load but with 
errors in the 
model. 
Talking and 
moving the 
arms as she is 
explaining. 
Ok! We might need to regroup ourselves and review 
the details of this task. 
We might need to focus on this problem, so we can 
complete this challenge. 
How about reading the details of the problem again 
before we continue? 
Let's review again the information about the problem 
and the help provided. 
It might be a good idea to take a moment to read again 
the information related to this problem. 
-602 Student shows 
high cognitive 
load but with 
errors in the 
model. 
Talking and 
moving the 
arms as she is 
explaining. 
There are some errors in our model. Let's take a 
moment to review the details of it. 
This could be overwhelming but let's review the help 
provided for those nodes with errors. 
This might look very complex, but let's focus on those 
nodes with errors to solve this task. 
Ok, our model has some errors. Let's review the nodes 
and the provided help. 
Let's review this one more time to fix the errors. We 
might want to check again the available help. 
-700 Student shows 
frustration but 
with no errors in 
the model. 
Talking and 
moving the 
arms as she is 
explaining. 
We are doing great! So, relax and let's see what is next. 
So far, we have done a great job! Let's move on. 
Well done! Let's continue with the next tasks. 
Excellent! Relax. We are doing a good job here! 
We are ready for the next problem... Let's move on! 
-701 Student shows 
boredom and 
there were no 
errors in the 
model. 
Talking and 
moving the 
arms as she is 
explaining 
something. 
Great! Let's have some fun with the next problem. 
Let's review the following challenge and continue with 
the great job. 
Perfect! Let's move on to the next problem to see what 
is new. 
We are killing this. Let's see what else we have here. 
This is great! Let's try the next problem, so we can 
finish this level. 
 
Performance Events 
Events related to the successful completion (or not) of a task (e.g., if the model 
created is correct or not, use of the provided help). 
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Event Description Action Message 
10 Model is correct and 
companion delivers the 
results. 
Talking, 
nodding “yes” 
and pointing to 
the middle left 
where the quiz 
is shown. 
Yay! We passed the test. Let's take a minute to 
review the answers of our model. 
Great! Our model is correct. Let's learn from the 
answers of our model. 
Excellent! Our model is correct. Let's review the 
predictions of our model. 
Well done! Our model works. Let's take a look in 
the answers from our model. 
Good job! We have built a correct model. Let's 
spend a minute and read the answers from our 
model. 
12 Student is abusing the 
usage of the Summary, 
Nodes&Links, 
Equation, or Glossary 
buttons. 
Talking and 
nodding “no” 
and pointing 
down where the 
button is 
situated.  
The help provided is good, but we don't want to 
exceed the use of it. 
I agree that these buttons are very helpful, but we 
might want to try not to overuse them. 
We can get pretty good help in this button, but we 
want to be careful and not use it too much. 
It is great getting help from this button, but we 
don't want to over use it. 
It is ok to use the help in the button, but we want 
to make sure that we don't use it too often. 
13 Student reaches the 
maximum usage of 
Nodes&Links, 
Equation, or Glossary 
buttons. 
Talking and 
nodding “no” 
and pointing 
down where the 
button is 
situated.  
We have used the help in the buttons too often. 
We might want to review the Instruction or 
Situation tabs. 
As great as the help in this button is, we might 
want to review again the Instruction and Situation 
tabs. 
It seems like we need more help. We may want to 
review again the help in the Instruction and 
Situation tabs. 
We are using the help button again. It might 
worth reviewing the Instruction and Situation tabs 
instead. 
Beside the help button, we could use the 
Instruction and Situation tabs too. 
21 Model is incorrect. 
Errors are related to 
the type of nodes 
and/or equations. 
Talking, 
nodding “no” 
and pointing to 
the middle left 
where the quiz 
is shown. 
The model has several errors; we might want to 
review the type of nodes and the connections. 
It looks like our model has diverse errors. Let's 
start by taking a closer look at the type of nodes 
and how we connected them. 
Our model has several issues. But first things 
first, let's review the type of nodes and the 
connections. 
The model has problems; I would suggest starting 
by checking the type of the nodes and the 
connections. 
There are different problems here but let's start by 
reviewing the type of the nodes and their 
connections. 
22 Talking, 
nodding “no” 
The model did not pass the test. It looks like the 
problem is with the type of nodes. 
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Model is incorrect. 
Errors are related to 
the type of the nodes. 
and pointing to 
the middle left 
where the quiz 
is shown. 
There are some problems with the model. It 
seems that the issues are related to the type of 
nodes. 
There is a problem with our model. Let's review 
the types of nodes. 
The model has problems. I think the problem is 
with the type of nodes. 
Something is wrong. We may want to review the 
type of nodes on the problem might be there! 			
23 Model is incorrect. 
Errors are related to 
the equations of the 
nodes. 
Talking, 
nodding “no” 
and pointing to 
the middle left 
where the quiz 
is shown. 
The model did not pass the test. The problem 
could be in the equations or initial values on each 
node. 
There are some problems with the model. We 
might want to review the equations and initial 
values. on the nodes. 
It looks like there are issues with the equations 
and initial values of our nodes. 
There is something wrong with the equations or 
initial values of the nodes. 
It seems that there are problems in our model. 
Let's review the equations and initial values in the 
nodes. 
 
Cognitive Events 
Events related to the cognitive working load required to perform the task in turn. 
Event Description Action Message 
1000 Cognitive load is 
very low ( < 0.75) 
Standing with 
hands at the side. 
NA 
2000 Cognitive load is low 
( < 0.80) 
Standing with 
hands at the side. 
NA 
3000 Cognitive load is 
medium ( < 0.95) 
Talking and 
moving the arms 
as she is 
explaining. 
Hold on! It might be helpful to review the 
information provided. 
Ok! Let's take a moment to review to get some 
help. 
Yes, this is too much information. Let's check the 
help. 
Don't worry, we will figure it out. Let's start 
checking for help. 
This looks complex, but let's take one step at a 
time. 
4000 Cognitive load is 
high (>= 0.95) 
Talking and 
moving the arms 
as she is 
explaining. 
This looks very complex! Let's check it. 
This is too much information! Let's check the help 
provided. 
I know. I am out of ideas too! 
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Where to start? It might be a good idea to review 
the help. 
This could be overwhelming! Let's review the 
help provided. 
 
Emotional Events 
Events reported from the biometric sensor module. 
Event Description Action Message 
0 Student shows 
engagement. 
Standing with a 
small balance in 
the body. 
NA 
	
1 Student shows 
boredom. 
Talking, showing 
boredom, and 
moving the arms 
as she is 
explaining. 
This seems boring. Let's finish this task to move 
to the next level. 
Boring ha! Let's finish with this task to be able to 
move on. 
I know; this is boring! We are almost done. Let's 
finish to move on! 
I know; this is getting boring. Let's hurry up to 
move to the next level. 
Bored? Let's finish this quickly to move to the 
next challenge. 
2 Student shows 
frustration. 
Talking, showing 
frustration, and 
moving the arms 
as she is 
explaining. 
This could be frustrating sometimes, I know! But 
let's review the task again, ok? 
I know! This is frustrating, but let's keep going 
and review the task again. 
Ugh! This could be frustrating, right? Let's 
review the task one more time. 
I know this is frustrating but keep up. Let's 
review the task again. 
This task is frustrating; I get it! Let's review the 
Situation again and keep going! 
4 Student shows a 
neutral. 
Standing with 
hands at the side. 
NA 
5 Student shows 
uncertain. 
Talking, showing 
uncertainty, and 
moving the arms 
as she is 
explaining. 
I know; this task is not clear! Let's take a moment 
to review the task again and see what help we can 
get. 
Ok, this is not clear! Let's review the information 
provided to figure this out. 
This is pretty uncertain, I know. Let's take a 
moment to review this again, ok? 
I'm unsure on how to proceedeither. Let's review 
the information about the task again. 
This looks kind of vague, right? Let's take a 
moment and check the information again. 
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APPENDIX B 
BEHAVIOR ENGINE CODE 
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/* 
 * Class to define the behavior of the agent (Tutor or Affective)  
*/ 
 
public class BehaviorEngine { 
 
  /** 
   * Define the behavior to show depending on: 
   * (1) INTERFACE and MODEL BUILDING events,  
   * (5) COMBINED events (Performance + Cognitive + Emotion) 
   * (2) PERFOMANCE events,  
   * (3) COGNITIVE events, and  
   * (4) EMOTION events 
   *  
   * When the agent type is TUTOR, only MODEL BUILDING, PERFORMANCE, and COGNITIVE  
   * events are considered the agent type is AFFECTIVE, all type of events is considered 
   *  
   * This gets the different events and translate them into a behavior response. 
   *  
   * @return actionToPlay 
   *  
   */ 
   
  public static String defineBehavior (){ 
    String actionToPlay ="";  
     
    if (inModelTab && AudioMessage.isPlayCompleted()) {  
   
    //only in the Model Tab and when the student is NOT ready to move on   
    //When agent == TUTOR (0) the EMOTION AND COMBINED EVENTS ARE NOT CONSIDERED 
    //When agent == AFFECTIVE (1) ALL EVENTS ARE CONSIDERED 
     
    //************************************************************************* 
    //        The events on this section are INTERFACE and MODEL BUILDING Events (1)              
    //************************************************************************* 
     
    if (getModelBuildingEvent() != -1) {       
      if(modelBuildingEvent == lastEvent){ 
        actionPlayCount++; 
      } else { 
          actionPlayCount = 0;   
          lastEvent = modelBuildingEvent; 
          previousModelBuildingEvent2 = modelBuildingEvent; 
      } 
          
      if(actionPlayCount < ACTION_REPEAT_THRESHOLD) {           
        switch (modelBuildingEvent) { 
          case 100: // Very first time to visit Model Tab greetting 
            Main.setModelTabFirstVisit(false);             
            actionToPlay = "j0132";  // wave             
            MessageDialog.textAndAudioMessages(null, true, "Main.setTabListener.6",  
Main.getGraph(), 1);     
            actionPlayCount = ACTION_REPEAT_THRESHOLD;              
            break; 
          case 500: // Model can be run and pointing down to indicate the Run Model button 
            actionToPlay = "j160"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"EquationEditor.DoneButtonActionPerformed.1",  Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 600: // Giving information about the nodes 
            actionToPlay = "j029"; //Standing explaining poiting down right 
            MessageDialog.textAndAudioMessages(null, true, "GraphCanvas.movedOnVertex.1",  
Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 700: // Model can be tested and poiting down to indicate the Test Model button 
            actionToPlay = "j160"; //Standing explaining  
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            MessageDialog.textAndAudioMessages(null, true, "ModelGraph.run.2",   
Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 106: // allNodesConnected&EqBeforeRun 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"Main.menuItemRunActionPerformed.1",  Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 107: // runModelToTest 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"Main.menuItemTestModelActionPerformed.1", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 108: // allNodesConnected&EqBeforeRun 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"ButtonBar.predictButtonActionPerformed.1", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 109: // typeEqBeforeRun 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"GraphCanvas.runButtonActionPerformed.2", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 110: // runModelToTest 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"GraphCanvas.testModelButtonActionPerformed.1", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 111: // CompleteModelBeforeMoveFwd 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"GraphCanvas.nextTaskButtonActionPerformed.1", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 112: // CompleteModelBeforeLevelup 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"GraphCanvas.levelUpButtonActionPerformed.1", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 113: // typeBeforeConnection 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true, "GraphCanvas.pressedOnVertex.1",  
Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 114: // SecondNodeNeedType 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true, "GraphCanvas.mouseReleased.3",  
Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 115: // noTypeOrNotAllowedConnection 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true, "GraphCanvas.mouseReleased.1",  
Main.getGraph(), 1);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 116: // runModelToGraph 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true, "GraphCanvas.mouseClicked.1",  
Main.getGraph(), 1); 
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            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 117: // selectNodeType 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true, "GraphCanvas.mouseClicked.2",  
Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 118: // selectNodeType 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"PopupVertexMenu.actionPerformed.1", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 119: // selectNodeType 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"PopupVertexMenu.actionPerformed.2", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 120: // typeEqBeforeRun 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"PopupVertexMenu.actionPerformed.3", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 121: // exitWOSavingEq 
            actionToPlay = "j042"; //Standing explaining  
            MessageDialog.textAndAudioMessages(null, true,  
"EquationEditor.formWindowClosing.1", Main.getGraph(), 1); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 122: // next Level 
            actionToPlay = "j155"; // Standing talking inviting to move ahead  
            MessageDialog.textAndAudioMessages (null, true,  
"QuizDialog.continueButtonActionPerformed.1", Main.getGraph(), 1);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
         case 123: // next task 
            actionToPlay = "j155"; // Standing talking inviting to move ahead  
            MessageDialog.textAndAudioMessages (null, true,  
"QuizDialog.continueButtonActionPerformed.2", Main.getGraph(), 1);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;                                                              
        } 
      } 
      else { 
          actionToPlay = "j001";  // standing with a small balance   
        } 
      setCurrentEventType(1); 
    } 
     
    //*************************************************************************       
    //        The events on this section are COMBINATION of Event (5.1) 
    //************************************************************************* 
    // They are considered only when character is AFFECTIVE (1) 
    // They are considered only when the student is not working 
    // in the same way as COGNITIVE and EMOTION 
     
    else if ( 
            Main.getCompanionType() == Main.AFFECTIVE  
            && ((emotionEvent == UNCERTAIN_EMOTION  
                    && cognitiveEvent >= 3000  
                    && (previousPerformanceEvent == 10  
                    || previousPerformanceEvent == 21    
                    || previousPerformanceEvent == 22  
                    || previousPerformanceEvent == 23)) 
              || ((emotionEvent == FRUSTRATED_EMOTION  // 2 
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                    || emotionEvent == BORED_EMOTION  //1 
                    || emotionEvent == ENGAGED_EMOTION)   // 0 
                    && cognitiveEvent >= 3000)   
              || ((previousPerformanceEvent == 10  
                    || previousPerformanceEvent == 21    
                    || previousPerformanceEvent == 22  
                    || previousPerformanceEvent == 23)  
                    && (cognitiveEvent == 1000  
                    || cognitiveEvent >= 3000)   
                    && emotionEvent != UNCERTAIN_EMOTION)) 
              && !isStudentWorking()     
              && !QuizDialog.isModelCorrect()  
            ){    
      if ((emotionEvent == FRUSTRATED_EMOTION || emotionEvent == UNCERTAIN_EMOTION) 
             && (previousPerformanceEvent == 21 || previousPerformanceEvent == 22  
|| previousPerformanceEvent == 23)  
             && cognitiveEvent >= 3000) {  
                //frustrated & error & cog high 
                combinedEvent = -100; 
                previousCombinedEvent = -100; 
      } else if ((emotionEvent == FRUSTRATED_EMOTION || emotionEvent == UNCERTAIN_EMOTION) 
             && previousPerformanceEvent == 10  
             && cognitiveEvent >= 3000) {  
                //frustrated & NO error & cog high 
                combinedEvent = -200;    
                previousCombinedEvent = -200; 
      } else if (emotionEvent == BORED_EMOTION 
             && (previousPerformanceEvent == 21 || previousPerformanceEvent == 22  
|| previousPerformanceEvent == 23)  
             && cognitiveEvent >= 3000) {  
                //bored & error & cog high 
                combinedEvent = -300;        
                previousCombinedEvent = -300; 
      } else if (emotionEvent == BORED_EMOTION 
             && previousPerformanceEvent == 10  
             && cognitiveEvent >= 3000) {  
                //bored & NO error & cog high 
                combinedEvent = -400; 
                previousCombinedEvent = -400; 
      } else if (emotionEvent == FRUSTRATED_EMOTION 
             && cognitiveEvent >= 3000  
             && (previousCombinedEvent != -100 && previousCombinedEvent != -200)){ 
                combinedEvent = -500; 
                previousCombinedEvent = -1; 
      } else if (emotionEvent == BORED_EMOTION 
             && cognitiveEvent >= 3000  
             && (previousCombinedEvent != -300 && previousCombinedEvent != -400)){ 
                combinedEvent = -501; 
                previousCombinedEvent = -1;                 
      } else if (emotionEvent == ENGAGED_EMOTION 
             && cognitiveEvent >= 3000){  
                combinedEvent = -502; 
                previousCombinedEvent = -502;   
      } else if (previousPerformanceEvent == 10  
             && cognitiveEvent >= 3000  
             && (previousCombinedEvent != -200 && previousCombinedEvent != -400)){ 
                combinedEvent = -600; 
                previousCombinedEvent = -1;       
      } else if ((previousPerformanceEvent == 21 || previousPerformanceEvent == 22  
|| previousPerformanceEvent == 23) 
             && cognitiveEvent == 1000){ 
                combinedEvent = -601; 
                previousCombinedEvent = -601;   
      } else if ((previousPerformanceEvent == 21 || previousPerformanceEvent == 22  
|| previousPerformanceEvent == 23) 
             && cognitiveEvent >= 3000  
             && (previousCombinedEvent != -100 && previousCombinedEvent != -300)) { 
                combinedEvent = -602; 
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                previousCombinedEvent = -1;       
      } else if (previousPerformanceEvent == 10  
             && emotionEvent == FRUSTRATED_EMOTION 
             && previousCombinedEvent != -200){ 
                combinedEvent = -700; 
                previousCombinedEvent = -1;       
      } else if (previousPerformanceEvent == 10 
             && emotionEvent == BORED_EMOTION 
             && previousCombinedEvent != -400){ 
                combinedEvent = -701; 
                previousCombinedEvent = -1;       
      }  
             
      // check if event is same as last event experienced 
      if(combinedEvent == previousCombinedEvent2){ 
        actionPlayCount++; 
      } else { 
        actionPlayCount = 0;   
        lastEvent = combinedEvent; 
        previousCombinedEvent2 = combinedEvent; 
      }      
        
      // do not repeat the same combined Event more than ACTION_REPEAT_THRESHOLD times       
      if(actionPlayCount < ACTION_REPEAT_THRESHOLD) {           
        switch (combinedEvent) { 
          case -100: // Frustrated + Error + CogHigh 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m100", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;     
            break; 
          case -200: // Frustrated + NoError + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m200", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case -300: // Bored + Error + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m300", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case -400: // Bored + NoError + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m400", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;           
          case -500: // Frustrated + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m500", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case -501: // Bored + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m501", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case -502: // Engaged + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m502", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;             
          case -600: // NoError + Cog High 
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            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m600", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;             
          case -601: //  Error + Cog Low 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m601", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;    
          case -602: //  Error + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m602", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;                           
          case -700: // No Error + Frustrated 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m700", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;                
          case -701: // No Error + Bored 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m701", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;                                        
          } 
        }  
       else { 
          actionToPlay = "j001";  // standing with a small balance                
       } 
      setCurrentEventType(5);                       
    } 
     
    //*************************************************************************       
    //        The events on this section are COMBINATION of Event (5.2) 
    //************************************************************************* 
    // They are considered only when character is TUTOR (0) 
    // They are considered only when the student is not working 
    // in the same way as COGNITIVE and EMOTION 
 
    else if (Main.getCompanionType() == Main.TUTOR  
              && ((previousPerformanceEvent == 10  
                  || previousPerformanceEvent == 21    
                  || previousPerformanceEvent == 22  
                  || previousPerformanceEvent == 23)  
                  && (cognitiveEvent == 1000  
                     || cognitiveEvent >= 3000)   
                 ) 
              && !isStudentWorking()     
              && !QuizDialog.isModelCorrect()  
            ){    
      if (previousPerformanceEvent == 10  
             && cognitiveEvent >= 3000){ 
                combinedEvent = -600; 
                previousCombinedEvent = -600;       
      } else if ((previousPerformanceEvent == 21 || previousPerformanceEvent == 22  
|| previousPerformanceEvent == 23) 
             && cognitiveEvent == 1000){ 
                combinedEvent = -601; 
                previousCombinedEvent = -601;  //it was -1 01/25/18 
      } else if ((previousPerformanceEvent == 21 || previousPerformanceEvent == 22  
|| previousPerformanceEvent == 23) 
             && cognitiveEvent >= 3000) { 
                combinedEvent = -602; 
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                previousCombinedEvent = -602;       
      }   
             
      // check if event is same as last event experienced 
      if(combinedEvent == previousCombinedEvent2){ 
        actionPlayCount++; 
      } else { 
        actionPlayCount = 0;   
        lastEvent = combinedEvent; 
        previousCombinedEvent2 = combinedEvent; 
      }      
        
      // do not repeat the same combined Event more than ACTION_REPEAT_THRESHOLD times       
      if(actionPlayCount < ACTION_REPEAT_THRESHOLD) {           
        switch (combinedEvent) { 
           case -600: // NoError + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m600", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;             
          case -601: //  Error + Cog Low 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m601", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;    
          case -602: //  Error + Cog High 
            actionToPlay = "j102"; // stand and pretend to talk with someone in front of you  
            MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.m602", Main.getGraph(), 1);               
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;                                                                 
          } 
        }  
       else { 
          actionToPlay = "j001";  // standing with a small balance                
       } 
      setCurrentEventType(5);                       
    } 
     
    //*************************************************************************       
    //        The events on this section are PERFORMANCE Event (2) 
    //************************************************************************* 
    else if (getPerformanceEvent() != -1){ //There is not an PERFORMANCE event happening 
      
      // check if event is same as last event experienced 
      if (performanceEvent == lastEvent){ 
        actionPlayCount++; 
      } else { 
        actionPlayCount = 0;   
        lastEvent = performanceEvent; 
        previousPerformanceEvent2 = performanceEvent; 
      } 
          
      // do not repeat the same performance Event more than ACTION_REPEAT_THRESHOLD times       
      if(actionPlayCount < ACTION_REPEAT_THRESHOLD) {           
        switch (performanceEvent) { 
          case 10: // quiz was correct 
            actionToPlay = "j170"; // Nodding positively and pointing up right   
            MessageDialog.textAndAudioMessages (null, true, "QuizDialog.addResult.1",  
Main.getGraph(), 0);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;   
            break; 
          case 12: // Summary button use abuse warning 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            MessageDialog.textAndAudioMessages (null, true, "ButtonBar.initSummaryButton.1",  
Main.getGraph(), 0);             
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            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 13: // Summary button max 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            MessageDialog.textAndAudioMessages (null, true, "ButtonBar.initSummaryButton.2",  
Main.getGraph(), 0);  
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 14: // Nodes&Links button use abuse warning 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            MessageDialog.textAndAudioMessages (null, true,  
"ButtonBar.initNodesLinksButton.1", Main.getGraph(), 0);             
            break; 
          case 15: // Nodes&Links button max 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            MessageDialog.textAndAudioMessages (null, true,  
"ButtonBar.initNodesLinksButton.2", Main.getGraph(), 0); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 16: // Equation button use abuse warning 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            MessageDialog.textAndAudioMessages (null, true, "ButtonBar.initEquationsButton.1",  
Main.getGraph(), 0);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 17: // Equation button max 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            MessageDialog.textAndAudioMessages (null, true, "ButtonBar.initEquationsButton.2",  
Main.getGraph(), 0); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 18: // Glossary button use abuse warning 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            MessageDialog.textAndAudioMessages (null, true, "ButtonBar.initGlossaryButton.1",  
Main.getGraph(), 0);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 19: // Glossary button max 
            actionToPlay = "j171"; // Nodding negatively pointing at buttons below 
            MessageDialog.textAndAudioMessages (null, true, "ButtonBar.initGlossaryButton.2",  
Main.getGraph(), 0); 
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 20: // test model w errors wo changing anything 
            actionToPlay = "j153"; // Nodding negatively  
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 21: // quiz was incorrect - there are error of both types; 
            actionToPlay = "j169"; // Nodding negatively and pointing up right            
            MessageDialog.textAndAudioMessages (null, true, "QuizDialog.addResult.21",  
Main.getGraph(), 0);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break; 
          case 22: // quiz was incorrect - errors are only related to node types 
            actionToPlay = "j169"; // Nodding negatively and pointing up right            
            MessageDialog.textAndAudioMessages (null, true,"QuizDialog.addResult.22",  
Main.getGraph(), 0);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;   
          case 23: // quiz was incorrect - errors are related to equations / calculated values 
            actionToPlay = "j169"; // Nodding negatively and pointing up right            
            MessageDialog.textAndAudioMessages (null, true, "QuizDialog.addResult.23",  
Main.getGraph(), 0);             
            actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
            break;             
          } 
        }  
		
	 156	
        else { 
          actionToPlay = "j001";  // standing with a small balance                
        }   
      setCurrentEventType(2);          
      } 
 
      //************************************************************************* 
      //          The events on this section are COGNITIVE Event (3) 
      //*************************************************************************      
      // COGNITIVE and EMOTIVE events are considered IFF the student is NOT working  
      // on the model. This means that the student is not working on the node (menu), 
      // reviewing the plots, reviewing help, defining an equation, or reviewing the quiz. 
 
      else if (getCognitiveEvent() != -1  
               && getCognitiveEvent() >= 3000 //011218 it was == 4000 
               && !isStudentWorking() 
               && !QuizDialog.isModelCorrect()    // the model is not correct yet  
              ){     
        // check if cognitiveEvent is same as lastEvent experienced 
        if(cognitiveEvent == previousCognitiveEvent2){ 
          actionPlayCount++; 
        } else { 
          actionPlayCount = 0;   
          lastEvent = cognitiveEvent; 
          previousCognitiveEvent2 = cognitiveEvent; 
        } 
                 
        if (actionPlayCount == 20){   
          actionPlayCount = 0; 
        }         
         
        // do not repeat the same cognitive Event more than ACTION_REPEAT_THRESHOLD times         
if(actionPlayCount < ACTION_REPEAT_THRESHOLD) { 
          switch (cognitiveEvent) { 
            case 1000: //very low 
              actionToPlay = "j001"; // do nothing 
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break; 
            case 2000: //low 
              actionToPlay = "j001"; // do nothing 
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break;  
            case 3000: //medium 
              actionToPlay = "j102"; // stand and pretend to talk with someone infront of you  
              MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.3000", Main.getGraph(), 1);             
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break; 
            case 4000:  //high 
              actionToPlay = "j102"; // stand and pretend to talk with someone infront of you  
              MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.4000", Main.getGraph(), 1);               
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break; 
          } 
        }  
        else { 
          actionToPlay = "j001";  // standing with a small balance  
        } 
        setCurrentEventType(3); 
      } 
       
      //************************************************************************* 
      //        The events on this section are EMOTION Event (4) 
      //************************************************************************* 
      // COGNITIVE and EMOTIVE events are considered IFF the student is NOT working  
      // on the model. This means that the student is not working on the node (menu), 
      // reviewing the plots, reviewing help, defining an equation, or reviewing the quiz. 
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      else if (getEmotionEvent () != -1  
              && !isStudentWorking()    
              && Main.getCompanionType() == Main.AFFECTIVE // 
               && !QuizDialog.isModelCorrect()    // the model is not correct yet.   
              ){      
         
        // check if emotionEvent is same as lastEmotionEvent experienced 
        if(emotionEvent == previousEmotionEvent2){ 
          actionPlayCount++; 
        } else { 
          actionPlayCount = 0;   
          lastEvent = emotionEvent; 
          previousEmotionEvent2 = emotionEvent; 
        } 
         
        if (actionPlayCount == 30){    
          actionPlayCount = 0; 
        }         
         
        // do not repeat the same emotion Event more than ACTION_REPEAT_THRESHOLD times         
if(actionPlayCount <= ACTION_REPEAT_THRESHOLD) { 
          switch (emotionEvent) { 
            case ENGAGED_EMOTION:// value 0 
              actionToPlay = "j001";  // standing with a small balance  
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break; 
            case BORED_EMOTION: // value 1 
              actionToPlay = "j038"; // bored 
              MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.BORED", Main.getGraph(), 1); 
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break; 
            case FRUSTRATED_EMOTION: // value 2 
              actionToPlay = "j039"; //frustrated 
              MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.FRUSTRATED", Main.getGraph(), 1); 
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break; 
            case NEUTRAL_EMOTION:  // value 4 
              actionToPlay = "j0032"; //standing with hand at the side 
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break; 
            case UNCERTAIN_EMOTION: // value 5 
              actionToPlay = "j126";  // in the middle with the head up (uncertain) 
              MessageDialog.textAndAudioMessages(null, true,  
"BehaviorEngine.defineBehavior.UNCERTAIN", Main.getGraph(), 1); 
              actionPlayCount = ACTION_REPEAT_THRESHOLD;                 
              break;                   
          } 
        }  
        else { 
          actionToPlay = "j001";  // standing with a small balance  
        } 
        setCurrentEventType(4); 
      }  
      else {  
          actionToPlay = "j001";  // standing with a small balance 
          setCurrentEventType(1); 
          actionPlayCount = ACTION_REPEAT_THRESHOLD;                           
      } 
    } 
    else if (!AudioMessage.isPlayCompleted()) { 
      actionToPlay = "j001";  // standing with a small balance 
      setCurrentEventType(1); 
      actionPlayCount = ACTION_REPEAT_THRESHOLD;                       
    }    
    return actionToPlay; 
  }    
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FULL SET OF TASKS 	 	
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Level 1 – Constant  
 
Fat Content 
Section: Introduction 
Situation: By weight, potato chips are 35% fat. This percentage is the same over time; 
i.e., it never changes.  
Create the model that would represent the fat content on potato chips over 10 months.  
Click on the "Model" tab to work on your model. 
 
 
Level 3 – Stock, Flow, and Constant 
 
Bookworm 
Section: Introduction 
Situation: Rod is a bookworm. He already has 100 books in his collection. Each week he 
buys and reads 2 more books. This number does not change over time. 
If he continues this behavior, how many books will Rod have after 52 weeks? 
 
Dying Orchard 
Section: Training 1 
Situation: There are initially 256 trees in the orange orchard "La belle orangerie,” and 16 
trees die each year. So, at the end of the first year, there are only 240 trees remaining in 
the orchard. 
Create a model that defines the number of trees in the orchard each year for 10 years. 
 
Venice 
Section: Training 1 
Situation: The city of Venice in Italy is famous for its canals. While the main form of 
transportation is waterways, there are still a few streets and roads that are mainly used by 
pedestrians. Unfortunately, like many coastal cities, Venice is sinking slowly. It sinks 
about 10 centimeters per decade. The elevation of most of the streets still in use is 300 
centimeters above sea level.  Create a model that defines the streets' distance above sea 
level for the next 10 decades. 
 
 
 
 
 
		
	 160	
Level 4 – Stock, Flows, Auxiliary, and Constants 
 
Bathtub 
Section: Training 1 
Situation: The bathtub is plugged up and is not letting any water out. The faucet is 
leaking and so is filling the bathtub. To find out how fast the water would accumulate in 
the bathtub, Bob placed a bucket under the faucet. The bucket holds 1 gallon and it took 2 
hours to fill it. Before Bob goes to bed, he empties the bathtub of water and takes the 
bucket out. 
Create a model that finds out if the bathtub will fill in a period of 10 hours? 
 
Land Fill 
Section: Training 1 
Situation: The city of Boise, Idaho is building a new landfill. The city council wants to 
know how large the landfill will be in twenty years so that it can allocate enough space 
for all of the trash that will be dumped into the landfill. The city council predicts that, 
over the next twenty years, the citizens of Boise will be dumping approximately 5000 
cubic feet of trash into the landfill every day. 
Create a model that answers council's question about the size of the landfill in twenty 
years. 
 
Reforestation 
Section: Training 2 
Situation: The Rodeo-Chediski Fire was the worst wildfire in Arizona's History. It burned 
over 400,000 acres. A local outdoor club decides to go and help with the reforestation of 
part of the land that was burnt. The fire burnt all the trees in the area that the club planned 
to work in. Each year since 2003, the club members have been able to visit the area twice 
every year and plant about 200 saplings each visit. Now, the club members want to know 
how many trees they would have planted after 20 years. 
Create a model that visualizes how many trees the club would have planted after 20 
years. 
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Level 5 – Stock, Flow, Auxiliary, Constants, and Loop 
 
Chestnut Blight 
Section: Training 1 
Situation: In 1900, there were nearly 4,000 million American Chestnut trees in the forests 
of the United States, but then the Chestnut blight arrived from Asia.  By 1940, nearly all 
of the mature American Chestnut trees were dead.  Assuming that the blight kills about 
10% of the trees each year, this is, in the first year of the blight, 400 million trees died, 
leaving only 3,600 million alive,and in the second year of the blight, 10% of that number 
(360 million trees died, and so on).  
Create a model that shows the number of live Chestnut trees (in millions) over a 40-year 
period. 
 
Giardia Bacteria 
Section: Training 1 
Situation: Angela is a researcher studying the growth of Giardia, which is microscopic 
single-cell organism that lives in water and can make people quite sick.    
Angela has a bottle that initially holds 100 Giardia.  They grow quickly.  On average, 
40% of the Giardia reproduce each hour, each producing one new Giardia.  Thus, after 
the first hour, there are 140 Giardia in the bottle, and after the second hour there are 196 
in the bottle, and so on.  The bottle has enough water and nourishment for the Giardia 
grow unhindered for a long time.  
Create a model that defines the number of the Giardia in the bottle over 8 hours. 
 
Phoenix Metro Area Population 
Section: Training 2 
Situation: Suppose the Phoenix Metro area currently has a population of 4,192,887. 
Suppose the population grows at 5.5% per year.  That is, the number of new residents 
added to the population each year is 5.5% of the number of residents at the beginning of 
the year.   
Create a model that calculates the population for the Phoenix Metro area each year over a 
15-year period. 
 
Tempe Population 
Section: Training 2 
Situation: The city of Tempe has one 175,000 people. Every year, a 7% of its population 
leaves. After his first 180 days as an elected official, the Mayor of Tempe wants to know 
about how many people will be living at Tempe after his first year in office. 
Create a model that answers the Mayor of Tempe’s question. 
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Rust 
Section: Testing 
Situation: Rust destroys steel and can spread quickly. Suppose you take a large sheet of 
steel, such as one might use as the roof of the boxcar on a train, and you put it outside in 
the weather. Suppose it starts with a spot of rust that is 10 square inches in area. 
However, each week the rust spot gets bigger, as it grows by 30%. Therefore, at the end 
of the first week, the rust spot is 13 square inches in area. 
Create a model that shows how the size of the rust spot grows over 10 weeks. 
 
Tour De France 
Section: Testing 
Situation: Lance is training for the great bicycle race of Tour de France. In order to 
perform well in the race, he needs to maintain proper level of water in his body. Lance 
weights 175 lb. Since 60% of the human male body is made up of water, Lance has 105 
lb. of water in his body before the race. Lance loses 4% of the total water in his body per 
hour due to sweat when he races in 75-degree weather. Lance is interested in finding out 
how much water he will need to replace in the first hour. 
Create a model that answers Lance's question. 
 
 
Level 6 – Stock, Two Flows, and Constants 
 
Deer Population 
Section: Training 1 
Situation: Brent is a park ranger who has been keeping track of the deer population in the 
national park where he works.  The one thousand-acre national park is home to two 
thousand deer. Any change in the deer population comes either from deer births or 
deaths. Each year, about three hundred new deer are born and around two hundred deer 
die.  
Create a model that shows the behavior of the deer population. 
 
The Reader Diana 
Section: Training 1 
Situation: Diana loves to read, she's a fast reader, too. She finishes 7 books a week! 
Unfortunately, she can only check out 4 books each week from the library --that's the rule 
for young children. As the summer begins, Diana has 9 books at home. She is concerned 
that over the summer break, she might run low on books. The summer break is 11 weeks 
long. 
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Create a model to show Diana how many books she'll have each week, assuming that she 
returns books as she reads them and always checks out the maximum number of books 
per week. NOTE: Do let the number of books become negative. 
 
Struggling Student 
Section: Testing 
Situation: Corky is a struggling student. He keeps a task list of assignments he needs to 
do, but it keeps getting longer and longer. Each week, Corky adds 7 new assignments to 
his task list. As hard as he tries, Corky is able to complete 3 assignments each week and 
remove them from his task list. At the beginning of the semester, he starts out with 
nothing on his task list. 
Show Corky how his assignments are backing up by creating a model that shows the 
number of assignment on his tasks list each week for the entire 12-week semester, 
assuming he doesn't change his study habits. 
 
 
Level 7 – Stock, Two Flows, Constants, and Loop 
 
Blood Glucose 
Section: Training 1 
Situation: When admitted to the hospital, the glucose levels in the patient's blood was 10 
units, which is too low. Thus, an IV line was started which adds 3 units per hour to the 
blood. Even though the patient is lying still on the bed, the body burns up some glucose. 
The amount of glucose the body removes from the blood each hour is 2% of the glucose 
in the blood at that time.   
Create a model that shows the glucose level in the patient’s blood during 24 hours.   
 
Bus Fleet 
Section: Training 1 
Situation: Suppose a city wins a large federal grant and uses it to buy 105 low-emission 
buses. Although the buses have excellent technology, they are driven all day long and 9% 
of them fail each week. Therefore, approximately 9 busses fail in the first week. Since the 
city does not have the funding to increase the staff of its bus fleet maintenance facility, 
the staff can fix only 6 busses per week. 
Create a model that shows the size of the bus fleet (i.e., the ones that are on the road and 
not being repaired) over the first 10 weeks of operation. 
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Hardwood Forest 
Section: Training 2 
Situation: Today, approximately 500,000 trees stand tall in Hardwood Forest. Hardwood 
Forest is very valuable. Lumber companies are strongly constrained by government 
regulations. The number of trees they can harvest each year is 5% of the total number of 
trees in the forest that year. An environmental group, even at this rate, is worried that the 
forest will be entirely destroyed, so they plant 10,000 new trees each year. 
Create a model that shows the total number of trees in the forest over a 30-year period. 
 
Savings Account 
Section: Training 2 
Situation: Jack has a savings account that started with $9000. The interest rate of the 
account is 2% per year, which means that the money that the bank adds to the account 
each year is 2% of what is in the account at the beginning of that year. However, each 
year Jack withdraws $120 from his account. Jack starts the account when he turns 20 
years old and plans to close it when he retires at age 70. 
Create a model that shows the amount of money in the account over the 50-year period. 
 
Melting Ice 
Section: Testing 
Situation: Steven is trying to melt ice. He put ice in an empty pot on the stove. With the 
heat, 3 oz. of water are generated each minute; however, about 0.1% of the water gets 
evaporated every minute, too. Steven needs 20 oz. of water and he is wondering how long 
it takes to get that much water. 
Create a model that helps Steven to figure it out how long would it take to get 20 oz. of 
water. 
 
ObscureFlix 
Section: Testing 
Situation: Mark enjoys watching obscure, barely known movies so he subscribes to 
ObscureFlix. He can watch all the movies he wants, although he has to pay per movie. 
However, ObscureFlix only has a few copies of each movie, so they often have to wait 
for movies to be returned before they can ship them out again. On average ObscureFlix 
can ship only half of the movies on Mark's movie queue each week, which of course 
removes them from the queue. After an initial frenzy where he started up his queue by 
putting 30 rare movies on it, the number of movies Mark adds to his queue each week is 
about 20% of the number of movies already in the queue. 
Create a model that shows how many movies Mark has in his queue over the space of 12 
weeks. 
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Level 8 – Stock, Two Flows, Auxiliary, Constants, and Loop 
 
Rain Barrel 
Section: Transfer 
Situation: A 100-gallon rain barrel is set up to collect water from a roof. The barrel has a 
hose that empties the water onto several plants in the yard. If more water is in the barrel 
the water drains faster. Ten percent (10%) of the water is drained from the barrel every 
minute by this hose. During a heavy rainstorm, 0.02 gallons of water falls on every 
square foot of the roof per minute. The roof is 30-feet wide and 10-feet long. Will the 
rain barrel overflow? Assume that the barrel starts empty. 
Create a model that answers the question above. 
 
Widget Stocking 
Section: Transfer 
Situation: Shane and Shawn manage a widget store. Shawn is the sales person, and she is 
very good. No matter how many widgets are in stock, she manages to sell 25% of them 
each week. It's Shane's job to make sure the number of widgets in stock is around 100, 
which means Shawn would sell about 25 widgets a week. However, while Shane was 
sick, the widget stock dropped to 25 widgets. Although the current widget deficit is 75, 
and Shawn wants Shane to order that many, Shane is conservative. Shane decides the 
number of widgets he will order and add to stock each week will be 30% of the deficit 
each week until the deficit is gone. Create a model that shows the number of widgets in 
stock for the next 20 weeks. 
 
 
Level 9 – Two Stocks, Flows, Constants, Auxiliary, and Loop 
 
Merchant Marine 
Section: Transfer 
Situation: After World War II, the United States had the largest merchant marine fleet of 
any nation. The Merchant Marine is the collection of ships that transport goods and 
people over the oceans, not counting navy vessels. The US Merchant Marine has been 
getting smaller and smaller each year, while the merchant marine of other countries has 
grown. Suppose that in 1970 the US Merchant Marine was 5000 ships of 10000 tons or 
larger, where Panama's was only 1000 ships of 10000 tons or larger. Suppose that the US 
Merchant Marine shrank by 5% each year, mostly because ships were sold to other 
countries. Suppose that Panama's merchant marine grew by 100 ships a year mostly 
because it was cheap to own a ship registered in Panama. The difference starts out with 
the US having 4000 more ships than the Panama in 1950.  What happens on the way to 
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2020? Create a model that shows the difference in size between the two fleets over 50 
years. 
 
Oil Tanker 
Section: Transfer 
Situation: An oil tanker is a ship that carries oil from one port to another.  One particular 
oil tanker is small, so it only has 2 tanks.  One tank is in the front of the ship and the other 
is in the rear.  The front tank holds 100,000 gallons of oil when completely full and the 
rear tank also holds 100,000 gallons of oil when full.  This ship had a problem with its 
rear tank, which has just been fixed.  While it was being fixed, the front tank was being 
filled.  At this time, the front tank has 45,000 gallons in it and the rear tank has 500. 
Thus, the ship has much more weight in the front than the rear and is not riding with an 
"even keel". That is, its front is pointing slightly downwards.  The ratio of the rear tank’s 
content to the front tank's content is 500/45000, which is 0.01.  This ratio should be 1.0, 
so that the ship rides at an even keel.  After a quick calculation, the dock master orders 
the dockworkers to add 5000 gallons per hour to the front tank and 15000 gallons an hour 
to the rear tank.  He figures that this will bring the weight distribution to equality in a few 
hours, and then the ship will ride at an even keel.   
Create a model that shows the ratio of the rear tank's content to the front tank's content 
over a 6-hour period. 
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APPENDIX D 
INTRODUCTORY VIDEO SCRIPT 
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Slide 1 
During this session we will talk about dynamic systems. We will learn how to create 
(click) 
 
Slide 2 
(mathematical) models and (click) graphical representations of these systems. (click) 
 
Slide 3 
First, we need to: 
● (click) understand what is a dynamic system,  
● (click) understand what is a (mathematical) model, and 
● (click) learn how to use a tool to create these models (click) 
 
Slide 4 
A dynamic system is a system where the status of one or several elements (click) changes 
over time; it could be over a (click) second, (click) an hour, (click) a day, (click) a year, 
and so on. Now, what is that changes over time? (click) 
 
Slide 5 
Let’s pretend for a moment that we want to know how efficient you are in replying to 
your emails. Let’s say that we know that on average you (click) receive about 20 emails 
every single hour and that on average (click) you are able to answer about 10 emails each 
hour. (click) 
 
Slide 6 
So, let’s say that we are interested on knowing how many emails are going to be waiting 
for you to respond after 5 hours. (click) 
 
Slide 7 
For the numbers here, we could tell that there are going to be emails waiting for you to 
reply, right? 
 
You get (click) 20 new emails every hour  
You respond (click) to 10 emails every hour (click) 
 
Slide 8 
Let’s see, (click) the first hour, you get (click) 20 emails and (click) then reply to 10 of 
them. Then, (click) 10 emails remain in your inbox. (click) 
 
Slide 9 
The (click) second hour, you get (click) 20 emails in addition to the (click) to 10 emails 
pending. This makes (click) 30 emails waiting for you to respond, and you only reply 
(click) to 10 emails, so after this, (click) 20 emails are pending on your inbox. (click) 
 
Slide 10 
The table here shows how your email inbox behaves.  
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Hour New emails Replied to 
emails 
Accumulated 
emails 
1 20 10 10 
2 20 10 20 
3 20 10 30 
4 20 10 40 
5 20 10 50 
 
(click) Each row (click) represents (click)an (click) hour (click), from the first hour to 
the fifth hour; we can see here how the (click) accumulated emails changed over time 
based on the (click) new emails and (click) replied to emails. 
 
From this table, we can conclude that after five hours, there will be (click) 50 
accumulated emails waiting for you to reply to. 
 
This is a dynamic system; there are changes over time. It is worth mentioning that even in 
a dynamic system, there will be values that do not change. They have a constant value, in 
the case of the (click) new emails and (click) replied to emails in this example. (click) 
 
Slide 11 
So, the above describes the situation that we want to analyze. From this description here, 
we can start detecting the elements included in the (click) 
 
Slide 12 
(mathematical) model. Here are the things that are important: (click) 
 
Slide 13 
● (click) the number of new emails each hour  
● (click) the number of emails you reply to each hour  
● (click) the number of pending emails every hour (click) 
 
Slide 14 
Each of these numbers is represented by a (click) node; and as we will learn later, there 
are different (click) types of nodes. Nodes hold (click) values or equations. For instance, 
the node (click) “number of new emails each hour” will be the node that keeps track of 
the new emails that you get every hour, 20 in this example; (click) the node “number of 
emails you reply to each hour” would correspond to how fast you respond to emails, 10 
in this example, while the node (click) “number of pending emails every hour” is going 
to accumulate a value and this value will be calculated based on the other two nodes. 
(click) 
 
Slide 15 
When we create a dynamic (mathematical) model, we need to define the nodes (click) 
and as we will learn later, each node has a type and a (click) graphical representation; 
next, we define the relationship of the nodes, in this case the relationship is how we use 
the information about new and replied to emails to calculate the accumulated emails. 
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Graphically this is represented by (click) links that connect the nodes; next, we define the 
(click) values or equations for each of them. Once we have the model, then we can 
(click) run it, meaning that we can calculate and observe how each node’s value (click) 
changes along certain amount of time as illustrated on the table here. (click) 
 
Slide 16 
Now, a little insight about the different types of nodes.  
 
There are four different types of nodes in our models: 
 
(click) Constants that are represented with a diamond  
(click) Auxiliaries that are represented with a circle 
(click) Flows that are represented with this kind of faucet 
(click) Stocks that are represented with a double-lined rectangle 
 
(click) For constants, their value doesn’t change over time. 
(click) For auxiliaries, they are used to hold intermediate values resulting from any 
operation among other nodes. 
(click) For flows, called inflows or outflows, they can put in or take out , respectively a 
value to or from a stock. 
(click) For stocks, they have an initial value, and their value can increase or decrease 
according toto the flows, inflows or outflows, connected to them. (click) 
 
Slide 17 
Now, in our previous example: 
 
● The number of (click) new emails and the (click) number of replied to emails 
don’t change over time; so, it is safe to say that they are constants. Thus, they are 
represented with the (click) diamond. 
● The node (click) that accumulates comments is the stock. Thus, it is represented 
with the (click) double-lined rectangle. 
● Now, to add the new emails into the stock as well as to take out the replied to 
emails, we need (click) flows that are represented by this kind of faucets. And,  
these two flows will also have labels. Let’s say (click) emails in and (click) 
emails out. (click) 
 
Slide 18 
Ok! Now, let’s see how this looks in the tool.   
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ELE Video 1 
 
(Have the ELE environment open, select Student-Intro section and open the 
Bookworm task) 
The next step for us today is to get familiar with the tool to create these (mathematical) 
models.  
 
(open the ELE environment – student intro - Bookworm) 
This tool has three main tabs labeled: 
● (point at the Instructions tab) Instructions 
● (point at the Situation tab) Situation 
● (point at the Model tab) Model 
 
(click on Instruction lab) Instruction tab 
This is the Instruction tab. As we move on through different examples in the particular 
levels, we find here information on the concepts to use in building a model. 
 
(click on Situation lab) Situation lab 
The Situation tab contains the description of the particular situation on which to base the 
(mathematical) model.  
 
(click on Model lab) Model lab 
The Model tab is where we will work most of the timeHere we will interact with the 
(point at the nodes) nodes; we will define their type, links, and equations. This tab also 
allows us to (point at the Run Model) run the model we created and assess it through a 
test (point at the Test Model). Additionally, we can find some help (point at the 
Glossary, Summary) in building the model using the hints about the nodes, the links, 
(point at Nodes & Links), and the equations (point at Equations buttons) in the model. 
 
Now, it is time to work with the tool. The next couple of tasks will help us learn some 
basic concepts and how to use its features. 
 
(Pause the recording) 
 
 (Open the tool on the first problem of the Intro session – “Fat content” and restart 
recording and stay in the Instruction tab) 
 
When you start a new task, you will see, at the Instruction tab, the explanation of the 
concepts covered in that task. In this particular case, the concept to learn is about 
Constants.  
 
The Situation tab (click in the Situation Tab) shows  text describing the situation from 
where we want to build the model. One example of this situation could be as follows: 
 
(Read the situation tab with the text of the first problem of the Intro session – Fat 
Content) 
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Now, (move to the Model tab), we will see at the bottom of the screen in the Model tab, 
one or more rectangles depending on the situation (point at the nodes on the bottom of 
the screen). These rectangles are the nodes. Nodes are the building blocks of our model; 
each node has a label (hover on the top of the label) at the bottom of the shape that 
represents an idea or concept related to the situation.  
 
= Selecting and dragging a node 
When we hover the mouse over a node (put the mouse on the top of a node), the mouse 
would change color to green and three grayed out buttons appear in the middle of the 
node. By clicking and holding down in the white space of the node, we can drag the node 
to any place on the screen (drag the node to any place in the screen). Simply let go of 
the mouse button to release the node in the desired spot. The location of the node has no 
effect on the model when it runs  or in the values we get while testing it.   
 
= Changing a node type 
In order to change the type of a node, we need to right click on the white space of the 
node. By clicking once and releasing (right click on the node), a menu appear next to 
the node. On the menu, select Node type (select Node type), this would open another 
menu that would have various types of nodes that we can choose from. While the diverse 
types of nodes have been reviewed already, to refresh those concepts, each type of node 
is explained in the glossary (hover on the Glossary button) and through the examples. 
In this particular example, we will select “constant” (select constant) as the type of the 
node, because constants are to represent values that does not change over time, and the 
fat percentage on a potato chip do not change over time. As a node is changed the shape 
of the node changed from the dashed rectangle to a diamond (hover on the node). 
 
In order to determine the node type, we must refer to the situation. If needed, we can use 
the Summary button (hover on the Summary button) or the Nodes & Links button 
(hover on the Nodes & Links button). Since the Fat Content model has only one node, 
we are done with nodes and we do not need to define any link. 
 
= Accessing the equation editor 
Now that our node type is defined, we are ready to put in the value or equation. We will 
be using the equation editor to enter the values.  To access the equation editor, we will 
click on the far right button (hover on the icon), the one with the operation symbols on 
it. Depending on the type of the node you click on, you will be expected to enter different 
type of values and information.  
 
This same button can be used to modify a value or an equation of a node (click on the 
icon). Once the equation editor appears, enter the value or equation. In this case the value 
to enter is 35 (enter the value). To enter the value, use the numeric keypad (hover on 
the keypad), and then click Done (click Done) and our node will change color to blue. 
The color indicates that the node now has a type and a value or an equation associated 
with it. 
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As we just saw, if we click on a constant, we get the equation editor for a numerical value 
(click again on the equation editor). This editor would also allow us to fix an error, e.g., 
if we make mistakes, we can press Delete (hover on the Delete button). Once we are 
done with the edits, clicking the Done button will save the value in our node (click Done 
button). 
 
Once we finish setting the node type and entering the value for the node, we are almost 
ready to test our model. But there are few additional steps we should take.  
 
= Running the model 
Once we feel that the model accurately represents the situation, it can be run to test it 
later. The model can be run if every node has a type and is blue, and if Run Model button 
(hover on the Run Model button) is not grayed out.  
 
To run the model, click on the Run Model button (click on the Run Model button). If 
the model is well defined, we will get a notification (hover on the message). However, 
this does not mean that the model is 100% correct. 
 
= Graphing 
Graphs are very helpful in understanding how a model is behaving. Once the model has 
run, the graph icon becomes available on each node. As the mouse is over each node, the 
far-left icon (hover on the graph icon) would allow you to see the graph for each node. 
If you make a change to the node’s value or its links, you will need to re-run the model 
before you can see those changes represented in the graph. Let’s take a look on the graph 
(click on the graph icon). As we can expect, since this node is a constant, the graph 
shows a horizontal line over time, which means that the value of that node does not 
change over time. 
 
= Test the model 
After running the model and verifying it is valid, we can test it. The Test Model button 
becomes selectable after we run the model (hover on the Test Model button). The test 
consists in a set of questions that our model should be able to answer, we will obtain the 
results immediately (click the Test Model button). Looking the results (hover on the 
results) helps us to understand what we did right or where we can / should change our 
model. 
 
As we can observe (the test popup window opens), something is wrong with our model, 
because we got two questions wrong. (hover on the red crosses) However, we can see 
that the test provides the expected answers (hover on the results).  
 
By reading the questions, (hover on the questions) we can observe that the problem is 
that the initial value of the fat content on the chips is not 35 and that the value of the fat 
content of the chips after two months is not 35 either. 
 
Depending on the results of the test, we have different options. In this particular task, we 
have the following options: 
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1. If our model passed the test, we can choose to try some changes to see how the 
model behaves, or we can choose to level up and work on the next task. 
2. If our model did not pass the test, we need to continue to work on it.  
 
As the problem seems to be on the value we entered for the node, let’s fix it. We entered 
“35”, but the situation states that potato chips are 35% fat, so, 35% should be expressed 
as “0.35”. If we open the graph of our node (click on the graph icon), we can notice that 
in fact, the value is constant but that it is “35”. We should change the value using the 
equation editor (click on the equation editor icon) and type “0.35” (delete the current 
value and type the new value). After we change the value, we can run our model again 
(click on the Run Model button) and finally test it again (click on the Test Model 
button). 
 
Now, we can review that the expected value for the initial value of the fat content and the 
value after two months is correct, it is constant, and it is 0.35. 
 
As we have a correct model (hover on the blue message at the test window), now we 
can level up.  
 
 
ELE Video 2 
 
Let’s try now a different example that involves more nodes in our model.  
 
(pause the recording and open the second problem of the Student – Intro section, 
Bookworm, and have it ready on the Situation tab) 
 
We will learn more details about all the concepts involved in this task later, remember 
that now we are learning how to use the tool. To have a context of the problem, review 
the Situation tab. 
 
(read the situation) 
 
From this description, we can say that Rod collects books and has already accumulated 
100 books. Also, we know that he brings home two new books each week and that this is 
constant.  
 
Let’s move to the Model tab (click on the Model tab). By the rectangles on the screen, 
we know that our model has three nodes (move the nodes and arrange them as shown 
below). So, we need to define them and connect them to create the model.  
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The first step is to define the type of each node. We know that Rod accumulates books 
(hover on the book node); the type of node that allows us to accumulate things is a 
Stock (right click on the book node and select Stock). We know that Rod buys two 
books (hover on the books bought each week node) each week and that this is constant 
(right click on the books bought each week node and select Constant). Lastly, we 
know that these new books become part of Rod’s collection; so, we need to add them into 
the collection total. The type of node that allows us to add things to an accumulation is a 
flow (right click on the new books per week node and select Flow). 
 
After selecting the types for each node, we are ready to link the nodes together. Links 
help to relate the nodes to each other. Links are lines with arrows. The arrows indicate 
their direction or flow. There are two types of links, a connector link and a flow link. 
 
= Making a connector link 
Let’s start with a connector link. To make a connector link, click and hold on the link 
icon on the middle of the node and then drag the cursor to the other node to link to and 
release the cursor. Some nodes cannot be linked, the reasons will be explained in another 
levels, but for now, be aware that the tool would not allow you to make invalid links. In 
this case, connecting a constant to an flow is a valid link, so we are connecting the 
constant to the flow node (create the link between the constant and the flow). 
 
= Deleting a link 
A link that you not wanted can be deleted. To do so, simply right click on the arrow of 
the link (right click on the link) and select delete from the popup menu (select delete). 
Also, when the type of the node is changed, the link will disappear (create again the 
link). 
 
= Making a flow link 
A flow link connects a flow to a stock or a stock to a flow. The flow link is the first link 
you make between a stock and a flow. To make a flow to increases the stock, click on the 
link icon on the flow first and then drag it to the stock (click on the link icon on the flow 
and then drag it to the stock). If you want to make a flow to decreases the stock, start 
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by clicking on the stock and then drag it to the flow. After the flow links are created, you 
can make connector links between the two nodes. 
 
(The model should look as follows) 
 
 
 
Now that our diagram is built and accurately represents the Bookworm situation, the 
values and equations ca be introduced into each node. We will be using the equation 
editor to  to do so. Depending on the type of the node we click on, we will be expected to 
enter either numerical values or formulas. 
 
When opened, the equation editor for a stock (click on the equation editor on the book 
stock node) shows a small check box in the upper left corner with the text “Positive or 
zero values only” (hover on the text). This feature is only found on the equation editor 
for the stock node. And it is explained more fully in later levels. Now, let’s define the 
initial value for the node, which is 100 (input 100 and click Done). 
 
If you click in a flow on in an auxiliary node, you will get the equation editor for 
formulas. This editor would allow you to enter a formula for the nodes that are linked 
into the flow or auxiliary you are editing (click on the equation editor on the new 
books per week node). To enter the variables or connected nodes, click on the node 
name in the Allowed variables window and then click on any of the functions on the key 
pad. Any type of formula can be built from the functions of the key pad and the allowed 
variables.  
 
In this case, we only have one node to plug into the formula (click on the books bought 
each week variable). By putting the variable in the formula, we are saying that the 
number of books that we are putting into the book collection is whatever the value on that 
node. That happens to be a constant with value of 2. Once we have completed our 
formula, we click the Done button (click Done button).  
 
Depending on the task the Nodes & Links button may be used or the Equations button to 
get help on the types of the nodes and/or their values and equations. Let’s open the 
Equations to review what should be the value for the books bought each week node (click 
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on the Equations button). We can see here that the value for that node should be 2 
(hover on the value 2). We can use this help to verify our model, node types, values and 
equations (close the window). Let’s put that value in (click on the equation editor for 
the books bought each week, plug in the value 2, click Done). 
 
The model is complete when each node has a type and a value or equation, and all nodes 
are connected. It is time to run it (click on the Run Model button) and then test it (click 
on the Test Model button). 
 
As we can see, the model passed the test. We correctly identify the book stock as well as 
its initial value, 100. We correctly define the flow of the model, and the number of new 
books per week. And this allows our model to correctly predict the number of books after 
52 weeks, 204 books. 
 
We can close the test (click on Continue button) and explore the graph for the books 
node (click on the graph icon for books node) and see that the number of books 
actually increments over time. We can do the same for the constant node (click on the 
graph icon for books bought each week node) and confirm that the number of books 
bought each week is constant over time, thus, the graph is a horizontal line. 
 
We have now a sense on how to use the tool. Now, it is time to go to work! 
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Constants 
A constant represents a value that does not change. Some models contain only constants. 
For instance, consider the following situation: 
 
A rain barrel collects 7 gallons of water per minute from the roof. A drain allows 4 
gallons of water to drain out of the bottom of barrel per minute. 
 
The amount of water collected in or drained from the barrel does not change over time; 
thus, those values are constant. Constants are represented with diamonds or rhombi as 
shown below:  
 
 
 
The equations for each node are constant values: 
• water collected by roof = 7 
• drain rate = 4 
 
Now, let's try it. Click on the "Situation" tab to work on a new task. 
 
 
Auxiliaries 
An auxiliary node is used to calculate values from the current values of other nodes. It is 
represented by a circle. 
 
For instance, suppose the following situation: 
 
Two sources of water flow into a barrel. The first source contributes 2 gallons per 
minute. The second source, a mere trickle, adds 0.1 gallons per minute. These sources 
together comprise the normal flow rate into the barrel. 
 
A model to calculate the normal flow rate into the barrel is shown below.  
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The situation description gives numbers for the two sources, the constants. The equations 
for them are: 
 
• source 1 = 2 
• source 2 = 0.1 
 
Although the situation description doesn’t tell us how to compute the normal flow rate, 
common sense tells us to add the two sources together. Thus, the normal flow rate node 
has the following equation: 
 
• normal flow rate = source 1 + source 2 
 
Thus, this node is an auxiliary, because its value is computed from the values of two 
other nodes. 
 
Now, let's try it. Click on the "Situation" tab to work on a new task. 
 
 
Stock and Flows 
The terms “stock” and “flow” must be defined together. 
 
A stock node, shown as a double-line rectangle, represents a variable whose value could 
increase or decrease. Its value is determined by its initial value and the past values of 
other variables. 
 
A flow, shown by the faucet symbol, represents an event that causes a stock to change 
over time. There are two types of flows: an “inflow” increases the value of a stock, while 
an “outflow” decreases the stock’s value. 
 
Now that you’ve got the basic concepts, let’s work through an example. 
 
Suppose an empty barrel is set under a faucet. The faucet has been turned on to allow a 
constant flow of water into barrel. The water flows at a rate of 3 gallons per minute. 
 
The model representing this situation is shown below. The stock “water in the barrel” 
represents the amount of water in the barrel at any given point in time. The flow “inflow 
from faucet” represents the amount of water flowing into the barrel each minute. It is 
linked into the stock and it goes INTO the stock; it is an inflow. We are told that the 
normal flow is 3 gallons per minute. So, we need a constant “normal flow rate” to 
represent this. This constant is linked to the inflow because the constant determines the 
inflow's value. 
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Now for the equations on the nodes. The constant node just has a number as its value: 
• normal flow rate = 3 
 
The inflow only considers the normal flow rate, so its equation is: 
• inflow from faucet = normal flow rate 
 
The equation for the stock states the initial value of the stock. We’re told the barrel starts 
empty, so the equation is: 
• INITIAL(water in the barrel) = 0 
 
Note that we do not define the equation for the stock. Its value is internally defined by the 
model and it consists of the current value of the "water in the barrel" plus the value of the 
"inflow from faucet" at any given time. 
 
In order to check that the model is right, we think about how the stock’s value should 
change over time. Common sense would predict that the water in the barrel would 
steadily increase because the water going into it is the same each minute. It would an 
upward sloping line as shown in the "water in the barrel" graph on the right. 
 
 
 
Now, let's review another example, but this time using an outflow. Suppose the water in a 
barrel is draining out through a circular hole. The rate at which the barrel is losing water 
is 1.2 gallons per minute. The barrel starts with 56 gallons of water in it. The model that 
represents this situation is shown below. The stock "water in the barrel" represents the 
amount of water in the barrel, which changes over time. The flow "draining" represents 
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the amount of water leaving the barrel each minute. Notice that the link between the stock 
and the flow goes OUT of the stock, so it is an outflow.  
 
 
 
The equations for the nodes are: 
• draining rate = 1.2 
• draining = draining rate 
• INITIAL(water in the barrel) = 56 
 
However, when defining the equation for the barrel, we must be aware that the water in 
the barrel cannot become a negative number, as that would not be a plausible scenario. 
To do this, we must put a check mark in the equation editor, as shown below. 
 
 
 
Thus, when we run the model and click on the graph of the stock, we see that the water in 
the barrel decreases steadily, then it stops when it reaches zero, which is what one would 
expect from a constant outflow. 
 
 
 
Now, let's try it. Click on the "Situation" tab to work on a new task. 
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Stock and Flows with Multiple Constants 
We will learn about situations where a flow (inflow or outflow) is calculated using 
multiple constants. 
 
Suppose an empty barrel set under a faucet that allows a constant flow of 3 gallons of 
water per minute into the barrel. However, the faucet is only opened halfway.  
 
The stock “water in the barrel” represents the amount of water in the barrel. The flow 
“inflow from faucet” represents the amount of water flowing into the barrel each minute 
and it is linked into the stock; it is an inflow. We were told that the faucet is halfway open 
now, so we need a constant "openness of faucet" to represent this. We are also told that 
the normal flow rate is 3 gallons per minute, so we need a constant "normal flow rate" to 
represent this. These two constants are linked to the inflow because they determine its 
value. 
 
The equations for the constant nodes are: 
• openness of faucet = 0.5 
• normal flow rate = 3 
 
The water flowing into the barrel is their product, so: 
• inflow from faucet = openness of faucet * normal flow rate 
 
The equation inside the stock states the initial value of the stock. We're told the barrel 
starts empty, so the equations is: 
 
INITIAL(water in the barrel) = 0 
 
 
 
Now, let's try it. Click on the "Situation" tab to work in a new task. 
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Stock, Flows, and Loops 
The term loop refers to a cycle that causes a flow to change over time. Loops can be 
positive or negative. 
 
Up until now, all the flows have been constant. The graph of a constant flow is a 
horizontal line. With a positive loop, the flow increases over time. The graph of this type 
of flow is an increasing curve. With a negative loop, the flow decreases over time, the 
graph of this type of flow is a decreasing curve. 
 
 
 
For example, suppose a barrel is being filled by a faucet. This is the inflow, but the 
amount of water coming out of the faucet increases over time. So, the inflow is not 
constant. Now, suppose that a ball is floating inside the barrel. As the water level rises, 
the rising ball magically causes the faucet to open more and more. Thus, as the amount of 
water in the barrel increases, the flow of the water increases, causing the water level in 
the barrel rise even faster. Thus, the inflow increases even faster. This is a positive loop, 
with the graph showing the value of the inflow from faucet over time.  
 
In order to create the model of this situation, we need to make the inflow “inflow from 
faucet” getting its value determined by the stock “water level in the barrel” and the 
constant “conversion factor" as shown in the model. 
 
 
 
To draw such a diagram is a little tricky. We must first draw the link from the flow to the 
stock, which is represented by a double-line arrow. Next, we can draw the loop, from the 
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stock to the flow, this loop is represented by a single-line arrow. The order in which we 
draw the links is important.  
 
Once we complete the diagram, then we can work with the equations. In this case, we use 
the following equation for the inflow. Note that we should use all the nodes connected to 
the inflow in this equation: 
 
• inflow from faucet = conversion factor * water level in the barrel 
 
Remember that a positive loop is used in systems where we have an inflow that is 
affected by the stock. From the equation above, we can see that as the “water level in the 
barrel” increases and “conversion factor” stays the same, the “inflow from faucet” goes 
up over time. Because the flow affects the water level in the barrel, it too increases, as 
shown on this graph with a curved line. 
 
 
 
Now, let's try it. Click on the "Situation" tab to work in a new task. 
 
 
Inflows and Outflows 
There are situations that have both an inflow and an outflow. 
 
As an example situation, we’ll just combine two of the previous barrel situations. That is, 
a water barrel has both a faucet filling it and a hole draining it. The inflow is determined 
by the normal flow rate (3 gallons/minute). The outflow is determined by the draining 
rate (1.2 gallons/minute). 
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Unlike previous situations that only had one flow, this situation has two flows. Note the 
directions of the links connecting the flows and the stock. The link from "inflow from 
faucet" indicates an inflow, while the link to "draining" indicates an outflow. 
 
 
 
Intuitively, we’d expect the water in the barrel to either increase or decrease, depending 
on which flow is larger.  
 
By running the model and graphing the value of the “water in the barrel” stock (shown on 
the left), we can see that the inflow must be larger than the outflow, as the "water in the 
barrel" is steadily increasing. 
 
Now, let's try it. Click on the "Situation" tab to work in a new task. 
 
 
Inflows, Outflows, and Loops 
There are situations that combine inflows, outflows, and loops. 
 
As an example situation, let’s assume there is a water barrel being drained through a hole 
in its bottom, so that 12% of the water in the barrel drains out every minute. There is also 
a supply of water flowing into the barrel. The water is supplied by a garden hose, which 
puts in 2 gallons per minute. 
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An appropriate model of this situation is shown above. It has two major parts: the 
draining part (right side of the stock) and the filling part (left side of the stock). We can 
use an outflow “emptying” for one and an inflow “filling” for the other. Because the 
situation says that “12% of the water in the barrel drains out every minute,” the outflow is 
controlled by a simple negative loop. Its equation is simply: 
 
• emptying = barrel * draining rate 
 
where "draining rate" is a constant 0.12.  
 
The filling part of the model is a bit simpler. Because the situation says "the water is 
supplied by a garden hose," the inflow is constant with no loop, a constant of 2 gallons 
per minute. Thus, the equation is: 
 
• filling = garden hose 
 
where "garden hose" is a constant 2. 
 
Now, naturally because the draining rate (12%) is larger than the filling rate (constant 2 
gallons per minute), the water in the barrel should decrease. This is what we can observe 
from the graphs shown below. 
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Now, let's try it. Click on the "Situation" tab to work in a new task. 
 
 
Constants, Flow, and Loops 
There are situations that combine some concepts taught earlier: multiple constant, 
inflows, outflows, and loops. 
 
As an example, suppose we have a water barrel that has a spigot up a little way on its 
side. The spigot empties the barrel with a flow that is 5% of the difference between the 
current total water level and the water level just below the spigot. The barrel starts with 
56 gallons, and the water below the spigot is 10 gallons. Meanwhile, there is a faucet that 
is adding water to the barrel at a constant rate. The rate is determined by the rate when 
the faucet is fully open (4.8 gallons per minute), and by how open the faucet is, which is 
halfway (0.5). The model is shown below. 
 
 
 
There is an outflow, “spigot” that is involved in a negative loop consisting of an auxiliary 
“difference” and the stock “barrel.” As the water in the barrel goes down, the difference 
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between it and the water below the spigot gets smaller. This is represented by the 
auxiliary “difference” whose equation is: 
 
• difference = barrel – water below spigot 
 
and by the outflow “spigot” whose equation is: 
 
• spigot = normal drain rate * difference 
 
These nodes (spigot, barrel, difference, and normal drain rate) comprise a negative loop 
that causes the flow out the spigot to get smaller and smaller as the water level sinks. 
 
The left part of the drawing shows an inflow “faucet” whose value is determined by two 
constant nodes. Its equation is: 
 
• faucet = normal faucet rate * openness of faucet 
 
Now, if we look at the graphs of the stock (barrel) and the outflow (spigot) below, we can 
see that the barrel’s water level never gets all the way down to the spigot. Instead, when 
the flow out the spigot just equals the inflow from the faucet, then the two flows balance 
each other and the water level no longer changes. This happens around minute 7. In fact, 
if we observe the “faucet” graph, we can see that it is 2.4 gallons per minute and so is the 
"spigot" outflow after it levels off.  
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Now, let's try it. Click on the "Situation" tab to work on a new task. 
 
 
Stocks and Auxiliaries 
Previously we learned how to use auxiliary nodes when we wanted to calculate a new 
value from the value of other nodes. Now, we will learn how to use auxiliary nodes to 
compare the behavior of two different stocks. Imagine a case where you want to calculate 
the ratio or the difference between two stocks in your model at each iteration, instead of 
the value of the stocks themselves. 
 
Consider a situation where you have two production lines.  Each production line has a 
particular rate of consuming the supplies to produce a product and the rate is constant for 
each.  Product "line 1" has a consumption rate of 3% every minute, while product "line 2" 
has a consumption rate of 4% every minute.  
 
We are interested in learning the difference between the amount of consumption of 
supplies by line 1 compared to line 2. We start the analysis at the very beginning of the 
work day, so both lines had the supplies refilled.  Line 1 starts with 1000 supplies, while 
line 2 starts with 900 supplies. We want to review the condition of the supplies after one 
hour (60 minutes). 
 
The model is shown below. Note that there are two stocks (line 1 and line 2) and both of 
them are connected to the auxiliary node, "difference": 
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The auxiliary node helps to calculate the difference between the two production lines; 
thus, the equation for this node should be: 
 
• difference = line 1 - line 2 
 
Note that both flows are in a loop, thus, we can expect that their values to change over 
time. We can review the graphs from the flow nodes that show how the supplies are used: 
 
 
 
 
 
Now, if we observe the graph of the difference node, it looks as follows: 
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Now, let's try it. Click on the "Situation" tab to work on a new task. 	 	
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In this survey, we will ask questions about your demographic and academic backgrounds. 
Please remember, we are collecting data anonymously and it will not be linked to your name or any 
other identifying information. 
 
Please answer honestly. There are no right or wrong answers. 
 
When you are ready to begin, type your participant ID in the field below and start your responses. 
 
* Required 
1. Participant ID * 
Please type your three-digit Participant ID. 
 
Demographic Information 
2. Age * 
Please type the two digits of the month and four digits of the year you were born (MM/YYYY). 
 
3. Gender * 
Please specify your gender. 
Mark only one oval. 
Female 
Male 
Prefer not to answer 
Other: 
 
4. Ethnicity * 
Mark only one oval. 
White 
Hispanic or Latino 
Black or African American 
Native American or American Indian 
Asian or Pacific Islander 
Prefer not to answer 
Other: 
 
Academic Background 
5. High School Test * 
Please specify the test you took 
Mark only one oval. 
ACT 
SAT 
 
6. Test Score * 
Please specify your score on this test to the best of your recollection. 
 
7. College Major * 
Please specify your college major. 
 
8. Which semester are you in? * 
Please specify your level (Freshman or Sophomore) and semester (first or Second). 
Mark only one oval. 
Freshman - First Semester Skip to question 9. 
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Freshman - Second Semester Skip to question 11. 
Sophomore - First Semester Skip to question 11. 
Sophomore - Second Semester Skip to question 11. 
 
ASU First Semester 
9. Which Math courses are you taking this semester? * 
If you are not taking any Math courses this semester, please enter NA. 
 
10. Which Computing courses are you taking this semester? * 
If you are not taking any Computing courses this semester, please enter NA. Skip to question 16. 
 
ASU Academic History 
11. Cumulative GPA * 
Please specify your cumulative GPA at ASU to the best of your recollection. 
 
12. Completed Math Courses and Grades * 
Please list the Math courses you have completed so far at ASU as well as your final grade; e.g., 
MAT117 - A+. If you have not taken any Math courses yet, please enter NA. 
 
13. Completed Computing courses * 
Please list the Computing courses you have completed so far at ASU as well as your final grade; e.g., 
CSE110 - B. If you have not taken any Computing courses yet, please enter NA. 
 
14. Which Math courses are you taking this semester? * 
Please provide the code and number of the class, e.g., MAT170. If you are not taking any Math 
courses this semester, please enter NA. 
 
15. Which Computing courses are you taking this semester? * 
Please provide the code and number of the class, e.g., CSE110. If you are not taking any Computing 
courses this semester, please enter NA. 
 
Previous Knowledge on Dynamic Systems 
16. Have you ever studied the topic about "Dynamic Systems"? * 
Mark only one oval. 
Yes 
No Skip to "End" 
 
17. How proficient would you say you are in this topic? * 
Mark only one oval. 
1 2 3 4 5 
Not proficient at all -- High level of proficiency 	 	
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Learning Environment 
The following questions are related to the learning environment you used today. 
 
1. The instructions provided in the Instructions tab, at the beginning of each task, are relevant to the 
task * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
2. The content provided in the Instructions tab is easy to understand * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
3. After reading the instructions provided, I feel confident to solve the task * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
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Agent 
The following questions are related to the agent present in the learning environment you used today. 
 
1. The physical appearance of the agent is realistic * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
2. The appearance of the agent is pleasant * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
3. The quality of the voice used for the agent is high * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
4. Do you find the agent behavior to be comparable to the human behavior? * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
5. The behavior of the agent is appropriate for the task * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
Help Provided 
6. Do you believe the agent helped you in completing the tasks? 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
7. The help / messages provided by the agent are relevant to complete the task * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
8. The quality of the help / messages provided by the agent is high * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
9. Overall, the help / messages from the agent are useful * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
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The following questions are related to the usability of the learning environment you used in this study. 
 
1. I think that I would like to use this learning environment frequently * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
2. I found the learning environment unnecessarily complex * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
3. I thought the learning environment was easy to use * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
4. I think that I would need the support of a instructor to be able to use this learning environment * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
5. I found the various functions in this learning environment were well integrated * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
6. I thought there was too much inconsistency in this learning environment * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
7. I would imagine that most people would learn to use this learning environment very quickly * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
8. I found the learning environment very cumbersome to use * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
9. I felt very confident using the learning environment * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree 
 
10. I needed to learn a lot of things before I could get going with this learning environment * 
Mark only one oval. 
1 2 3 4 5 
Strongly disagree -- Strongly agree  
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Assumptions checking revealed that there were six outliers in the data, as assessed 
by inspection of a boxplot. There was no evidence to proof that these points were no 
genuine; thus, the outliers were kept in the analysis. Instructional Material score was not 
normally distributed, as assessed by Shapiro-Wilk’s test (p < .05). There was homogeneity 
of variances, as assessed by Levene's test of homogeneity of variance (p > .05) and 
covariances, as assessed by Box's M test of equality of covariance matrices (p = .177).  
Descriptive Statistics 
 Condition Mean Std. 
Deviation 
N 
LE_InstMat_ 
Session1 
Tutor 80.0000 17.88854 31 
Affective 81.5054 15.84272 31 
Total 80.7527 16.77472 62 
LE_InstMat_ 
Session2 
Tutor 79.3548 17.91791 31 
Affective 84.7312 11.94972 31 
Total 82.0430 15.34491 62 
 
Multivariate Testsa 
Effect Value F Hypothesis 
df 
Error 
df 
Sig. Partial Eta 
Squared 
Session Pillai's Trace .008 .461b 1.000 60.00
0 
.500 .008 
Wilks' 
Lambda 
.992 .461b 1.000 60.00
0 
.500 .008 
Hotelling's 
Trace 
.008 .461b 1.000 60.00
0 
.500 .008 
Roy's Largest 
Root 
.008 .461b 1.000 60.00
0 
.500 .008 
Session * 
Condition 
Pillai's Trace .017 1.037
b 
1.000 60.00
0 
.313 .017 
Wilks' 
Lambda 
.983 1.037
b 
1.000 60.00
0 
.313 .017 
Hotelling's 
Trace 
.017 1.037
b 
1.000 60.00
0 
.313 .017 
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Roy's Largest 
Root 
.017 1.037
b 
1.000 60.00
0 
.313 .017 
 
Tests of Within-Subjects Effects 
Measure:   InstructionalMaterialScore   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Session Sphericity 
Assumed 
51.613 1 51.613 .461 .500 .008 
Greenhouse-
Geisser 
51.613 1.000 51.613 .461 .500 .008 
Huynh-Feldt 51.613 1.000 51.613 .461 .500 .008 
Lower-bound 51.613 1.000 51.613 .461 .500 .008 
Session * 
Condition 
Sphericity 
Assumed 
116.129 1 116.129 1.037 .313 .017 
Greenhouse-
Geisser 
116.129 1.000 116.129 1.037 .313 .017 
Huynh-Feldt 116.129 1.000 116.129 1.037 .313 .017 
Lower-bound 116.129 1.000 116.129 1.037 .313 .017 
Error(Session
) 
Sphericity 
Assumed 
6721.147 60 112.019    
Greenhouse-
Geisser 
6721.147 60.00
0 
112.019    
Huynh-Feldt 6721.147 60.00
0 
112.019    
Lower-bound 6721.147 60.00
0 
112.019    
 
Tests of Between-Subjects Effects 
Measure:   InstructionalMaterialScore   
Transformed Variable:   Average   
Source Type III Sum of 
Squares 
df Mean Square F Sig. Partial Eta 
Squared 
Intercept 821575.627 1 821575.627 2026.579 .000 .971 
Condition 367.025 1 367.025 .905 .345 .015 
Error 24324.014 60 405.400    
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3. Condition * Session 
Measure:   InstructionalMaterialScore   
Condition Session Mean Std. 
Error 
95% Confidence Interval 
Lower 
Bound 
Upper 
Bound 
Tutor 1 80.000 3.035 73.930 86.070 
2 79.355 2.735 73.884 84.826 
Affective 1 81.505 3.035 75.435 87.576 
2 84.731 2.735 79.260 90.202 	  
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Assumptions checking for the two-way MANOVA revealed that the data included 
in this analysis had a moderate correlation (.3 < |r| < .9); was normally distributed, as 
assessed by Shapiro-Wilks test (p > .05) for the tutor condition while two of the variables 
were not normally distributed on the affective condition; presented only two possible 
outliers in the affective agent condition, as assessed by boxplots (outliers were kept in the 
analysis, as there was no proof of not being genuine points); had homogeneity of variance, 
as assessed by Levene’s test (p > .05); and had homogeneity of variance-covariance 
matrices, assessed by Box’s M test (p= .518).  	
Descriptive Statistics 
 Condition Mean Std. Deviation N 
LE_AP_AgentScoreN_ 
Session1 
Tutor 57.9355 17.67472 31 
Affective 48.6452 18.18708 31 
Total 53.2903 18.39136 62 
LE_AP_AgentScoreN_ 
Session2 
Tutor 59.0968 19.03568 31 
Affective 50.8387 20.45336 31 
Total 54.9677 20.03192 62 
LE_AP_HelpScoreN_ 
Session1 
Tutor 52.9032 23.12193 31 
Affective 39.8387 22.37871 31 
Total 46.3710 23.50740 62 
LE_AP_HelpScoreN_ 
Session2 
Tutor 56.7742 23.99821 31 
Affective 45.0000 22.06052 31 
Total 50.8871 23.61793 62 
 
 
Multivariate Testsa 
Effect Value F Hypothesis 
df 
Error 
df 
Sig. Partial 
Eta 
Square 
Between 
Subjects 
Intercept Pillai's 
Trace 
.908 291.514
b 
2.000 59.000 .000 .908 
Wilks' 
Lambda 
.092 291.514
b 
2.000 59.000 .000 .908 
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Hotelling'
s Trace 
9.882 291.514
b 
2.000 59.000 .000 .908 
Roy's 
Largest 
Root 
9.882 291.514
b 
2.000 59.000 .000 .908 
Condition Pillai's 
Trace 
.088 2.859b 2.000 59.000 .065 .088 
Wilks' 
Lambda 
.912 2.859b 2.000 59.000 .065 .088 
Hotelling'
s Trace 
.097 2.859b 2.000 59.000 .065 .088 
Roy's 
Largest 
Root 
.097 2.859b 2.000 59.000 .065 .088 
Within 
Subjects 
Section Pillai's 
Trace 
.055 1.722b 2.000 59.000 .187 .055 
Wilks' 
Lambda 
.945 1.722b 2.000 59.000 .187 .055 
Hotelling'
s Trace 
.058 1.722b 2.000 59.000 .187 .055 
Roy's 
Largest 
Root 
.058 1.722b 2.000 59.000 .187 .055 
Section * 
Condition 
Pillai's 
Trace 
.002 .056b 2.000 59.000 .946 .002 
Wilks' 
Lambda 
.998 .056b 2.000 59.000 .946 .002 
Hotelling'
s Trace 
.002 .056b 2.000 59.000 .946 .002 
Roy's 
Largest 
Root 
.002 .056b 2.000 59.000 .946 .002 
 
a. Design: Intercept + Condition Within Subjects Design: Section 
b. Exact statistic 
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3. Condition * Section 
Measure Condition Section Mean Std. Error 95% Confidence Interval 
Lower Bound Upper Bound 
AgentScore Tutor 1 57.935 3.221 51.493 64.378 
2 59.097 3.549 51.999 66.195 
Affective 1 48.645 3.221 42.203 55.088 
2 50.839 3.549 43.741 57.937 
HelpScore Tutor 1 52.903 4.087 44.729 61.078 
2 56.774 4.140 48.493 65.055 
Affective 1 39.839 4.087 31.664 48.013 
2 45.000 4.140 36.719 53.281 
 
 
Statistical Results for H2 – Between factor analysis for DV Perception of the Agent  
 
Descriptive Statistics 
 Condition Mean Std. Deviation N 
LE_AP_AgentScore_ 
Session1 
Tutor 14.4839 4.41868 31 
Affective 12.1613 4.54677 31 
Total 13.3226 4.59784 62 
LE_AP_AgentScore_ 
Session2 
Tutor 14.7742 4.75892 31 
Affective 12.7097 5.11334 31 
Total 13.7419 5.00798 62 
 
 
Tests of Within-Subjects Effects 
Measure:   AgentScore   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Session Sphericity 
Assumed 
5.452 1 5.452 1.006 .320 .016 
Greenhouse-
Geisser 
5.452 1.000 5.452 1.006 .320 .016 
Huynh-Feldt 5.452 1.000 5.452 1.006 .320 .016 
Lower-bound 5.452 1.000 5.452 1.006 .320 .016 
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Session * 
Condition 
Sphericity 
Assumed 
.516 1 .516 .095 .759 .002 
Greenhouse-
Geisser 
.516 1.000 .516 .095 .759 .002 
Huynh-Feldt .516 1.000 .516 .095 .759 .002 
Lower-bound .516 1.000 .516 .095 .759 .002 
Error(Session) Sphericity 
Assumed 
325.032 60 5.417    
Greenhouse-
Geisser 
325.032 60.000 5.417    
Huynh-Feldt 325.032 60.000 5.417    
Lower-bound 325.032 60.000 5.417    
 
Tests of Between-Subjects Effects 
Measure:   AgentScore   
Transformed Variable:   Average   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Intercept 22707.129 1 22707.129 581.065 .000 .906 
Condition 149.161 1 149.161 3.817 .055 .060 
Error 2344.710 60 39.078    
 
 
Statistical Results for H2 – Between factor analysis for DV Help from the Agent  
 
Descriptive Statistics 
 Condition Mean Std. 
Deviation 
N 
LE_AP_HelpScore_
Session1 
Tutor 10.5806 4.62439 31 
Affective 7.9677 4.47574 31 
Total 9.2742 4.70148 62 
LE_AP_HelpScore_
Session2 
Tutor 11.3548 4.79964 31 
Affective 9.0000 4.41210 31 
Total 10.1774 4.72359 62 
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Tests of Within-Subjects Effects 
Measure:   HelpScore   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Session Sphericity 
Assumed 
25.290 1 25.290 3.487 .067 .055 
Greenhouse-
Geisser 
25.290 1.000 25.290 3.487 .067 .055 
Huynh-Feldt 25.290 1.000 25.290 3.487 .067 .055 
Lower-bound 25.290 1.000 25.290 3.487 .067 .055 
Session * 
Condition 
Sphericity 
Assumed 
.516 1 .516 .071 .791 .001 
Greenhouse-
Geisser 
.516 1.000 .516 .071 .791 .001 
Huynh-Feldt .516 1.000 .516 .071 .791 .001 
Lower-bound .516 1.000 .516 .071 .791 .001 
Error(Session) Sphericity 
Assumed 
435.194 60 7.253    
Greenhouse-
Geisser 
435.194 60.000 7.253    
Huynh-Feldt 435.194 60.000 7.253    
Lower-bound 435.194 60.000 7.253    
 
Tests of Between-Subjects Effects 
Measure:   HelpScore   
Transformed Variable:   Average   
Source Type III Sum 
of Squares 
df Mean Square F Sig. Partial Eta 
Squared 
Intercept 11729.323 1 11729.323 337.953 .000 .849 
Condition 191.258 1 191.258 5.511 .022 .084 
Error 2082.419 60 34.707    
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After performing the assumption checking, it was revealed that there were six 
outliers in the data, as assessed by inspection of a boxplot. These outliers were kept in the 
analysis as there is no evidence that those points are not genuine data. SUS was normally 
distributed for each combination of the type of agent and session in the study but for the 
combination of affective agent and session 1, as assessed by Shapiro-Wilk’s test (p = .034). 
There was homogeneity of variances (p > .05) and covariances (p = .377), as assessed by 
Levene's test of homogeneity of variance and Box's M test of equality of covariance 
matrices, respectively.  	
Descriptive Statistics 
 Condition Mean Std. Deviation N 
LE_SUS_Session1 Tutor 69.1935 15.06081 31 
Affective 66.3710 19.00481 31 
Total 67.7823 17.06488 62 
LE_SUS_Session2 Tutor 68.9516 17.37784 31 
Affective 63.7903 20.44170 31 
Total 66.3710 18.99459 62 
 
Tests of Within-Subjects Effects 
Measure:   SUS   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Session Sphericity 
Assumed 
61.744 1 61.744 .800 .375 .013 
Greenhouse-
Geisser 
61.744 1.000 61.744 .800 .375 .013 
Huynh-Feldt 61.744 1.000 61.744 .800 .375 .013 
Lower-bound 61.744 1.000 61.744 .800 .375 .013 
Session * 
Condition 
Sphericity 
Assumed 
42.389 1 42.389 .549 .461 .009 
Greenhouse-
Geisser 
42.389 1.000 42.389 .549 .461 .009 
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Huynh-Feldt 42.389 1.000 42.389 .549 .461 .009 
Lower-bound 42.389 1.000 42.389 .549 .461 .009 
Error(Session) Sphericity 
Assumed 
4630.242 60 77.171    
Greenhouse-
Geisser 
4630.242 60.000 77.171    
Huynh-Feldt 4630.242 60.000 77.171    
Lower-bound 4630.242 60.000 77.171    
 
Tests of Between-Subjects Effects 
Measure:   SUS   
Transformed Variable:   Average   
Source Type III Sum 
of Squares 
df Mean Square F Sig. Partial Eta 
Squared 
Intercept 557909.728 1 557909.728 967.316 .000 .942 
Condition 494.002 1 494.002 .857 .358 .014 
Error 34605.645 60 576.761    
 
3. Condition * Session 
Measure:   SUS   
Condition Session Mean Std. Error 95% Confidence Interval 
Lower Bound Upper Bound 
Tutor 1 69.194 3.080 63.033 75.354 
2 68.952 3.407 62.136 75.767 
Affective 1 66.371 3.080 60.211 72.531 
2 63.790 3.407 56.974 70.606 
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Assumptions checking for the two-way MANOVA revealed that the measures 
included in this test had a high correlation being the measure about the interventions of the 
agent due to presence of changes in affective state the measure with higher correlation; this 
measure was dropped from the analysis. After this adjustment, the data shown low to 
moderate correlation, as assessed by Pearson’s correlation test. Normality was reviewed 
based on the type of agent (tutor and affective), except for two cases in the affective 
condition (presence of engagement in training 1 section, and presence of uncertainty in 
training 1 section) all other variables were normally distributed, as assessed by Shapiro-
Wilks test (p > .05). There were some outliers (eleven in the tutor condition and seven in 
the affective condition), as assessed by boxplots, these outliers were kept in the analysis. 
Homogeneity of variance for the three measures was not satisfied (p < .5), as assessed by 
Levene’s test; and the data does not have homogeneity of variance-covariance matrices, 
assessed by Box’s M test (p < .001). Despite the results on the assumption checking and 
due to the fact MANOVA is robust enough to handle these violations, the analysis was 
performed. 	
Descriptive Statistics 
 Condition Mean Std. Deviation N 
LE_EmoInt_Eng_S12 Tutor 3.8817 3.37856 31 
Affective 3.1602 2.05727 31 
Total 3.5210 2.79778 62 
LE_EmoInt_Eng_S21 Tutor 3.4624 3.05708 31 
Affective 3.0215 2.30287 31 
Total 3.2419 2.69329 62 
LE_EmoInt_Fru_S12 Tutor .1627 .46170 31 
Affective .4137 .66249 31 
Total .2882 .58025 62 
LE_EmoInt_Fru_S21 Tutor .2043 .40072 31 
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Affective .4516 .80530 31 
Total .3280 .64300 62 
LE_EmoInt_Unc_S12 Tutor 3.7397 3.09410 31 
Affective 3.1240 1.44047 31 
Total 3.4318 2.41352 62 
LE_EmoInt_Unc_S21 Tutor 3.6559 2.86936 31 
Affective 3.1398 2.19220 31 
Total 3.3978 2.54564 62 
 
Multivariate Testsa 
Effect Value F Hypot
hesis 
df 
Error 
df 
Sig. Partial 
Eta 
Square 
Between 
Subjects 
Intercept Pillai's 
Trace 
.800 77.326
b 
3.000 58.000 .000 .800 
Wilks' 
Lambda 
.200 77.326
b 
3.000 58.000 .000 .800 
Hotelling's 
Trace 
4.000 77.326
b 
3.000 58.000 .000 .800 
Roy's 
Largest 
Root 
4.000 77.326
b 
3.000 58.000 .000 .800 
Condition Pillai's 
Trace 
.078 1.641b 3.000 58.000 .190 .078 
Wilks' 
Lambda 
.922 1.641b 3.000 58.000 .190 .078 
Hotelling's 
Trace 
.085 1.641b 3.000 58.000 .190 .078 
Roy's 
Largest 
Root 
.085 1.641b 3.000 58.000 .190 .078 
Within 
Subjects 
Section Pillai's 
Trace 
.011 .210b 3.000 58.000 .889 .011 
Wilks' 
Lambda 
.989 .210b 3.000 58.000 .889 .011 
Hotelling's 
Trace 
.011 .210b 3.000 58.000 .889 .011 
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Roy's 
Largest 
Root 
.011 .210b 3.000 58.000 .889 .011 
Section * 
Condition 
Pillai's 
Trace 
.002 .031b 3.000 58.000 .992 .002 
Wilks' 
Lambda 
.998 .031b 3.000 58.000 .992 .002 
Hotelling's 
Trace 
.002 .031b 3.000 58.000 .992 .002 
Roy's 
Largest 
Root 
.002 .031b 3.000 58.000 .992 .002 
 
a. Design: Intercept + Condition Within Subjects Design: Section 
b. Exact statistic 
 
3. Condition * Section 
Measure Condition Section Mean Std. Error 95% Confidence Interval 
Lower 
Bound 
Upper 
Bound 
AffectiveReport 
Eng 
Tutor 1 3.882 .502 2.877 4.887 
2 3.462 .486 2.490 4.435 
Affective 1 3.160 .502 2.155 4.165 
2 3.022 .486 2.049 3.994 
AffectiveReport 
Fru 
Tutor 1 .163 .103 -.042 .368 
2 .204 .114 -.024 .433 
Affective 1 .414 .103 .209 .619 
2 .452 .114 .223 .680 
AffectiveReport 
Unc 
Tutor 1 3.740 .433 2.873 4.607 
2 3.656 .459 2.739 4.573 
Affective 1 3.124 .433 2.257 3.991 
2 3.140 .459 2.222 4.057 	  
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After assumption checking data revealed that there were two extreme outliers as 
assessed by inspection of a boxplot. There was no enough evidence to take these points out 
from the analysis; thus, these outliers were kept in the analysis. Number of tasks completed 
was not normally distributed, as assessed by Shapiro-Wilk’s test (p < .05). This violation 
was expected due to the experimental design. Tasks in training 2 and testing sections had 
to be completed in order to advance in the study; thus, all the student who completed the 
study completed the three tasks for training 2 section. Also, those students who advance to 
the transfer section completed all five tasks on testing section. Due to the fact that the four 
sections are considered for this analysis, training 2 and testing sections are not normally 
distributed. 
Descriptive Statistics 
 Conditio
n 
Mean Std. 
Deviation 
N 
P_TaskCompN_S12 Tutor 75.3846 26.65064 13 
Affective 87.2727 19.02152 11 
Total 80.8333 23.75906 24 
P_TaskCompN_S21 Tutor 100.000
0 
.00000 13 
Affective 100.000
0 
.00000 11 
Total 100.000
0 
.00000 24 
P_TaskCompN_S22 Tutor 100.000
0 
.00000 13 
Affective 100.000
0 
.00000 11 
Total 100.000
0 
.00000 24 
P_TaskCompN_S23 Tutor 80.7692 27.29821 13 
Affective 84.0909 30.15113 11 
Total 82.2917 28.05194 24 
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Tests of Within-Subjects Effects 
Measure:   TaskCompleted   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Section Sphericity 
Assumed 
7840.303 3 2613.434 8.043 .000 .268 
Greenhouse-
Geisser 
7840.303 1.865 4203.798 8.043 .001 .268 
Huynh-Feldt 7840.303 2.124 3691.755 8.043 .001 .268 
Lower-bound 7840.303 1.000 7840.303 8.043 .010 .268 
Section * 
Condition 
Sphericity 
Assumed 
563.219 3 187.740 .578 .632 .026 
Greenhouse-
Geisser 
563.219 1.865 301.986 .578 .554 .026 
Huynh-Feldt 563.219 2.124 265.203 .578 .575 .026 
Lower-bound 563.219 1.000 563.219 .578 .455 .026 
Error(Section) Sphericity 
Assumed 
21446.416 66 324.946    
Greenhouse-
Geisser 
21446.416 41.03
1 
522.686    
Huynh-Feldt 21446.416 46.72
2 
459.021    
Lower-bound 21446.416 22.00
0 
974.837    
 
Tests of Between-Subjects Effects 
Measure:   TaskCompleted   
Transformed Variable:   Average   
Source Type III Sum 
of Squares 
df Mean Square F Sig. Partial Eta 
Squared 
Intercept 788409.180 1 788409.180 1987.269 .000 .989 
Condition 344.597 1 344.597 .869 .361 .038 
Error 8728.059 22 396.730    
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3. Condition * Section 
Measure:   TaskCompleted   
Condition Section Mean Std. Error 95% Confidence Interval 
Lower Bound Upper Bound 
Tutor 1 75.385 6.516 61.872 88.897 
2 100.000 .000 100.000 100.000 
3 100.000 .000 100.000 100.000 
4 80.769 7.941 64.301 97.237 
Affective 1 87.273 7.083 72.583 101.962 
2 100.000 .000 100.000 100.000 
3 100.000 .000 100.000 100.000 
4 84.091 8.632 66.189 101.993 	  
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Assumption checking revealed that there were twelve outliers in the data by 
inspection of a boxplot. As there is no evidence that proof that these are no genuine data, 
these outliers were kept in the analysis. Time on task was not normally distributed, as 
assessed by Shapiro-Wilk’s test (p < .05). There was homogeneity of variances, as assessed 
by Levene's test of homogeneity of variance (p > .05). There was homogeneity of 
covariances, as assessed by Box's test of equality of covariance matrices (p = .736). 
Mauchly's test of sphericity indicated that the assumption of sphericity was violated for the 
two-way interaction, χ2(5) = 45.359, p = .000. 
Descriptive Statistics 
 Condition Mean Std. 
Deviation 
N 
P_TimeTask_S12 Tutor 4.8340 1.28947 13 
Affective 5.0584 2.15496 11 
Total 4.9369 1.70283 24 
P_TimeTask_S21 Tutor 5.7692 1.27936 13 
Affective 5.5152 .92332 11 
Total 5.6528 1.11416 24 
P_TimeTask_S22 Tutor 4.1077 1.53105 13 
Affective 4.5636 1.46374 11 
Total 4.3167 1.48607 24 
P_TimeTask_S23 Tutor 10.2372 5.59967 13 
Affective 9.7348 4.74105 11 
Total 10.0069 5.11840 24 
 
Tests of Within-Subjects Effects 
Measure:   TimeOnTask   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Section Sphericity 
Assumed 
469.273 3 156.424 22.683 .000 .508 
Greenhouse-
Geisser 
469.273 1.384 339.038 22.683 .000 .508 
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Huynh-Feldt 469.273 1.514 309.889 22.683 .000 .508 
Lower-bound 469.273 1.000 469.273 22.683 .000 .508 
Section * 
Condition 
Sphericity 
Assumed 
3.418 3 1.139 .165 .919 .007 
Greenhouse-
Geisser 
3.418 1.384 2.470 .165 .767 .007 
Huynh-Feldt 3.418 1.514 2.257 .165 .788 .007 
Lower-bound 3.418 1.000 3.418 .165 .688 .007 
Error 
(Section) 
Sphericity 
Assumed 
455.145 66 6.896    
Greenhouse-
Geisser 
455.145 30.451 14.947    
Huynh-Feldt 455.145 33.315 13.662    
Lower-bound 455.145 22.000 20.688    
 
Tests of Between-Subjects Effects 
Measure:   TimeOnTask   
Transformed Variable:   Average   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Intercept 3697.217 1 3697.217 280.461 .000 .927 
Condition .009 1 .009 .001 .980 .000 
Error 290.018 22 13.183    
 
 
3. Condition * Section 
Measure:   TimeOnTask   
Condition Section Mean Std. Error 95% Confidence Interval 
Lower Bound Upper Bound 
Tutor 1 4.834 .482 3.835 5.833 
2 5.769 .314 5.118 6.420 
3 4.108 .416 3.244 4.971 
4 10.237 1.450 7.231 13.244 
Affective 1 5.058 .524 3.972 6.145 
2 5.515 .341 4.808 6.223 
3 4.564 .453 3.625 5.502 
4 9.735 1.576 6.466 13.003 
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Assumption checking reveal that there were five outliers in the data by inspection 
of a boxplot. As this data seems genuine, these outliers were kept in the analysis. Average 
planning time was not normally distributed, as assessed by Shapiro-Wilk’s test (p < .05). 
There was homogeneity of variances, as assessed by Levene's test of homogeneity of 
variance (p > .05). There was homogeneity of covariances, as assessed by Box's test of 
equality of covariance matrices (p = .002). Mauchly's test of sphericity indicated that the 
assumption of sphericity was violated for the two-way interaction, χ2(5) = 74.389, p = .000. 	
Descriptive Statistics 
 Conditio
n 
Mean Std. 
Deviatio
n 
N 
P_PlanTime_S12 Tutor 1.5548 .49694 21 
Affective 1.9444 1.29328 20 
Total 1.7448 .97817 41 
P_PlanTime_S21 Tutor 3.1746 .66348 21 
Affective 3.1000 .51978 20 
Total 3.1382 .59149 41 
P_PlanTime_S22 Tutor 1.4595 .34118 21 
Affective 1.3200 .27834 20 
Total 1.3915 .31621 41 
P_PlanTime_S23 Tutor 3.7024 2.30166 21 
Affective 3.7250 1.96499 20 
Total 3.7134 2.11731 41 
 
 
Tests of Within-Subjects Effects 
Measure:   PlanningTime   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Section Sphericity 
Assumed 
150.582 3 50.194 40.279 .000 .508 
		
	 231	
Greenhouse-
Geisser 
150.582 1.461 103.072 40.279 .000 .508 
Huynh-Feldt 150.582 1.542 97.632 40.279 .000 .508 
Lower-bound 150.582 1.000 150.582 40.279 .000 .508 
Section * 
Condition 
Sphericity 
Assumed 
1.716 3 .572 .459 .711 .012 
Greenhouse-
Geisser 
1.716 1.461 1.175 .459 .573 .012 
Huynh-Feldt 1.716 1.542 1.113 .459 .584 .012 
Lower-bound 1.716 1.000 1.716 .459 .502 .012 
Error(Section) Sphericity 
Assumed 
145.803 117 1.246    
Greenhouse-
Geisser 
145.803 56.977 2.559    
Huynh-Feldt 145.803 60.152 2.424    
Lower-bound 145.803 39.000 3.739    
 
 
Tests of Between-Subjects Effects 
Measure:   PlanningTime   
Transformed Variable:   Average   
Source Type III Sum 
of Squares 
df Mean Square F Sig. Partial Eta 
Squared 
Intercept 1022.412 1 1022.412 453.281 .000 .921 
Condition .101 1 .101 .045 .834 .001 
Error 87.968 39 2.256    
 
Pairwise Comparisons 
Measure:   PlanningTime   
(I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. Error Sig.b 95% Confidence Interval 
for Differenceb 
Lower 
Bound 
Upper Bound 
1 2 -1.388* .158 .000 -1.827 -.948 
3 .360 .149 .123 -.054 .774 
4 -1.964* .299 .000 -2.796 -1.132 
2 1 1.388* .158 .000 .948 1.827 
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3 1.748* .098 .000 1.476 2.019 
4 -.576 .348 .632 -1.543 .390 
3 1 -.360 .149 .123 -.774 .054 
2 -1.748* .098 .000 -2.019 -1.476 
4 -2.324* .313 .000 -3.193 -1.455 
4 1 1.964* .299 .000 1.132 2.796 
2 .576 .348 .632 -.390 1.543 
3 2.324* .313 .000 1.455 3.193 
 
3. Condition * Section 
Measure:   PlanningTime   
Condition Section Mean Std. Error 95% Confidence Interval 
Lower Bound Upper Bound 
Tutor 1 1.555 .212 1.126 1.983 
2 3.175 .130 2.911 3.438 
3 1.460 .068 1.322 1.597 
4 3.702 .468 2.756 4.649 
Affective 1 1.944 .217 1.506 2.383 
2 3.100 .134 2.830 3.370 
3 1.320 .070 1.179 1.461 
4 3.725 .479 2.755 4.695 	  
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Assumptions checking for the two-way MANOVA revealed that the measures 
included in this test had low to moderate correlation in the tutor group, some of the 
correlations in the tutor group are < .3 while there was moderate correlation in the affective 
agent group (.3 > |r| > .9), as assessed by Pearson’s correlation test; were not normally 
distributed either for the tutor condition or the affective agent, as assessed by Shapiro-
Wilks test (p < .05); presented several outliers in the affective agent condition (8) and in 
the tutor condition (10), as assessed by boxplots; had homogeneity of variance, as assessed 
by Levene’s test (p > .05); and had homogeneity of variance-covariance matrices, assessed 
by Box’s M test (p= .003). 
Descriptive Statistics 
 Condition Mean Std. Deviation N 
P_HelpUsage_Summary_S12 Tutor .5186 .60677 31 
Affective .3648 .63325 31 
Total .4417 .61991 62 
P_HelpUsage_Summary_S21 Tutor .5161 .81121 31 
Affective .4516 .75301 31 
Total .4839 .77689 62 
P_HelpUsage_NodesLinks_S1
2 
Tutor .9194 1.00888 31 
Affective .7288 .95428 31 
Total .8241 .97860 62 
P_HelpUsage_NodesLinks_S2
1 
Tutor .6129 .72058 31 
Affective .7849 .78669 31 
Total .6989 .75316 62 
P_HelpUsage_Equations_S12 Tutor .4056 .59992 31 
Affective .4428 .61565 31 
Total .4242 .60313 62 
P_HelpUsage_Equations_S21 Tutor .3978 .66899 31 
Affective .7419 .84639 31 
Total .5699 .77621 62 
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Multivariate Testsa 
Effect Value F Hypot
hesis 
df 
Error 
df 
Sig. Partial 
Eta 
Square 
Between 
Subjects 
Intercept Pillai's 
Trace 
.551 23.684b 3.000 58.000 .000 .551 
Wilks' 
Lambda 
.449 23.684b 3.000 58.000 .000 .551 
Hotelling's 
Trace 
1.225 23.684b 3.000 58.000 .000 .551 
Roy's 
Largest 
Root 
1.225 23.684b 3.000 58.000 .000 .551 
Condition Pillai's 
Trace 
.036 .721b 3.000 58.000 .543 .036 
Wilks' 
Lambda 
.964 .721b 3.000 58.000 .543 .036 
Hotelling's 
Trace 
.037 .721b 3.000 58.000 .543 .036 
Roy's 
Largest 
Root 
.037 .721b 3.000 58.000 .543 .036 
Within 
Subjects 
Section Pillai's 
Trace 
.143 3.227b 3.000 58.000 .029 .143 
Wilks' 
Lambda 
.857 3.227b 3.000 58.000 .029 .143 
Hotelling's 
Trace 
.167 3.227b 3.000 58.000 .029 .143 
Roy's 
Largest 
Root 
.167 3.227b 3.000 58.000 .029 .143 
Section * 
Condition 
Pillai's 
Trace 
.096 2.044b 3.000 58.000 .118 .096 
Wilks' 
Lambda 
.904 2.044b 3.000 58.000 .118 .096 
Hotelling's 
Trace 
.106 2.044b 3.000 58.000 .118 .096 
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Roy's 
Largest 
Root 
.106 2.044b 3.000 58.000 .118 .096 
 
 
Pairwise Comparisons 
Measure (I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. 
Error 
Sig.a 95% Confidence Interval 
for Differencea 
Lower Bound Upper 
Bound 
Summary 
Button 
1 2 -.042 .077 .588 -.197 .113 
2 1 .042 .077 .588 -.113 .197 
NodesLinks 
Button 
1 2 .125 .090 .168 -.054 .305 
2 1 -.125 .090 .168 -.305 .054 
Equations 
Button 
1 2 -.146 .074 .055 -.294 .003 
2 1 .146 .074 .055 -.003 .294 
 
Based on estimated marginal means 
a. Adjustment for multiple comparisons: Bonferroni. 
 
3. Condition * Section 
Measure Conditio
n 
Secti
on 
Mean Std. 
Error 
95% Confidence 
Interval 
Lower 
Bound 
Upper 
Bound 
Summary 
Button 
Tutor 1 .519 .111 .296 .741 
2 .516 .141 .235 .797 
Affective 1 .365 .111 .142 .588 
2 .452 .141 .170 .733 
NodesLinks 
Button 
Tutor 1 .919 .176 .567 1.272 
2 .613 .135 .342 .884 
Affective 1 .729 .176 .376 1.082 
2 .785 .135 .514 1.056 
Equations 
Button 
Tutor 1 .406 .109 .187 .624 
2 .398 .137 .124 .672 
Affective 1 .443 .109 .224 .661 
2 .742 .137 .468 1.016 
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Statistical Results for H8 – Analysis for DV Summary Button  
 
Tests of Within-Subjects Effects 
Measure:   Summary   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Section Sphericity 
Assumed 
.055 1 .055 .300 .586 .005 
Greenhouse-
Geisser 
.055 1.000 .055 .300 .586 .005 
Huynh-Feldt .055 1.000 .055 .300 .586 .005 
Lower-
bound 
.055 1.000 .055 .300 .586 .005 
Error(Section) Sphericity 
Assumed 
11.210 61 .184    
Greenhouse-
Geisser 
11.210 61.000 .184    
Huynh-Feldt 11.210 61.000 .184    
Lower-
bound 
11.210 61.000 .184    
 
 
Statistical Results for H8 – Analysis for DV Nodes and Links Button  
 
Tests of Within-Subjects Effects 
Measure:   NodesLinks   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Section Sphericity 
Assumed 
.486 1 .486 1.851 .179 .029 
Greenhouse-
Geisser 
.486 1.000 .486 1.851 .179 .029 
Huynh-Feldt .486 1.000 .486 1.851 .179 .029 
Lower-
bound 
.486 1.000 .486 1.851 .179 .029 
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Error(Section) Sphericity 
Assumed 
16.006 61 .262    
Greenhouse-
Geisser 
16.006 61.000 .262    
Huynh-Feldt 16.006 61.000 .262    
Lower-
bound 
16.006 61.000 .262    		
 
Statistical Results for H8 – Analysis for DV Equations Button 
Tests of Within-Subjects Effects 
Measure:   Equations   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Section Sphericity 
Assumed 
.658 1 .658 3.643 .061 .056 
Greenhouse-
Geisser 
.658 1.000 .658 3.643 .061 .056 
Huynh-Feldt .658 1.000 .658 3.643 .061 .056 
Lower-
bound 
.658 1.000 .658 3.643 .061 .056 
Error(Section) Sphericity 
Assumed 
11.016 61 .181    
Greenhouse-
Geisser 
11.016 61.000 .181    
Huynh-Feldt 11.016 61.000 .181    
Lower-
bound 
11.016 61.000 .181    
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Assumptions checking for the two-way MANOVA revealed that the measures 
included in this test had a low to moderate correlation for the tutor condition, some of the 
correlation values were < .3 and a low correlation for the affective agent condition, several 
correlation values were < .3; was not normally distributed, as assessed by Shapiro-Wilks 
test (p < .05); presented eleven possible outliers in the affective agent condition and nine 
in the tutor condition, as assessed by boxplots; had not homogeneity of variance, as 
assessed by Levene’s test (p < .05); had not homogeneity of variance-covariance matrices, 
as assessed by Box’s M test (p= .001); and Sphericity cannot be assumed, as assessed by 
Mauchly’s W statistics (p < .05). 
Descriptive Statistics 
 Condition Mean Std. Deviation N 
P_ErrorTask_InvConnection_S12 Tutor .4862 .24190 21 
Affective .6533 .66656 20 
Total .5677 .49745 41 
P_ErrorTask_InvConnection_S21 Tutor .2381 .28172 21 
Affective .7167 .60481 20 
Total .4715 .52162 41 
P_ErrorTask_InvConnection_S22 Tutor .5690 .72119 21 
Affective .9900 .99361 20 
Total .7744 .87999 41 
P_ErrorTask_InvConnection_S23 Tutor 1.0357 1.31169 21 
Affective 2.6500 4.00280 20 
Total 1.8232 3.02296 41 
P_ErrorTask_Changes_S12 Tutor 10.6883 4.48861 21 
Affective 11.0460 5.71820 20 
Total 10.8628 5.06340 41 
P_ErrorTask_Changes_S21 Tutor 7.9683 4.34218 21 
Affective 10.0333 4.28229 20 
Total 8.9756 4.38520 41 
P_ErrorTask_Changes_S22 Tutor 15.0571 10.06959 21 
Affective 15.3200 8.68984 20 
Total 15.1854 9.30509 41 
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P_ErrorTask_Changes_S23 Tutor 25.4405 18.96261 21 
Affective 26.5417 20.62265 20 
Total 25.9776 19.54777 41 
P_ErrorTask_Succ_S12 Tutor .1665 .12225 21 
Affective .1814 .11651 20 
Total .1738 .11823 41 
P_ErrorTask_Succ_S21 Tutor .6282 .34686 21 
Affective .3927 .33019 20 
Total .5133 .35517 41 
P_ErrorTask_Succ_S22 Tutor .2678 .33751 21 
Affective .1184 .12612 20 
Total .1950 .26501 41 
P_ErrorTask_Succ_S23 Tutor .3625 .34100 21 
Affective .3883 .34296 20 
Total .3751 .33790 41 
 
 
Multivariate Testsa 
Effect Value F Hypo
thesis 
df 
Error 
df 
Sig. Partial 
Eta 
Square 
Between 
Subjects 
Intercept Pillai's 
Trace 
.945 212.021
b 
3.000 37.000 .000 .945 
Wilks' 
Lambda 
.055 212.021
b 
3.000 37.000 .000 .945 
Hotelling's 
Trace 
17.191 212.021
b 
3.000 37.000 .000 .945 
Roy's 
Largest 
Root 
17.191 212.021
b 
3.000 37.000 .000 .945 
Condition Pillai's 
Trace 
.244 3.971b 3.000 37.000 .015 .244 
Wilks' 
Lambda 
.756 3.971b 3.000 37.000 .015 .244 
Hotelling's 
Trace 
.322 3.971b 3.000 37.000 .015 .244 
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Roy's 
Largest 
Root 
.322 3.971b 3.000 37.000 .015 .244 
Within 
Subjects 
Section Pillai's 
Trace 
.767 11.364b 9.000 31.000 .000 .767 
Wilks' 
Lambda 
.233 11.364b 9.000 31.000 .000 .767 
Hotelling's 
Trace 
3.299 11.364b 9.000 31.000 .000 .767 
Roy's 
Largest 
Root 
3.299 11.364b 9.000 31.000 .000 .767 
Section * 
Condition 
Pillai's 
Trace 
.237 1.069b 9.000 31.000 .412 .237 
Wilks' 
Lambda 
.763 1.069b 9.000 31.000 .412 .237 
Hotelling's 
Trace 
.310 1.069b 9.000 31.000 .412 .237 
Roy's 
Largest 
Root 
.310 1.069b 9.000 31.000 .412 .237 
 
3. Condition * Section 
Measure Conditio
n 
Section Mean Std. Error 95% Confidence Interval 
Lower 
Bound 
Upper 
Bound 
Invalid 
Connections 
Tutor 1 .486 .108 .267 .705 
2 .238 .102 .032 .445 
3 .569 .189 .187 .951 
4 1.036 .643 -.265 2.337 
Affective 1 .653 .111 .429 .878 
2 .717 .105 .505 .928 
3 .990 .193 .599 1.381 
4 2.650 .659 1.317 3.983 
Change 
Nodes 
Tutor 1 10.688 1.118 8.426 12.950 
2 7.968 .941 6.065 9.872 
3 15.057 2.056 10.898 19.216 
4 25.440 4.318 16.706 34.175 
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Affective 1 11.046 1.146 8.728 13.364 
2 10.033 .964 8.083 11.984 
3 15.320 2.107 11.058 19.582 
4 26.542 4.425 17.591 35.492 
Success 
Ratio 
Tutor 1 .167 .026 .114 .219 
2 .628 .074 .479 .778 
3 .268 .056 .154 .381 
4 .363 .075 .212 .513 
Affective 1 .181 .027 .127 .235 
2 .393 .076 .239 .546 
3 .118 .058 .002 .235 
4 .388 .076 .234 .543 
 
 
 
Statistical Results for H9 – Between factor Analysis for DV Invalid Connections  
 
 
Descriptive Statistics 
 Condition Mean Std. 
Deviation 
N 
P_ErrorTask_ 
InvConnection_S12 
Tutor .4862 .24190 21 
Affective .6533 .66656 20 
Total .5677 .49745 41 
P_ErrorTask_ 
InvConnection_S21 
Tutor .2381 .28172 21 
Affective .7167 .60481 20 
Total .4715 .52162 41 
P_ErrorTask_ 
InvConnection_S22 
Tutor .5690 .72119 21 
Affective .9900 .99361 20 
Total .7744 .87999 41 
P_ErrorTask_InvConn
ection_S23 
Tutor 1.0357 1.31169 21 
Affective 2.6500 4.00280 20 
Total 1.8232 3.02296 41 
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Tests of Within-Subjects Effects 
Measure:   invalidConnection   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Section Sphericity 
Assumed 
48.760 3 16.253 6.801 .000 .148 
Greenhouse-
Geisser 
48.760 1.178 41.388 6.801 .009 .148 
Huynh-Feldt 48.760 1.224 39.829 6.801 .008 .148 
Lower-bound 48.760 1.000 48.760 6.801 .013 .148 
Section * 
Condition 
Sphericity 
Assumed 
12.736 3 4.245 1.776 .155 .044 
Greenhouse-
Geisser 
12.736 1.178 10.810 1.776 .189 .044 
Huynh-Feldt 12.736 1.224 10.403 1.776 .189 .044 
Lower-bound 12.736 1.000 12.736 1.776 .190 .044 
Error(Section
) 
Sphericity 
Assumed 
279.623 117 2.390    
Greenhouse-
Geisser 
279.623 45.947 6.086    
Huynh-Feldt 279.623 47.746 5.857    
Lower-bound 279.623 39.000 7.170    
 
Pairwise Comparisons 
Measure:   invalidConnection   
(I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. Error Sig.b 95% Confidence Interval 
for Differenceb 
Lower 
Bound 
Upper Bound 
1 2 .092 .098 1.000 -.180 .365 
3 -.210 .134 .754 -.582 .163 
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4 -1.273* .454 .047 -2.534 -.012 
2 1 -.092 .098 1.000 -.365 .180 
3 -.302 .125 .125 -.651 .046 
4 -1.365* .477 .040 -2.691 -.040 
3 1 .210 .134 .754 -.163 .582 
2 .302 .125 .125 -.046 .651 
4 -1.063 .473 .181 -2.377 .251 
4 1 1.273* .454 .047 .012 2.534 
2 1.365* .477 .040 .040 2.691 
3 1.063 .473 .181 -.251 2.377 
 
Based on estimated marginal means 
*. The mean difference is significant at the 
b. Adjustment for multiple comparisons: Bonferroni. 
 
3. Condition * Section 
Measure:   invalidConnection   
Condition Section Mean Std. Error 95% Confidence Interval 
Lower Bound Upper Bound 
Tutor 1 .486 .108 .267 .705 
2 .238 .102 .032 .445 
3 .569 .189 .187 .951 
4 1.036 .643 -.265 2.337 
Affective 1 .653 .111 .429 .878 
2 .717 .105 .505 .928 
3 .990 .193 .599 1.381 
4 2.650 .659 1.317 3.983 				
Statistical Results for H9 – Between factor Analysis for DV Changes in the Model  
Descriptive Statistics 
 Condition Mean Std. Deviation N 
P_ErrorTask_Changes_S12 Tutor 10.6883 4.48861 21 
Affective 11.0460 5.71820 20 
Total 10.8628 5.06340 41 
P_ErrorTask_Changes_S21 Tutor 7.9683 4.34218 21 
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Affective 10.0333 4.28229 20 
Total 8.9756 4.38520 41 
P_ErrorTask_Changes_S22 Tutor 15.0571 10.06959 21 
Affective 15.3200 8.68984 20 
Total 15.1854 9.30509 41 
P_ErrorTask_Changes_S23 Tutor 25.4405 18.96261 21 
Affective 26.5417 20.62265 20 
Total 25.9776 19.54777 41 
 
Tests of Within-Subjects Effects 
Measure:   changes   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Section Sphericity 
Assumed 
7114.836 3 2371.61
2 
22.003 .000 .361 
Greenhouse-
Geisser 
7114.836 1.574 4519.77
8 
22.003 .000 .361 
Huynh-Feldt 7114.836 1.671 4257.70
8 
22.003 .000 .361 
Lower-bound 7114.836 1.000 7114.83
6 
22.003 .000 .361 
Section * 
Condition 
Sphericit 
y Assumed 
21.401 3 7.134 .066 .978 .002 
Greenhouse-
Geisser 
21.401 1.574 13.595 .066 .897 .002 
Huynh-Feldt 21.401 1.671 12.807 .066 .908 .002 
Lower-bound 21.401 1.000 21.401 .066 .798 .002 
Error(Section
) 
Sphericity 
Assumed 
12611.133 117 107.787    
Greenhouse-
Geisser 
12611.133 61.392 205.420    
Huynh-Feldt 12611.133 65.171 193.509    
Lower-bound 12611.133 39.000 323.362    
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Tests of Between-Subjects Effects 
Measure:   changes   
Transformed Variable:   Average   
Source Type III Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Intercept 38177.041 1 38177.041 189.104 .000 .829 
Condition 36.725 1 36.725 .182 .672 .005 
Error 7873.463 39 201.884    
 
Pairwise Comparisons 
Measure:   changes   
(I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. 
Error 
Sig.b 95% Confidence Interval for Differenceb 
Lower Bound Upper Bound 
1 2 1.866 .892 .257 -.612 4.345 
3 -4.321* 1.518 .042 -8.540 -.103 
4 -15.124* 2.986 .000 -23.423 -6.825 
2 1 -1.866 .892 .257 -4.345 .612 
3 -6.188* 1.488 .001 -10.324 -2.051 
4 -16.990* 2.912 .000 -25.083 -8.897 
3 1 4.321* 1.518 .042 .103 8.540 
2 6.188* 1.488 .001 2.051 10.324 
4 -10.802* 2.977 .005 -19.077 -2.528 
4 1 15.124* 2.986 .000 6.825 23.423 
2 16.990* 2.912 .000 8.897 25.083 
3 10.802* 2.977 .005 2.528 19.077 
 
 
 
 
Statistical Results for H9 – Between factor Analysis for DV Ratio of Success  
Descriptive Statistics 
 Condition Mean Std. Deviation N 
P_ErrorTask_Succ_S12 Tutor .1665 .12225 21 
Affective .1814 .11651 20 
Total .1738 .11823 41 
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P_ErrorTask_Succ_S21 Tutor .6282 .34686 21 
Affective .3927 .33019 20 
Total .5133 .35517 41 
P_ErrorTask_Succ_S22 Tutor .2678 .33751 21 
Affective .1184 .12612 20 
Total .1950 .26501 41 
P_ErrorTask_Succ_S23 Tutor .3625 .34100 21 
Affective .3883 .34296 20 
Total .3751 .33790 41 
 
 
Tests of Within-Subjects Effects 
Measure:   ratioSuccess   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial 
Eta 
Squared 
Section Sphericity 
Assumed 
3.137 3 1.046 14.615 .000 .273 
Greenhouse-
Geisser 
3.137 2.459 1.276 14.615 .000 .273 
Huynh-Feldt 3.137 2.704 1.160 14.615 .000 .273 
Lower-bound 3.137 1.000 3.137 14.615 .000 .273 
Section * 
Condition 
Sphericity 
Assumed 
.503 3 .168 2.341 .077 .057 
Greenhouse-
Geisser 
.503 2.459 .204 2.341 .090 .057 
Huynh-Feldt .503 2.704 .186 2.341 .084 .057 
Lower-bound .503 1.000 .503 2.341 .134 .057 
Error(Section) Sphericity 
Assumed 
8.372 117 .072    
Greenhouse-
Geisser 
8.372 95.891 .087    
Huynh-Feldt 8.372 105.457 .079    
Lower-bound 8.372 39.000 .215    
 
Tests of Between-Subjects Effects 
Measure:   ratioSuccess   
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Transformed Variable:   Average   
Source Type III Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Intercept 16.081 1 16.081 164.883 .000 .809 
Condition .303 1 .303 3.112 .086 .074 
Error 3.804 39 .098    
 
Pairwise Comparisons 
Measure:   ratioSuccess   
(I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. Error Sig.b 95% Confidence Interval 
for Differenceb 
Lower 
Bound 
Upper Bound 
1 2 -.336* .054 .000 -.488 -.185 
3 -.019 .047 1.000 -.150 .112 
4 -.201* .053 .003 -.348 -.055 
2 1 .336* .054 .000 .185 .488 
3 .317* .056 .000 .162 .472 
4 .135 .069 .353 -.058 .328 
3 1 .019 .047 1.000 -.112 .150 
2 -.317* .056 .000 -.472 -.162 
4 -.182 .071 .088 -.381 .016 
4 1 .201* .053 .003 .055 .348 
2 -.135 .069 .353 -.328 .058 
3 .182 .071 .088 -.016 .381 
 
Based on estimated marginal means 
*. The mean difference is significant at the 
b. Adjustment for multiple comparisons: Bonferroni. 
 
 
 
Statistical Results for H9 – Within factor Analysis for DV Invalid Connections  
Descriptive Statistics 
 Mean Std. Deviation N 
P_ErrorTask_InvConnection_S12 .5677 .49745 41 
P_ErrorTask_InvConnection_S21 .4715 .52162 41 
P_ErrorTask_InvConnection_S22 .7744 .87999 41 
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P_ErrorTask_InvConnection_S23 1.8232 3.02296 41 
 
 
 
 
Tests of Within-Subjects Effects 
Measure:   invalidConnections   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Section Sphericity 
Assumed 
47.629 3 15.876 6.517 .000 .140 
Greenhouse-
Geisser 
47.629 1.176 40.494 6.517 .011 .140 
Huynh-Feldt 47.629 1.191 40.004 6.517 .010 .140 
Lower-bound 47.629 1.000 47.629 6.517 .015 .140 
Error 
(Section) 
Sphericity 
Assumed 
292.359 120 2.436    
Greenhouse-
Geisser 
292.359 47.048 6.214    
Huynh-Feldt 292.359 47.625 6.139    
Lower-bound 292.359 40.000 7.309    
 
Pairwise Comparisons 
Measure:   invalidConnections   
(I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. 
Error 
Sig.b 95% Confidence Interval for 
Differenceb 
Lower Bound Upper Bound 
1 2 .096 .100 1.000 -.181 .373 
3 -.207 .134 .783 -.578 .165 
4 -1.255 .462 .058 -2.538 .027 
2 1 -.096 .100 1.000 -.373 .181 
3 -.303 .124 .114 -.647 .041 
4 -1.352* .479 .045 -2.682 -.021 
3 1 .207 .134 .783 -.165 .578 
2 .303 .124 .114 -.041 .647 
4 -1.049 .476 .200 -2.370 .273 
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4 1 1.255 .462 .058 -.027 2.538 
2 1.352* .479 .045 .021 2.682 
3 1.049 .476 .200 -.273 2.370 
 
 
 
Statistical Results for H9 – Within factor Analysis for DV Changes in the Model  
 
Descriptive Statistics 
 Mean Std. Deviation N 
P_ErrorTask_Changes_S12 10.8628 5.06340 41 
P_ErrorTask_Changes_S21 8.9756 4.38520 41 
P_ErrorTask_Changes_S22 15.1854 9.30509 41 
P_ErrorTask_Changes_S23 25.9776 19.54777 41 
 
 
Tests of Within-Subjects Effects 
Measure:   changesModel   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Section Sphericity 
Assumed 
7121.790 3 2373.930 22.551 .000 .361 
Greenhouse-
Geisser 
7121.790 1.579 4511.197 22.551 .000 .361 
Huynh-Feldt 7121.790 1.633 4362.257 22.551 .000 .361 
Lower-bound 7121.790 1.000 7121.790 22.551 .000 .361 
Error 
(Section) 
Sphericity 
Assumed 
12632.534 120 105.271    
Greenhouse-
Geisser 
12632.534 63.148 200.048    
Huynh-Feldt 12632.534 65.304 193.443    
Lower-bound 12632.534 40.000 315.813    
 
Pairwise Comparisons 
Measure:   changesModel   
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(I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. 
Error 
Sig.
b 
95% Confidence Interval for 
Differenceb 
Lower Bound Upper 
Bound 
1 2 1.887 .891 .242 -.585 4.359 
3 -4.323* 1.498 .038 -8.481 -.164 
4 -15.115* 2.948 .000 -23.298 -6.932 
2 1 -1.887 .891 .242 -4.359 .585 
3 -6.210* 1.476 .001 -10.307 -2.113 
4 -17.002* 2.875 .000 -24.983 -9.021 
3 1 4.323* 1.498 .038 .164 8.481 
2 6.210* 1.476 .001 2.113 10.307 
4 -10.792* 2.939 .004 -18.951 -2.634 
4 1 15.115* 2.948 .000 6.932 23.298 
2 17.002* 2.875 .000 9.021 24.983 
3 10.792* 2.939 .004 2.634 18.951 
 
 
Statistical Results for H9 – Within factor Analysis for DV Ratio of Success  
 
Descriptive Statistics 
 Mean Std. Deviation N 
P_ErrorTask_Succ_S12 .1738 .11823 41 
P_ErrorTask_Succ_S21 .5133 .35517 41 
P_ErrorTask_Succ_S22 .1950 .26501 41 
P_ErrorTask_Succ_S23 .3751 .33790 41 
 
Tests of Within-Subjects Effects 
Measure:   ratioSuccess   
Source Type III 
Sum of 
Squares 
df Mean 
Square 
F Sig. Partial Eta 
Squared 
Section Sphericity 
Assumed 
3.168 3 1.056 14.281 .000 .263 
Greenhouse-
Geisser 
3.168 2.422 1.308 14.281 .000 .263 
Huynh-Feldt 3.168 2.590 1.223 14.281 .000 .263 
Lower-bound 3.168 1.000 3.168 14.281 .001 .263 
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Error 
(Section) 
Sphericity 
Assumed 
8.874 120 .074    
Greenhouse-
Geisser 
8.874 96.900 .092    
Huynh-Feldt 8.874 103.59
6 
.086    
Lower-bound 8.874 40.000 .222    
 
 
Pairwise Comparisons 
Measure:   ratioSuccess   
(I) 
Section 
(J) 
Section 
Mean 
Difference 
(I-J) 
Std. Error Sig.b 95% Confidence Interval 
for Differenceb 
Lower 
Bound 
Upper Bound 
1 2 -.339* .057 .000 -.498 -.181 
3 -.021 .048 1.000 -.155 .113 
4 -.201* .052 .002 -.346 -.057 
2 1 .339* .057 .000 .181 .498 
3 .318* .055 .000 .164 .472 
4 .138 .072 .363 -.060 .337 
3 1 .021 .048 1.000 -.113 .155 
2 -.318* .055 .000 -.472 -.164 
4 -.180 .072 .097 -.379 .019 
4 1 .201* .052 .002 .057 .346 
2 -.138 .072 .363 -.337 .060 
3 .180 .072 .097 -.019 .379 
 
 
