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Abstract—This paper presents a deep learning (DL) approach
for estimating and detecting symbols in signals transmitted
through reconfigurable intelligent surfaces (RIS). The proposed
network utilizes fully connected layers to estimate channels
and phase angles from a reflected signal received through a
RIS. Because the proposed network can estimate and detect
symbols without any pilot signaling, this method reduces the
overhead required for transmission. The improvements achieved
by this method are quantified in terms of the bit-error-rate,
outperforming traditional detectors.
Index Terms—Deep learning, reconfigurable intelligent surface,
estimation, detection
I. INTRODUCTION
NEXT-GENERATION mobile communications networkshave begun to be deployed, and compatible handsets will
soon be available. The flexibility of wireless communications
systems will be improved through the use of unconventional
techniques, such as millimeter-wave communications, massive
multiple-input multiple-output (MIMO) architectures, and net-
work densification. However, these technologies often cannot
be utilized to their full extent because of their high power con-
sumption and poor propagation in harsh environments. These
limitations can be mitigated by modifying harsh propagation
environments [1] [2].
Researchers have recently proposed controlling the channel
medium by converting the environment space into a recon-
figurable space known as a reconfigurable intelligent surface
(RIS). RIS environments are based on small, low-cost passive
elements stacked together in intelligent metasurfaces, which
reflect incoming signals towards the receiver with a control-
lable phase shift. Unlike massive MIMO, RISs are based on
a software-defined paradigm, and so they do not require any
radio frequency (RF) processing, beamforming, relaying, or
other physical RF solutions [3].
A key feature of RIS-assisted communications making them
useful in smart radio environments is their relatively simple
implementation, with inexpensive passive elements. However,
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this feature limits the estimation of channels and phase angles
at the receiver end, because RISs cannot perform any RF
processing. Therefore, to make RISs as passive as possible
to minimize costs, the receiver must estimate the channel and
received phase angle with minimal reliance on the RIS [4].
Deep learning (DL) approaches utilizing deep neural net-
works (DNNs) have been successfully applied in various fields,
such as computer vision and natural language processing. DL
has been used for almost every aspect of communications
frameworks, in both the physical and network layers, including
power allocation [5] and channel estimation [6]. Recently,
DL was applied to configure the optimal phase angles of
RIS meta-elements in indoor communication environments [7].
However, that work assumes that some meta-elements of the
RIS are active elements, used for channel estimation, which,
reduces the passive nature of RIS. A complexity analysis of the
proposed network and its adaptability in a complete channel
mismatch scenario also lacks since a perfect channel state
information (CSI) was considered only.
Most existing studies have not explicitly focused on sce-
narios with imperfect CSI, or on reducing the complexities of
the proposed networks. In recent literature, very few studies
have investigated the potential for applying DL to estimation
and detection in a RIS-assisted communications system. The
discussion below investigates this question and explicitly ad-
dresses the complexity of the DNN.
The present study makes the following contributions:
• We present a novel DL-based detector, called DeepRIS,
for use in wireless receivers in RIS-assisted communi-
cations scenarios. DeepRIS estimates the channel fading
and phase angles from the received signal.
• We explain the details of the network’s implementation,
including the numbers of hidden and activation layers,
number of neurons, and learning rate. Additionally, the
system-level integration of the proposed network in a
RIS-empowered wireless communications scenario is dis-
cussed in detail.
• The complexity of the proposed DeepRIS detector is
discussed in detail.
• Finally, simulation results are presented in terms of
the bit-error-rate (BER) in both perfect and imperfect
CSI cases, and in scenarios in which the channels and
reflecting elements are not matched. The results indicate
that DeepRIS achieves a near-optimal BER.
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2II. RELATED WORK
Channel estimation and characterization has been major
area of research and innovation in last few decades [8].
This is because of the understanding that technological ad-
vancements can be pushed in the context of hardware and
software components of wireless system, and the environment
is always considered as an uncontrollable element. The idea of
artificially reconfiguring the propagation environment with the
help of RIS-enabled communication system is new paradigm
shift [1], [9].
The virtualization and softwareization at the core of future
wireless systems is now also expanded to modelling wireless
environment as an optimization problem. In the context of
RIS, Machine Learning (ML) is considered to be one of the
key enablers of RIS-enabled wireless systems [10]. Authors in
[11] have discussed the importance of ML based techniques
for RIS-enabled communication networks. Analysis on effi-
cacy of model-based and AI-based and their combine use is
presented. Moreover, applications of reinforcement learning
for RIS-enabled wireless networks are also presented. For
detailed survey of recent works, the work in [11] extensively
presents all the possible case scenarios, important techniques
and recent works on RIS-powered smart radio environments.
Furthermore, authors in [12] demonstrated the efficacy of DL
models for channel estimation and signal detection for OFDM
based systems. The CSI is estimated via simulated training
data to be used later for estimating the received signals.
In [13], a neural-network based technique to control the be-
havior of elements on RIS is presented. The RIS elements are
modelled as nodes and their cross-connections as links in order
to control the RIS to elevate the communication performance
after the training phase. The ray-tracing simulations were used
to assess the performance of the proposed approached. Most
of these works consider the active-elements on RIS which can
be configured based on software-defined components with an
aim to increase the signal strength for a user. However, in
this work, we consider passive-elements based RIS which is
cost-efficient and instead, propose DeepRIS algorithm to be
trained and implemented in the end-device for channel and
mismatched phase detection.
To utilize the RIS effectively and efficiently, some work
has been done on the configuration of phase shifts [14]–[17].
A semidefinite relaxation (SDR) method was introduced to
optimize the phase shifts of each unit so as to maximize the
received signal-to-noise ratio (SNR). Since SDR method is of
high computational complexity, a relatively low complexity
fix point iteration (FPI) algorithm was proposed in [15].
However, when the user is located far away from the BS,
the performance loss is relatively high. In [16] and [17], the
phase shifts of each unit is optimized one by one iteratively
in a greedy manner. Thus, it is less efficient for large-scale
systems and computationally expensive.
Especially, deep reinforcement learning (DRL) based algo-
rithms have demonstrated their efficiency based on feedback-
driven learning and optimization to reconfiguring meta-
surfaces [4]. For instance, authors in [18] proposed DRL based
algorithm for transmit beamforming at the source along with
Fig. 1: Transmission through an RIS in a dual-hop communi-
cation scenario with no line-of-sight path between S and D.
the phase shift matrix to increase the sum-rate of multi-user
in downlink MISO systems. Another work in [7] employs
DL based approach to increase the signal strength for indoor
user by training DNN with database of user coordinates and
configuring the units of RIS. The primary objective is to
maximize the signal strength by directing the signals toward
user.
Authors in [19] used DL based channel estimation for
mmWave based massive MIMO system. Twin CNNs with nine
layers each are fed with received signal to estimate the direct
and cascaded channels. However, such approach has higher
computational complexity. The summary of key highlights,
optimization parameters and considered model for the related
literature is given in Table I. Most of the existing studies
have not explicitly considered a trade-off between performance
efficiency of proposed methods and computational complexity.
In this article, we propose DeepRIS method for symbol
detection and channel estimation on receiving device. The
DeepRIS has comparatively less computational complexity
with better signal detection accuracy. The detailed system
model and DeepRIS training and implementation is given in
next section.
III. TRANSMISSION THROUGH RIS: SYSTEM MODEL
In this section, we provide an overview of the generic
model of a RIS-assisted MISO communications system. As
shown in Fig. 1, we consider a source (S) equipped with M
antennas to communicate with the RIS comprising N nearly
passive elements, which are reconfigurable and controlled
using communication-oriented software. The RIS assists the
communication by deliberately reflecting the signal from S
towards the single-antenna destination D using low-resolution
phase shifters, owing to unfavorable propagation conditions.
For the ease of implementation, the maximal reflection without
power loss at the RIS is considered since the reflecting
elements are designed to maximize the reflected desired signal
power towards the destination D [17], [20], [21].
Denoting the modulated signal transmitted by S as x ∈
CM×1, the received downlink signal reflected through the RIS
3TABLE I: Summary of the important features and implementation details of related works
Related Work, Year Key Contributions/Highlights For device Layer Information
Input,
Configuration parameter,
Output.
[19]
2020
DL based channel estimation for RIS
base mmWave MIMO Systems (ChannelNet)
Estimation of direct and cascaded channels
on receiver.
Receiving device
Input layer
3 Convolutional layers
2 Fully Connected layers
Regression layer
Output layer
Received pilot signals,
Direct channel and cascading channel,
Estimated received signal
[18]
2020
DRL based approach for joint optimization of transmit
beamforming and phase angle configurations at RIS.
Double DNN to get Q-function from critic and actor networks
on input states.
RIS controller
Input layer
2 Fully Connected layers
Output layer
Channel information, Tx/Rx information,
Tx power and phase shifts,
Q-function.
[7]
2019
Trained DNN to maximize received
signal strength for indoor user.
Ray tracing simulations on 3D indoor
environment for performance.
RIS elements
Input layer
3 Fully Connected layers
Output layer
User location/coordinates,
RIS elements configuration for optimal
phase angles,
Targeting intended user.
[13]
2019
Wireless propagation as NN, different walls
as layers, and meta-surfaces as nodes (NNConfig).
Feed forward/back-propoagate based
Ray tracing simulations for
performance validation
Active elements
of met-surfaces
Input layer
k - Fully Connected layers
Output layer
Impinging signal on met-atom of tile,
Tile configuration for retransmission
of signal,
Received signal power at user device.
[12]
2018
DL based channel estimation for OFDM systems
DNN based model trained to minimize the difference
between the original symbol and output of neural network
Receiving device
Input layer
3 Fully Connected layers
Output layer
Transmit symbols and channel models,
Channel estimation,
Received signal.
at D can be expressed as,
yu = (h
H
d,uΦ
HHHs,u)
U∑
j=1
vjxj + nu, u = 1, 2, ..., U, (1)
where HHs,u ∈ CN×M denotes the channel matrix from S to
RIS, hHd,u ∈ C1×N denotes the channel vector between the
RIS and D. vj ∈ CM×1 is the beamforming vector at S with
the constraint ||vj||2 ≤ Pmax, where Pmax is the maximum
transmit power of S. Φ = diag[χ1ejθ1 , χ2ejθ2 , ..., χiejθi ] is
a diagonal matrix representing the adjustable phase angle
induced by the ith reflector of the RIS, where χi ∈ [0, 1]
and θi ∈ [0, 2pi] represents amplitude reflection factor and
the phase shift coefficient on the combined transmitted signal,
respectively [3]. n denotes the additive complex Gaussian
noise (AWGN) with zero mean and variance σ2u.
From this, the received signal-to-noise ratio (SNR) at D is
calculated as
γu =
|(hHd,uΦHHHs,u)vu|2∑U
j 6=u |(hHd,uΦHHHs,u)vj|2 + σ2u
, (2)
From (2), it follows that γ can be maximized when,
(P1): max
Φ
||(hHd,uΦHHHs,u)vu||2
s.t. |χiejθi | = 1,∀ i = 1, ..., N,
(3)
Note that (P1) is an NP-hard problem owing to the non-
convexity of the objective function and the unit modulus
constraints. An SDR method was proposed in [17] to solve
this problem. However, it is computational expensive with
complexity of O((N + 1)6 [22]. From (3), it can be inferred
that the destination D will have the maximum received SNR
when the phase angles from the reflecting elements of the RIS
are known at D. Consequently, when the incoming channel
phases are known at D, the maximum received SNR can be
expressed as
γ =
|(hHd,uHHs,u)vu|2
σ2u
=
A2vu
σ2u
(4)
If the phase angles and channel fading are estimated, the re-
ceived signal can be considered an amplitude gain, represented
by A2. Assuming the channel gains as independently Rayleigh
distributed random variables, for a large number of reflecting
elements N  1, from the central limit theorem, A follows
a Gaussian distribution with the parameters E[A] = Npi4 and
V AR[A] = N
(
1− pi216
)
[2]. On the other hand, if the phase
angles Φ and channel fading are unknown at D, the maximum
received SNR remains as in (2). From (2) and (4), one can
infer that the receiver can only take full advantage of the RIS’s
reflecting elements if the phase angles are known. If the phase
angles are unknown, then the gain is reduced as the number
of reflecting elements in the RIS increases.
IV. PROPOSED DEEP LEARNING DETECTOR
This section details how DeepRIS can be implemented in
a RIS-assisted communication scenario. As shown in Fig. 1,
the scenario involves two-way channel fading and mismatched
phase angles. These challenges are addressed by the DeepRIS
DNN, which is trained and then deployed at D to estimate the
received signal without channel estimation. The subsections
below detail our analysis of the structure, function, training
procedure, and online deployment of the proposed DeepRIS
detector.
A. Structure of DeepRIS
DNNs consist of ` layers having multiple neurons in every
layer. The output of the network is a cascade of the nonlinear
transformation of input data I through all the previous layers,
which is carried out iteratively. A fully connected layer means
that neurons in a layer are connected with the next layer’s
other neurons. The output of such a network can be expressed
as,
o = f(I,Θ) = f (`−1)(f (`−2)(. . . f (1)(I))) (5)
where,
fi = σ(wiI+ bi)
here, each layer at its output has an activation function σ(.)
and corresponding weights wi to the input data I at every
4training iteration. An additional bias term b is also added to
balance the sparse weight balancing during training.
The proposed DeepRIS network consists of three hidden
layers, each of which is a fully connected layer followed by a
hyperbolic tangent (tanh) activation function with the range
[−z, z]. The tanh activation function is preferred over the
rectified linear activation function (ReLU) because tanh keeps
the negative weights from previous layers intact, whereas
ReLU reduces all negative weights to zero. The tanh and ReLU
functions can be formally defined as
σtanh(z) =
sinh(z)
cosh(z)
=
ez − e−z
ez + e−z
σReLU (z) = max(0, z),
(6)
where z denotes the range of the amplitude of the adopted
modulation scheme. One can infer that σtanh allows the neg-
ative weights to persist, whereas σReLU reduces all negative
weights to zero. This is important to note because the phase
angles and the fading channels will also affect the negative
modulated constellation symbols. If σReLU is used as the
activation function, then the negative constellation symbols
will be reduced to zero, and the network will collapse during
training. In contrast, σtanh(z) keeps the negative weights
intact, facilitating the training process such that the DNN can
accurately estimate the incoming channel and phase angles.
The fully connected layers are designed with the aim that
the network can successfully decode the received channel-
impaired reflected signals from the RIS with unknown phase
angles. This objective is complicated by dual-channel fading
from S to the RIS and from the RIS to D, as well as un-
known phase angles. Therefore, the number of layers and the
number of neurons in each layer must be correctly identified.
Furthermore, the complexity of the network must be kept at
a minimum. Consequently, following a test and trial method,
the numbers of neurons in the fully connected layers are set
to 500, 250, and 100, in sequence.
B. Model Training
Before DeepRIS can be deployed as a detector, the model
needs to be trained offline with a wide range of instances of
channels and phase variances. Random data sequences of bit
length b from the source S are generated to simulate transmis-
sion vectors. These vectors are then transmitted towards the
N reflecting elements of the RIS, and the signal is subject to
channel fading HHs,u. The vectors directed towards the RIS
are reflected towards the destination D with phase angles
Φ, and are again subject to channel fading hHd,u along this
path. Consequently, the received signal at the destination D is
affected by dual-channel fading and the phase angles of the
N reflector elements of the RIS.
The received channel-faded vectors y and originally trans-
mitted vectors x are arranged in a training sequence. Because
the DeepRIS model’s objective is to estimate the originally
transmitted symbols at destination D, the model is trained to
Algorithm 1 DeepRIS Training Algorithm
Input: Original transmitted symbols, channel and phase-
affected symbols.
Output: Trained DeepRIS network.
1: Initialization: All parameters including weights, biases,
and iterations are set to 0. The validation error threshold
is set to k.
2: Produce a set of training patches Ψ.
3: Process the training patches with simulated channel dis-
tortions and phase angles according to (1).
4: while (k ≤ L) Train the DNN by minimizing the loss
function according to (7).
5: Update L(Θ) according to (8) and (9).
6: end while
7: return: DeepRIS network
minimize the difference between the received vector y and the
original transmitted vector x. Therefore, the loss function for
the DeepRIS model is defined as
L(Θ) = 1
N
∑
k
‖y(k)− x(k)‖22 + λ
∑
k
Θ2k
=
1
N
∑
k
‖ [hHd,kΦHHHs,k)vk]︸ ︷︷ ︸
ξ
−x(k)‖22 + λ
∑
k
Θ2k,
(7)
where the objective is to estimate ξ over k iterations. This
process yields a generic formulation for the estimation of the
channel and phase angles in the hidden layers of DeepRIS
at the kth iteration. Moreover, Θ represents the weights and
biases of the DeepRIS model, which are updated at every
iteration. The parameters Θ are updated using Adam optimizer,
which is defined as
Θ`+1 = Θ` − ηm`√
v` + 
, (8)
where η is the learning rate with which the optimizer defines
the step size, and  is a smoothing term that prevents division
by zero. Furthermore, m` and v` are estimates of the mean
and uncentered variance of the gradients, respectively, defined
as
m` = δ1m`−1 + (1− δ1)∇L(Θ`)
v` = δ2v`−1 + (1− δ2)∇[L(Θ`)]2,
(9)
where δ1 and δ2 are the decay rates of the moving average.
If the gradients in (9) are similar over many iterations, the
moving average helps the gradients to gain momentum in
a specific direction. Conversely, if the gradients are highly
noisy because of sparse training data, then the moving average
of the gradient is smaller, and so the parameter updates are
also smaller. This relationship is essential in the present case
because the DeepRIS detector’s inputs will be contaminated
by both dual-channel fading and the effects of mismatched
phase angles. Therefore, by generating a large and diverse
training dataset and training the DNN using Adam optimizer,
the DeepRIS detector can reach an optimal solution to the
problem.
5TABLE II: Parameters used for simulations
Parameter Value
Modulation scheme 4-QAM
Transmit antennas, M 32
Reflecting elements, N 64
Channel fading HHs,u,h
H
d,u ∼ CN (0, 1)
Pathloss 10
−2
d−3.75
AWGN n ∼ CN (0, SNR)
SNR during training 0dB - 30dB
Batch size 64
No. of training data samples 7× 104
Validation split 20%
Validation patience 50
Total training steps 1000
Optimizer Adam, δ1 = 0.9, δ2 = 0.999
Regularization λ = 0.0001 , p = 0.5
Learning rate, η 0.01
In order to make the DeepRIS network resilient to overfit-
ting, we include two additional steps during training. Firstly,
the λ term in (7) is the L2 regularization method, which
uses Ridge regression to address the large variances, which
are far from the actual value. It adds a squared magnitude
of coefficient as penalty term to the loss function during
gradient computation and, thus, works efficiently in avoiding
the overfitting issue. Second, a dropout layer is incorporated
after the final hidden layer of the DeepRIS network, which
helps in reducing the overfitting of the network by dropping
out random outputs of the layer with a probability p. Dropout
makes the training process noisy, forcing the nodes within a
layer to probabilistically take on, more or less, responsibility
for the inputs. This leads to complex co-adaptations, forcing
the network layers to co-adapt and correct mistakes from prior
layers, making the model more robust [23].
A training mechanism is implemented for DeepRIS to be
adequately trained. First, the network is initialized with empty
matrices of weights and biases. Next, random data sequences
of size Ψ are generated and affected using different channel
and AWGN intensities and reflected through different N re-
flector elements of the RIS. These sequences are subsequently
used to train the DeepRIS in an unsupervised manner, where
the estimated received signal at the output of the network is
updated at every iteration. The concrete learning paradigm
is also described in Algorithm 1. By shuffling the channel
and AWGN intensities at each iteration, the network maps
the effects of the channel and phase angles on the transmitted
signal using the nonlinear function approximation in its hidden
layers, which help to avoid overfitting of the network.
V. SIMULATION RESULTS
Simulation results are used to verify the DeepRIS detector’s
performance in terms of the BER. DeepRIS yields an improved
performance compared with the conventional least squares
(LS) and minimum mean square error (MMSE) estimators.
We also discuss the computational complexity of the proposed
DeepRIS network during training and deployment, in terms
of big-O notation. Furthermore, we vigorously evaluate the
performance of the DeepRIS detector in situations on which
it was not trained upon. As such, mismatch scenarios in terms
of imperfect CSI, a channel mismatch for small-scale fading,
and mismatch N reflecting elements of RIS are modeled, and
the performance of DeepRIS is extensively tested.
For simulations, we consider a composite channel fading
based on Rayleigh fading and pathloss component of 3.75,
incorporating large-scale fading. For training, the data samples
used are normalized by zero-center using the mean of data.
Furthermore, the data samples are shuffled after every epoch
during training for generalization. During training, we use 20%
of the training data as a validation test set to the DeepRIS
network and set the validation patience to 50 iterations. This
essentially means that if the training and validation error is
linear for 50 iterations, the network will stop the training
process. This is an essential step in the training process as
it greatly helps avoid overfitting the network on the training
data. We use MATLAB for our simulations, and the system
parameters used during these simulations are listed in Table
II.
A. BER Analysis
We extensively evaluate the BER performance and test
various mismatch scenarios to investigate the redundancy of
DeepRIS in different situations. Fig. 2 (a) plots the BER
curves of DeepRIS and conventional schemes when full CSI is
available. As shown, DeepRIS outperforms both state-of-the-
art MMSE and LS methods and is comparable to the optimal
ML detector. The improved performance of DeepRIS is mainly
attributed to the deep architecture of the network, and the
extensive training process that helps DeepRIS to regularize
to generic variances in channels and phase angles.
In Fig. 2 (b), the BER performance of DeepRIS is plotted
when only imperfect CSI is available, and compared with
traditional detection schemes. Imperfect CSI means that the re-
ceiver is unaware of the channel fading and the receiving phase
angles from the RIS. In this case, the transmission is blind.
These results show that DeepRIS performs well in situations
for which it was not trained. It also outperforms conventional
schemes and performs on the level of ML detection. These
findings show that DeepRIS is well suited to generic scenarios,
and can be deployed without retraining. Moreover, it shows
that DL-based detectors can estimate the channel and phase
angles of the received signals without explicitly relying on
pilot signal-based estimation, which is a crucial issue in RIS-
assisted wireless communications.
Next, we discuss rigorous performance tests of DeepRIS in
situations for which the network was not trained. Although
the network is trained using training samples with simulated
channel statistics, the network must perform robustly in the
case of unforeseen channel fading. Therefore, a channel mis-
match scenario was simulated using Nakagami-m fading to
analyze how this fading affects the performance of DeepRIS.
Nakagami-m fading describes small-scale fading effects and
has two parameters that define its shape m and spread Ω.
Fig. 2 (c) plots the effects of different channel conditions
on DeepRIS in terms of the fading strength m = 1 and
spreading factor Ω = 2. Furthermore, Fig. 2 (d) analyzes the
performance of DeepRIS in the additional untrained scenario
6(a) DeepRIS and traditional methods under perfect CSI. (b) DeepRIS and traditional methods under imperfect CSI.
(c) DeepRIS in channel mismatch scenario. (d) DeepRIS in N reflecting elements mismatch scenario.
Fig. 2: BER Performance of DeepRIS in RIS-assisted communications system.
in which the number of reflecting elements N of the RIS
varies. The results show that the variations in the channel
or number of reflecting elements do not significantly degrade
the performance of DeepRIS, proving that the network is
generalizable.
B. Training Analysis
Before deployment, the DeepRIS network needs to be
trained in a manner that results in less mismatch estimation.
In order to achieve this, it is essential to set proper training
conditions for the network. In Fig. 3, the variation in training
performance of the DeepRIS detector in-terms of different
learning rates η, is shown. It can be inferred that selecting
a more significant learning rate during the training backtracks
the training performance. This is mainly because of the vari-
ational phase angle shifts present in the training data. A more
significant learning rate does not allow the network to create a
connecting pattern for joint phase and channel estimation. On
the other hand, a lower learning rate provides stable training
performance, and the pattern is learned accordingly. However,
due to the smaller step size, the training time is increased,
and the probability of the network getting stuck in a local
optima increases as well. As shown in Fig. 3, upon training on
different learning rates, a learning rate of η of 0.01 provides
a stable training process both in terms of performance and
training time.
Next, the training performance of the DeepRIS detector in-
terms of the training and validation error is shown in Fig.
4. As evident, the starting of the training process shows
a substantial difference between the training and validation
curve. This is because of the random weights assigned to
the network at the start of the training. As the training
progresses and the network continues to make a pattern, a
linear relationship is formed, and a minimal error between the
curves is achieved. Consequently, it is shown that the selection
of sub-optimal training parameters is essential in utilizing the
DeepRIS detector for phase detection and estimation.
7Fig. 3: Performance analysis of DeepRIS during training for
different learning rates.
C. Complexity Analysis
This section analyzes the computational complexity of
DeepRIS. The complexity analysis is conducted by calculat-
ing the number of operations at each fully connected layer
using Big-O notation. Ignoring the input layer, p, q, r, and s
denote the numbers of nodes in the first, second, third,
and fourth layers, respectively. We represent the weights
for moving from one layer to another in the form of the
matrices Wqp,Wrq, and Wsr, respectively, where q, p, and so
on represent the rows and columns of each weight matrix. The
time complexities of operations at every layer are defined as
follows:
• Time complexity from dense layer 1 → 2: O(q ∗ p)
• Time complexity from activation layer 1 → 2: O(q)
• Time complexity from dense layer 2 → 3: O(r ∗ q)
• Time complexity from activation layer 2 → 3: O(r)
• Time complexity from dense layer 3 → 4: O(s ∗ r)
• Time complexity from activation layer 3 → 4: O(s)
• Time complexity of number of iterations: O(k)
• Time complexity of number of training samples: O(t)
Assuming that t training samples pass from layer 1 to 2
through activation layer 1, we see that
O (q ∗ p ∗ t+ q ∗ t)
O (q ∗ p ∗ (t+ 1))
O (q ∗ p ∗ t)
(10)
Using the same logic for the movements from q → r and
r → s, the time complexity for DeepRIS during training will
be
O (k ∗ t ∗ (qp+ rq + sr)) . (11)
The complexity of a network is different during the training
and testing stages. During training, a network is trained over
many iterations so that it can be generalized and resilient
against the overfitting of the data. Hence, the complexity of
the training is the network complexity times the number of
iterations k, as shown in (11). However, during testing and
Fig. 4: Performance of DeepRIS in-terms of training and
validation curves.
deployment each input to the network is only passed through
the network once, with a decision at the output layer. Thus,
after training (11) reduces to
O (qp+ rq + sr) , (12)
which is the final computational complexity of the deployed
DeepRIS network. In comparison with ML detection and
MMSE, which have computational complexities of O(2k) and
O(k3), respectively, the proposed DeepRIS detector offers
superior performance with lower complexity.
VI. CONCLUSION
This work has demonstrated the usefulness of DL methods
for estimating channels and phase angles in RIS-assisted wire-
less communication systems. The DeepRIS detector achieves
robust performance in terms of the BER. The model is first
trained offline using simulated channel and phase instances.
Then, the trained DeepRIS model is deployed to estimate
channels and phase angles from the received symbols. The
network is easy to train and adaptive to dynamic channel
conditions while achieving a lower BER than conventional
schemes.
To prepare the model for practical deployment, it must be
further generalized to avoid overfitting and perform efficiently
in scenarios where channels and phases are mismatched. The
preliminary results presented here confirm the potential of
DL for estimating channels and phase angles in RIS-assisted
wireless communication systems.
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