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Для доказательства следствия 2 мы пользуемся неравенством 
Гельдера и нашей теоремой. 
В силу хорошо известных свойств потенциалов Рисса интег­
рал из (8) имеет разве лишь три критических точки /х/ =О, /xl = 
1 и lxl = оо. Следовательно, нетрудно вычислить максимальные 
и минимальные значения интегра.па из (8) для О S lxl S 1 или 
1 $ Jxl S оо. Например, если п ~ 2 и п - JЗt Е [О, п - 1), то из (8) 
мы получаем точную оценку 
(9) 
Равенство в (9) будет в том случае, когда lxl =О и f(y) = const. 
Работа поддержана РФФИ (проект 99-01-00366) и грантом 
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К ОПТИМИЗАЦИИ ПРЯМЫХ МЕТОДОВ 
РЕШЕНИЯ ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ 
Изучается задача оптимизации по порядку точности (см., на­
пр., в [1)) прямых методов решения двух классов слабо сингуляр­
ных интегральных уравнений Фредгольма II рода. 
Рассмотрим уравнение вида 
ь 
x(t) + J µ(lt - si)h(t, s)x(s) ds = y(t), а S t S Ь, (1) 
а 
где h(t, s) и y(t) - известные непрерывные функции, µ(т) 
известная функция, интегрируемая по Лебегу в пром<'жутке 
[О,Ь- а], а x(t) - искомая. 
Пусть Н"' ( М) означает обобщенный класс функций Гёльдера, 
определенных на [а, Ь] и ограниченных там по модулю положи­
тельной постоянной М > О. Первый класс Е1 уравнений (1) за­
дается соотношениями h(по t) Е Н""' 1 (М1), у Е Hw 2 (М2), а второй 
класс Е2 представляет собой подкласс Е1 , когда дополнительно 
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h(пos) Е Hw 3 (IV11 ); здесь w;, i = 1,3, - IIроизволыю фиксиро­
ванные модули непрерывности. 
Лля классов Е1 и Е2 уравнений (1) исследованы соответству­
ющие классы решений, которые позволили найти порядковую 
величину оптимальной оuенки погрешности [1) в пространстве 
С[а, Ь] и построить оптимальные по порядку точности прямые 
и проекuионные методы решения уравнений (1) иэ указанных 
к.ттассов. 
Результаты распространены также на случай многомерных 
интегральных уравнений Фредгольма П рода в п-мерном кубе 
n = [а, ь:п (п;::: 2) со слабо сингулярным ядром 
x(t) + ! µ(lt - si)h(t, s)x(s) ds = y(t), t Е !l, 
!1 
где h(t, s) и y(t) - известные функции своих аргументов t, s Е П, 
x(t) - искомая; здесь µ(т) = µ~(т1) · ... · µп(тп), т = (т1, ... , тп), 
а µ 1 , ••• , µn - известные функции, определенные на [О, Ь - а] и 
интегрируемые там по Лебегу. 
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ОБ ОДНОМ ОПТИМАЛЬНОМ 
МЕТОДЕ РЕШЕНИЯ ОБЫКНОВЕННЫХ 
ИНТЕГРО-ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 
Рассматривается общая линейная краевая задача 
Rv ( х) = О, /1 = О, р - 1 , (1) 
для интегро-дифференциального уравнения 
р 
Кх = x(P)(t) + L 9k(t) x<P-k)(t)+ 
k=1 
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