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Abstract
This paper aims at reviewing analysis procedures on digital radiographic images and the corrections that have to be included to 
obtain the highest measurement accuracy. It will refer to dimensional measurements in determining particle movements in fluid 
flow and in comparisons of dimensional changes or movements in operating machinery or test objects.
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1. Introduction
There are a number of different practical systems used for the acquisition of digital neutron and X-ray 
radiographic images. These include;-
x camera or imaging sensors that are lens-coupled to a radiation-sensitive scintillation screen
x imaging sensors coated with radiation converter material
x solid-state digital pixel arrays that are radiation sensitive e.g. amorphous silicon plates
If accurate dimensional measurements are required to be made from the radiographic images obtained, the 
imaging area must be fully calibrated. In the case of those imaging systems for which the dimensional accuracy is 
defined by the pixel arrangement of the sensor, one can consider this to be a well-established manufacturing 
procedure giving inherently accurate spatial positioning.
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Nomenclature
R correlation coefficient
f(x,y) greyscale intensity value of each pixel (x,y)
f̅u,v mean greyscale intensity value for the template pixels at each new position u,v
t(x-u,y-v) greyscale intensity value of the template pixels at each new search position
t̅ mean value of the pixel intensity in the original reference template
For a camera that is lens-coupled to a scintillation screen, however, there are a number of components making 
up this imaging system, each of which contributes to the quality of the final image. These components would
include some (or possibly all) of the following:-
x Camera sensor
x Camera housing
x Lens
x Camera support and focus traverse
x 1 or 2 mirrors
x Scintillation screen
x Image intensifier
x Coherent fibre-optic bundle 
Neutron imaging system users may carry out calibration of their equipment in different ways, the most complete 
being a photogrammetric calibration that defines both intrinsic and extrinsic parameters of the camera and all other 
components. This type of measurement determines the image sensor location and orientation within the camera 
body with reference to the lens optical axis and provides a calibrated imaging area of the scintillation screen for the 
selected lens, aperture setting and focus point.
The types of measurement that may require the most accurately calibrated imaging area include:-
x determination of particle movements in fluid flow
x comparison of dimensional changes or movements in operating machinery or test objects
2. Measuring the spatial location of features in an image
There has been intense research activity on pattern matching in image sequences during the past 20 years -
particularly in the fields of biometrics, security and traffic monitoring. The development of correlation-based 
techniques has produced efficient algorithms that enable fast analysis to be carried out in real-time imaging 
applications. 
In addition to the FFT technique applied to cross-correlation of two image arrays, correlation-based pattern 
recognition methods have been very successfully implemented in many applications. Template tracking is one 
useful method that is simple to implement, particularly when the feature being tracked is only undergoing
translational movement with no change in scale (magnification). In this method, a region of interest identified with 
the feature to be tracked is selected in a reference image. This group of pixels provides the template used to search 
for the same feature in subsequent test images. The size of the search area to be scanned is selected for the image 
set to be analysed. A best match is obtained by cross-correlating the defined template grayscale values from the 
reference image with the pixel values at every possible location of the template pixel set in each image. This best 
match is defined by the correlation coefficient R. The normalised cross-correlation equation (Briechle & 
Hanebeck, 2001) is given in (1).
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Following the calculation of R at each pixel position in the selected search area and if a match is found for 
the template, the 3D correlation surface obtained by plotting R as a function of the x and y pixel positions will 
display a maximum value. The quality of the pattern matching is demonstrated by the shape of the correlation 
surface obtained, with a narrow peak indicating an accurate match. The position of the maximum value of R is 
determined to sub-pixel accuracy by interpolation of the values at the pixels around the peak position. The more 
prominent and narrow the shape of the peak in the correlation surface, the more accurate is the interpolation. It is, 
therefore, important to select a template for a feature that has the highest dynamic range (Rogers 2000).      
3. Test of an imaging system
A neutron imaging system with a double-mirror arrangement (Fig. 1a), designed for an earlier project (Allen et 
al 1994), had then been re-used a number of times for high energy X-ray radiography (Fig. 1b) of an aero-engine 
whilst in operation on its test bed (Rogers 2000).  Following replacement of the camera unit, an assessment was 
required of the degree of distortion that might now be present in the image plane after some heavy handling of the 
system in different test environments.
a        b
Fig.1. (a) Double mirror neutron imaging system;  (b) High energy X-ray image obtained on test
((b) - © IOP Publishing. Reproduced with permission. All rights reserved)
The new camera was a relatively inexpensive astronomical model (Opticstar DS-142M ICE, 1.4 Mpixel, cooled
1/2" CCD, sensor pixel size 4.65μm x 4.65 μm, 16 bit read-out, USB2 interface) using a Nikkor 50mm f/1.2 lens to 
give a 138mm x 101mm field of view. Pixel size on the imaging screen was 96 μm. Calibration tests for the 
imaging area were carried out using a 10mm square grid on a translucent screen that replaced the scintillation 
screen. 
The position of each intersection point of the grid was determined using the SCITEK template tracking software 
(Fig. 2). Results were plotted as the distance from the central pixel of the imaging area to each of the grid points 
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over the complete field of view against the distance from the central pixel for an ideal grid. This ideal grid was 
generated using the dimensions of the central four grid points as the reference. 
Fig.2. SCITEK template tracking software control window
These results showed that, although a full frame camera with the same lens might have exhibited distortion at 
the corners of the image for this f/1.2 50mm Nikkor lens, cropping by the small 1/2" CCD sensor has left the 
imaging plane largely distortion free (Fig.3).
Fig.3. 50mm lens calibration results
In addition to optical distortion, there is also the possibility of perspective distortion. If this is significant, results 
from the grid analysis should also indicate that this is present. However, it is difficult to obtain accurate perspective 
correction factors and to determine any offset of the centre of the sensor from the optical axis by this method.
A possible contribution to perspective distortion has been investigated by replacing the scintillation screen with 
a panel having a 10cm diameter aperture in the centre of the field of view. Mounted in front of this aperture is a  
support frame holding two perspex plates, accurately held parallel at a spacing of 20cm, with the central position of
the grids located at the centre of the field of view at the scintillation screen position (Fig.4a). A grid with a 1cm 
pitch is mounted on the front plate that is nearest to the support panel and a 2cm grid is positioned on the rear
plate. A perpendicular through the two parallel plates passes through the centre points of both grids so that, if the 
central pixel of the camera is lined up with the centre point of the first grid and the optical axis is orthogonal to the 
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two grid plates, the centre of the second grid should also line up with the centre pixel of the camera. Any deviation 
indicates perspective distortion and measurement of the displacement using the two calibrated grids gives the 
declination and skew angles. 
Figure 4b shows the encircled front grid central point that is aligned with the centre of the field of view whilst 
the large dotted cross shows the central grid point in the rear grid plate that is misaligned. Declination is the angle 
that the vertical axis of the imaging plane makes with the plane orthogonal to the optical axis at the same position 
whilst skew is the angle of rotation of the vertical axis required to align it with the orthogonal plane. The results 
obtained for the system under study gave a declination of +1.9° and skew of - 3.8°. Perspective distortion is 
particularly important in CT reconstructions and commercial software packages, such as Octopus and VGStudio 
CT, allow these corrections to be made to the input data.
If a measurement in a radiographic image gives a 10mm movement of a test component, this corresponds to a
true shift of 9.995mm if this is in the vertical direction(declination) or of 9.98mm if this is in the horizontal plane 
(skew). For the 50mm lens used on the current system, the imaging screen pixel size is 96μm so that the error is 5 
and 20μm respectively for declination and skew and may, therefore, be considered as insignificant for small 
movements.
      a            b
               
Fig. 4 (a) Optical line-up frame mounted at the scintillation screen position; (b) Image showing optical axis misalignment
There may be a small error in the lining up of the optical axis of the lens with the CCD sensor resulting from the 
manufacturing process. Typical mechanical tolerances for assembling high quality scientific cameras are of the 
order of ± 0.1mm (Andor 2014). If we assume a similar value for the Opticstar camera, this is equivalent to a
possible displacement of the optical axis from the central pixel of the sensor of up to ± 22 pixels. This 
displacement could be determined as one of the intrinsic camera parameters if a photogrammetric analysis were to 
be carried out.
4. Measurement accuracy test of an imaging system 
a b        
Fig. 5. (a) X-ray of multimeter; (b) Edge detection filter applied to X-ray image
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Measurement accuracy in a radiographic imaging system was determined using a Kodak Lanex fine X-ray 
screen with a 65 kV X-ray set. A simple test object (a compact digital multimeter) was mounted on a micrometer 
driven table in close proximity to the scintillation screen and a sequence of images obtained for up to ~ 12mm in 
horizontal movement (Fig. 5a). Although all the results being presented have been based on X-ray radiographic 
images, everything that has been discussed is directly relevant to neutron imaging.
The SCITEK tracker software together with customised Python software were used to define templates and to 
track the features in the images. Edge detection of the radiographic images (Fig. 5b) was used to identify regions of 
interest having higher dynamic range of pixel intensity for the templates as this reduces the width of the Gaussian 
peak in the correlation surface (FWHM) and improves the accuracy of tracking.
Fig.6 shows the selection of a template (for a 1mm diameter ball bearing) in the first multimeter image and of 
the search area to be used in the set of images. Histograms of the template pixels and of those in the search area are 
displayed together with the corresponding values of dynamic range and standard deviation. The ratio of the 
template:search area values of the  standard deviation and of the dynamic range are also shown after the template 
selection has been made. The ideal would be for these ratios to be near to the value 1.
Cross-correlation tracking of the selected template in each of the images produces a 3D correlation surface 
(Fig.7). The pixel position corresponding to the highest value of the correlation coefficient is determined and a 
two-component Gaussian fit (for any asymmetry in template features) carried out of the values in a defined region 
(e.g. 7x7 pixels) centred on this highest value pixel. The FWHM for the Gaussian curve is obtained for the X- and 
Y- axes and these are useful indicators of achievable accuracy.
This template tracking was carried out for the set of X-ray images and results are displayed in Fig.8. The insert 
shows the results for displacements of 11.0, 12.0 and 12.05mm (96μm imaging pixel size). These demonstrate the 
linearity of tracking and show that sub-pixel accuracy to 0.1 pixel or better is achievable.
An initial evaluation of image characteristics, such as dynamic range and contrast at features of interest, is 
useful to evaluate the potential accuracy obtainable for a particular application.
A similar type of test calibration could also be carried out in a study of particle flows in multi-phase media for a 
range of different diameter particles and fluid phase media density. 
Fig. 6. Selection of template and search areas in X-ray image
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Fig. 7. Normalised cross-correlation tracking of the ball bearing template
Fig. 8. Tracking results obtained for precise displacements of multimeter test object
5. Conclusions
High precision measurements from radiographic images of dimensional changes or movements can be made to 
sub-pixel accuracy with a fully calibrated imaging area. For translational movement, a simple Normalised Cross-
Correlation technique may be used to track features of interest . The templates should be selected to have the 
highest dynamic range and, to aid the user in optimisation, statistics of the template chosen should be displayed to 
provide an indication of possible tracking quality. Analysis accuracy may also be estimated by inspecting the 
FWHM value of the Gaussian fit to the correlation surface. Depending on the symmetry of the principal features in 
1060 
1080 
1100 
1120 
1140 
1160 
1180 
1200 
1220 
0 2 4 6 8 10 12 14 
Pi
xe
ls
 
Displacement (mm) 
1195 
1200 
1205 
1210 
1215 
10.5 11 11.5 12 12.5 
Pi
xe
ls
 
Displacement (mm) 
 John Rogers et al. /  Physics Procedia  69 ( 2015 )  366 – 373 373
a template, accuracy may be different along the x and y axes e.g. there may be a strong edge along one of the axes. 
A measurement accuracy of better than 0.1 pixel can be achieved using Normalised Cross-Correlation Techniques.
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