Elongated topographic artifacts, such as the striping production artifacts described for 
Introduction
Digital elevation models (DEMs), a gridded numerical representation of terrain elevation, are used in an increasingly wide range of analytical applications (Weibel and Heller, 1991; Pike, 2000) . As DEM applications become more widespread, so does concern about the quality of the available elevation data and the propagation of DEM errors through the analyses. It is now well documented that the results of most DEM-based quantitative operations are influenced not only by the magnitude but also by the spatial distribution of elevation errors (Fisher, 1991; Lee et al., 1992; Bolstad and Stowe, 1994; Hunter and Goodchild, 1997; Fisher, 1998; Heuvelink, 1998) . However, most DEM producers, like the United States Geological Survey or the British Ordnance Survey, report only the average magnitude of DEM errors as the root-mean-square error (RMSE), which does not provide information on systematic bias (Li, 1988) nor on the spatial patterns of the DEM errors (Guth, 1992) .
Artifacts, i.e., spatially structured errors of a systematic nature, are often associated with the production of DEMs. The interpolation of DEMs from contour line maps, for example, can produce several kinds of artifacts (Carrara et al., 1997) , an example of which is that of contour line "ghosts" in USGS Level 2 DEMs (Guth, 1999) . Different kinds of artifacts are associated with DEMs produced directly from photogrammetric models (Kok and Rangayyan, 1987) . In particular, striping artifacts have been described for level 1 USGS DEMs (Brunson and Olsen, 1978; Hassan, 1988; Klinkenberg and Goodchild, 1992; Brown and Bara, 1994; Garbrecht and Starks, 1995; Oimoen, 2000) . Striping artifacts are also found in the Terrain Resource Information Management (TRIM) digital map product of the Province of British Columbia (BC), Canada. In this paper we describe an algorithm that mitigates these artifacts by taking advantage of the specific structure of the TRIM product. While the methodology described below was applied to BC TRIM data, it could be applied to any digital elevation data collected using a profiling technique (Petrie, 1990) .
Production Artifacts as Spatially Structured Elevation Error
In December of 1996, the Ministry of Environment, Land, and Parks (MoELP) of the Province of British Columbia, Canada, announced the completion of the digital production of 7027 1:20,000-scale Terrain Resource Information Management (TRIM) maps that cover the entire province (GDBC, 1999) . The TRIM product contains digital elevation data that are designed to produce triangulated irregular networks (TINs). TRIM elevation data is organized into two vector files: a file of elevation (mass) points, hereafter referred to as the DEM file, and a file of break lines (GDBC, 1992) . Elevation points, typically collected using a semi-automated profiling technique, are distributed on a semi-regular grid spaced between 75 and 100 m apart, and are collected in sequence along profiles generally oriented north-south (GDBC, 1992) . As a result of their collection methodology, groups of sequentially measured elevation points, hereafter referred to as "collection lines," are generally recognizable. As one might expect, elevation values within collection lines have a higher degree of spatial autocorrelation than do elevation values between collection lines, especially in areas with limited topographic variability. This produces topographic artifacts manifested by "stripes" or "ridges" aligned with the collection lines. These collection line artifacts are particularly evident in analytical hill-shading images or in aspect maps generated from the TRIM data source. Oimoen (2000) provides several examples of similar problems encountered in USGS DEMs.
The authors encountered collection line artifacts while working with TRIM digital elevation models on a landscape ecology investigation in the area of the Halfway and Peace River watersheds in northeastern British Columbia. Sixtythree 1:20,000-scale map sheets were made available for digital terrain analysis by the Fort St. John Forest District, British Columbia Ministry of Forests. Several of these, when converted to 30-m-resolution raster DEMs, showed evidence of "stripes" aligned with the collection lines of the DEM points. Their perfect alignment with the collection lines, and the fact that the "stripes" do not conform to the topographic patterns delineated by watercourses in the TRIM line files, made them recognizable as systematic errors (artifacts) and not authentic topographic features (Figure 1 ). This was confirmed by field and aerial photograph observation for one of the map sheets and by visual inspection of Landsat 5 satellite images for the rest of the map sheets. Similar artifacts have been described in USGS 7.5-minute DEMs produced with the manual profiling method (Garbrecht and Starks, 1995; Garbrecht and Martz, 2000) .
Collection line artifacts can be assumed to be the consequence of a specific spatial distribution of elevation errors. For the stripes to appear, part of the elevation error must have high autocorrelation in the direction of the collection lines, and low autocorrelation in the orthogonal direction. As stated by Oimoen (2000, quoting Brunson and Olsen (1978) ), "data thus collected" (by manual profiling) "reflect '... a systematic operator tendency to profile above ground while scanning downhill and underground while scanning uphill.' " We feel that this autocorrelational effect is actually widespread throughout a DEM, but that it is most obvious on hillslopes because of the herringbone pattern that results. The collection line artifacts are similar to the scanline noise (Crippen, 1989) or "striping" (Pan and Chang, 1992) of satellite imagery, and generally conform to the expected error structure of any measurement that is performed in sequence. We propose the following error model for DEM data points:
( 1) where Z is the measured elevation at the point x in geographical space and position j in a collection line, z is the real (actual) elevation at the same point, k is an error term which is only a function of the position (j) on the collection line, and e is a residual error term. Note that, because we have only one measure of Z at each (x,j), it is not possible to estimate k at a given j without making assumptions on the spatial distribution of k and z. However, only three realistic assumptions are necessary to produce the collection lines artifacts:
• k must be autocorrelated along j, • k be larger than e, and • z must be autocorrelated in x.
The presence of collection-line artifacts does not indicate a violation of the accuracy standards for the TRIM map product. The accuracy specification of the TRIM product for spot elevation points is a Linear Mapping Accuracy Standard (LMAS) for the elevation of less than 5 meters, corresponding to a maximum RMSE of 3 meters (GDBC, 1992) . It is possible to assume that the distribution of k ϩ e meets the TRIM mapping accuracy standards, with variance lower than the square of the maximum acceptable root-mean-square error (RMSE): i.e.,
When the DEM points are irregularly distributed, the specifications for the spacing of the points are expressed in terms of minimum point density, with an average spacing of 100 m in areas of slope less than 25°, and of 75 m in areas of slope greater than 25° (GDBC, 1992) . As a consequence, the maximum acceptable RMSE of the slope measured between two independent points is 6 percent when the points are 100 meters apart, which is sufficient to create artifacts in low relief areas.
The spatial distribution of elevation errors influences local operations that are performed on DEMs (Lee et al., 1992; Hunter and Goodchild, 1997; Fisher, 1998; Heuvelink, 1998) . Terrain parameters that are based on the first or second derivative of the DEM surface, such as slope, aspect, and surface curvature, are particularly influenced by the spatial autocorrelation of DEM errors. In DEMs where the spatial autocorrelation of errors is positive and isotropic, the errors introduce a local bias in elevation but have little influence on overall surface shape. Conversely, errors that have negative or no spatial autocorrelation can greatly influence the local shape of the surface, introducing the most noise in the estimate of terrain parameters (Hunter and Goodchild, 1997; Heuvelink, 1998) . Collection line artifacts have strong anisotropy in the autocorrelation of the error, and influence parameter estimation differently than do isotropic autocorrelated errors. The error influence on slope depends on the orientation of the collection lines relative to the orientation of the terrain surface. In the case of the TRIM data-as it would be for most data collected using a profiling method-the collection line orientation is mostly the same for the entire map sheet; therefore, aspect estimates will not only be erroneous locally, but also globally biased toward the direction orthogonal to the collection lines. Collection line artifacts will also negatively affect the parameterization of drainage features, similar to the effect associated with striping patterns observed in some USGS 7.5-minute DEMs (Garbrecht and Martz, 2000; Oimoen, 2000) . For these reasons and more, it is desirable to mitigate line collection artifacts prior to performing local operations on the DEM data.
The Filter Employed: Line-Based Cross-Smoothing.
Fortunately, because of their specific structure, collection line artifacts are easier to identify and target for removal than are less structured errors. The artifacts can be removed using a filter that targets the component of the elevation signal that is autocorrelated along the direction of the profile (j), but has no autocorrelation in x (Equation 1), which is equivalent to targeting that part of the elevation signal that has low frequency along the collection lines and high frequency in the orthogonal direction. This is the approach proposed by Crippen (1989) for the cosmetic removal of scan-line noise in Landsat images, and more recently by Oimoen (2000) for the removal of striping artifacts from USGS 7.5-minute DEMs. Both Crippen's (1989) and Oimoen's (2000) methods operate on regular grids, alternatively fil- Figure 1 . Striping artifacts, oriented north-south, are evident in this analytical hillshade image generated from a TIN of TRIM map sheet 94B.020.
tering along rows and columns. In the case of TRIM DEMs, the original elevation points were not collected on a regular grid, and, while it is possible to apply Oimoen's (2000) method to an interpolated grid, better results can be obtained by operating directly on the original data, if the collection lines can be identified, as they can be in the TRIM point file from the relative order of the elevation points. To this purpose we have devised a specific filtering algorithm, called line-based cross-smoothing. This algorithm was written as a series of functions in the S-plus command line language, taking advantage of the matrix operations of that language.
The numerical values of the parameters used in the algorithm are summarized in Table 1 ; the general structure of the algorithm described below is presented in Figure 2 .
Stage 1: Identification of the Collection Lines
The first step of the algorithm is to identify the collection lines. Elevation points' assignment to individual collection lines is based on their order in the database, their relative distance in UTM coordinates, and the orientation of the segments defined by each sequence of two points. A sequence of points in the database is organized into a unique collection line if the Manhattan distance (city-block or absolute distance; see Dillon and Goldstein (1984) , p. 162, for an explanation) between two consecutive points is lower than a specified threshold, and the difference in azimuth between two consecutive segments is within a specified threshold. The Manhattan distance was chosen because its calculation is faster than that of the Euclidean distance and it performed equally well in tests. This step requires the definition of three parameters: XMAX and YMAX, the maximum distances in the x and y directions between two consecutive points before a line is broken, and AMAX, the maximum change of azimuth allowed between two consecutive segments before a line is broken. The values of the parameters are chosen to avoid the interruption of the line when there are slight changes of direction, or when one or two points are missing from the semi-regular sampling scheme, as happens when the elevation point would fall over a small lake, wetland, or other feature that is represented in the break-lines file. In our implementation we used a value of 250 m for XMAX and YMAX, and a value of 15°for AMAX, with excellent results in line recognition.
Stage 2: Filtering of the Artifacts Once the collection lines have been identified, the striping is filtered out using a procedure conceptually similar to that of Crippen (1989) and Oimoen (2000) , but with necessary modifications because those methods were designed for regular grids, while the data set we have consists of an irregular structure. The filtering algorithm consists of six steps:
(1) A surface grid is interpolated around each collection line.
The grid is aligned with the collection line, so that it is possible to apply directional filters that are orthogonal to the collection line. This step is necessary in order to separate x from j as much as possible (Equation 1), by considering only the variation of Z in the direction orthogonal to j. The grid nodes are spaced to minimize the average distance from each original point to a node in the grid. The algorithm uses the interp function of S-plus (MathSoft, 2000) for the interpolation, an interpolator for irregular data points based on Akima's (1978) work. The resolution of the grid, RES, is the first parameter in this step. The grid should be fine enough to allow for a smooth description of the interpolated surface, but a very fine grid is inefficient because only the original points are eventually retained. We obtained satisfactory results in speed and precision with a grid resolution of 20 m. The other parameters are the number of points used for the interpolation of each node, NPSINT, and the width of the grid in the direction orthogonal to the collection line. The width of the grid should be chosen so that it can accommodate the kernel of the filter described in the next step. (2) A mean low-pass filter is applied to the grid in the direction orthogonal to the collection line, with a fixed kernel of size 1 ϫ WID. The product of WID and RES gives the width of the kernel in map units, and should be calibrated to fit the spacing of the collection lines, so that the kernel spans a few collection lines, keeping in mind that the spacing of the collection lines is generally not constant over a TRIM map sheet. In our case a WID of 15, giving a 300-m kernel, produced the best results. (3) Because the filter of Step 2 operated on an interpolated regular grid, it is now necessary to assign a filtered value to each original point in the collection line. This is done using inverse distance weight (IDW) interpolation (Lam, 1983) of the four nodes of the grid closest to each original elevation point. (4) The difference, R, between the original elevation value and the filtered value is recorded for every point. This residual value is considered to be composed of the sum of error k (assumed to have low frequency along the collection line) and hz (the high-frequency component of elevation in the direction orthogonal to the collection line): i.e.,
(5) A loess interpolator, a localized regression function, is then applied to the R values along each collection line. The interpolator is used to separate k from hz, because hz is also assumed to have a high-frequency component along the collection line. The loess function of S-plus is used, using the distance of each point from the beginning of the collection line as the predictor variable. Only lines that have at least a minimum number of points (parameter MINPS, which we set to 9) are processed. A scale parameter for the loess function-the size of the kernel where the local regression is applied-is the span. In the S-plus loess function the span is specified as a fraction of the total number of points in the collection line. In our algorithm a different span is calculated for each individual collection line in order to ensure that the kernel always includes the same number of points (NPOINTS, set to 7 in our implementation). The loess function then operates as a low-pass mean filter with a fixed number of original points included in the kernel, but a variable span length, to account for the irregular nature of the distribution of TRIM elevation points. The loess interpolator was chosen because it allows for unevenly spaced points along the collection line, it does not require any specific assumption about the relation between k and the position on the collection line, and it is relatively robust and can implemented even when collection lines are relatively short. (6) A new filtered elevation estimate FZ is then obtained by subtracting the loess interpolation result from the original measurement: i.e.,
Stage 3: The Probability-Based Replacement Function While the filter described above will work well in many cases, sometimes it can produce values of FZ that depart from Z more than it would be reasonable to expect considering the assumed distribution of k. A probability-based replacement function can be used to constrain replacements of Z with FZ within an acceptable range. This function is based on the concept that the probability of FZ, representing a better estimate of the true elevation, decreases when the difference ⌬Z (i.e., loess(R)) between FZ and Z exceeds certain thresholds, based on the mapping accuracy standards. In Equation 2 we assumed that the total error (line collection error plus spatially unstructured error) is within the mapping accuracy standards, normally distributed with zero mean. This later assumption is not always justified in real DEMs (Monckton, 1994) , but it is the assumption behind the use of the RMSE as a single descriptor of DEM accuracy (Li, 1988) . Based on this assumption, it is then possible to calculate the probability p(⌬Z ) that the difference between the measured elevation and the unknown real elevation would be equal to or lower than ⌬Z.
Where p(⌬Z ) is lower than a certain threshold, it is reasonable to retain the original Z value as a better estimate of the real z. Instead of using a single threshold, a "fuzzy" threshold can be employed. The fuzzy replacement function is defined by two probability levels p 1 and p 2 . The first probability, p 1 , is the one above which the filtered value substitutes for the original value. The second probability p 2 is the one below which the original elevation value is maintained. At intermediate probabilities, the new elevation NZ is calculated as a weighted average of the two possible elevations: i.e., where (5) The choice of the thresholds determines the amount of variation that the filtering process is allowed to impose on the original data points. The fuzzy threshold allows for a smoother transition between filtered and non-filtered values in areas where the filtered values might depart gradually from the original values.
Implementation
The cross-smoothing algorithm described above, including the replacement function, was applied to all 63 available TRIM map sheets. For reasons of brevity, the results for only two map sheets, chosen among those most plagued by the line collection artifacts, are reported here (Table 2) . These are the map sheets 94B.020 and 94B.060 in the British Columbia Geographic System of Mapping (GDBC, 1992) . The number of points affected by the cross-smoothing is lower than the overall number of points because RES cannot be calculated at the edges of the DEM, where it is not possible to apply the orthogonal filter. FZ is also not calculated for any individual collection line that has a number of points with valid RES lower than the MINPS parameter, the minimum for the loess function to operate. For all of these points the original Z values are retained. The summary statistics for change are calculated only for those points where an FZ value was calculated (Table 2) .
For this application p 2 was set to 0.850 and p 1 to 0.997, meaning that the original points were retained if the probability of having a larger change by measurement error was lower than 85 percent, while they were fully replaced by the filtered value only when this probability was higher than 99.7 percent. Given the maximum acceptable RMSE of TRIM files, the possible change for each point was then limited to a range of Ϯ4.37 m. In each map sheet the mean of the change is slightly positive (0.24 m for 94B.020 and 0.13 for 94B.060; see Table 2 ); that is, the cross-smoothed DEMs are slightly lower than the original ones. While very small compared to the original DEM precision of 1 meter, these changes in global mean are significantly different from the effect of hypothetical measurement error at every single point using the maps' accuracy standards: the hypothesis that E(Z Ϫ FZ ) ϭ 0 given VAR(Z Ϫ FZ ) ϭ 2 RSME 2 can be rejected with a confidence level a ϭ 0.001 (z test, p Ͻ 0.001) for each map sheet. The z test is used instead of the t test because the variance is known and not estimated from a sample.
It is revealing to look at the spatial distribution of the changes, represented in Figure 3 as the difference between the TIN-based raster DEMs obtained from the original and the filtered point files, as described in the next section. Fifty-meter elevation contours obtained from the crosssmoothed DEM are superimposed on the difference images so that it is possible to relate the filter interaction with the shape of land.
The filter performed quite well in reducing the autocorrelated noise along the collection lines in the flatter areas. However, the greatest elevation changes are mostly associated with areas of more complex topography. In the east-facing slopes at the western edge of map sheet 94B.020, the filter is generally lowering the elevation. This happens again in the northwest corner and in the eastern section of 94B.060. The explanation lies in the general north-south orientation of the collection lines. The wide-kernel low-pass orthogonal filter used in Step 2 of the algorithm will particularly affect slopes where the gradient direction is orthogonal to the collection lines. If the slope face is sufficiently wide and generally oriented as the collection line, the lowpass filter does not capture a high-frequency component along the collection line. The signal is then indistinguishable from autocorrelated noise, and is captured by the loess function in Step 5 of the cross-smoothing algorithm. Because in these area the slopes are convex, the filter effect is to lower the elevation.
Filter Effect on Slope and Aspect
The objective of applying the cross-smoothing filter to DEM data is to improve the description of the terrain shape, not to improve the DEM accuracy at any given point. To explore the effect of the filter on DEM-derived parameters, both the original and the filtered point files, together with the unaltered break-line files, were used to produce a TIN using the 3D Analyst extension of ESRI's ArcView GIS 3.2. Each TIN was then converted to a 30-m-resolution raster DEM using the default routine of Arc View 3D Analyst. Slope and aspect were then calculated from the raster DEMs using the LandSerf software by Wood (1996) . The evaluation of the performance of the cross-smoothing filter is based only on how well it removes the collection-line artifacts, identified visually and subjectively as departures from the expected natural shape of the terrain. A proper quantitative estimate would require measures of slope and aspect from a source of greater accuracy, which was not available. The calculation of slope and aspect from a gridded DEM is influenced by the algorithm used, with different algorithms generally producing different results (Skidmore, 1989; Jones, 1998) . The quadratic regression model, proposed originally by Evans (1980) and implemented in the LandSerf software package by Wood (1996) , has been proven to be the most precise method for these calculations (Florinsky, 1998; Jones, 1998 ). Wood's (1996) implementation of the algorithm in LandSerf, which is freely available for download on the Internet at the URL: http://www.soi.city.ac.uk /ϳjwo/landserf/ (last accessed on 07 July 2002), has the advantage that it allows the user to calculate parameters (e.g., slope and aspect) with different window sizes, where the use of a wider window is akin to applying a quadratic smoothing filter to the DEM. In order to contrast the results of our filtering algorithm with those obtained by simply smoothing the DEM, slope and aspect were calculated from the two gridded DEMs using LandSerf with 3 by 3 and 5 by 5 windows, corresponding to windows of 90 by 90 and 150 by 150 meters. Both windows are wide enough to cover the signal from at least two different collection lines, given the general spacing of the lines in the TRIM data.
PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING
Slope data were then reclassified into five slope classes (Table 3 ). The class limits used are those relevant for an ecological classification of that area (Beckingham et al., 1996) .
Figures 4 and 5 show the slope maps obtained from the original and filtered DEMs with the two different window sizes. In both figures it is possible to observe the influence of the line collection artifacts on the slope estimate in the DEM obtained from the original TRIM data: vertical stripes of different slope class appear in areas of generally homogeneous slope. These artifact effects persist even when the slope is evaluated in a 5 by 5 window. The cross-smoothing filter is instead able to eliminate most of the artifact effects and retain the original detail, even when slopes are evaluated with a 3 by 3 window.
When compared to the results associated with the use of a 5 by 5 evaluation window, which eliminates the very steep slopes and greatly reduces the area of steep slopes, the areal distribution of slope classes is only slightly altered by the use of the cross-smoothing filter (Table 3, Figure 6 ). What is probably the most interesting effect is how the crosssmoothing filter alters the direction of the slopes, as evidenced in the aspect maps (Figures 7 and 8) . Aspect is severely influenced by the collection line artifacts in both of the unfiltered map sheets, and again the cross-smoothing filter performs quite well in removing the artifacts' influence, Figure 3 . Spatial distribution of elevation change between DEMs produced from original and filtered elevation point files for TRIM map sheets 94B.020 and 94B.060. line-work comes from the TRIM break-lines files and was not subject to cross-smoothing. The original DEMs show consistently less area in the north-and south-aspect classes than do the cross-smoothed DEMs (Table 4, Figure 9 ). This is to be expected, considering the general north-south direction of the striping artifacts, which create spurious east-and west-facing slopes that are eliminated by the cross-smoothing filter. 
Conclusions
Collection-line artifacts, like scan-line noise in satellite images (Crippen, 1989) , are a form of systematic error that is potentially more disruptive than its magnitude would indicate. Because of their high level of spatial structure, these artifacts greatly influence the estimate of local topographic parameters computed from a DEM in areas of generally low relief, and are likely to adversely affect any of the several possible subsequent GIS applications based on these parameters.
The line-based cross-smoothing algorithm described herein is based on a method previously employed for the cosmetic removal of similar systematic errors in Landsat images (Crippen, 1989) . It was modified and applied to TRIM DEMs and has proven to satisfactorily remove the linecollection artifacts, producing a DEM surface whereon calculated slope and aspect are more realistic, without reducing the detail of the DEM and with modifications of the original elevations that are smaller than the LMAS of the original TRIM data. Nonetheless, the algorithm introduced a small but significant bias in the elevation measures. This could indicate that the improved topographic description is obtained at the expense of elevation accuracy. One should therefore be wary of using its results in applications that are more dependent on the elevation values than they are on the shape of the land.
The algorithm implementation is possible because the TRIM data structure preserved the original photogrammetric information as well as the entry order of the elevation points. These results clearly indicate that spatial data should be processed as little as possible by the agencies that collect it, in Figure 9 . Changes in aspect class areas from the case of a 3 by 3-window evaluation of aspect on a DEM produced from original TRIM elevation points in the case of filtered elevation points and in the case of increased size of evaluation window.
order that production artifact uncertainties can be removed using algorithms such as the one outlined in this paper.
