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Global structure of Black Holes via dynamical system
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We recast the system of Einstein field equations for Locally Rotationally Symmetric spacetimes
into an autonomous system of covariantly defined geometrical variables. The analysis of this au-
tonomous system gives all the important global features of the maximal extension of these space-
times. We conclude that the dynamical system analysis can be a powerful mathematical tool for
qualitative understanding of the global structure of spacetimes covariantly, without actually solving
the field equations.
I. INTRODUCTION
In general relativity (GR), any spacetime can be re-
garded as a solution to the Einstein field equations
Gab = Tab, if one defines the energy momentum tensor
of the matter according to the left hand side of the equa-
tion, that can be calculated from the metric tensor of
the spacetime. However the matter tensor so defined will
in general have unphysical properties and in most of the
cases will have no resemblance to the standard matter
around us. Hence by the term exact solution of Einstein
field equations we shall mean the following: A spacetime
(M,g) in which the field equations are satisfied with the
energy momentum tensor (Tab) of some specific form of
matter which obeys the postulate of local causality and at
least one of the physically reasonable energy conditions
[1]. Most of the well known exact solutions are thus for
the empty space (Tab = 0), for an electromagnetic field,
for a perfect fluid or for combination of these. Because
of the extreme complexity of the field equations, which
are in general 10 coupled non linear second order partial
differential equations, it is impossible to find exact solu-
tions except in the spaces of high symmetry (e.g. spher-
ical symmetry) and for relatively simple matter content.
In this regard these exact solutions are rather idealised.
Nevertheless, the exact solutions give the idea of im-
portant qualitative features that can arise in GR and
hence the possible properties of the realistic solutions of
field equations. One of the most intriguing and chal-
lenging task is to find the global properties of the field
equations by the maximal analytic extension of the local
solutions. Study of these global structure of the solutions
are important as we get the maximal manifold (M,g) on
which the solution is valid and hence the maximal com-
plete atlas. This enables us to get rid of all the coor-
dinate singularities that may appear due to bad choice
of coordinates while solving the field equations. Obtain-
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ing such maximal extension may be tedious and tricky as
one needs to cleverly redefine the spacetime coordinates
so that the space around the coordinate singularity be-
comes regular. By this step, we get rid of the coordinate
singularity and the metric tensor becomes nondegenerate
even in the locus of the previous coordinate singularity.
We may continue it as far as we can till this process ulti-
mately stops because the spacetime is surrounded either
by asymptotic infinity - infinite volume where trajectories
may be extended to an infinite proper length - or by gen-
uine (curvature) singularities that cannot be extended by
any coordinates. Geodesics physically terminate at those
real singularities.
We know dynamical systems approach has proven to
be a very important mathematical tool in studying the
global properties of various cosmologies in GR [2] and
also other higher order theories of gravity [3–11]. Sim-
ilar analysis were performed to study the properties of
spherically symmetric solutions in dimensionally reduced
spacetimes and diatonic black holes in GR and other
higher order theories of gravity [12–18]. The most im-
portant advantage of dynamical systems technique is that
without solving the system completely one can have qual-
itative informations on important global features of the
phase space, in terms of the fixed points of the system,
their stabilities and different invariant submanifolds of
the complete phase space.
The aim of this paper is as follows:
(a) Using a semitetrad covariant formalism, we show that
one can recast the field equations (which are the com-
bination of Ricci and doubly contracted Bianchi iden-
tities) for vacuum (with or without a cosmological
constant) or electrovacua Locally Rotationally Sym-
metric (LRS-II) spacetimes into an autonomous sys-
tem of covariantly defined variables. Hence by defini-
tion, this autonomous system is gauge independent.
(b) Using the usual Poincare´ compactification, we com-
pactify the phase space of this autonomous system.
(c) Using the general symmetries of LRS-II spacetimes
and the properties of the phase space of the above
defined autonomous system, we show that we can
have the qualitative idea of all the important global
2features of these spacetimes, without actually solving
the system.
Thus the analysis developed in this paper can be effec-
tively used to find the important global properties of
other more realistic solutions of Einstein field equations,
without solving these equations.
In this paper, we confine our attention to spherically
symmetric vacuum (with or without a cosmological con-
stant ) or electrovacuum, see [19] for applications to mod-
ified gravity theories. For technical reasons it is conve-
nient to consider a class of spacetimes which are a small
generalisation of spherically symmetric metrics: namely
Locally Rotationally Symmetric (LRS) class II spacetimes
[20–22]. These are evolving and vorticity free spacetimes
with a 1-dimensional isotropy group of spatial rotations
at every point. Except for few higher symmetry cases,
these spacetimes have locally (at each point) a unique
preferred spatial direction that is covariantly defined. To
describe these spacetimes in terms of metric components,
it is well known that the most general interval for LRS-II
is written as [21]
ds2 = −A2(t, χ) dt2 +B2(t, χ) dχ2
+C2(t, χ) [ dy2 +D2(y, k) dz2 ] , (1)
where t and χ are parameters along the integral curves
of the timelike vector field ua = A−1δa0 and the pre-
ferred spacelike vector field ea = B−1δaν . The func-
tion D(y, k) = sin y, y, sinh y for k = (1, 0,−1) respec-
tively. The 2-metric dy2 +D2(y, k) dz2 describes spher-
ical, flat, or open homogeneous and isotropic 2-surfaces
for k = (1, 0,−1). Spherically symmetric spacetimes are
the k = 1 subclass of these spacetimes. One can easily see
that all the physically interesting spherically symmetric
spacetimes fall in the class LRS-II.
It has been recently shown in [23], that a vacuum or
electrovac LRS-II spacetime (with or without a cosmo-
logical constant) has an extra symmetry in terms of ex-
istence of a Killing vector in local [u, e] plane, where
ua and ea are timelike and spacelike vector fields re-
spectively, defined above. This extra Killing vector, if
timelike, makes the spacetime locally static and if space-
like makes the spacetime localy spatially homogeneous.
In the maximally extended manifold these two sections
are joined via a 3 dimensional submanifold commonly
know as the event horizon. Using this extra symme-
try of LRS-II spacetimes, we recast the field equations
into a covariantly defined autonomous system separately
for both these sections, compactify the phase spaces and
show that we can recover all the important features of
the global properties of these solutions.
II. 1+1+2 COVARIANT APPROACH
The formalism follows the same strategy as the 1 + 3
decomposition or threading of space-time (see [24] for a
comparison with the so-called 3 + 1 formalism, or slic-
ing of space-time), where one split the spacetime onto
a timelike and an orthogonal three-dimensional spacelike
hypersurface. All information is captured in a set of kine-
matic and dynamic variables. We can further decompose
the 3-hypersurface into a spacelike vector and a 2-space.
This strategy was developed in [26, 27] (see also [25] for
the so-called 2 + 1 + 1 formalism). In this paper we will
study the simple problem of spherically symmetric space-
times, hence the full set of variables are scalars [26] which
simplifies the analysis. In fact, the same situation hap-
pens in cosmology where the space is homogeneous and
isotropic and by virtue of the symmetry the 1 + 3 de-
composition gives rise to equations evolving only scalars.
Therefore the only non-zero variables for any rotation-
ally symmetric spacetime are scalars in the 1 + 1 + 2
approach, therefore it is natural approach for study of
LRS spacetimes.
A. Formalism
First we perform a standard 1 + 3 decomposition. For
this, we define a unit timelike vector ua (uaua = −1)
which defines the projection tensor on the 3-space hab =
gab + u
aub. Hence we can define two derivatives; one fol-
lowing the vector ua defined as
T˙ a..bc..d = u
e∇eT a..bc..d , (2)
and a projected derivative defined as
DeT
a..b
c..d = h
a
fh
p
c...h
b
gh
q
dh
r
e∇rT f..gp..q , (3)
Further we perform the split of the 3-space by introducing
a unit spacelike vector na
nau
a = 0 , nan
a = 1. (4)
with a projection tensor on the 2-space (sheet) orthogo-
nal to na and ua
Na
b ≡ hab − nanb = gab + uaub − nanb , Naa = 2 ,
(5)
Hence we can define two additional derivatives along na
in the surface orthogonal to ua
Tˆa..b
c..d ≡ nfDfTa..bc..d , (6)
and a projected derivative onto the sheet
δeTa..b
c..d ≡ Naf ...NbgNic..NjdNekDkTf..gi..j . (7)
B. Variables
The Riemann curvature tensor represents completely
the spacetime which is fully determined by the Weyl
tensor (free gravitational field) and the Ricci tensor
3which is determined locally at each point by the energy-
momentum tensor. Hence in a fully 1 + 3 covariant ap-
proach, we split the Weyl curvature tensor Wabcd rela-
tive to ua into electric Eab = Wacbdu
cud and magnetic
Hab =
1
2ǫacdW
cd
beu
e parts and ǫabc is the 3-space permu-
tation symbol. Also the energy-momentum tensor Tab
can be decomposed relative to ua
Tab = ρuaub + phab + qbua + qaub + πab (8)
where ρ is the energy density, p isotropic pressure,
qa momentum density (energy flux) and πab trace-free
anisotropic pressure (anisotropic stress). For LRS space-
time, only scalars do not vanish after the additional de-
composition of space. Hence the only non-zero part of
the heat flux and the anisotropic pressure are
qa = Qna, and πab = Π(nanb − 1
2
Nab) (9)
Also the non-zero part of the electric part of Weyl tensor
is Eab = E(nanb− 12Nab) and we will focus on spherically
symmetric spacetimes with na points along the radial di-
rection. Hence the spacetime is vorticity free (LRS-II)
which further constrains the magnetic Weyl curvature
H = 0 [28]. The additional non-zero geometrical quan-
tities are respectively the expansion (θ = ∇aua), shear
(Σ = nanb∇aub), sheet expansion (φ = δana) and accel-
eration (A = nau˙a)
C. Equations
The complete set of propagation and/or evolution
equations which define these spacetimes, namely LRS
class II spacetimes, are :
1. Propagation equations:
φˆ = −1
2
φ2 +
(
1
3
θ +Σ
)(
2
3
θ − Σ
)
− 2
3
(ρ+ Λ)− 1
2
Π− E , (10)
Σˆ− 2
3
θˆ = −3
2
φΣ−Q , (11)
Eˆ − 1
3
ρˆ+
1
2
Πˆ = −3
2
φ
(
E + 1
2
Π
)
+
(
1
2
Σ− 1
3
θ
)
Q ,
(12)
2. Evolution equations:
φ˙ = −
(
Σ− 2
3
θ
)(
A− 1
2
φ
)
+Q , (13)
Σ˙− 2
3
θ˙ = −Aφ+ 2
(
1
3
θ − 1
2
Σ
)2
+
1
3
(ρ+ 3p− 2Λ)− E + 1
2
Π , (14)
E˙ − 1
3
ρ˙+
1
2
Π˙ =
(
3
2
Σ− θ
)
E + 1
4
(
Σ− 2
3
θ
)
Π
+
1
2
φQ − 1
2
(ρ+ p)
(
Σ− 2
3
θ
)
, (15)
3. Mixed (Propagation/Evolution) equations:
Aˆ − θ˙ = − (A+ φ)A+ 1
3
θ2 +
3
2
Σ2
+
1
2
(ρ+ 3p− 2Λ) , (16)
ρ˙+ Qˆ = −θ (ρ+ p)− (φ+ 2A)Q− 3
2
ΣΠ , (17)
Q˙+ pˆ+ Πˆ = −
(
3
2
φ+A
)
Π−
(
4
3
θ +Σ
)
Q
− (ρ+ p)A . (18)
In most general case we will consider only electromag-
netic field. Assuming that we do not have magnetic
monopole or using the duality rotation [29], we can al-
ways suppress the magnetic field in the vacuum. Also the
electric field can be decomposed in the form Ea = Ena
which is solution of Eˆ = −φE and E˙ = (Σ − 23θ)E. We
have Fµν =
1
2u[µEν] from which we have
Tµν =
E2
µ0
[1
2
gµν + uµuν − nµnν
]
(19)
which gives Q = 0, Π = −4ρ/3, P = ρ/3 and ρ =
E2/2µ0. We can always absorb the constants and work
with the variable ρ which is solution of the equations
ρˆ = −2φρ , (20)
ρ˙ = 2(Σ− 2
3
θ)ρ . (21)
We also define the Gaussian curvature via the Ricci
tensor on the sheet 2Rab = KNab which can be written
in the form [28]
K =
1
3
(ρ+ Λ)− E − Π
2
+
φ2
4
−
(
1
3
θ − 1
2
Σ
)2
(22)
4it gives from the previous equations
Kˆ = −φK , (23)
K˙ = −
(
2
3
θ − Σ
)
K . (24)
Notice that eq.(22) is a constraint because for any sur-
faceK is fixed, e.g. in Schwarzschild coordinates we have
K = 1/r2. This equation will be used to define the di-
mensionless variables as the Friedmann equation is used
in cosmology.
D. Static case
In this part we will consider spacetime with an ad-
ditional timelike killing vector. Therefore all the time
derivatives are zero, hence it can easily seen from the
previous equations that θ = Σ = Q = 0. As a con-
sequence the variables {A, φ, E , ρ,Λ} fully characterize
the kinematics. We define the dimensionless geometrical
variables in the following way
x1 = − E
K
, x2 =
φ
2
√
K
,
x3 =
A√
K
, x4 =
Λ
3K
,
x5 =
ρ
K
. (25)
We have from (10)-(24):
x′1 = x2(2x5 − x1) , (26)
x′2 =
x1
2
− x4 , (27)
x′3 = x5 − 3x4 − x3(x2 + x3) , (28)
x′4 = 2x2x4 , (29)
x′5 = −2x2x5 , (30)
0 = x1 − 2x4 − 2x2x3 , (31)
1 = x1 + x
2
2 + x4 + x5 , (32)
where we have defined the dimensionless spatial deriva-
tive x′ = xˆ/
√
K.
E. Non-static case
In the previous subsection, we discussed the static case.
Here we will assume the presence of spacelike killing vec-
tor. Hence all space-derivatives will be zero. Therefore
for the non-static Universe, φ = A = Q = 0 and the vari-
ables {θ,Σ, E , ρ,Λ} completely characterize the system.
Along with the definitions in (25), we further define two
new variables
x6 =
θ
3
√
K
, x7 = − Σ
2
√
K
. (33)
Here the propagation of the variables will be zero and
only the evolution terms remain. The system of equa-
tions from (10)-(24), turns out to be:
x˚1 = (2x5 − x1)(x6 + x7) , (34)
x˚4 = 2x4(x6 + x7) , (35)
x˚5 = −2x5(x6 + x7) , (36)
x˚6 = x7(x6 − 2x7) + x4 − x5
3
, (37)
x˚7 = x7(2x7 − x6) + x5
3
− x1
2
, (38)
1 = x1 + x4 + x5 − (x6 + x7)2 , (39)
0 = x1 − 2x4 + 2(x6 − 2x7)(x6 + x7) . (40)
where we define the dimensionless temporal derivative
x˚ = x˙/
√
K.
III. VACUUM SPACETIME
In this section we will assume vacuum i.e. ρ = p =
Π = Λ = 0.
A. Static
Only the variables x1, x2 and x3 are non-zero. We use
the last constraint (32) to reduce the system to
x′2 = x2x3 (41)
x′3 = −x3(x2 + x3) (42)
1 = 2x2x3 + x
2
2 (43)
The analysis of the system is carried out in the stan-
dard way. Notice that the full knowledge of the dy-
namical system should comprise its behaviour at infinity.
Hence we transform the phase space into the so-called
Poincare´ sphere, a sphere with unit radius, tangent to
the plane (x2, x3) at the origin. Every point of the plane
(x2, x3) is mapped into 2 points on the surface of the
sphere which are situated on the line passing through
the point (x2, x3) and the center of the sphere. There-
fore, infinitely distant points of the plane are mapped
into the equator of the sphere. Finally we will represent
the orthogonal projection of any one of the hemispheres
(to do away with duplicate points) of the sphere onto
the tangent plane. This is the projective plane. In the
compactified phase portrait, we will use capital letters
(X2, X3). Under Poincare´ transformation, the equations
5become
X ′2 = X2X3(X2X3 + 2X
2
3 + Z
2) (44)
X ′3 = −X22X3(X2 + 2X3)−X3(X2 +X3)Z2 (45)
Z ′ = ZX3(−1 +X2X3 + 2X23 + Z2) (46)
Z2 = 2X2X3 +X
2
2 (47)
1 = X22 +X
2
3 + Z
2 (48)
where we have defined xi = Xi/Z with the constraint
X22+X
2
3+Z
2 = 1 and rescaled the derivative ZX ′ → X ′.
The analysis of the dynamical system for vacuum is sum-
marized in Table I and the phase portrait is shown in
Fig.1. Notice that for each point we gave the stabil-
ity. A hyperbolic equilibrium can be an attractor, re-
peller or saddle point. But there are many more types
for non-hyperbolic equilibria. Most of these equilibria do
not have names. A complete classification doesn’t ex-
ist. Therefore for non-hyperbolic critical points we will
specify only if it is stable or unstable.
Finally we need to find the nature of each critical point.
There are various ways to do it. It can be derived by solv-
ing the linearised equations around the critical points.
First, we need to define a coordinate system. We will use
the spherical coordinates with a metric in the following
form
ds2 = −Adt2 + dr
2
B
+ r2dΩ2 (49)
In order to understand the nature of critical point, we
need to determine the different variables in terms of the
metric. From the definition (49), we define the four-
velocity ut = 1/
√
A and the radial vector nr =
√
B.
Hence we get
A ≡ −uaub∇anb =
√
B
2A
dA
dr
(50)
φ = N ab ∇anb =
2
r
√
B (51)
Also we can rewrite the derivatives in the following form
x′ =
xˆ√
K
= rxˆ = r
rφ
2
dx
dr
= x2
dx
d ln r
, (52)
where K = 1/r2 and we have used xˆ = nµDµx =√
B dxdr = r
φ
2
dx
dr . The last equality comes from (51).
Hence we have
B = x22 ,
d lnA
d ln r
= 2
x3
x2
, (53)
from which we can easily recover the metric at each crit-
ical point. Notice that each critical point is at a fixed
value of radial distance r, hence it is necessary to perform
a linearisation around the point in order to do an inte-
gration and recover the gravitational potential A. For
example, the solution of the dynamical system reduces
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FIG. 1: The phase portrait for static vacuum in both fi-
nite and infinite (Poincare´ sphere) domains is displayed. The
points (PM , PH , PS) corresponds to the black hole solution
while (P¯M , P¯H , P¯S) corresponds to the white hole.
around the critical point (1, 0) to
x2 ≃ 1 + ǫ
r
(54)
x3 ≃ − ǫ
r
, with ǫ≪ 1 (55)
From (53) we get
A = B = 1± 2ǫ
r
(56)
The point PM corresponds to the limit where ǫ → 0,
therefore PM is the Minkowski spacetime. Notice from
(51) that x2 =
√
B, hence we have x2 > 0. But if we
take the inner normal to the surface nr = −
√
B we will
have x2 = −
√
B < 0. Hence the phase space x2 < 0
will be opposite to the subspace x2 > 0, the nature of
the points will be reversed, e.g. an attractor will be re-
peller (because of sign change in derivative (52)). Also
we see from (50,51) that reversing the direction of uµ has
6TABLE I: Critical points and their stability in both finite and infinite (Poincare´ sphere) domains corresponding to static black
hole and white hole.
Dynamical system Critical points Stability Nature
x′2 = x2x3 PM : (x2, x3) = (1, 0) Attractor Minkowski
x′3 = −x3(x2 + x3) P¯M : (x2, x3) = (−1, 0) Repeller Minkowski
2x2x3 + x
2
2 = 1
X ′2 = X2X3(X2X3 + 2X
2
3 + Z
2) PH : (X2, X3) = (0, 1) Repeller Horizon
X ′3 = −X
2
2X3(X2 + 2X3)−X3(X2 +X3)Z
2 P¯H : (X2, X3) = (0,−1) Attractor Horizon
X22 +X
2
3 + Z
2 = 1 PS : (X2, X3) = (
2√
5
,− 1√
5
) Repeller Singularity
X22 + 2X2X3 = Z
2 P¯S : (X2, X3) = (−
2√
5
, 1√
5
) Attractor Singularity
no effect, because of the static nature of the spacetime.
We also notice that in the Kruskal-Szekeres coordinates,
we have U2 − V 2 = Cst when r = Cst. Therefore the
normal vector to this hypersurface is nµ = (U,−V, 0, 0)
or nµ = (−U, V, 0, 0). In these coordinates, inner/outer
direction of the spacelike normal vector n corresponds to
the transformation (U → −U, V → −V ) which is equiva-
lent to the transformation from exterior region to parallel
exterior region. Therefore the phase space corresponding
to x2 < 0 is the parallel exterior region. The analysis
covers the static part of the black hole and the white
hole.
We can do the same for the points at infinity, e.g.
the point PS . In this case, we have (X2, X3, Z) =
( 2√
5
,− 1√
5
, 0). The solution of the dynamical system
around this point (the dynamical system is given in the
Table I) is
X2 =
2√
5
(57)
X3 = − 1√
5
(58)
Z = ǫ
√
r, with ǫ≪ 1 (59)
which gives
x2 ≡ X2
Z
≃ 2
ǫ
√
5r
(60)
x3 ≡ X3
Z
≃ − 1
ǫ
√
5r
(61)
(62)
after redefinition of time (constant is absorbed for A), we
have
A = B =
4
5ǫ2r
(63)
Therefore in the limit ǫ→ 0, we conclude that PS corre-
sponds to the singularity at r = 0.
Finally PH is a little bit more subtle. In fact we can’t
linearise the equations around this point. We notice that
in a stationary spacetime, the apparent horizon coincides
with the event horizon and the apparent horizon is a
marginally trapped surface on which the outgoing null
geodesics have zero expansion [1]. We define 2 space-
like vectors (aµ, bµ) on the 2-surface, which define an or-
thonormal basis with nµ the normal spacelike vector to
the 2-surface and uµ the timelike vector. Hence we can
write the metric as
gµν = −uµuν + nµnν + aµaν + bµbν . (64)
Also the expansion of the outgoing null geodesics is [1, 30]
Θ =
1
2
∇µkν(aµaν + bµbν) = 1
2
∇µkνNµν (65)
where kµ = uµ + nµ is the outgoing null vector. Hence
(65) can be written as
Θ =
1
2
(
NµνKµν + δµn
µ
)
(66)
where Kµν = h
α
µ h
β
ν ∇αuβ is the extrinsic curvature. Us-
ing the decomposition of the extrinsic curvature and the
definition of sheet expansion, we have
Θ =
1
2
(2
3
θ − Σ+ φ
)
=
√
K
(
x2 + x6 + x7
)
(67)
Therefore we conclude that x2 + x6 + x7 = 0 [31] for the
apparent horizon (Θ = 0) and hence x2 = 0 for static
case, which implies PH is horizon.
Hence we see from Fig.(1) that if the system starts
from the horizon (PH) it goes asymptotically to the
Minkowski spacetime (PM ) which corresponds to the
standard Schwarzschild black hole solution with a pos-
itive mass and if the system starts from the singularity
(PS) it evolves also till Minkowski spacetime but without
crossing horizon. That solution corresponds to a naked
singularity where the mass is negative. The transforma-
tion to the extended spacetime (U → −U, V → −V ) is
equivalent to (x2 → −x2, x3 → −x3) which gives the
other part of the phase space where φ < 0 which means
anti-gravity or defocusing of geodesics.
7B. Non-static
For this case, only the variables x1, x6 and x7 are non-
zero. We also use the constraint (40) to reduce the system
to
x˚6 = x7(x6 − 2x7) (68)
x˚7 = x6(x6 − 2x7) (69)
1 = 3
(
x27 − x26
)
(70)
There are no finite fixed points. Under Poincare´ trans-
formation, the equations become
X˚6 = −X7(X6 − 2X7)(X26 −X27 − Z2) (71)
X˚7 = X6(X6 − 2X7)(X26 −X27 + Z2) (72)
Z˚ = −2X6X7Z(X6 − 2X7) (73)
Z2 = 3
(
X27 −X26
)
(74)
1 = X26 +X
2
7 + Z
2 (75)
where we have rescaled the derivative ZX˚ → X˚
We perform the same analysis as before except that
the metric takes the following form
ds2 = − dt
2
B(t)
+A(t)dr2 + t2dΩ2 (76)
We define the normal vectors as uµ = (±
√
B, 0, 0, 0)
and nµ = (0,±1/
√
A, 0, 0). It is easy to see that for
any field X , we have X˙ = uµ∇µX = ±
√
BdX/dt.
We can also get θ = ∇µuµ = (d lnAdt /2 + 2/t)u0 and
θ/3−Σ/2 = Nab∇aub/2 = u0/t which gives u0 = x6+x7.
Hence uµ = (x6+x7, 0, 0, 0). The position of the horizon
corresponds to x6+x7 = 0. Also the line of constant time
are in the Kruskal coordinates defined by V 2−U2 = Cst
so in these coordinates we have uµ = (V,−U, 0, 0) or
uµ = (−V, U, 0, 0). The transformation from non static
black hole to non static white hole is (U → −U , V →
−V ) or equivalently by reversing the sign of x6 + x7.
As previously the metric can be written in terms of the
normalized variables
B = (x6 + x7)
2 ,
d lnA
d ln t
= 2
x6 − 2x7
x6 + x7
, (77)
and the derivative x˚ = (x6 + x7)dx/d ln t
Hence it is easy to analyse the system and find the
nature of each critical points. The final result is summa-
rized in the Table II and the phase portrait is shown on
Fig.2.
IV. VACUUM SPACETIME WITH
COSMOLOGICAL CONSTANT
We follow the same analysis done previously in the
presence of a cosmological constant. In this case, ρ =
p = Π = 0, so we include x4 other than the variables
defined in the previous section.
X6
X
7
P H
PH
P S
PS
FIG. 2: The phase portrait for non-static vacuum within
Poincare´ sphere for black hole and white hole.
A. static
Using the constraints (31,32) the system reduces to
x′2 = x2x3 (78)
x′3 = −x3(x3 − x2) + x22 − 1 (79)
We see that x2 = 0 is an invariant submanifold of the dy-
namical system contrary to x3 = 0, meaning the system
can not go through the subspace x2 = 0 and can only
approach it asymptotically, which corresponds to hori-
zon as seen previously. We have as before the Minkowski
critical point (x2, x3) = (±1, 0). Using the transforma-
tion xi = Xi/Z with X
2
2 + X
2
3 + Z
2 = 1, the Poincare´
sphere, we have
X ′2 = −X2X3(X22 +X2X3 − 2X23 − 2Z2) (80)
X ′3 = X
2
2 (X2 −X3)(X2 + 2X3)
+ (X2 −X3)X3Z2 − Z4 (81)
1 = X22 +X
2
3 + Z
2 (82)
where we performed a rescaling of the derivative ZX ′ →
X ′.
As usual the nature can be derived by making a lin-
earisation around the critical point. Let us consider the
point ( 1√
2
, 1√
2
). The linearisation gives
X2 ≃ 1√
2
+
ǫ1
r3
(83)
X3 ≃ 1√
2
− ǫ1
r3
(84)
Z ≃ ǫ2
r
(85)
8TABLE II: Critical points, stability and their nature in both finite and infinite (Poincare´ sphere) domains for non-static vacuum.
Dynamical system Critical points Stability Nature
x˚6 = x7(x6 − 2x7)
x˚7 = x6(x6 − 2x7) No fixed points
1 = 3
(
x27 − x
2
6
)
X˚6 = −X7(X6 − 2X7)(X
2
6 −X
2
7 − Z
2) PH : (X6, X7) = (
1√
2
,− 1√
2
) Repeller Horizon
X˚7 = X6(X6 − 2X7)(X
2
6 −X
2
7 + Z
2) P¯H : (X6, X7) = (−
1√
2
, 1√
2
) Attractor Horizon
Z2 = 3
(
X27 −X
2
6
)
PS : (X6, X7) = (−
1√
2
,− 1√
2
) Attractor Singularity
1 = X26 +X
2
7 + Z
2 P¯S : (X6, X7) = (
1√
2
, 1√
2
) Repeller Singularity
which gives
x2 ≃ r√
2ǫ2
+
ǫ1
r2
(86)
x3 ≃ r√
2ǫ2
− ǫ1
r2
(87)
which at the leading order gives
B ≃ r
2
2ǫ22
≃ −Λ
3
r2 , Λ < 0 (88)
A ≃ αr2 (89)
where α is a constant of integration and we used the
constraint (31,32) to get x4 = Λr
2/3 ≃ −r2/2ǫ22. Hence
we conclude the point is the anti-de-Sitter Universe.
Finally (PH1, P¯H1, PH2, P¯H2) are horizons. First we
notice that because we want a static universe, the sign
of the metric can’t flip, hence A > 0 and B > 0. Also
from (53) we have sign(dA/dr) = sign(x2x3). Finally
following standard convention, we have dA/dr > 0 for
event horizon and the cosmological horizon is the null
surface for which dA/dr < 0 (or also a cauchy horizon).
We conclude that PH1 and P¯H2 are event horizons while
de-Sitter horizons for P¯H1 and PH2. The results are sum-
marized in Table III. To avoid the singularity, we see from
Fig. 3 that the sign of the cosmological constant is not
important but we avoid it by imposing E < 0.
Fig. 3 represents the complete static manifold. We
can e.g. start an evolution from the event horizon of
the BH (PH1). Depending on the initial conditions, we
can choose a path towards the anti-de Sitter space or
evolve to the de Sitter horizon in PH2. Localized at the
cosmological horizon we can imagine a coordinate trans-
formation which is going to smooth that coordinate sin-
gularity, but we don’t get rid off the central singularity.
That transformation is going to reverse x2 and x3 hence
we will be at the point P¯H1 which corresponds to the
cosmological horizon where now φ < 0, hence we are in
the other side of the extension of the spacetime. The sys-
tem will evolve till the point P¯H2 which corresponds to
the event horizon. Now close to that horizon, we can use
an other transformation which is going to transform the
X2
X
3
PAdS
P AdS
P S
PS
PH2P H2
P H1 PH1
PMP M
FIG. 3: The phase portrait for general relativity with cosmo-
logical constant within Poincare´ sphere. The green region cor-
responds to positive cosmological constant while the dashed
red part corresponds to positive electric part of the Weyl ten-
sor E > 0
system into PH1 which is again the event horizon, we can
proceed to the same thing again and again which shows
the infinite structure of the complete manifold. Notice
also that we have a straight trajectory from PH1 to PH2,
this corresponds to both horizons indistinguishable, it’s
the degenerate solution. In fact we have in that case
φ = 0 and from the equations we have K = Λ and
B
2A
d2A
dr2
+
1
4A
dB
dr
dA
dr
− B
4A2
(dA
dr
)2
+ Λ = 0 (90)
Notice that this equation is equivalent to Rµν = Λgµν
with a metric given by ds2 = −Adt2 + dr2/B + dΩ2/Λ.
In case where A = B, we have A = α + βr − Λr2 corre-
sponding to Nariai spacetime. It is interesting to notice
from Fig.3 how easily we deduce the absence of singu-
larity for Nariai spacetime and anti-de Sitter asymptotic
region.
9TABLE III: Critical points and their stability in both finite and infinite (Poincare´ sphere) domains for general relativity with
cosmological constant (static case).
Dynamical system Critical points Stability Nature
x′2 = x2x3 PM : (x2, x3) = (1, 0) Saddle point Minkowski
x′3 = −x3(x3 − x2) + x
2
2 − 1 P¯M : (x2, x3) = (−1, 0) Saddle point Minkowski
(PH1, P¯H1) : (X2, X3) = (0, 1) Repeller Horizon
X ′2 = −X2X3(X
2
2 +X2X3 − 2X
2
3 − 2Z
2) (PH2, P¯H2) : (X2, X3) = (0,−1) Attractor Horizon
X ′3 = X
2
2 (X2 −X3)(X2 + 2X3) PS : (X2, X3) = (
2√
5
,− 1√
5
) Repeller Singularity
+(X2 −X3)X3Z
2 − Z4
Z′ = ZX3(−2X22 −X2X3 +X
2
3 + Z
2) P¯S : (X2, X3) = (−
2√
5
, 1√
5
) Attractor Singularity
X22 +X
2
3 + Z
2 = 1 PAdS : (X2, X3) = (
1√
2
, 1√
2
) Attractor Anti-de-Sitter
P¯AdS : (X2, X3) = (−
1√
2
,− 1√
2
) Repeller Anti-de-Sitter
B. Non-static
In this part, we investigate the non-static case with a
cosmological constant. Using the constraints (39,40) the
system reduces to
x˚6 = x6x7 − 3x72 + x62 + 1
3
(91)
x˚7 = x7
2 − 2x6x7 − 1
3
(92)
We see that x6+x7 is an invariant submanifold and hence
can’t be crossed. Horizons are always invariant subman-
ifolds in our formalism. We have 2 fixed points at fi-
nite distance corresponding to horizons. Under Poincare´
transformation, the equations become
X˚6 = 3X
2
7 (X
2
6 −X27 ) + (3X26 + 4X6X7 − 8X27 )
Z2
3
+
Z4
3
X˚7 = −3X6X7(X26 −X27 )− (X26 + 7X6X7 − 3X27 )
Z2
3
− Z
4
3
1 = X26 +X
2
7 + Z
2 (93)
where we rescaled the derivative (ZX˚ → X˚). The
analysis follows the same previous strategy and is sum-
marized in Table IV and phase space is displayed in Fig.
4. We notice from Fig. 4 condition E > 0 is sufficient
to avoid singularity. Finally the degenerate case where
x6 + x7 = 0 reduces to
K = Λ (94)
θ˙ + θ2 − Λ = 0 (95)
which gives in terms of metric
B
2A
d2A
dt2
− B
4A2
(dA
dt
)2
+
1
4A
dA
dt
dB
dt
− Λ = 0 (96)
In the case where B = Λ we have A = α cosh(t + β)2
corresponding to Nariai solution in global coordinates.
X6
X
7
PS
P S
PdS
P dS
PH1
P H1
PH2
P H2
PH3
P H3
PH4
P H4
FIG. 4: The phase portrait for non static with Λ in infinite
(Poincare´ sphere) domain. The green part corresponds to
Λ > 0 and the red dashed region corresponds to E > 0.
We see from the Fig. 4 the solution is singularity-free
and do not have asymptotic de Sitter region as expected
[32].
V. CHARGED SPACETIME
In this section we will consider the presence of a charge
hence the additional variable x5.
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TABLE IV: Critical points and their stability in both finite and infinite (Poincare´ sphere) domains for general relativity with
cosmological constant (non-static case).
Dynamical system Critical points Stability Nature
x˚6 = x6x7 − 3x7
2 + x6
2 + 1
3
(PH3, P¯H3) : (x6, x7) = (
1
3
,− 1
3
) Saddle point Horizon
x˚7 = x7
2 − 2x6x7 −
1
3
(PH2, P¯H2) : (x6, x7) = (−
1
3
, 1
3
) Saddle point Horizon
PdS : (X6, X7) = (−1, 0) Repeller de Sitter
X˚6=3X
2
7
(X2
6
−X2
7
)+(3X2
6
+4X6X7−8X27 )Z
2
3
+Z
4
3
P¯dS : (X6, X7) = (1, 0) Attractor de Sitter
X˚7=−3X6X7(X26−X27 )−(X26+7X6X7−3X27 )Z
2
3
−Z4
3
PS : (X6, X7) = (−
1√
2
,− 1√
2
) Attractor Singularity
Z˚=−(X3
6
+X2
6
X7−5X6X27+X37 )Z+(−X6+X7)Z
3
3
P¯S : (X6, X7) = (
1√
2
, 1√
2
) Repeller Singularity
1=X2
6
+X2
7
+Z2 (PH1, P¯H1) : (X6, X7) = (−
1√
2
, 1√
2
) Attractor Horizon
(PH4, P¯H4) : (X6, X7) = (
1√
2
,− 1√
2
) Repeller Horizon
TABLE V: Critical points and their stability in both finite and infinite (Poincare´ sphere) domains for general relativity with
charge and cosmological constant (static case).
Dynamical system Critical points Stability Nature
(PH1, P¯H1) : (x2, x3, x4) = (0, x3,
1−x2
3
6
) Saddle line (if x3 6= 0) Horizon
Finite distance PM : (x2, x3, x4) = (1, 0, 0) Saddle point Minkowski
P¯M : (x2, x3, x4) = (−1, 0, 0) Saddle point Minkowski
(PH2, P¯H2) : (X2, X3, X4) = (0, 1, 0) Repeller Horizon
(PH3, P¯H3) : (X2, X3, X4) = (0,−1, 0) Attractor Horizon
Points at infinity (PH4, P¯H4) : (X2, X3, X4) = (0, 0, 1) Stable (X2 > 0), Unstable (X2 < 0) Horizon
(PAdS , P¯AdS) : (X2, X3, X4) = (0, 0,−1) Stable (X2 > 0), Unstable (X2 < 0) Anti-de Sitter
PS1 : (X2, X3, X4) = (
2√
5
,− 1√
5
, 0) Saddle point Singularity (∼ 1/r)
P¯S1 : (X2, X3, X4) = (−
2√
5
, 1√
5
, 0) Saddle point Singularity (∼ 1/r)
PS2 : (X2, X3, X4) = (
1√
2
,− 1√
2
, 0) Repeller Singularity (∼ 1/r2)
P¯S2 : (X2, X3, X4) = (−
1√
2
, 1√
2
, 0) Attractor Singularity (∼ 1/r2)
A. Static
Using the constraints (31,32) the equations reduce to
3-dimensional autonomous system
x′2 = x2x3 (97)
x′3 = 1− 3x2x3 − x22 − x23 − 6x4 (98)
x′4 = 2x2x4 (99)
with the constraint (positivity of density ρ = E2/2µ0)
x5 = 1− x22 − 3x4 − 2x2x3 ≥ 0 (100)
We see that x4 = 0 and x2 = 0 are invariant subman-
ifolds. The latter defines the horizon while x4 ∝ Λ do
not change sign. The critical points and their nature
are summarized in Table V. We have 2 type of singu-
larities which are calculated by a linearisation around
the critical point. The weakest singularity (B ∼ 1/r) is
always a saddle point if x5 6= 0 while the strongest sin-
gularity (B ∼ 1/r2) is a repeller for black hole (x2 > 0)
and an attractor for the white hole. Notice also that
(X2, X3, X4) = (0, 0,−1) is not a horizon in fact X2 = 0
doesn’t imply x2 zero. This critical point corresponds to
the end point of the saddle line in Table V. It is stable
for the black hole (X2 > 0) and unstable for the white
hole. In Fig.5, we have the behaviour of the dynamical
system at infinity and Fig.6 shows the full phase space
for a spacetime without cosmological constant, this is the
Reissner-Nordstro¨m solution.
Finally the critical solution x2 = 0 gives x
′
3+x
2
3+1 = 0
which corresponds to Nariai solution. More generically if
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X3
X
4
PH4
PAdS
PS1
PS2
PH3 PH2
FIG. 5: The phase portrait at infinity for general relativity
with charge and cosmological constant. Only the black hole
region is shown X2 > 0. The white hole phase space can be
easily deduced. The blue region represents violation of energy
condition x5 < 0 which is equivalent to q
2 < 0 where q is black
hole charge.
X2
X
3
PS1
P S1
PH2P H2
PH1P H1
PH1
P H1
PH3P H3
PMP M
PS2
P S2
FIG. 6: The phase portrait for general relativity with charge
without cosmological constant in infinite (Poincare´ sphere)
domain. The blue region represents x5 < 0 and should not
be included. The dashed red part represents positive electric
part of Weyl tensor E > 0.
we impose φ = 0 to the equations (10)-(24) in the static
case, and assuming Π = 0, we have Q = 0, p = −ρ,K =
Λ and
Aˆ+A2 + Λ = 0 (101)
It can be integrated easily by defining an affine parameter
ξ by
√
Bdξ = dr which gives A = −√Λtan(√Λξ + α) =
2−1d lnA/dξ and hence we have the line element
ds2 = − cos2(ξ)dt2 + dξ
2 + dΩ2
Λ
, (102)
HX7-X6L 2
X
4
PdS
PH2
PS1
PS2
PH4 PH3
FIG. 7: The phase portrait at infinity for general relativ-
ity with charge and cosmological constant in non-static case.
Only one side of the extended manifold is shown. The white
region is ρ > 0.
Therefore we can define the static Nariai solution as
spacetime without sheet expansion φ = 0.
VI. NON-STATIC
Using the constraints (39,40) the non static system re-
duces to
x˚4 = 2x4(x6 + x7) (103)
x˚6 = x6x7 − x26 − x27 + 2x4 −
1
3
(104)
x˚7 = 2x6(x6 − x7)− x27 − 2x4 +
1
3
(105)
with the constraint on the positivity of density
x5 = 1− 3x4 + 3x26 − 3x27 ≥ 0 (106)
As expected x4 = 0 is invariant submanifold but also
x6 + x7 = 0 which defines the horizon. The full analysis
of the dynamical system is summarized in Table VI. We
have 2 types of singularities but as in static case B ∼ 1/t
is a saddle point. The point (1, 0, 0) corresponds to de
Sitter (Λ > 0), it stable for the white hole and unstable
for black hole X6 +X7 < 0.
The behaviour of the full system at infinity is shown
in Fig.7 while Fig.8 shows the full phase space for Λ = 0.
We see that we can’t reach the singularity PS2 where the
metric goes like 1/t2 as soon as we assume ρ = E2/2µ0 >
0. In fact to reach the singularity we need to cross an
other horizon (cauchy horizon) therefore the spacetime
becomes static around this singularity.
Finally, very generically assuming x6 + x7 = 0 gives
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TABLE VI: Critical points and their stability in both finite and infinite (Poincare´ sphere) domains for general relativity with
charge and cosmological constant (non-static case).
Dynamical system Critical points Stability Nature
Finite distance (PH1, P¯H1) : (x4, x6, x7) = (
1+9x2
6
6
, x6,−x6) Saddle line (if x6 6= 0) Horizon
Points at infinity (PdS, P¯dS) : (X4, X6, X7) = (1, 0, 0) Unstable (X6 +X7 < 0) de Sitter
(PH2, P¯H2) : (X4, X6, X7) = (−1, 0, 0) Unstable (X6 +X7 < 0) Horizon
(PH3, P¯H3) : (X4, X6, X7) = (0,
1√
2
,− 1√
2
) Repeller Horizon
(PH4, P¯H4) : (X4, X6, X7) = (0,−
1√
2
, 1√
2
) Attractor Horizon
P¯S1 : (X4, X6, X7) = (0,
1√
2
, 1√
2
) Saddle point Singularity (∼ 1/t)
PS1 : (X4, X6, X7) = (0,−
1√
2
,− 1√
2
) Saddle point Singularity (∼ 1/t)
P¯S2 : (X4, X6, X7) = (0,
1√
5
, 2√
5
) Repeller Singularity (∼ 1/t2)
PS2 : (X4, X6, X7) = (0,−
1√
5
,− 2√
5
) Attractor Singularity (∼ 1/t2)
X6
X
7
PS1
P S1
PS2
P S2
PH4
P H4
PH3
P H3
FIG. 8: The phase portrait for general relativity with charge
without cosmological constant in infinite (Poincare´ sphere)
domain. The dashed red region is E > 0 while blue represents
forbidden region x5 < 0.
from equations (10)-(24) (and assuming Π = 0)
K = Λ (107)
θ˙ + θ2 − Λ = 0 (108)
As previously, by introducing an affine parameter, it is
easy to integrate the equation, we found
ds2 = −dt
2
Λ
+ cosh2(t)dr2 +
dΩ2
Λ
(109)
Hence imposing the condition Σ = 2θ/3 (x6+x7 = 0) for
a non-static spherically symmetric spacetime gives Nariai
solution.
VII. CONCLUSION
In this paper we effectively reformulated the system of
Einstein field equations, for LRS-II spacetimes, into an
autonomous system of dimensionless, covariantly defined
geometrical variables. By compactifying the phase space
of this system and using the usual tools of dynamical
system analysis we qualitatively found all the important
global features of the maximal extension of these space-
times. Through the construction of this autonomous sys-
tem of covariant variables we eliminated the problems of
coordinate singularities. It is quite interesting that hori-
zons manifest themselves as invariant submanifold of the
phase space of the autonomous system. It is also very
easy, via this formalism, to see the singularity-free na-
ture of the Nariai solution.
This analysis provides an efficient way to understand
the global properties of any spacetime, by bypassing the
very difficult task of solving the field equations and max-
imally extending the solution.
VIII. ACKNOWLEDGMENTS
The authors want to thank the National Research
Foundation and the University of KwaZulu-Natal for fi-
nancial support. R. Gannouji thanks Giacaman.
13
[1] S. W. Hawking and G. F. R. Ellis, Cambridge University
Press, Cambridge, 1973
[2] Dynamical System in Cosmology edited by Wainwright
J and Ellis G F R (Cambridge: Cambridge Univ. Press
1997) and references therein.
[3] S. Carloni, P. K. S. Dunsby, S. Capozziello and A. Troisi,
Class. Quant. Grav. 22 (2005) 4839 [gr-qc/0410046].
[4] L. Amendola, R. Gannouji, D. Polarski and S. Tsujikawa,
Phys. Rev. D 75 (2007) 083504 [gr-qc/0612180].
[5] N. Goheer, R. Goswami and P. K. S. Dunsby, Class.
Quant. Grav. 26 (2009) 105003 [arXiv:0809.5247 [gr-qc]].
[6] S. -Y. Zhou, E. J. Copeland and P. M. Saffin, JCAP 0907
(2009) 009 [arXiv:0903.4610 [gr-qc]].
[7] K. Xiao and J. -Y. Zhu, Phys. Rev. D 83 (2011) 083501
[arXiv:1102.2695 [gr-qc]].
[8] G. Leon and E. N. Saridakis, JCAP 1303 (2013) 025
[arXiv:1211.3088 [astro-ph.CO]].
[9] L. Heisenberg, R. Kimura and K. Yamamoto, Phys. Rev.
D 89 (2014) 103008 [arXiv:1403.2049 [hep-th]].
[10] T. Chiba, A. De Felice and S. Tsujikawa, Phys. Rev. D
90 (2014) 023516 [arXiv:1403.7604 [gr-qc]].
[11] G. Kofinas, G. Leon and E. N. Saridakis, arXiv:1404.7100
[gr-qc].
[12] S. Mignemi and D. L. Wiltshire, Class. Quant. Grav. 6
(1989) 987.
[13] D. L. Wiltshire, Phys. Rev. D 44 (1991) 1100.
[14] S. Mignemi and D. L. Wiltshire, Phys. Rev. D 46 (1992)
1475 [hep-th/9202031].
[15] S. J. Poletti and D. L. Wiltshire, Phys. Rev. D 50 (1994)
7260 [Erratum-ibid. D 52 (1995) 3753] [gr-qc/9407021].
[16] S. Mignemi, Phys. Rev. D 62 (2000) 024014
[gr-qc/9910041].
[17] M. Melis and S. Mignemi, Class. Quant. Grav. 22 (2005)
3169 [gr-qc/0501087].
[18] T. Clifton and J. D. Barrow, Phys. Rev. D 72 (2005)
103005 [gr-qc/0509059].
[19] A. Ganguly, R. Gannouji, R. Goswami and S. Ray,
In preparation.
[20] G. F. R. Ellis, J. Math. Phys. 8 (1967) 1171.
[21] J. M. Stewart and G. F. R. Ellis, J. Math. Phys. 9 (1968)
1072.
[22] H. van Elst and G. F. R. Ellis, Class. Quant. Grav. 13
(1996) 1099 [gr-qc/9510044].
[23] R. Goswami and G. F. R. Ellis, Gen. Rel. Grav. 43 (2011)
2157 [arXiv:1101.4520 [gr-qc]].
[24] X. Roy, arXiv:1405.6319 [gr-qc].
[25] K. Maeda, M. Sasaki, T. Nakamura and S. Miyama,
Prog. Theor. Phys. 63 (1980), 719-721.
[26] C. A. Clarkson and R. K. Barrett, Class. Quant. Grav.
20 (2003) 3855 [gr-qc/0209051].
[27] C. Clarkson, Phys. Rev. D 76 (2007) 104034
[arXiv:0708.1398 [gr-qc]].
[28] G. Betschart and C. A. Clarkson, Class. Quant. Grav.
21 (2004) 5587 [gr-qc/0404116].
[29] J. Plebanski and A. Krasinski, “An introduction to gen-
eral relativity and cosmology”(p. 162), Cambridge, UK:
Univ. Pr. (2006) 534 p
[30] M. Sasaki, K. Maeda, S. Miyama and T. Nakamura,
Prog. Theor. Phys. 63 (1980), 1051-1053.
[31] A. I. M. Hamid, R. Goswami and S. D. Maharaj, Class.
Quant. Grav. 31 (2014) 135010 [arXiv:1402.4355 [gr-qc]].
[32] R. Bousso, hep-th/0205177.
