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Abstract
The K¯Npi system is studied using separable interactions fitted to data available on the s-wave
K¯N–piY subsystem and the p-wave piN , piY , pipi and piK¯ subsystems. Three-body K¯Npi–piY pi
coupled channel Faddeev equations with relativistic kinematics are solved in search for poles in
the complex energy plane. A K¯Npi quasibound pole with quantum numbers I(JP ) = 1(32
−
) is
found near and below the K¯Npi threshold, its precise location depending sensitively on the poorly
known shape of the p-wave piY interaction. This K¯Npi quasibound state suggests the existence of
a D13 Σ resonance with width about 60 MeV near threshold (M ≈ 1570 MeV), excluding meson
absorption contributions.
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I. INTRODUCTION
Meson assisted dibaryons are three-body systems consisting of two unbound baryons plus
a p-wave pion [1]. For strangeness S = −1, a prototype I(JP ) = 3
2
(2+) Y Nπ quasibound
state (Y ≡ hyperon), driven by the p-wave resonances ∆(1232) and Σ(1385), was studied
recently [2, 3]. Replacing a baryon in this system by a meson, one obtains a two-meson
assisted baryon. For example, staying within S = −1 and substituting K¯ meson for hyperon
Y , or π meson for nucleon N , a coupled channel K¯Nπ–Y ππ two-meson assisted baryon
resonance is obtained. In the present paper we study this three body system by solving
coupled channel, kinematically relativistic Faddeev equations. Considering the three-body
K¯Nπ channel, its K¯N subsystem is dominated by the I(JP ) = 0(1
2
−
) channel in which the
K¯N −πΣ coupled channel s-wave interaction is already sufficiently strong to bind, resulting
in the s-wave Λ(1405) resonance. The πN subsystem is dominated by the I(JP ) = 3
2
(3
2
+
)
channel, resulting in the p-wave ∆(1232) resonance, and the πK¯ subsystem is dominated
by the I(JP ) = 1
2
(1−) channel, resulting in the K¯∗(892) resonance. In addition, since the
K¯N −πY coupling connects K¯Nπ to πY π, one must also consider the πY subsystem in the
I(JP ) = 1(3
2
+
) channel, resulting in the p-wave Σ(1385) resonance, and the ππ subsystem in
the I(JP ) = 1(1−) channel, resulting in the p-wave ρ(770) resonance. It is straightforward
to see that the only three-body configuration in which these subsystem quantum number
specifications can be accommodated is I(JP ) = 1(3
2
−
). The value of spin JP = 3
2
−
is maximal
for a p-wave pion and s-wave nucleon and K¯ meson, thus ensuring that each one of the two-
body channels has precisely the spin at which it resonates. The value of isospin I = 1 is
not maximal, which means that nonresonating two-body channels will also contribute to
the binding energy balance of I(JP ) = 1(3
2
−
) K¯Nπ. The corresponding interactions are
disregarded with respect to those in the resonating channels in this exploratory calculation.
Other allowed values of isospin, I = 0, 2, stand no chance of producing three-body binding
because only one of the three possible two-body resonating channels can contribute to the
I = 0, 2 K¯Nπ states. Thus, the choice I(JP ) = 1(3
2
−
) is unique in searching for quasibound
configurations of K¯Nπ. It is worth noting that the K¯Nπ threshold around 1570 MeV is
within a close reach of the one-star I(JP ) = 1(3
2
−
) Σ(1580) ‘exotic’ resonance [4]. This
apparent connection is discussed towards the conclusion of the present paper.
Other studies of two-meson assisted baryonic resonances focused entirely on s-wave two-
2
body interactions, for nonstrange resonances [5–8] as well as for strangeness S = −1 [9]
and S = −2 [10]. For S = −1, in particular, the I(JP ) = 0, 1(1
2
+
) K¯Nπ configurations
were studied, with Λ and Σ resonance candidates in the mass range M ∼ 1.6 − 1.8 GeV.
It is remarkable that with meson-baryon p-wave interactions, as studied here, a lower mass
value can be reached which, furthermore, corresponds to a quasibound state rather than
resonance. Finally, we mention the KNπ Faddeev calculation in Ref. [11], again with s-
wave two-body interactions, searching for a 1
2
+
exotic S = +1 Θ+ pentaquark. We have
verified by solving the appropriate Faddeev equations with a p-wave pion that no 3
2
−
KNπ
quasibound state candidate exists in the relevant energy range for a S = +1 Θ+ pentaquark.
The paper is organized as follows. In Sec. II we construct two-body separable interac-
tions for the resonating channels discussed above. The corresponding t matrices serve as
input to the set of three-body coupled Faddeev equations which are constructed in Sec. III.
We employ a straightforward generalization of the nonrelativistic Faddeev equations, in-
corporating relativistic kinematics to account in a minimal way for the light pion in the
K¯Nπ–πY π coupled three-body systems. Solving these Faddeev equations we find a K¯Nπ
quasibound pole which is listed for several allowed parametrizations of the πY two-body
data and is discussed in Sec. IV. Our calculations, suggesting a D13 Σ resonance near the
K¯Nπ threshold (M ≈ 1570 MeV), are summarized in the last Sec. V.
II. SEPARABLE TWO-BODY INTERACTIONS INPUT
Data available on the K¯N–πY , πN , πK¯, and ππ subsystems were fitted with rank-one
energy independent separable potentials, as detailed below. While the p-wave subsystems in
the mass range considered in this work are dominated each by a single resonance pole with
no other nearby threshold to introduce additional significant energy dependence, this may
not hold for the s-wave K¯N–πY subsystem where energy dependence affects the number and
position of poles (see Ref. [12] for a recent review). However, energy dependent potentials
are known to cause problems in relativistically formulated three-body calculations [13]. We
further remark on energy dependence in subsection IIIA. For a standard classification of the
two-body subsystems, we denote K¯ as particle 1, N as particle 2, π as particle 3, and label
the two-body t-matrices by the spectator particle. Thus, t1 is the πN t-matrix, t2 is the K¯π
t-matrix, and t3 is the K¯N t-matrix. In addition, we introduce t4 as the ππ t-matrix.
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A. The K¯N − piΣ− piΛ subsystem
The K¯N interaction allows particle conversion to πΣ and πΛ. There are two resonating
two-body channels that contribute to the I(JP ) = 1(3
2
−
) three-body state. One is the
I(JP ) = 0(1
2
−
) channel which results in the s-wave Λ(1405) resonance and the other one
is the I(JP ) = 1(3
2
+
) channel, resulting in the p-wave Σ(1385) resonance. We use the
Lippmann-Schwinger equation with relativistic kinematics
tαβ3 (p, p
′′;w0) = V
αβ
3 (p, p
′′) +
∑
γ=K¯N,πΣ,πΛ
∫ ∞
0
p′
2
dp′V αγ3 (p, p
′)
1
w0 − wγ(p′) + iǫ
×tγβ3 (p
′, p′′;w0); α, β = K¯N, πΣ, πΛ, (1)
where w0 is the invariant mass of the two-body subsystem and
wab(p) =
√
m2a + p
2 +
√
m2b + p
2. (2)
Using the separable interaction
V αβ3 (p, p
′) = gα(p)λ3gβ(p
′), (3)
the solution of Eq. (1) is
tαβ3 (p, p
′;w0) = gα(p)τ3(w0)gβ(p
′), (4)
with
τ3
−1(w0) =
1
λ3
−
∑
α=K¯N,πΣ,πΛ
∫ ∞
0
p2dp
g2α(p)
w0 − wα(p) + iǫ
. (5)
1. s waves
In the case of the isospin I3 = 0 Λ(1405) s-wave resonance, the IπΛ = 1 πΛ channel is
excluded by isospin conservation, so that only the channels K¯N and πΣ contribute. The
corresponding form factors were parametrized by Yamaguchi forms:
gsK¯N(p) =
1
c2
K¯N
+ p2
, gsπΣ(p) =
1
c2πΣ + p
2
, (6)
with gsπΛ(p) = 0. It is worth pointing out that a single-channel energy independent separable
potential of the form (3) does not generate s-wave resonances, which becomes possible upon
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FIG. 1: Low energy K−p → pi0Σ0 cross sections [14]. The solid curve results from the I3 = 0
separable interaction (6) with parameters listed in Table I.
including a second channel. Note that even with three channels, Eq. (3) is a rank-one
separable potential since it has only one strength parameter λ3. The three parameters of
our I3 = 0 K¯N–πΣ separable interaction model, λ
s
3, cK¯N , and cπΣ are listed in Table I. They
were adjusted to reproduce the PDG position and width of the Λ(1405) resonance [4] as well
as the low-energy cross sections shown in Fig. 1 for the pure I3 = 0 K
−p→ π0Σ0 reaction.
We did not use the more comprehensive data from K−p → π±Σ∓ because these reactions
require information on the I3 = 1 K¯N–πΣ–πΛ s-wave subsystem which is nonresonant and
is excluded from the present calculation. Preliminary test calculations including the I3 = 1
s-wave channel produced negligible effects.
TABLE I: Parameters of the I3 = 0 K¯N − piΣ separable s-wave interaction.
λs3(fm
−2) cK¯N (fm
−1) cπΣ(fm
−1)
−3.3391 2.0 2.5346
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2. p waves
In the case of the I3 = 1 Σ(1385) p-wave resonance, the three channels K¯N , πΣ, and πΛ
are all allowed; however, there is some evidence that the K¯N channel couples very weakly
to the Σ(1385) resonance [15, 16] so that one may consider only the πΛ and πΣ channels.
Since in this case the form factors gα(p) must be of a p-wave type, we took them in the form
gpπΛ(p) = p(1 + Ap
2)e−p
2/γ2 , gpπΣ(p) = Bg
p
πΛ(p), (7)
with gp
K¯N
(p) = 0. In this case we know only the position, width, and branching ratio for
decay of the Σ(1385) resonance into the πΛ and πΣ channels. Thus, we have three pieces
of data to fit our interaction model which contains four parameters (λp3, γ, A, B) so that
we can take one of these as a free parameter and fit the other three. We show in Table II
the parameters λp3, γ and B, upon gridding on A between 0 to 0.5. These parameters differ
from those used in the nonrelativistic calculation of Ref. [3].
TABLE II: Parameters of the piΣ− piΛ separable interaction (7) in the I3 = 1 channel for several
values of the parameter A. Values of the r.m.s. momentum < p2 >g
1
2 (in fm−1) of the form factor
g
p
πY (p), the r.m.s. distance < r
2 >g˜
1
2 and the zero r0 (both in fm) of the Fourier transform g˜
p
πY (r)
are also listed.
A(fm2) λp3(fm
4) γ(fm−1) B < p2 >g
1
2 < r2 >g˜
1
2 r0
0.00 −0.0077258 4.9091 0.87039 6.94 0.58 –
0.05 −0.0083840 3.6156 0.87871 5.79 0.56 1.11
0.10 −0.0088725 3.1595 0.89220 5.16 0.52 1.19
0.15 −0.0091172 2.8951 0.90689 4.77 0.47 1.25
0.20 −0.0092049 2.7147 0.92184 4.50 0.41 1.31
0.25 −0.0091851 2.5810 0.93671 4.30 0.33 1.36
0.30 −0.0090934 2.4765 0.95132 4.13 0.23 1.41
0.35 −0.0089513 2.3919 0.96559 4.00 – 1.45
0.40 −0.0087763 2.3216 0.97949 3.89 – 1.48
0.45 −0.0085787 2.2619 0.99298 3.80 – 1.51
0.50 −0.0083686 2.2105 1.00606 3.72 – 1.54
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Listed also in the table are < p2 >
1
2 values for gpπY (p), plus < r
2 >
1
2 and zeros r0 for
its Fourier transform g˜pπY (r). These form-factor sizes will be discussed and compared in
subsection II E with those for the p-wave form factors derived below for other subsystems.
B. The piN subsystem
FIG. 2: The piN P33 phase shift across the ∆(1232) resonance. The solid curve is obtained by
using the piN form factor parameters, Eq. (11), listed in Table III. The circles are from Ref. [17]
with errors (suppressed in the figure) that are less than the thickness of the line.
The πN p-wave interaction is dominated by the P33 channel through the ∆(1232) res-
onance and we use for it, as well as for the remaining two-body subsystems, a rank-one
separable potential
V1(p, p
′) = g1(p)λ1g1(p
′), (8)
the t-matrix of which is
t1(p, p
′;w0) = g1(p)τ1(w0)g1(p
′), (9)
with
τ1
−1(w0) =
1
λ1
−
∫ ∞
0
p2dp
g21(p)
w0 − wπN(p) + iǫ
. (10)
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The πN form factor, as well as for the subsequent two-body subsystems, is chosen as
g1(p) = p[e
−p2/β2 + Cp2e−p
2/α2 ]. (11)
We show in Fig. 2 the fit to the P33 phase shift of Ref. [17] obtained with the set of πN
parameters given in the first line of Table III.
C. The piK¯ subsystem
FIG. 3: The I2 =
1
2 , J2 = 1 p-wave piK¯ phase shift across the K¯
∗(892) resonance. The solid curve
is obtained by using the piK¯ form factor parameters, Eq. (11), listed in Table III. The circles are
from Ref. [18] with errors (suppressed in the figure) that are less than the thickness of the line.
The separable interaction V2(p, p
′) = g2(p)λ2g2(p
′) corresponding to the πK¯ subsystem
is chosen such that the πK¯ form factor g2(p) is functionally identical with g1(p), Eq. (11),
for πN . To fix the parameters of g2(p), we used the phase shift by Boito et al. fitted to
τ → Kπντ and Kℓ3 decays [18]. These parameters are listed in the second line of Table III,
and the agreement with this phase shift is shown in Fig. 3.
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FIG. 4: The I4 = 1, J4 = 1 p-wave pipi phase shift across the ρ(770) resonance. The solid curve is
obtained by using the pipi form factor parameters, Eq. (11), listed in Table III. The circles are from
Ref. [19] with slight errors suppressed in the figure.
D. The pipi subsystem
Since this subsystem is reached only following K¯N → πY conversion, we denote its t
matrix by t4. The separable interaction V4(p, p
′) = g4(p)λ4g4(p
′) is given again by a form
factor g4(p) which is functionally identical with g1(p), Eq. (11), for πN . We fitted the ππ
I = J = 1 p-wave phase shift obtained in Ref. [19], as shown in Fig. 4, using the set of
parameters given in the last line of Table III.
TABLE III: Parameters of the piN , piK¯, and pipi separable p-wave interactions, with form factors
g(p) given by Eq. (11). Values of the r.m.s. momentum < p2 >g
1
2 (in fm−1), the r.m.s. distance
< r2 >g˜
1
2 of the Fourier transform g˜(r) and its zero r0 (both in fm) are also listed.
subsystem λ(fm4) α(fm−1) β(fm−1) C(fm2) < p2 >
1
2 < r2 >
1
2 r0
piN −0.075869 2.3668 1.04 0.23 4.07 1.47 1.36
piK¯ −0.0037111 4.3057 1.703 0.122 7.46 0.93 0.74
pipi −0.0078958 5.6646 1.89 0.03 9.81 0.88 0.56
9
E. Form factor sizes
The form factors g(p), Eq. (11), with parameters fitted to phase shift analyses of the
corresponding p-wave resonances as listed in Table III, all have r.m.s. values < p2 >
1
2 larger
than 4 fm−1, suggesting naively spatial extensions of less than 0.25 fm. If this were true, the
usefulness of treating the K¯Nπ system in terms of hadronic degrees of freedom would have
become questionable. However, the uncertainty principle places only a lower bound on the
spatial extension and indeed the < r2 >
1
2 values listed in the table are considerably larger
than 0.25 fm, thus qualifying for hadronic attributes. These r.m.s. radii were calculated for
g˜(r), where g˜(~r ) = rˆg˜(r) is the Fourier transform of the p-wave form factor g(~p ) = pˆg(p).
Up to a constant,
g˜(r) =
∫
j1(pr)g(p)p
2dp, (12)
with j1 the spherical Bessel function for ℓ = 1. Unlike g(p), g˜(r) is not positive definite, it
flips from positive below r0 to negative above r0. This may result in negative values of< r
2 >,
as observed in Table II for some of the πY form factors, and in grossly underestimated sizes
for those form factors for which < r2 > is still positive. For this reason, we prefer to use r0
as an alternative spatial size parameter. The values assumed by r0 in Table III, although
smaller than the corresponding < r2 >
1
2 values, still qualify for being considered as hadronic
sizes. It is reassuring that the values of r0 for πY in Table II are all larger than 1 fm. A crude
way to relate the expected range of values of r0 for πY to the value of r0 for πN is to note
that the energy excitation from Λ to Σ(1385) is somewhat less than from N to ∆(1232), and
therefore r0 for πY should be a bit larger than r0 for πN , judging also by the systematics
of πK¯ with respect to ππ in Table III. We therefore estimate that r0 for πY is roughly up
to 0.15 fm larger than for πN , i.e., in the range 1.36–1.51 fm. This argument suggests that
among the πY form factors listed in Table II, only those in the range A = 0.25 to A = 0.45
fm2 are consistent with the form-factor phenomenology used for the other subsystems.
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III. THREE-BODY EQUATIONS
A. Two-body t-matrix in a three-body system
To embed the two-body subsystems discussed in Sec. II into the three-body system,
Eq. (10) needs to be generalized to
τ1
−1(W0; q) =
1
λ1
−
∫ ∞
0
p2dp
g21(p)
W0 −
√
q2 +m2
K¯
−
√
q2 + w2πN(p) + iǫ
, (13)
where W0 is the invariant mass of the three-body system and mK¯ and q are the mass and
momentum of the spectator particle in the three-body c.m. frame. Similar expressions apply
to the other subsystems. In the case of the amplitude t4 the mass of the spectator particle
can be either mΣ or mΛ so that this amplitude is of the form τ
Y
4 (W0; q). We note that in
the three-body c.m. frame, in which the Faddeev equations are formulated and solved, the
two-body ‘in medium’ isobar propagators input τ(W0; q) are energy dependent even though
the underlying two-body separable potentials are energy independent. The τ ’s depend also
on the spectator momentum q, reducing to the two-body momentum independent t’s of
Eq. (10) for q = 0.
B. Three-body Faddeev equations
Allowing for particle conversion, there are two possible three-body states K¯Nπ and πY π
which we will refer as a and b, respectively. Therefore, the Green’s function for three free
particles is a 2× 2 matrix of the form
G0 =

Ga 0
0 Gb

 =

Ga 0
0 0

+

0 0
0 Gb

 ≡ Ga0 +Gb0, (14)
with
Ga =
1
W0 −
√
m2
K¯
+ q21 −
√
m2N + q
2
2 −
√
m2π + q
2
3 + iǫ
, (15)
Gb =
1
W0 −
√
m2π + q
2
1 −
√
m2Y + q
2
2 −
√
m2π + q
2
3 + iǫ
. (16)
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Since particle conversion is effected only through the amplitude t3, the three-body Faddeev
equations take the form
T1 = t1G
a
0T2 + t1G
a
0T3, (17)
T2 = t2G
a
0T1 + t2G
a
0T3, (18)
T3 = t3G
a
0T1 + t3G
a
0T2 + t3G
b
0T3 + 2t3G
b
0T4, (19)
T4 = t4G
b
0T3. (20)
Here, Ti is that part of the three-body amplitude where in the last stage particle i is spectator
while particles j and k interact. Particle conversion is generated exclusively through the two-
body amplitude t3 in the last two terms on the r.h.s. of Eq. (19). T4 represents that part
of the three-body amplitude where in the last stage the hyperon is spectator while the two
pions interact, so that T4 couples to T3 in Eq. (19) through pion exchange and the factor 2
arises because any one of the two pions may be exchanged. The amplitude T3 can couple to
itself as a consequence of hyperon exchange.
The two-body t-matrices constructed in the previous section can be written in the space
a
b

 as 2× 2 matrices of the form
ti = |gi〉

τi 0
0 0

 〈gi|; i = 1, 2, (21)
t3 =

|gK¯N 〉
|gπY 〉

 τ3
(
〈gK¯N | 〈gπY |
)
, (22)
t4 = |g4〉

0 0
0 τ4

 〈g4|, (23)
so that the Faddeev components are of the form
Ti = |gi〉

Xi
0

 ; i = 1, 2, (24)
T3 =

|gK¯N〉
|gπY 〉

X3, (25)
T4 = |g4〉

 0
X4

 . (26)
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Substituting Eqs. (21)-(26) into the Faddeev equations (17)-(20), we get the equations for
the amplitudes Xi
Xi = τi〈gi|Ga|g3−i〉X3−i + τi〈gi|Ga|gK¯N〉X3, i = 1, 2 (27)
X3 = τ3
2∑
j=1
〈gK¯N |Ga|gj〉Xj
+ τ3〈gπY |Gb|gπY 〉X3 + 2τ3〈gπY |Gb|g4〉X4, (28)
X4 = τ4〈g4|Gb|gπY 〉X3. (29)
These equations take the explicit form
Xi(qi) = τi(W0; qi)
∫ ∞
0
dq3−iKi(3−i)(qi, q3−i)X3−i(q3−i)
+ τi(W0; qi)
∑
I3=0,1
∫ ∞
0
dq3K
I3
i3 (qi, q3)X
I3
3 (q3), i = 1, 2, (30)
XI33 (q3) = τ
I3
3 (W0; q3)
2∑
j=1
∫ ∞
0
dqjK
I3
3j (qi, qj)Xj(qj) + τ
I3
3 (W0; q3)
∑
I′
3
=0,1
∫ ∞
0
dq1K
I3I′3
33 (q3, q1)
× X
I′
3
3 (q1) + 2τ
I3
3 (W0; q3)
∑
Y=Σ,Λ
∫ ∞
0
dq2K
I3Y
34 (q3, q2)X
Y
4 (q2), I3 = 0, 1, (31)
XY4 (q2) = τ
Y
4 (W0; q2)
∑
I3=0,1
∫ ∞
0
dq3K
Y I3
43 (q2, q3)X
I3
3 (q3); Y = Σ,Λ, (32)
where the dependence of the amplitudes Xi and the kernels Kij on the total energy W0 was
suppressed. The amplitudes Xi depend each on its spectator momentum qi. These spectator
momenta are related by the three-body c.m. constraint which is evident upon inspecting
the expressions for the kernels Kij :
K12(q1, q2) =
q1q2
2
∫ 1
−1
dcosθ
g1(p1)(pˆ1 · pˆ2)g2(p2)b
3
2
1
2
12
W0 −
√
m2
K¯
+ q21 −
√
m2N + q
2
2 −
√
m2π + (~q1 + ~q2)
2 + iǫ
, (33)
KI331(q3, q1) =
q3q1
2
∫ 1
−1
dcosθ
gI3
K¯N
(p3)(κˆ3 · pˆ1)g1(p1)b
I3
3
2
31
W0 −
√
m2π + q
2
3 −
√
m2
K¯
+ q21 −
√
m2N + (~q3 + ~q1)
2 + iǫ
, (34)
KI323(q2, q3) =
q2q3
2
∫ 1
−1
dcosθ
g2(p2)(pˆ2 · κˆ3)g
I3
K¯N
(p3)b
1
2
I3
23
W0 −
√
m2N + q
2
2 −
√
m2π + q
2
3 −
√
m2
K¯
+ (~q2 + ~q3)2 + iǫ
, (35)
K
I3I′3
33 (q3, q1) =
q3q1
2
∑
Y=Σ,Λ
∫ 1
−1
dcosθ
gI3πY (p3)(κˆ3 · κˆ1)g
I′
3
πY (p1)b
I3I′3
31
W0 −
√
m2π + q
2
3 −
√
m2π + q
2
1 −
√
m2Y + (~q3 + ~q1)
2 + iǫ
,
(36)
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KY I343 (q2, q3) =
q2q3
2
∫ 1
−1
dcosθ
g4(p2)(pˆ2 · κˆ3)g
I3
πY (p3)b
1I3
23
W0 −
√
m2π + q
2
2 −
√
m2π + q
3
3 −
√
m2Y + (~q2 + ~q3)
2 + iǫ
,
(37)
where the dependence on the total energy W0 in the arguments of the kernels Kij was again
suppressed. In Eqs. (34)-(37) κˆi = qˆi if I3 = 0 and κˆi = pˆi if I3 = 1.
The isospin recoupling coefficients are
b
IiIj
ij = (−)
Ij+τj−I
√
(2Ii + 1)(2Ij + 1)W (τjτkIτi; IiIj), (38)
with W the Racah coefficient. I = 1 is the total isospin and τ1, τ2, τ3 are the isospins of the
three particles. In the first three kernels the three particles are K¯, N , π and in the last two
kernels they are π, Y , π.
From Eqs. (33)-(37) one obtains the other necessary expressions by using Kji(qj, qi) =
Kij(qi, qj), etc. As for pi, the magnitude of the relative three-momentum ~pi, it is Lorentz
invariant since it is expressible in terms of the invariant mass of the relative momentum
four-vector, see Eqs. (28)–(30) in Ref. [2]. The details of the relativistic boost involved in
expressing ~pi in the three-body c.m. system were recorded in Eqs. (32)–(33) there and are
adapted below to the present notations. Thus, one can calculate pi, pj, (pˆi · pˆj), (qˆi · pˆj), and
(pˆi · qˆj) by using
~pi = −~qj − aij~qi , ~pj = ~qi + aji~qj , (39)
where i, j is a cyclic pair, cosθ = qˆi · qˆj , and
aij =
W 2i − q
2
i +m
2
j −m
2
k + 2
√
(m2j + q
2
j )(W
2
i − q
2
i )
2
√
W 2i − q
2
i
(
Wi +
√
W 2i − q
2
i
) , (40)
aji =
W 2j − q
2
j +m
2
i −m
2
k + 2
√
(m2i + q
2
i )(W
2
j − q
2
j )
2
√
W 2j − q
2
j
(
Wj +
√
W 2j − q
2
j
) , (41)
with
Wi =
√
m2j + q
2
j +
√
m2k + (~qi + ~qj)
2, (42)
Wj =
√
m2i + q
2
i +
√
m2k + (~qi + ~qj)
2. (43)
Eqs. (39)-(43) correspond to relativistic kinematics for three particles on the mass shell.
In order to find the eigenvalues of the integral equations (30)-(32), integrals were replaced
by sums applying numerical integration quadrature. In this way the equations become a
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set of homogeneous linear equations which have solutions only if the determinant of the
matrix of its coefficients (the Fredholm determinant) vanishes at certain (complex) energies.
We used the standard procedure described in Ref. [20], i.e., we make the contour rotation
qi → qi exp(−iφ) which opens some portions of the second Riemann sheet for the variable
W0. This allows one to look for poles of Eqs. (30)-(32) by taking W0 = M − iΓ/2, and
calculating the Fredholm determinant to look for its zeros.
IV. RESULTS AND DISCUSSION
Before reporting the results of a full three-body Faddeev calculation for the K¯Nπ–πY π
coupled channels, we discuss some relevant partial calculations.
• Limiting the Faddeev equations to the lower πY π three-body channel, for various
combinations of the input two-body interactions, resonance poles about 200 MeV
above the K¯Nπ threshold are obtained. The p-wave πY and ππ interactions used
were those described in Sec. II, whereas separable interactions corresponding to the
scattering length and effective radius combinations listed by Ikeda et al. [21] for the
I3 = 0 πΣ interaction were constructed to simulate the s-wave πY interaction. This
interaction which is used in meson-baryon chiral models is too weak to help bind the
πY π system, much the same as it is too weak in a two-body calculation to generate
on its own a resonance similar to Λ(1405), without coupling in the I3 = 0 K¯N upper
channel interaction.
• Limiting the Faddeev equations to the upper K¯Nπ three-body channel, for various
combinations of the input two-body interactions, resonance poles about 100 MeV
above the K¯Nπ threshold are obtained. The p-wave πN and πK¯ interactions used
were those described in Sec. II. In these calculations, the I3 = 0 K¯N s-wave interaction
used was sufficiently strong to bind on its own in the range ofMK¯N ∼ 1420–1430 MeV.
• Using a complex I3 = 0 K¯N s-wave interaction in the K¯Nπ three-body Faddeev
calculations, to simulate implicitly coupling to the lower πY π channel, the K¯Nπ
resonance energy decreased as low as to about 50 MeV above the K¯Nπ threshold.
Here, the I3 = 0 K¯N scattering length was fixed at a3 = −1.70 + i0.68 fm [16] and
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the real part of the fitted separable scattering amplitude changed sign at around 1405
MeV, with a quasibound pole in the range MK¯N ∼ 1415–1425 MeV.
TABLE IV: Energy eigenvalue of the K¯Npi system for the several models of the I = 1 piY p-wave
interaction given in Table II and the models of the K¯N , K¯pi, piN , and pipi interactions given in
Tables I and III.
A(fm2) W0 −mK¯ −mN −mπ (MeV)
0.00 −111.0 − i0.1
0.05 −67.5− i1.4
0.10 −42.1− i6.4
0.15 −26.1− i13.0
0.20 −15.4− i20.6
0.25 −7.6− i24.6
0.30 −1.2− i29.5
0.35 +3.6− i32.4
0.40 +7.8− i34.3
0.45 +10.9− i35.2
0.50 +12.8− i37.4
Finally, the full K¯Nπ–πY π coupled channel Faddeev equations were solved. Table IV
lists the energy eigenvalues with respect to the K¯Nπ threshold obtained for the models of
the K¯N , K¯π, πN , and ππ interactions specified in Tables I and III, and models of the I = 1
πY p-wave interaction given in Table II. Singling out πY form factors in the range A = 0.25
to A = 0.45 fm2 from Table II, with values of r0 up to 0.15 fm larger than the πN value
r0 = 1.36 fm from Table III, as discussed in subsection II E, a I(J
P ) = 1(3
2
−
) K¯Nπ resonance
or quasibound state is predicted near the K¯Nπ threshold, with mass M ≈ (1570±10) MeV
and partial decay width Γ↓ ≈ (60 ± 10) MeV. This partial width excludes contributions
from channels disregarded in the present K¯Nπ–πY π three-body model. The total width
Γ = Γ↓ + Γ↑ includes also a partial width Γ↑ induced by meson absorption modes into two-
body K¯N and πY final states which were disregarded in this exploratory calculation and
could amount to several tens of MeV.
16
V. SUMMARY
In this work we have derived three-body Faddeev equations for the K¯Nπ–πY π coupled
channels, with isobar model separable p-wave interactions for the two-body πN (∆(1232)),
πK¯ (K∗(892)), πY (Σ(1385)) and ππ (ρ(770)) subsystems, and separable s-wave coupled
channel interactions for the two-body K¯N–πY subsystem dominated by the Λ(1405) reso-
nance. We solved these Faddeev equations, with two-body separable interactions fitted to
available data, searching for a I(JP ) = 1(3
2
−
) K¯Nπ quasibound state. All the resonating
two-body subsystems used for input in the coupled channels Faddeev calculation were found
indispensable to obtain a quasibound solution near the K¯Nπ threshold. The uncertainty of
this calculation is determined by the lack of a reliable p-wave phase shift parametrization for
the Σ(1385)→ πY decay spectrum. Requiring a ‘size’ of the πY form factor similar to that
for πN , a K¯Nπ resonance or quasibound state exists with mass M ≈ (1570± 10) MeV and
decay width which is bounded from below by Γ↓ ≈ (60±10) MeV. With respect to two-body
K¯N and πY final states, which are outside the scope of the present three-body model, this
K¯Nπ state defines a D13 Σ resonance near the K¯Nπ threshold. The PDG listing [4] leaves
room for a resonance in this mass range, with the two-star ‘bumps’ Σ(1560) and the one-star
I(JP ) = 1(3
2
−
) Σ(1580) as possible candidates. In particular, the known two-body K¯N and
πY decay branching ratios are abnormally small for Σ(1580), indicating that their partial
width Γ↑ is smaller than the partial width Γ↓ for two-meson decay modes K¯Nπ → πY π of
the present model.
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