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Robust Content-Based Image Retrieval of Multi-Example
Queries
Jun Zhang
A Thesis for Doctor of Philosophy
School of Computer Science and Software Engineering
University of Wollongong

ABSTRACT
This thesis investigates three major issues in the active field of content-based image
retrieval (CBIR), which are feature aggregation for similarity measure, robust contentbased image retrieval and retrieval model by incorporating background knowledge.
Feature aggregation computes image similarity by fusing multiple distances obtained using pairs of visual feature and distance measure. To explore the mechanism
of various aggregation functions, a new feature aggregation framework is proposed to
unify multiple existing methods. With multi-example query, each visual feature is of
different importance to different query examples, which results in a localized feature
aggregation method. A series paradigm is proposed for feature aggregation to exploit the discriminant power of individual visual features, in contrast to conventional
parallel paradigm.
The robustness of CBIR systems can affect system performance and user satisfaction. This thesis identifies and addresses two robustness problems in CBIR. Firstly,
an unclean query can influence the retrieval accuracy since some noisy query examples
are unable to describe user information need. To address this problem, a robust CBIR
scheme is proposed by incorporating noise tolerant classification techniques. Secondly,
in large image collections, some classes are predefined while some are hidden. The
CBIR systems employing image classification can not effectively handle the queries
associated with the hidden classes. To address this problem, a robust CBIR scheme is
proposed.
The retrieval performance can be improved effectively by incorporating background
knowledge. For this purpose, a bag of images (BoI) model is proposed for CBIR. The
BoI model can express background knowledge more effectively than conventional pairwise constraints, which are demonstrated by two applications. Based on the BoI model,
a new clustering method is developed, which can learn a localized similarity measure
for each image cluster. A number of experiments validate the effectiveness of the BoI
model.

KEYWORDS: Content-based image retrieval, feature aggregation, robust image
retrieval, unclean query, hidden classes, retrieval model, bag of images
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Chapter 1
Introduction
The first chapter introduces this thesis. Section 1.1 presents the motivation of the
thesis, which is followed by the research objectives in Section 1.2. The original contributions are reported in Section 1.3. Section 1.4 lists the publications during my PhD
study. Finally, the thesis outline provided in Section 1.5 concludes the chapter.

1.1

Motivation

Access to appropriate information is a fundamental necessity in the modern society,
and information retrieval techniques have wide applications in various areas. For
example, commercial search services such as Google [51] have become indispensable
tools in the people’s work and daily life. Visual information is the earliest form of
information used by humans. The rapid growth in the quantity and availability of
digital images motivates research into automatic image retrieval.
Image retrieval could be based on metadata or content. Most common methods of
image retrieval search images using associated metadata such as keywords and text.
Traditional information retrieval technologies can be easily applied for metadata-based
image retrieval. However, metadata-based image retrieval may suffer from several
1

2

Chapter 1. Introduction

critical problems, such as, the lack of appropriate metadata associated with images
and the limitation of keywords to express the visual content [127]. The problems of
metadata-based image retrieval inspire the research of content-based image retrieval.
Content-based image retrieval (CBIR) provides a promising way to address the
problems of metadata-based image retrieval. It is aimed to search images using the
content of images, which are usually characterized by visual features, such as, color,
texture and shape. The visual features can be automatically extracted from the images,
which are always consistent to the actual content of images. In practice, CBIR could
be a complementary component to metadata-based image retrieval.
Although CBIR has become an active research field, it is still young [127, 33]. The
most basic motivation of this thesis is to make contributions to the young field by
identifying new problems and improving retrieval performance. A lot of work have
been reported in the last two decades [127, 33]. however, there are still a number of
significant challenges that need to overcome. More efforts are necessary to be made
on content-based image retrieval.

1.2

Objectives

The purpose of the thesis is to investigate new problems and solutions, so as to improve
not only the retrieval performance but also the practicality of CBIR systems. The
specific objectives include conducting research on three major issues in the CBIR
field, which are 1) feature aggregation for similarity measures, 2) robust content-based
image retrieval, and 3) a retrieval model that incorporates background knowledge.
The first research objective is to investigate feature aggregation for similarity measures. It is critical to measure image similarity for the purpose of CBIR. Feature
aggregation is a promising approach for the similarity measure, which obtains image similarity by combining multiple feature distances measured in individual feature

1.2. Objectives

3

spaces. However, feature aggregation has not been investigated sufficiently in the
CBIR field. This thesis addresses three specific problems on feature aggregation: 1)
how to develop a unified framework to unify various feature aggregation methods; 2)
how to design a localized feature aggregation method to take into account the importance of visual feature for different query examples; 3) how to effectively exploit the
discriminant ability of individual visual features in the aggregation procedure.
The second research objective is to investigate robust content-based image retrieval.
The robustness of CBIR systems is an important issue, which will affect system performance and user satisfaction. The robustness problems may come from the user
or the system in certain situations. In this thesis, two new robustness problems are
investigated. The first problem is unclean query. The ordinary user may introduce
some noisy examples into a query and these noisy examples are unable to describe
the user’s information need. The second problem is hidden classes. In large image
collections, some classes are predefined and some classes are hidden. The conventional
CBIR schemes employing image classification can not handle the queries associated
with the hidden classes. These problems will impede the retrieval performance and
affect the practicality of CBIR systems
The third research objective is to investigate a retrieval model that incorporates
background knowledge. Recent research shows that background knowledge can be
incorporated into CBIR schemes to improve retrieval performance. However, it is critical to effectively express the background knowledge for the applications. This thesis
explores the expression model of background knowledge for the purpose of CBIR. In
particular, based on the new model, new image clustering and image ranking will
be explored to demonstrate the effectiveness of the proposed model for expressing
background knowledge. This research will improve the retrieval performance by incorporating background knowledge more effectively than conventional schemes.
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1.3

Contributions

The original contributions in this thesis can be itemized as follows:
• A new p-norm based feature aggregation framework for content-based image
retrieval,
• Evaluation of various feature aggregation methods in the p-norm based aggregation framework,
• A novel localized feature aggregation method for multi-example queries,
• Series feature aggregation scheme to effectively exploit the discriminant power
of individual visual features,
• A robust image retrieval scheme to address a new problem of unclean query,
• A novel query detection technique and a robust image retrieval scheme to address
a new problem of hidden classes,
• A new bag of images (BoI) model for expressing background knowledge,
• A novel BoI-based image clustering method to learn a localized similarity measure for each image cluster.

1.4

Publications

Publications of research outcomes of my Ph.D study include one (1) scholarly book
chapter, six (6) refereed journal articles, including two ERA A* journal articles, one
ERA A journal article and one ERA B journal article 1 , and seven (7) refereed conference publications, which are listed below.
1

The ERA (Excellence in Research for Australia) journal rankings are quoted according to ERA 2010 Ranked Journal List released by ARC (Australian Research Council) at
http://www.arc.gov.au/era/era_journal_list.htm

1.4. Publications
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Scholarly Book Chapter:
[J1] Jun Zhang, Lei Ye and Jianhua Ma, Chapter 10: MPEG-7 visual descriptors
and discriminant analysis, in Handbook of MPEG applications: standards in
practices, Eds. H. Agius and M. C. Angelides, John Wiley & Sons, pages 241262, (in production, to be published in December 2010).
Refereed Journal Articles:
[J2] Jun Zhang and Lei Ye, Content based image retrieval using unclean positive
examples, IEEE Transactions on Image Processing, 18(10):2370-2375, October
2009.
[J3] Jun Zhang and Lei Ye, Robust image retrieval with hidden classes, revised and
submitted to IEEE Transactions on Image Processing, (Reviews were received
on 25 June 2010; revised on 3 August 2010).
[J4] Jun Zhang and Lei Ye, Local aggregation function learning based on support
vector machine, Signal Processing, 89(11):2291-2295, November 2009.
[J5] Jun Zhang and Lei Ye, Series feature aggregation for content-based image retrieval, Computers & Electrical Engineering, 36(4):691-701, July 2010.
[J6] Jun Zhang and Lei Ye, Properties of series feature aggregation schemes, World
Review of Science, Technology and Sust. Development, 7(1/2):100-115, 2010.
[J7] Jun Zhang, Weidong Kou, Kai Fan, and Lei Ye, Watermarking protocol of secure
verification, Journal of Electronic Imaging, 16(4):043002(1-4), November 2007.
Refereed Conference Publications:
[J8] Jun Zhang and Lei Ye, Image retrieval based on bag of images, in IEEE International Conference on Image Processing, pages 1865-1868, Cairo, Egypt, October
2009.
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[J9] Jun Zhang and Lei Ye, Image retrieval using noisy query, in IEEE International
Conference on Multimedia & Expo, pages 866-869, New York City, USA, June
2009.
[J10] Jun Zhang and Lei Ye, Watermarking protocol for protecting user’s right in
content based image retrieval, in IEEE International Conference on Multimedia
& Expo, pages 1082-1085, New York City, USA, June 2009.
[J11] Jun Zhang and Lei Ye, Ranking method for optimizing precision/recall of content based image retrieval, in Symposia and Workshops on Ubiquitous, Autonomic and Trusted Computing, pages 356-361, Brisbane, Australia, July 2009.
[J12] Jun Zhang and Lei Ye, Properties of series feature aggregation schemes, in
International Conference on Information Technology and Applications, pages
361-364, Queensland, Australia, June 2008.
[J13] Jun Zhang and Lei Ye, Series feature aggregation for content-based image retrieval, in International Conference on Signal Processing and Communication
Systems, pages 1-6, Gold Coast, Australia, December 2007.
[J14] Jun Zhang and Lei Ye, An unified framework based on p-norm for feature
aggregation in content-based image retrieval, in IEEE International Symposium
on Multimedia, pages 195-201, Taichung, Taiwan, December 2007.

1.5

Thesis Organization

The material in this thesis is organized to have the emphasis on three major issues in
CBIR: 1) feature aggregation for similarity measures; 2) robust content-based image
retrieval; and 3) a retrieval model that incorporates background knowledge.
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Chapter 2 presents an overview on major research areas in CBIR to provide the
background. The major problems in CBIR include paradigm of user query, choice
of visual features, design of similarity measures, investigation of image collections,
approach of results presentation and measures of performance evaluation. This chapter
also provides a review on three important topics: feature aggregation; robust image
retrieval and retrieval model, which are topics to be investigated in this thesis. More
detailed review on each research problem in this thesis will be provided in its respective
chapter.
In Chapter 3, research on feature aggregation for similarity measure is presented.
The first work is on a p-norm based feature aggregation framework, which is proposed
to unify multiple existing methods including linear combination, Euclidean distance
and decision fusion. This framework provides a way to optimize the aggregation function for specific queries and applications. The second work aims to investigate the
importance of visual features for different query examples. A new localized feature
aggregation method is proposed to take into account the different importance of visual features for each query example. The third work explores the series paradigm
for feature aggregation in contrast to conventional parallel paradigm. A novel series
feature aggregation scheme is proposed to effectively exploit the discriminant power
of individual visual features.
In Chapter 4, a new topic in CBIR, robust content-based image retrieval, is identified and investigated. Specifically, robustness problems of unclean query and hidden
classes are addressed. The first work aims to address the problem of unclean query,
that is, ordinary users may introduce some noisy examples which are unable to describe
the user’s information need. A robust CBIR scheme is proposed to address this problem by incorporating data cleaning technique and noise tolerant classification. The
second work aims to address the problem of hidden classes, that is, the CBIR systems
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employing image classification can not effectively handle the queries associated with
hidden classes which are not predefined by the system. To address this problem, the
technique of novel query detection is developed and applied in a new robust image
retrieval scheme.
In Chapter 5, a new bag of images model (BoI) is proposed to effectively express
background knowledge for the purpose of CBIR. Based on the BoI model, two works
are reported, which utilize BoIs for image clustering and image ranking, respectively.
The first work aims to investigate the benefit of the BoI model for image clustering. A
new clustering method is developed to incorporate the BoI model into the clustering
procedure, which can learn a localized similarity measure for each image cluster. The
second work aims to explore the effect of the BoI model for image ranking. A study
using Bayesian decision theory shows the performance of image ranking can be effectively improved based on the BoI model. A number of experiments are carried out to
demonstrate the effectiveness of the BoI model.
Chapter 6 summarizes the major research results of this thesis and also offers some
ideas for future work.
In addition, some other research outputs during my PhD study are annexed.
In Appendix A, an empirical evaluation on discriminant power of MPEG-7 visual descriptors is reported. These investigations provide me with some in-depth
understanding of MPEG-7 visual descriptors that are heavily used in my experimental
systems.
In Appendix B, my research extends to a new and interesting area of secure image
retrieval. A novel protocol for secure image retrieval is proposed to protect CBIR
user’s rights.
At the end of thesis, reprints of abstracts of my publications are provided.

Chapter 2
Content-Based Image Retrieval: A
Literature Review
This chapter introduces content-based image retrieval (CBIR) and reviews relevant
topics to provide the basis of this thesis. The research problems addressed in this
thesis are closely related to three research topics in the CBIR field, which are feature
aggregation, robust performance and retrieval model. Section 2.1 introduces contentbased image retrieval and identifies some research questions that lead to following
sections. Sections 2.2 to 2.4 review and justify the research problems to be addressed
in this thesis. Section 2.5 summarizes this chapter.

2.1

Content-Based Image Retrieval

Content-based image retrieval aims to search for images by analyzing the actual contents of the image, which are usually described by visual features such as colors, texture
and shapes. This section introduces content-based image retrieval in order to provide
an overall understanding of the CBIR field.
9
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Figure 2.1: A generic system architecture for CBIR

2.1.1

A Generic System Architecture

Figure 2.1 shows a generic system architecture for content-based image retrieval. In a
typical retrieval scenario, the user first provides an example image to query the CBIR
system. The example image is used to describe the user’s information need. To answer
the query, the CBIR system searches the image collection for similar images to the
example. In the context of CBIR, the similarity is defined on image content which is
usually characterized by visual features. Therefore, the CBIR system would extract
visual features from the example image. The similarity measurement is performed
on the visual features of the example image and that of each image in the collection.
The feature extraction for images in the collection is normally conducted beforehand.
Finally, the images of the collection are ranked according to their similarities to the
query and some top ranked images would be returned as retrieval results. To improve
the system performance, some techniques could be introduced into CBIR systems.
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Relevance feedback is introduced into CBIR systems in order to better capture the
user’s information need through iterative feedback and query refinement [121, 165].
Image classification and clustering are introduced into CBIR systems to organize unstructured image collections, so as to improve retrieval accuracy and speed-up image
retrieval [142, 33].

2.1.2

User Query

How to describe the user’s information need and query the retrieval system is an inherent problem of content-based image retrieval. Query-by-example (QBE) is a generally
accepted paradigm in the CBIR field [127]. Under the QBE paradigm, the user can
use an example to query the CBIR system and expect to obtain similar images to the
query example. Given a query, the CBIR system would extract visual features from
the example and measure the similarities of images in the image collection. Due to the
ease of similarity measure, using an example image should be the most representative
way [33]. This thesis will adopt the way of query by example images, although other
query approaches are reasonable in their applications, such as sketch-based approach
[19] and interactive approach[42].
Research has shown that a single example image is unable to sufficiently describe
the user’s information need and multiple example images are necessary [121, 133].
Multiple example images could be provided by the user at initial query time [133]
or obtained during a number of iterations of relevance feedback [121]. With multiple
example images, the retrieval performance can be improved effectively such as by
learning a more powerful similarity measure for the specific query. Several research
works using multiple example images have been reported and certain success has been
achieved in their applications [121, 133, 165, 9, 2]. A review for image retrieval with
multi-example query is provided in Section 2.3.1.
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2.1.3

Visual Features

Given an example image as a query, the next question is how to describe the image
content. In the context of CBIR, image content is normally described by visual features. The retrieval performance depends on the ability of visual features to describe
image content for a specific application.
Color features, texture features and shape features are three types of visual features
well studied and extensively used in the CBIR field [120,127]. Color features are most
widely used in CBIR, which may be ascribed to the superior discriminating potentiality
of a three-dimensional domain over the single dimensional domain of gray-level images
[127]. Color features can be defined in various color spaces for different applications.
Texture features are another set of powerful visual features for CBIR. They could
capture the granularity and repetitive patterns of surfaces in an image. In domainspecific image retrieval, such as in aerial imagery and medical imaging, texture features
are particularly useful due to their close relation to the underlying semantics in these
cases [33]. Shape features are also important for CBIR, while they have not been as
widely used as color and texture features. A critical problem would be the inaccuracy
of segmentation in the extraction of shape features. Shape features can show key
attributes of segmented image regions, and their efficient and robust representation
could play an important role particularly in object-based image retrieval.
MPEG-7 is a well-known multimedia content description standard. A set of visual
descriptors has been tested and included in the MPEG-7 standard [89, 125]. The
MPEG-7 color descriptors include a number of histogram descriptors, a dominant
color, and a color layout descriptor [1, 89].
The scalable color descriptor (SCD) is a color histogram descriptor which is able
to capture the color distribution in the image. SCD is defined in the hue-saturationvalue (HSV) color space, and uses a Haar transform encoding, in order to address the
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interoperability issue.
The color structure descriptor (CSD) is another color histogram descriptor, which
is defined in hue-max-min-difference (HMMD) space to provide information regarding
color distribution as well as localized spatial color structure in the image.
The dominant color descriptor (DCD) compactly conveys global information regarding the dominant color present in the image. The image is represented as a set of
color vectors together with their percentage.
The color layout descriptor (CLD) provides information about the spatial color
distribution within images. After an image is divided into 64 blocks, CLD is extracted
from each of the blocks based on discrete cosine transform.
The MPEG-7 texture descriptors include texture browsing descriptor, homogeneous texture descriptor and edge histogram texture descriptor [1, 89].
The texture browsing descriptor (TBD) characterizes perceptual attributes such as
directionality, regularity, and coarseness of a texture. A set of scale and orientation
selective band-pass filters is applied to filter the image and the filtered outputs are
then used to compute the texture browsing descriptor components.
The homogeneous texture descriptor (HTD) represents the mean of energy deviation of 30 frequency channels modeled using Gabor function. The image is filtered by a
bank of orientation and scale sensitive filters and the filtered outputs in the frequency
domain are used to compute HTD components.
The edge histogram descriptor (EHD) captures the edge distribution within an image. EHD extracts edge information from 16 sub-images and categorizes it into five
classes for each sub-image: horizontal, vertical, 45 degree, 135 degree and nondirectional.
The MPEG-7 shape descriptors include region-based shape descriptor, contourbased shape descriptor and 3D shape descriptor [1].
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The region-based shape descriptor makes use of all pixels constituting the shape

within the image and it can describe the shape with a single connected region and the
shape consisting of holes in the objects or several disjoint regions.

The contour shape descriptor captures characteristic shape features of an object
or region based on its contour. The contour-based shape descriptor uses the curvature
scale-space representation which can capture perceptually meaningful features of the
shape.

The 3D shape descriptor provides an intrinsic shape description of 3D mesh models.
It exploits some local attributes of the 3D surface.

There are some other visual features proposed for the purpose of CBIR [127], such
as salient points and spatial location. Salient points can show the local invariants for
image matching. For example, a recent work studied pruned salient points for the
purposed of CBIR [157]. Spatial location could be useful particularly in region-based
image retrieval [87]. The spatial location and spatial relationship can show the clues
for the semantic of an image.

Since each single feature normally describes a specific aspect of image content, multiple visual features are necessary for the general purpose CBIR. Recent research work
uses multiple visual features, which can improve the retrieval performance effectively
[127, 33]. Although there are a number of good visual features available [89, 35] for
CBIR, how to effectively employ multiple visual features in CBIR systems is still an
open problem. In particular, a critical problem is to measure image similarity using
multiple visual features. This thesis will investigate methods of similarity measure
using multiple visual features.
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2.1.4

Similarity Measure

In content-based image retrieval, similarity measure consistent with human perceptual
similarity is a fundamental problem because it determines if the system can satisfy the
user’s information need. A simple way to measure image similarity is to use distance
(dissimilarity) measures. In particular, a specific distance measure could be designed
for a single visual feature in a certain space to match the perceptual similarity [127,89].
However, simple distance-based methods are not always effective enough, and more
effective and complex methods are desirable for CBIR [33].

2.1.4.1

Distance Measures

In the CBIR field, there are a number of distance measures used for similarity computation, such as the Minkowski metric, Hausdorff distance, K-L divergence, Earth
Mover’s Distance (EMD), and Integrated Region Matching(IRM). The well-known
Euclidean distance (L2 distance) and Manhattan distance (L1 distance) are special
cases of the Minkowski metric. The weighted Euclidean has been used for the color
moments in the MARS system [121]. The weighted Euclidean distance between two
vectors x and y, can be computed by

DL2 (x, y) =

sX
j

wj (xj − yj )2 ,

(2.1)

where wj is the weight of the j-th component, and xj and yj are components of x and
y, respectively. The Manhattan distance is recommended to compute the distance of
two CSD descriptors by MPEG-7 [89]. The Manhattan distance between two vectors
x and y, can be computed by

DL1 (x, y) =

X
j

|xj − yj | .

(2.2)
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The Hausdorff distance is applied in region-based image retrieval by Ko and Byun
[71]. The Hausdorff distance between two sets of points A and B can be computed by




DH (A, B) = max max min D (ai , bj ) , max min D (bj , ai ) ,
i

j

j

i

(2.3)

where ai ∈ A, bj ∈ B, and D (., .) is any underlying vector distance. The KullbackLeibler (K-L) divergence is used in the method for measuring similarity of texture
features [36]. The KL divergence between two distributions f (·) and g (·) can be
computed by

DKL (f, g) =

Z

+∞

f (x)log
−∞

X
f (x)
f (x)
f (x)log
dx, DKL (f, g) =
g(x)
g(x)
x

(2.4)

in the continuous and discrete cases, respectively. The Earth Mover’s Distance (EMD)
is widely used in region-based image retrieval [118] since it well matches perceptual
similarity and can be applied to variable-length representations of distributions. The
integrated region matching (IRM) is proposed by Li et al. [82], which can match a
region of one image to several regions of another image.
Research has shown that multiple visual features are necessary for the general purpose of CBIR. While simple distance-based methods lead to very efficient computation,
they often are not effective enough to be useful [33]. In the case of multiple visual
features, it is too ambitious to expect a single distance measure to produce meaningful retrieval results for various queries. Different visual features may require different
distance measures for similarity matching, such as pairs of visual feature and distance
measure recommended by MPEG-7 [89]. Generally speaking, multiple visual features
are able to describe the image content more effectively. However, similarity measure
based on multiple visual features is a big challenge for CBIR. Recent research tends
to develop more effective and complex methods rather than single distance measure.
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Feature Fusion

Feature fusion aims to measure image similarity using multiple visual features. There
are two feature fusion approaches, early fusion and feature aggregation (also named late
fusion [128]). Early fusion uses a unified measure to conduct similarity computation
on a unified image representation derived from multiple visual features. It can be
based on similarity metric learning, classification formulation and nonlinear manifold
learning.
Some methods aim to customize a similarity measure by considering the importance of feature components for a specific query. Based on relevance feedback, early
weighting methods use heuristic formulation with empirical parameter adjustment
[108, 112]. The basic idea is to assign higher weight to those feature components that
well group positive examples and separate the positive and negative. An optimization
formulation of the learning process is presented for multiple visual features in the retrieval system [119], which overcomes the difficulties of the well-founded theoretical
framework proposed in MindReader [63]. In a region-based scheme [22], each image is
represented as a family of fuzzy features derived from color, texture and shape, and
image similarity is computed by a unified feature matching measure.
Some methods formulate content-based image retrieval as a classification problem
[161, 165] and achieve similarity measure by a classifier. For example, based on relevance feedback, content-based image retrieval can be treated as a binary classification
problem, where the positive class consists of all relevant images to the query and the
negative class includes all irrelevant images. The positive and negative examples obtained during relevance feedback can be used to train a binary classifier such as SVM
[138,161]. Then, the decision functions could be used to measure the image similarity.
To address the problem that only positive examples are available, the problem of CBIR
was treated as a one-class problem and solved by One-Class SVM [25]. It is reasonable
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to treat all relevant images in a class, however the negative images are various which
can not form a class. To address this problem, the problem of CBIR was cast as a
(1+x)-class classification problem in Zhou and Huang [164]. Moreover, Peng explored
the approach which treats the problem of CBIR as a multiclass classification problem
[107]. Recent work focus on addressing some practical problems in the way that treats
CBIR as a classification problem. Tao et al. proposed CBIR schemes to address the
problem of small training sample size and the problem of asymmetric training samples
[134, 135]. Wang et al. explored how to optimise kernel parameters in CBIR schemes
employing Kernel-based biased discriminant analysis [150].
Some other methods are aimed to search for a nonlinear manifold with which visual
perception may be achieved better than with the original linear space [33], such as by
locally-linear embedding (LLE) and multidimensional scaling (MDS). Then, similarity measurement could be conducted in the new feature space more effectively. The
ranking on data manifolds is firstly explored by Zhou et al. [163]. He proposed an incremental semi-supervised subspace learning method for content-based image retrieval
by employing locality preserving projection [56]. A multiresolution manifold distance
for invariant image similarity is presented by Vasconcelos and Lippman [146]. He et
al. proposed a manifold ranking method for image retrieval [55], which could incorporate the information obtained from relevance feedback. Yu and Tian proposed an
optimal non-linear subspace projection to capture the most important properties of
the subspaces with respect to classification [155]. Recently, He et al. proposed maximum margin projection [57] to maximize the margin between positive and negative
examples at each local neighborhood, which is more suitable for image retrieval.
In contrast to early fusion, feature aggregation adopts a different approach, which
combines multiple feature distances to obtain image similarity. Normally each visual
feature requires a specific distance measure to match visual similarity because different
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features normally describe different aspects of image content. Feature aggregation can
take this observation into account. A review of feature aggregation is provided in
Section 2.2.

2.1.5

Image Collection and Result Presentation

The scope of an image collection is related to its applications and can influence the
complexity of CBIR system design. The categories of image collections include personal collection, domain-specific collection, enterprise collection, archives and web [33].
Various categories would be different in size, storage and type of data (homogeneous or
heterogeneous). These would be taken into account when developing CBIR techniques
for a specific application. In particular, a common consideration in the early research
is that image collections are unstructured and retrieval is based on a single similarity
measure.
Since a single similarity measure is hard to produce robust and meaningful ranking
of images, more efforts have been made to learning-based techniques, such as supervised image classification and unsupervised image clustering [33]. Image classification
[142, 11] and image clustering [122, 24] can be used to organise unstructured image
collections. Each image class can use its own similarity measure. Based on the image
classes constructed by classification or clustering, only the images that belong to the
relevant image class as predicted for the query will be ranked and returned as retrieval
results. In a result, image classification/clustering can speed-up retrieval and improve
accuracy effectively. However, clustering and classification for the purpose of CBIR
received relatively less attention in the early years of research [33].
The presentation of retrieval results could influence user satisfaction of CBIR systems. The most popular way to present retrieval results is based on the relevance
to the query. Images in a collection would be ranked according to their similarities
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measured on visual features. Other ways include class-based [24] and hierarchical [16].
For example, image clustering could be performed on the highly ranked images by
conventional metadata-based method and the retrieval results are presented based on
image clusters [24]. Generally speaking, the different ways for presentation of retrieval
results should be combined with proper CBIR techniques.

2.1.6

Evaluation, Systems and Applications

Subjects reviewed in this section include retrieval performance evaluation, real-world
CBIR systems and existing/potential applications. In particular, a new research topic
in the CBIR field, the security of CBIR systems, will be mentioned.

2.1.6.1

Performance Evaluation

In the research of CBIR, performance evaluation involves three aspects, evaluation
dataset, ground truth and evaluation measures.
There are several image datasets used for CBIR evaluation, such as Corel Stock
Photos, Caltech101 [43], ImageCLEF [61], and TRECVID [141]. Corel pictures are
most popular for performance evaluation in CBIR [96]. Caltech101 includes 101 picture
categories, which has been extended to 256 picture categories [17]. ImageCLEF is a
track as part of a cross-language evaluation forum, which also provides an image
dataset consisting of over 20,000 pictures for performance evaluation of CBIR [54].
The TRECVID benchmark is another popular one in the CBIR community to validate
their search and retrieval algorithms.
The construction of ground truth is a practical problem. There are some techniques
for creating ground truth [98], such as use of collection with predefined subsets, image
grouping, and user judgment. An advantage of using collections with predefined image groups is the ease of obtaining relevance judgments. In contrast, image grouping
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or user judgment requires the experts or real users to explore the entire image collection, which is normally time-consuming particular for large-scale collections. However,
grouping by the collection itself is not always based on visual similarity. Groups may
include semantic and visual similar images. To create ground truth for visual content
based retrieval, groups should be cleaned to only contain visually similar images. A
common technique would be cleaning the predefined subsets by using domain expert
knowledge.

Precision and recall are two of the most evaluation measures [98, 33]. Precision
is defined as the number of retrieved relevant images divided by the total number
of retrieved images. Recall is defined as the number of retrieved relevant images
divided by the total number of existing relevant images. Precision and recall have an
inverse relationship. Image retrieval results are usually reported by precision-recall
curves. Another popular measure is average precision, which is defined as the mean
of all the individual precision scores. Average precision can show the effect of the
respective rankings of relevant images in a ranked image list. Furthermore, mean
average precision (MAP) can be defined for a set of queries, which is the mean of the
average precision for each query. MAP has been shown to have good discrimination and
stability. Other measures used in CBIR include such as average normalized modified
retrieval rank (ANMRR) [89]. The recent comprehensive overview and discussion on
performance measures for CBIR refer to [59]. To show statistical significance, the
retrieval performance is computed over a number of queries. Normally, the number
of queries is range from 100 to 1000 [24]. The size of image collection is from 1000
to 20,000 [142, 61]. For large-scale retrieval, the size of collection can up to 80 million
[139].

22

Chapter 2. Content-Based Image Retrieval: A Literature Review

2.1.6.2

Systems and Applications

The existing applications of CBIR would be for art and culture, medical, personal
and the web [66]. In different applications, users may have different interests, which
would result in various requirements for CBIR techniques. For example, in the applications for art and culture [75], many art objects have distinct color, texture and
shape patterns. In contrast, in the applications for medical [66, 97], a medical professional is interested in a dark round area in a lung X-ray which may mean a particular
pathology. The potential applications would be in several areas, such as consumer
world, public safety and professional world. For example, in the professional world,
CBIR techniques can provide an easy way for people to retrieve, browse and skim their
interested content in their recorded meeting archive [31].
There are a number of CBIR systems developed in academia, such as MARS [121],
SIMPLIcity [149] and Picsom [76]. A comprehensive review of early CBIR systems is
provided in Veltkamp and Tanase [147]. Recently, two well-known commercial search
engines, Google Image Search [51] and Microsoft Bing Image Search [8], also support
to ‘find similar images’ or ‘show similar images’ for a specific image. They allow
users to query by a single image and return similar images by combining the results
of metadata-based image retrieval and content-based image retrieval. CBIR systems
are being developed in various domains such as family album management, botany,
astronomy, mineralogy and remote sensing [33]. However, not many CBIR systems are
deployed for public usage [33], which also becomes motivation for the work on CBIR.
An observation is there are a few efforts addressing security concerns. However,
security would be a critical aspect of practical CBIR systems. With the popularity
of visual information retrieval in ordinary users, security is becoming more and more
important. For example, the copyright protection would be an important security
problem in CBIR systems. In medical applications [97], a medical image is used as a
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query which carries the user’s health information and should not be distributed without
authorization. This problem is called the user’s rights protection. In Appendix B, this
thesis will introduce a new topic, secure image retrieval, and develop security protocols
to address the problem of user’s rights protection in CBIR systems.

2.2

Feature Aggregation for Similarity Measure

Feature aggregation is a feature fusion approach, which combines multiple feature distance (dissimilarities) measured in different feature spaces to obtain image similarity.
The advantage of feature aggregation is that specific distance metrics can be applied to
different visual features. A distance metric can be specifically designed by taking into
account the nature of a visual feature, so as to well match visual perceptual similarity.
Some work on feature aggregation [121, 104, 149, 18, 124, 75, 48, 140] has been reported
in the literature, while there are some unsolved problems.
First, existing feature aggregation methods are superior in different situations
[92, 104, 121, 124, 18, 75]. In SIMPLIcity, the similarity between two image regions
is obtained by combining multiple feature distances using a heuristic converting function [149]. The aggregation method could be based on simple fixed fusion operations
[92], such as Min, Max and Sum. The simple fusion operations are effective in some
applications, but they do not take into account the different importance of visual features for various queries. The linear combination was proposed to aggregate multiple
feature distances for the purpose of CBIR, which can set the weighting of visual features to describe the importance [121]. In another way, the Boolean logic was applied
to combine multiple feature distance in the MARS system and Blobworld [104, 18].
To overcome the limit of traditional Boolean logic, the combination was treated as
a decision problem and solved by a fuzzy logic-based decision method [75]. An unsolved problem is how to select a proper aggregation method to better satisfy a user’s
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information need.
Second, the combination function for feature aggregation is normally learned from
multi-example queries. Rui et al. [121] heuristically adjust a linear combination function according to the example images obtained through relevance feedback. An optimization method for the combination function was presented later [119]. A genetic
programming framework was proposed to combine MPEG-7 descriptor similarities for
the purpose of CBIR [140]. These methods would be applied for all examples in the
query. Recently, a localized learning method [48] for the combination function was
proposed. It is based on an observation that a feature descriptor may be not equally
important to different training example images. This method was proposed for image classification based CBIR schemes. Some CBIR systems may not employ image
classification. In the CBIR applications with unstructured image collections, the system should search relevant images according to the example images provided by the
user. A new problem is how to design a localized learning method for retrieval by
multi-example queries in the CBIR systems without employing image classification.
Third, most existing feature aggregation methods [121, 104, 149, 18, 124, 75, 48, 140]
such as linear combination [121], and fuzzy logic-based method [75], adopt the parallel
paradigm. In parallel feature aggregation, the function of individual visual features is
limited since the retrieved images are determined only by the aggregated similarity.
The irrelevant images can seriously affect the retrieval performance since all images
in the collection are used for ranking. In contrast to the parallel paradigm, the series paradigm can utilize individual visual features in sequence. The series feature
aggregation is a novel idea and is investigated in this thesis.
In Chapter 3, the above-mentioned problems will be investigated and solutions will
be proposed.

2.3. Robust Content-Based Image Retrieval
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Robust Content-Based Image Retrieval

One of the major contributions presented in this thesis is the research of robust contentbased image retrieval. This section reviews the retrieval of multi-example queries and
the retrieval with image classification and identifies the robustness problems that arise
in CBIR.

2.3.1

Retrieval of Multi-Example Queries

As mentioned in Section 2.1.2, a single image is unable to adequately characterize the
user’s information need so that multiple example images are desirable [121,133,9]. For
instance, a user provides an image of ‘red car’ as a query, it is difficult to determine the
user’s information need, whether the user is looking for images of ‘red car’ or images
of ‘car’ regardless of colors? In contrast to a single example query, the relationships
of visual content in a multi-example query could be explored to reveal more on the
user’s information need. For instance, a user provides images of a ‘red car’ and other
cars with various colors, it could be inferred that the user is looking for images of cars
regardless of colors. In the above examples, the words, ‘red car’ and ‘car’, are used
to describe visual content of images perceived by people, not the semantic meaning of
the car and colors.
Most work on CBIR with multi-example queries aims to improve the retrieval
performance by selecting or developing effective combination methods. A number
of retrieval experiments showed that a single image is not sufficient to express the
user’s query and multi-example queries are superior [133, 9]. Jin and French [64] proposed a retrieval scheme to merge multiple image lists ranked according to example
images instead of finding a query center. Natsev and Smith [100] proposed and investigated some techniques for active selection of query examples and query features.
An empirical study showed that the performance of lightweight methods using sim-
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ple combination rules is comparable to heavyweight SVM methods [100]. Zhu and
Zhang [166] presented and evaluated a variety of result combination strategies which
includes linear distance combination and non-linear result combination, in order to
improve retrieval results using multi-example queries. Abbadeni [2] proposed a twolevel approach for multi-example queries, in which a linear model was used to fuse
multiple representations and a round robin scheme was used to fuse multiple ranking
lists obtained from example images. Westerveld and Vries [153] proposed two generation models, query generation and document generation, to theoretically model image
retrieval using multiple example images.
Relevance feedback can be viewed as a way of supplying multiple example images
by involving users in the retrieval process [121, 165]. Some computing techniques used
in relevance feedback, where multiple selected images are handled, could be adapted to
process images supplied as examples in multi-example queries, for example, the weight
optimization method [119]. In this approach, some difference should be considered
in developing retrieval schemes with multi-example queries. In conventional CBIR
schemes with relevance feedback [121,165], the user provides a single image as a query
and the system returns the initial retrieval results. Then, the user is required to label
some returned images as relevant or irrelevant. The system automatically adjusts
internal parameters based on the user’s feedback. A session labelling returned images
requires several iterations.
In contrast, the retrieval schemes with multi-example queries aim to search relevant
images using multiple example images provided by the user as a query in a session with
no iterations. From the sampling point of view [69], when only relevant example images
are concerned, the approaches of relevance feedback and multi-example querying are
different. The approach of obtaining relevant example images using relevance feedback
can be viewed as a kind of cluster sampling, because the labeled relevant images would
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be clustered around the initial query image in some way which is determined by the
search strategy of CBIR systems. However, the approach of multi-example querying
can be viewed as a kind of simple random sampling, as the example images provided
by the user have certain diversity in low-level feature spaces [64].
Although the retrieval schemes for multi-example queries differ, all of them are
built upon the same assumption that the relevant images in a multi-example query
are provided correctly by the user and exactly express the user’s information need.
However, in practical CBIR systems, this assumption may not always hold. For instance, an ordinary user may make mistakes or supply some example images that do
not precisely characterize the user’s query. In these situations, a robust image retrieval
scheme is highly desirable.

2.3.2

Retrieval with Image Classification

Supervised image classification is beneficial for CBIR while the predefined classes and
the training samples are available. A multi-class classifier would be trained to classify
images in the collection into the predefined classes. Given a query, the system would
predict a relevant image class and return the top ranked images in the relevant class
as the retrieval results. Therefore, image classification could speed-up image retrieval
in large collections and improve retrieval accuracy [33].
The existing image classification approaches could be based on low-level modeling
or high-level modeling for image content [11]. In low-level modeling, image content
is modeled by low-level features such as color, texture and shape. This approach has
shown certain success in its applications, such as pioneering work on image classification [132, 142]. To address a particular scene classification problem, that is, the
indoor/outdoor classification on a database of 1324 images, Szummer and Picard [132]
combine color features and texture features to describe image content and adopt a tra-
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ditional K-NN classifier. To capture high-level concepts from low-level visual features,
a hierarchical classification scheme is proposed by employing binary Bayesian classifiers [142]. To provide images with semantic labels, in [20], two learning methods,
SVMs and Bayes point machines (BPMs), are applied to give the soft label membership to each test image described by low-level features. In contrast, in high-level
modeling, image content is modeled by high-level features such as visual words [12].
Fan et al. uses the concept-sensitive salient objects as the dominant image components to describe image content [41]. A method is proposed for image classification
based on approximate global geometric correspondence using local descriptors [79].
Mutch and Lowe have applied a biologically inspired model of visual object recognition to the image classification problem [99]. The probabilistic Latent Semantic
Analysis (pLSA) is applied to a bag of visual words representation for each image in
the context of image classification [12]. Oliva and Torralba proposed a computational
model for capturing semantic properties for image classification, which could bypass
the segmentation [103]. Fei-Fei and Perona propose a Bayesian hierarchical model image classification, in which image content is presented by a collection of local regions
obtained by unsupervised learning [44].

There are two approaches used in classification algorithms, the discriminative approach and the generative approach. The discriminative approach, such as SVM, can
directly optimize classification boundaries and organize images into classes according
to their decision values. SVM based multi-class image classification has been investigated by Goh et al. [49]. Chen and Wang [23] have also used SVMs in an MIL framework for region-based image categorization. Panda and Chang propose an efficient
method for processing and reusing multimedia queries in an SVM-based supervised
learning framework [105]. Zhang et al. propose a method to combine SVM and KNN
for effective image classification, which can overcome the drawbacks of any single clas-
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sification algorithm [156]. In contrast to the discriminative approach, the generative
approach estimates the density of images in each image class and uses Bayes formula
to compute the posterior. This approach is able to incorporate background knowledge
easily and is naturally suit to multiple classes. Bayesian classification combined with
density estimation by vector quantization is used for the purpose of image retrieval in
Vailaya et al. [142]. Image classification based on a generative model for the purpose
of retrieval is explored in Datta et al. [32].
Image classification can effectively improve the performance of CBIR systems.
First, an effective multi-class classifier can increase the accuracy of classifying images into relevant classes. Second, the prediction accuracy of the relevant class for a
query also can be improved using the multi-class classifier. Therefore, most work focus
on improving the multi-class classifier.
However, little attention has been paid to investigate the potential problems in
the interaction between the image classification and the image retrieval strategies. An
important assumption of image classification is that the testing image comes from a
predefined image class [142]. In large image collections, some classes may be unseen
which are not predefined [33]. When applying image classification for the purpose of
CBIR, a new problem is that some queries may be associated with the hidden classes
which are not predefined. The conventional approach is unable to handle these queries
effectively, which can affect the retrieval performance dramatically. This thesis will
investigate this robustness problem and a novel robust CBIR scheme.
There are some limitations in the classification-based image retrieval. For image
collections that cannot be organized, it is impossible to classify images. In conventional
classification-based image retrieval, one image belongs to only one class and image
classes are non-overlapping.
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2.4

Retrieval Model by Incorporating Background
Knowledge

Unsupervised image clustering is very useful to CBIR, particularly in large, unstructured image collections. In contrast to supervised image classification, unsupervised
image clustering does not have the requirements of predefined image classes and labeled training samples.
Two image clustering approaches could be used for content-based image retrieval,
which are early clustering and later clustering. In early clustering, the images in the
collection will be categorized for the purpose of image retrieval. To improve contentbased image retrieval by providing a good initial database overview to the user, Saux
and Boujemaa [122] proposed an image clustering method, in which the number of
clusters was determined by a competitive agglomeration algorithm. Gordon et al. has
applied the new information bottleneck (IB) principle to both discrete and continuous
image representations for unsupervised image clustering [52]. Zheng et al. proposed a
locality-preserving spectral image clustering method, in which unseen images can be
placed into clusters more easily than with traditional methods [162]. Goldberger et
al. combined discrete and continuous image models with information theoretic based
criteria for unsupervised hierarchical image clustering [50]. Li and Wang extended
k-means to instances represented by sets of weighted vectors for image clustering by
means of the D2-clustering algorithm [81]. In later clustering, some initial retrieved
images will be categorized for result presentation or improvement. To facilitate user
browsing, a Web image search result organizing method was proposed by categorizing
the initial retrieved images according to visual similarity and displaying images based
on clusters [151]. Cai et al. proposed a hierarchical clustering method to categorize
WWW image search results by combining visual, textual and link information [16].
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Chen et al. [24] proposed the use of a new spectral clustering-based approach to cluster
the retrieved images for each specific query image. This approach could incorporate
similarity information among the retrieved images into the retrieval procedure, so as
to improve the presentation of retrieval results. Ben-Haim et al. proposed a method
to improve the web-based image search by combining content based clustering and
image ranking in a most relevant cluster [7].
Unsupervised image clustering is convenient in practice. The work reviewed above
have made excellent contributions to improve the results of image clustering, so as
to improve the image retrieval performance. However, basically it is a hard problem
to produce meaningful clustering results due to two inherent problems, which are the
number of image clusters and the image clusters themselves [33]. In particular, the
similarity measurement is a difficult problem without any information of image clusters
available.
Semi-supervised clustering [148,5] is proposed to overcome the drawback of conventional clustering approaches that they could not bring background knowledge to bear
on the clustering process. Some work has also been done on the semi-supervised image
clustering in the context of CBIR. Grira et al. proposed an active selection method
of pairs of constraints for improving the semi-supervised image clustering [53]. To simultaneously perform the semi-supervised image clustering and the feature weighting,
Frigui and Meredith developed an adaptive constrained clustering (ACC) algorithm
[47]. A semi-supervised fuzzy clustering method was proposed for organization and
classification of digital images by Pedrycz et al. [106]. In these work, the background
knowledge is expressed by pair-wise constraints.
Incorporating background knowledge into the clustering procedure would be a
promising way to produce more meaningful image clusters. In existing semi-supervised
image clustering methods [53,47,106], background knowledge is expressed by pair-wise
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constraints, which are usually used to learn a globally optimized similarity measure
used by all image clusters. To match visual similarity preferred by users, an inherent requirement is that each image cluster would use its own similarity measure. An
interesting problem is how to achieve this requirement during semi-supervised image
clustering. Chapter 5 will be devoted to this problem and present a novel solution.

2.5

Chapter Summary

This chapter provided a short review of content-based image retrieval, which involves
user query, visual features, similarity measures, image collections, evaluation, systems
and applications. The focus has been put on three topics: feature aggregation for
similarity measures, robust content-based image retrieval and a retrieval model by
incorporating background knowledge. Several research problems were also pointed
out and discussed in the review. In summary, there are three important research
topics which will be investigated in this thesis.
• The first research topic is feature aggregation for similarity measures. In feature aggregation, the aggregation methods can use heuristic functions, machine
learning, or parallel model. There are three specific research problems. First,
how to adjust the aggregation function according to different queries. Second,
how to learn a local aggregation function for each query example. Third, how
to sufficiently utilize the discriminant power of individual visual features. These
problems will be addressed in Chapter 3
• The second research topic is robust image retrieval. Image retrieval can benefit
from multi-example queries and image classification. However, both retrieval
of multi-example queries and retrieval with image classification suffer from the
robustness problems. There are two specific research problems. First, how to
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handle unclean queries in which some noisy example images are unable to describe the user’s information need. Second, how to address the problem of hidden classes. The existing CBIR schemes employing image classification could
not handle the novel queries associated with the hidden classes. Chapter 4 will
focus on this topic.
• The third research topic is about retrieval model. Background knowledge can
be incorporated into unsupervised image clustering methods to further improve
the retrieval performance in terms of speed and accuracy. A specific research
problem is how to learn localized distance measure for each image cluster during
the semi-supervised clustering procedure. A new model is presented in Chapter
5
Besides reviews on identified topics presented in this chapter, more detailed reviews
on each research problem will be provided in each chapter where it is investigated.

(INTENTIONALLY BLANK)

Chapter 3
Feature Aggregation for
Content-Based Image Retrieval
This chapter focuses on feature aggregation for similarity measures in the context of
CBIR. Feature aggregation is proposed to address the problem of measuring image
similarity when multiple visual features are applied to describe image contents. In
Section 3.1, a review on feature aggregation is provided. Section 3.2 presents a p-Norm
based feature aggregation framework which can unify some existing schemes including
linear combination, Euclidean distance and decision fusion. In Section 3.3, a localized
feature aggregation method is proposed to explore the importance of visual features
for various query examples. Section 3.4 investigates series feature aggregation schemes
which can effectively exploit the discriminant power of individual visual features for
retrieval. Finally, Section 3.5 summarizes the proposed feature aggregation methods
and provides some suggestions for further improvement.
In addition, empirical study of the discriminant power of single and aggregated
MPEG-7 visual descriptors is annexed.
35
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3.1

Feature Aggregation

In CBIR systems, images in a collection will be ranked according to their relevance to a
query based on image content, which are usually characterized by visual features, such
as colors, texture and shapes. A single visual feature usually describes one aspect
of visual content, and the combination of multiple visual features has shown more
powerful ability to adequately characterize image content.
As mentioned in Section 2.1.4, it is desirable for CBIR systems to measure image
similarity using multiple visual features, namely feature fusion. Feature fusion methods
can be grouped into two classes, early fusion and feature aggregation (also named late
fusion [128]). Early fusion methods combine multiple visual features to form a single
feature vector and image similarity can be measured by feature distance using a unified
metric. This method is used in CBIR schemes due to convenience in computation and
mathematical analysis. In contrast, feature aggregation methods combine multiple
feature distances measured in individual feature spaces to obtain image similarity.
Specific distance measures could be designed for different visual features in order to
match the computed similarity and the visual similarity. Feature aggregation is a
promising technique for similarity measurement.
Figure 3.1 illustrates the feature aggregation process in CBIR systems. In the
approach of feature aggregation, the feature distances of images in the collection
to the query image are measured in their individual feature spaces. In the figure,
di , (i = 1, 2, ...) stands for the ith feature distance between an image in the collection
and the query image. Multiple feature distances are then aggregated into an image
similarity measure and the images in the collection are ranked according to this measure. Consequently, the retrieval performance would be largely dependent on a sensible
feature aggregation scheme.
Some efforts on feature aggregation have been reported. First, the fixed fusion op-
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Figure 3.1: Feature aggregation for the purpose of CBIR
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erations, such as ‘min’, ‘max’ and ‘sum’, could be used as feature aggregation function
to combine multiple feature distances [92]. To treat the feature distance array as a
vector, Euclidean distance is used to compute the aggregated similarity of multiple
visual features in [124, 4]. Basically, Euclidean distance is regarded as a fixed fusion
operation in these schemes. Considering the importance of visual features would be
variable for various queries, the linear combination is introduced into CBIR schemes
with relevance feedback [121, 30], in which the visual features are weighted and aggregated to characterize the query. Moreover, there are some systems such as MARS
[104] and BlobWorld [18] attempting to address the feature aggregation problem using Boolean logic, in which traditional Boolean logic is applied to combining visual
features to describe the query. To overcome the limitations of traditional Boolean
logic, a decision fusion scheme [75] using fuzzy logic is proposed to measure image
similarity for each query. To create a systematic framework for feature aggregation,
a genetic programming framework is proposed to combine feature similarities [140].
These schemes apply a single aggregation function to a specific query. However, it is
observed that features are not equally important to different example images. Based on
this observation, a local learning method is proposed [48] to learn a linear aggregation
function for each example image.

Feature aggregation is a promising approach for similarity measurement. Existing feature aggregation methods have achieved certain success in their applications,
while the problem of optimizing an aggregation function in practice is still desirable.
Furthermore, since the results reported individually in various schemes are obtained
under different conditions, the implication of formulae and their mechanism are yet
to be further explored. An empirical study is reported in Appendix A to evaluate
the discriminant power of MPEG-7 visual descriptors, particularly aggregated visual
descriptors. The results show that the aggregated visual descriptors outperform in-
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dividual visual descriptors and a proper method is necessary to effectively exploit
the discriminant power of aggregated visual descriptors. The following sections will
present the work on feature aggregation methods.

3.2

A p-Norm Based Aggregation Framework

In CBIR, feature aggregation could be expected to better match visual similarity of
image content by applying different metrics for individual visual features. The existing
feature aggregation methods include those using fixed fusion operations [92], Euclidean
distance [124, 4], Boolean logic [104, 18], decision fusion [75] and local learning [48].
In this section, a unified feature aggregation scheme is proposed. The p-norm is a
more general measure and widely used to induce distance measures in normed spaces.
It is found that p-norm can be used as a unified framework for feature aggregation, in
which previous methods such as linear combination, Euclidean distance, Boolean logic
and decision fusion could be treated as special cases.

3.2.1

Mathematical Formulation

The T-S compensatory operation [94] is introduced to formulate feature aggregation.
T-S compensatory operation is expressed as

C(d1 , d2 , ...dm ) = (1 − γ) · T (d1 , d2 , ..., dm ) + γ · S(d1 , d2 , ..., dm ),

(3.1)

where T and S represent a t-norm and a t-conorm, respectively, and C is the aggregated image similarity. The t-norm operator is a generalization of the aggregation
similar to logical AND in Boolean logic and t-conorm operator is similar to logical
OR. The parameter γ plays a role in balancing the two compensatory operations. T
operation emphasizes more different features in images while S operation emphasizes
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more similar features.
In this section, p-norm is introduced into the T and S operations as
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With Eqs.3.1 and 3.2, the feature aggregation can be formulated as
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Eq.3.3 provides a unified aggregation framework in the sense that some existing aggregation methods become instances of this framework.
Let p = 1, Eq.3.3 becomes
m
X
1
Cp (d1 , d2 , ...dm ) =
di .
m
i=1

(3.4)

Eq.3.4 represents the linear combination method. In this case, all feature distances
contribute equally to the similarity of image content.
Let p = 2 and γ = 1, Eq.3.3 becomes

Cp (d1 , d2 , ...dm ) =

r Pm

i=1

m

d2i

.

(3.5)

Eq.3.5 represents the method of using the Euclidean distance. With γ = 1, Euclidean
distance measures the image similarity by the more different features in images as the
result of the compounding effect of the squared feature distances.

41

3.2. A p-Norm Based Aggregation Framework
Let p = ∞, Eq.3.3 becomes
Cp (d1 , d2 , ...dm ) = (1 − γ) · min(d1 , d2 , ..., dm ) + γ · max(d1 , d2 , ..., dm ).

(3.6)

Eq.3.6 represents the method of using decision fusion introduced in [75]. Furthermore,
let γ = 1 in Eq.3.6, it becomes

Cp (d1 , d2 , ...dm ) = max(d1 , d2 , ..., dm ).

(3.7)

Eq.3.7 represents a special case of the method of using Boolean logical AND to select the most different feature as the content description for similarity measure, in
which case the most different feature in the image will determine the image similarity.
Similarly, let γ = 0 in Eq.3.6, it becomes

Cp (d1 , d2 , ...dm ) = min(d1 , d2 , ..., dm ).

(3.8)

Eq.3.8 represents a special case of the method of using Boolean logical OR to select
the most similar feature as the content description for similarity measure, in which
case the most similar feature in images will determine the image similarity.
For γ= 0, Eq.3.3 becomes

Cp (d1 , d2 , ...dm ) =

1−

 Pn

p
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m

1/p !
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(3.9)

For γ= 1, Eq.3.3 becomes

Cp (d1 , d2 , ...dm ) =

Pm

p
i=1 di
m

1/p

, 1 ≤ p ≤ ∞.

They are two forms of the extended Boolean schemes.

(3.10)
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Figure 3.2: Relationships of various aggregation methods in the unified framework
For any 0 < γ < 1, it reflects a balancing strategy in the system to emphasize
more on either the difference or commonness of features in images. In the case of a
larger γ that emphasizes the difference, the CBIR system will look for images that
have all features similar to all features of the query image. In the case of a smaller γ
that emphasizes the commonness, the CBIR system will look for images that have at
least some of the features similar to some of the features of the query image.
For all p 6= ∞, all features contribute to the similarity measurement of image
content and their significance of differences is determined by the order of p-norm.
Figure 3.2 summarizes the relationships of various aggregation methods for CBIR
in the p-Norm based aggregation framework.

3.2.2

Experimental Evaluation

Various feature aggregation methods are evaluated under the same condition using
IAPR TC-12 ImageCLEF2006 benchmark collection [54]. Some insights of the mechanism of how various aggregation methods work are discussed through the effects of
model parameters in the p-norm based aggregation framework.
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Table 3.1: Retrieval by unified feature aggregation
1: Extract the visual features of a query image in real time.
2: Compute the distances between a query image and an image in the
collection based on visual features and distance metrics
recommended by MPEG-7.
3: The feature similarity is defined as the feature distance normalized
by an exponential membership function
given in [75] as

−d
ij
,
dˆij = exp
αj

where dij is the distance between j th feature of the query image
and j th feature of the ith image in the collection, and αj is a
normalization factor. αj is calculated as
median(d )
αj = −log(0.5)j ,
h
i
where dj = dˆ1j , dˆ2j , ..., dˆN j is the distance array of the j th feature

between the query image and N images in the collection.
4: Four MPEG-7 visual descriptors [89] are used in the system
including DCD, CLD, EHD and HTD.
The aggregated image similarity si of the ith image in the collection
to the query image can be calculated by
si = C(dˆi1 , dˆi2 , dˆi3 , dˆi4 )
 P4
1/p !
 P4 ˆp 1/p
ˆik )p
1−
d
(
k=1
k=1 dik
, 1 ≤ p ≤ ∞.
+
+γ
= (1 − γ) 1 −
4
4
5: Rank images in the collection according to their similarities.

3.2.2.1

The Experiments

An experiment system is implemented to evaluate the performance of various feature aggregation methods. The system conducts a feature aggregation based retrieval
scheme, which includes five steps as shown in Table 3.1. The different aggregation
methods are implemented by setting model parameters in the p-norm based aggregation framework.
The experiments are designed to evaluate the retrieval schemes, which aim to search
visually similar images based on visual content. The experiments are carried out on
the IAPR TC-12 benchmark image collection (ImageCLEF2006) [54]. The image
collection contains over 20,000 photographic images. The queries and their ground
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truth sets defined in the CLEF Cross-language Image Track 2006 are initially for
combined keyword and content-based retrieval. They are modified to better suit these
experiments by removing images which are semantic relevant but visually irrelevant.
Queries of 40 topics from the collection are used in the experiments. The topics involves
sports, city pictures, landscape shots, animal pictures, people shots and action shots.
To evaluate content-based retrieval only, one example image from each query set is
selected and visually similar images from its ground truth set are used as the ground
truth set.
Experiments are conducted with varying p and γ. Typical p and γ are set to
instantiate various feature aggregation methods along with general values of p and
γ. p = 1 and p = ∞ are set for linear combination (labeled as Linear) and decision
fusion methods (labeled as Fusion), respectively, including γ=0 or 1 for basic Boolean
logic method; p = 2 and γ = 1 are set for Euclidean distance method (labeled as
Euclidean). p-norm methods (p-norm) of p = 3, 4, 5 with γ from 0 to 1 in a 0.1
increment are evaluated as well.
Average of precision and recall over all queries are used to measure the retrieval
performance. Precision and recall at k images retrieved [98] are defined as
F G(k)
,
k
F G(k)
recall =
,
NG

precision =

(3.11)
(3.12)

where k is the number of retrieved images, F G(k) is the number of matches after k
images retrieved and N G is the number of ground truth images.
3.2.2.2

The Results

This section reports and discusses the revealing results of typical feature aggregation
methods in the unified framework based on p-norm.
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Figure 3.3: Comparisons of typical schemes

Figure 3.3 depicts the results of typical p and γ that represent previously proposed
methods. It shows that the linear combination and Euclidean methods have similar
performances and both of them are superior to the decision fusion method with an
advantage of up to 10 percent.
Experiments show that the value of γ has different effects on methods of different
values of p. Figures 3.4, 3.5 and 3.6 depict the results of various methods of different
values of p over the range of γ, respectively. For p = 2, there are limited effects of γ
on the performance while for p = 5 and p = ∞, the effects of γ on the performance are
dramatic. When recall < 0.5, the performances are diverse while recall > 0.5, they
converge. The precision could be as different as about 15 percent and the precision difference at certain recall rate could be as high as about 30 percent. The γ dramatically
affects the performance at lower recall rates therefore they are most noticeable to the
users as these images are highly ranked. It is interesting to note that the performances
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Figure 3.4: p-norm with p = 2 and variable γ
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Figure 3.6: p-norm with p = ∞ and variable γ
of methods with larger values of p can approach each other with tuned values of γ as
shown in Figure 3.7 where [p = 2&γ = 1], [p = 3&γ = 0.8], [p = 4&γ = 0.7] and
[p = 5&γ = 0.8].

3.2.3

Remarks

The work presented in this section has been published [J14]. In this section, a pnorm based feature aggregation framework is proposed, in which previous schemes are
instances of the framework. Some insights of the mechanism of how various aggregation
schemes work are discussed through the effects of model parameters p and γ in the
unified framework. Extensive experiments were performed to evaluate various schemes
under the same conditions. The proposed framework is general and applicable to any
features. It could be built into content-based image retrieval systems where feature
aggregation is required. Experiments suggest that it could be beneficial to adapt
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Figure 3.7: p-norm with variable p and tuned γ
the feature aggregation schemes to queries. By unifying various feature aggregation
schemes, the framework provides a foundation for such work.

3.3

A Localized Feature Aggregation Scheme

This section presents a localized feature aggregation scheme that explores the interdependence among visual features to effectively improve retrieval performance.
Most existing feature aggregation methods are based on linear combination functions and fixed aggregation function. Based on the experimental observation that
visual features are not equally important to different query images, a local learning
method is proposed [48] to learn a linear aggregation function for each individual training image. Since it is applied to image classification, the implicit assumption is that
the image classes in the collection are predefined and some representative example
images for each class are available. In CBIR applications with unstructured image
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collections, such as web search, the system would return relevant images according to
several example images provided by the user. Therefore, the local learning method
can not be directly applied in a general CBIR scheme.
To address these problems, a new method is proposed to learn localized feature
aggregation functions using the query images provided by the user. In the learning
procedure, query images are considered as positive examples and negative examples
are obtained randomly from the image collection. There are three reasons for using
random negative examples. First, in practical applications labeling good negative
examples is time consuming. Second, in a large image collection the probability is
high that a randomly selected image from the collection is a negative example, so
that negative images can be easily obtained. Third, the manually labeled negative
examples may not offer sufficient variety. Previous experiments have shown that a
large set of random negative examples is often better than a small set of hand-picked
negative examples [137]. The objective of the new feature aggregation method is to
learn an aggregation function for each query image such that other positive examples
are close to it and all negative examples stay away from it. In the proposed method,
feature aggregation is formulated as a classification problem in a new vector space
and solved by support vector machines (SVMs). Using the non-linear kernels, the
interdependencies between features can be better explored by a non-linear feature
aggregation method in a higher dimensional space. As a result, the similarity of an
image in the collection to query image can be obtained by combining its similarities
to multiple individual query images using different localized aggregation functions.

3.3.1

Localized Aggregation Function Learning

The proposed method for learning local aggregation function is based on a new space
constructed from individual feature similarities. The new space has some advantages
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over a conventional combined feature space. It is difficult to construct a combined
feature space with a unified distance metric for multiple feature descriptors [75, 109],
while similarities of individual visual features can be obtained. The new space constructed from feature similarities provides a new way to take into account the special
features of an individual query image in feature aggregation. Furthermore, feature
aggregation can be formulated as a classification problem and solved by conventional
classification algorithms in the new space.
Let Ω be an image collection containing N images. Assuming m feature descriptors
are available, the feature representation of an image x is the set of m feature vectors
{xi }m
i=1 . The feature descriptors can be scales or vectors, which is not important for the
proposed method. Under the Query-by-Example (QBE) paradigm, the user provides
some example images as a query, Q = {qi }Li=1 . Dj (·, ·) denotes a distance metric for the
j-th feature. Given a query image q and a collection image x, the problem of feature
aggregation is to combine these feature distances, dj = Dj (xj , qj ) , j ∈ [1, m]. In this
work, the relevance between x and Q can be calculated in two steps: (1) similarity
calculation between x and each query image using a local aggregation function; (2)
relevance calculation by combining multiple image similarities.
For convenience, the feature distance is normalized [92],
d¯ =

d − dmin
,
dmax − dmin

(3.13)

where d represents a feature distance between a collection image and a query image.
dmax and dmin are the maximum distance and the minimum distance of the images
in the collection, respectively. d¯ denotes the normalized feature distance. Then, the
¯ The
feature similarity is calculated from normalized feature distance as s = 1 − d.
image similarity can be obtained by combining multiple feature similarities.
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3.3.1.1

Feature Aggregation Using SVM

To combine feature similarities, a new space S is created by modifying the method
proposed by Duin and Pekalska [109]. The first step is to randomly select a query
image q ∈ Q as a prototype. For an image xi , there is an m-dimensional similarity
vector si in a new space S, which is denoted as
si = (si1 , si2 , . . . , sim ) ,

(3.14)

where sij represents the similarity between xi and q on jth feature. Therefore, similarities between all images in Ω and q are represented by a matrix of the size N × m,




 s11 , s12 , · · · , s1m 


 s21 , s22 , · · · , s2m 


 .
.
.
 ..

..




sN 1 , s N 2 , · · · , s N m

(3.15)

The new space is based on the prototype q. In this new space, each image in the
collection is represented using the feature similarities to the prototype q. The number
of dimensions depends on the number of visual feature descriptors applied in the CBIR
system. By considering a linear solution, the feature aggregation for an image with a
similarity vector s can be expressed as a dot product as

s = s · w, s ∈ R,

(3.16)

where s is the aggregated similarity and w is a weight vector. The goal is to find
an optimal w such that positive examples are close to the prototype and all negative
examples stay away from it. A solution is to find the weight vector w that forms a
hyperplane in the new space to separate positive examples and negative examples.
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In the new space, the feature aggregation problem therefore can be formulated as a

binary classification problem. The positive class consists of all relevant images to the
user’s query and the negative class includes all irrelevant images. SVM algorithm [143,
15] is used to effectively solve this classification problem. Consider a linear separable
binary classification problem in the new space: {(si , yi )}ni=1 and yi = {+1, −1},
where n is the number of training samples, si is an m-dimensional vector in the feature
similarity space and yi is the label of this vector. The goal in training a SVM is to find
the separating hyperplane with the largest margin [143, 15] which can be represented
as




max

2
kwk

(3.17)



yi (si · w + b) ≥ +1, i ∈ [1, n] ,

where si is an input vector, w is a weight vector, and b is a bias. The solution can
be found through a Wolfe dual problem [143, 15] with the undetermined Lagrangian
multipliers αi . To get a potentially better representation of the data, the data points
can be mapped into a higher-dimensional space using the properly chosen nonlinear
φ-functions: K(si , sj ) = φ(si ) · φ(sj ), where K(·) is a kernel function. Then it becomes
the kernel version of the Wolfe dual problem. For a given kernel function, the output
hyperplane decision function of SVM is

f (s) =

n
X

αi yi K(si , s) + b.

(3.18)

i=1

Note that, the feature aggregation function could be

s=

n
X

αi yi K(si , s),

(3.19)

i=1

and a bias term is not necessary to evaluate. It is an important difference to the
decision function of SVM. The reason is that the result of feature aggregation measures

3.3. A Localized Feature Aggregation Scheme

53

the similarity of an image to the prototype. With multiple query images an optimal
aggregation function can be learned for each example image in the query using the
SVM algorithm. Furthermore, a nonlinear aggregation function can be obtained using
a nonlinear kernel. With the decision value f (s) and the bias b produced by SVM, the
aggregated similarity can be calculated.

3.3.1.2

Multiple Image Similarities Combination

The next task is to combine these similarities to obtain the final relevance for ranking.
The sigmoid function is used to convert the similarity between a collection image x i
and a query image qj , sij , to probability [111].

pij =

1
1 + e−sij

(3.20)

This calculation ensures that all query images contribute equally to the relevance. For a
collection image xi , there are L probabilities, {pij }Lj=1 , with respect to L query images.
These probabilities are combined to obtain the final probability that an collection
P
image is relevant to the user query, Pi = (1/L) Lj=1 pij . This can be considered as
a relaxation of the Hamming decoding scheme for the error-correcting output codes

[48].

3.3.2

Experimental Evaluation

A number of experiments are carried out to evaluate the proposed method. First, an
image retrieval scheme using the localized aggregation learning is presented. Then,
the retrieval performance of this scheme is reported.
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Table 3.2: Retrieval by localized feature aggregation
1: Choose a query image as the prototype.
2: Compute the feature distances of all collection images to the prototype
using elaborated distance measures.
3: Learn local aggregation function in a new space with respect to the
prototype.
4: Compute the similarities of all collection images to the prototype
using learned local aggregation function.
5: Return to Step 1 until all query images have been considered.
6: Combine multiple image similarities to obtain the final relevance.
7: Rank images according to their relevances to the user’s query.

3.3.2.1

An Image Retrieval Scheme

When the method of localized aggregation learning is adopted in a CBIR system,
the following procedure is applied. Initially, some example images are made available
to the system, which could be provided by the user or retrieved through query by
keywords. In the retrieval procedure, the query images are considered as the positive
samples and the system automatically obtains the negative samples from the image
collection randomly. The proposed algorithm for image retrieval is presented in Table
3.2.
This scheme provides a new solution to measure relevance between a collection
image and multiple query images. First the similarities between the collection image
and every query image are calculated using a localized aggregation function. Then
the relevance is obtained by combining multiple image similarities. Particularly, the
proposed method of localized aggregation learning can be embedded in many existing
image retrieval system, such as CBIR systems with relevance feedback.

3.3.2.2

Experiments and Results

The retrieval experiments are carried out on the IAPR TC-12 benchmark image collection (ImageCLEF2006) [54]. Two sets of experiments are performed. In the first
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Figure 3.8: Retrieval performance of feature aggregation methods
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experiment, 5 relevant example images are used as a query and in the second, 10
relevant images are used as a query. Multiple examples are randomly selected from
corresponding ground truth set which is created manually from ground truth sets
defined in ImageCLEF2006 by removing visually irrelevant images. Three MPEG-7
visual descriptors and recommended distance functions [89] are used to compute image
similarity in the experiments.
The retrieval performance in terms of average of precision and recall are reported.
The number of queries is 500 and the size of the image collection for experiments is
20,000. Precision is defined as the fraction of retrieved images that are relevant. Recall is defined as the fraction of relevant images that are retrieved. For comparison,
the CombSumScore method for multiple features and multiple examples is also implemented, which is the best one in all methods evaluated by McDonald and Smeaton
[92]. In the proposed method, local SVM combination (LSVMC), a linear kernel and
a Gaussian kernel are implemented for evaluation. The method proposed by Frome et
al. [48] can be seen as a modified version of LSVMC with a linear kernel.
Figure 3.8 depicts the average precision-recall graphs for the three methods, linear
LSVMC, Gaussian LSVMC and CombSumScore. This figure shows that the performance of the proposed LSVMC methods are better than that of CombSumScore and
the Gaussian LSVMC method is the best one. In particular, in the case of the query
with five example images, while recall < 0.5, the retrieval precision of the Gaussian
LSVMC is superior to the Linear LSVMC, about 10 percent higher and the Linear
LSVMC is a little better than the CombSumScore. In the CombSumScore method, all
features are combined with an equal weight and the importance of individual features
for different query images are there treated equally. In the linear LSVMC method,
every query image has its own modality in terms of the linear combination of multiple features. Therefore, it has better retrieval performance than CombSumScore. In
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retrieval experiments, Gaussian kernel has better generalization capability than linear
kernel, so the performance of the Gaussian LSVMC method is better than that of the
linear LSVMC method.

3.3.3

Remarks

The work presented in this section has been published [J4]. In this section, a localized
feature aggregation method is proposed and investigated. The proposed method allows
to measure feature distances using elaborated distance metrics in different feature
spaces. Feature aggregation was then formulated as a binary classification problem in
the new similarity space and solved using support vector machines (SVMs). First, the
proposed method can learn an aggregation function for each query image. Second, it
can extend a linear feature aggregation to a non-linear one using a non-linear kernel
for SVMs. The experimental results demonstrated that the proposed method can
significantly improve the retrieval performance.

3.4

Series Feature Aggregation Scheme

Conventional feature aggregation schemes combine all visual features in a single stage.
In other words, the decision is made based on all visual features in one step. In this
section, a series feature aggregation scheme with multiple decision making steps is
presented.

3.4.1

Parallel vs Series Feature Aggregation

In CBIR systems employing feature aggregation, the relevant images are ranked according to an aggregated similarity based on the distances of multiple features, as
shown in Figure 3.1. The retrieval performance is largely dependent on the feature
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aggregation scheme.
According to their architecture, feature aggregation schemes can be categorized as
follows.
• Parallel feature aggregation (PFA): all visual features are aggregated in one similarity function.
• Series feature aggregation (SFA): individual visual features are applied to retrieval in succession. The images retrieved by a visual feature in a previous
stage are piped into retrieval by another visual feature in next stage.
Most existing schemes [92,124,4,121,30,104,18,75,48] can be regarded as PFA schemes.
Figure 3.9 depicts the structure of PFA. The top-k ranked images by each feature are
merged into one list as the final retrieval result. In conventional schemes such as linear
combination, the k could be the number of all images in a collection. Assume that m
features are used in the system, there will be m sorted image lists.
In this section, a SFA scheme is presented. Compared with PFA, SFA has the
ability to filter out the irrelevant images effectively with a well designed order of
application of individual features. The computational complexity can be reduced since
only images retrieved by feature in previous stages will be processed in next stages.
In SFA schemes, the image retrieval problem can be treated as a process of selecting
relevant images from the image collection based on their relevance to each individual
features. Top ranked images by a single feature form a sub-collection in which images
are to be ranked using another feature. Effectively, this process filters out irrelevant
images using individual features in series stages and the resultant images are therefore
relevant to all features.
Figure 3.10 depicts the structure of SFA. The top ki images ranked by the ith
feature form the set of images for ranking by the (i + 1)th feature. The final retrieval
results are obtained with m stages where m is the number of applicable features. There
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Figure 3.9: Parallel feature aggregation
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Figure 3.10: Series feature aggregation
are two important factors in SFA. One is the order of applied features and the other
is the numbers of retrieved images, ki (i = 1, 2, ..., m), in each stage. If ki increases,
more images that are less relevant to the query on a specific feature are retained and
used as candidates in the next stage, the recall may increase and the precision may
decrease and vice versa.
Two ranking strategies can be implemented in a SFA scheme:
• Basic ranking scheme: after m stages, the retained images are ranked in accordance with their feature distances in the feature space of the last applicable
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feature.
• Combined ranking scheme: after m stages, the retained images are ranked in
accordance with their feature distances in the combined feature space.
In the basic ranking scheme, one problem is that the ranking of retrieved images
are only determined by the last feature descriptor. The feature order can affect the
retrieval performance dramatically, so the choice of feature order is critical. To reduce
the effect of feature orders for practical reasons, the combined ranking scheme uses a
combined metric of feature distances to rank images. Note that the main difference
between these two strategies is how they filter out irrelevant images. SFA could be
superior to PFA as a result of early elimination of irrelevant images in various stages.

3.4.2

Properties of Series Feature Aggregation

This section investigates two important properties of series feature aggregation. Let an
image collection Ω contains N images, Ω = {x1 , x2 , . . . , xN }. Assuming that m visual
features are used, the feature representation of an image x is the set of m feature
vectors {xj }m
j=1 in the m high dimensional feature spaces. The dimension of each
feature space intrinsically depends on each individual feature and may be different
from one feature to another. Dj (·, ·) denotes a distance metric in the j-th feature
space. Given a query image q and a collection image x, the distance between them in
the jth feature space is
dj = Dj (xj , qj ).

(3.21)

The aggregated distance is expressed as

d=

where

(d1 , d2 , · · · , dm ),

(3.22)

denotes an aggregation operation for combining multiple feature distances.
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In SFA schemes, it is assumed that the distance threshold for ith feature descriptor

is Ti . Then, in any feature order, the output image set is identical. The output of
basic ranking SFA can be expressed as
ΩbSF A = {x|d1 ≤ T1 , d2 ≤ T2 , · · · , dm ≤ Tm , x ∈ Ω} .

(3.23)

And the output of combined ranking SFA is
ΩaSF A = {x|d1 ≤ T1 , d2 ≤ T2 , · · · , dm ≤ Tm , d ≤ T, x ∈ Ω} ,

(3.24)

where {Ti } are distance thresholds for visual features and T is the distance threshold
for the aggregated distance. The thresholds are be manually set. Hence, the first
property of SFA is as follows. Note that, generally “similar” does not mean “relevant”.
However, in this research, relevant images are visually similar images and similarity is
defined by a distance.
Property 1: The retrieved image set of SFA is irrelevant to the applied feature
order.
The output image sets of SFA schemes are irrelevant to the order of visual feature
applied in CBIR. In fact, the retrieved images are determined by the chosen feature
distance thresholds.
Generally, the output image set of a PFA scheme is

ΩP F A = {x|d ≤ T, x ∈ Ω} .

(3.25)

According to (3.24) and (3.25), there is
ΩaSF A ⊂ ΩP F A .

(3.26)
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Table 3.3: Parallel feature aggregation
1: Extract the features of query image in real time.
2: Compute the distances between query image and database image based on
visual features and the distance metrics recommended by MPEG-7.
3: Images in collection are ranked according to different feature distances
respectively. System returns m ranked image lists, where m is the number
of features applied in system.
4: Top k images in each ranked list are merged and re-ranked to obtain final
retrieval result and display.
An image is strongly relevant to the query if it is relevant to the query for all features.
Similarly, an image set is a strongly relevant image set to the query if all images in
the set are strongly relevant to the query. Hence, the second property of SFA is as
follows.
Property 2: The retrieved image set of advanced SFA is a strongly relevant image
subset of PFA.
It can be found that the retrieved images by SFA not only satisfy the overall
distance criteria but are also relevant to each feature determined in multiple stages.
But the conventional feature aggregation schemes are based on an overall distance
criteria in the joint feature space.

3.4.3

Experimental Evaluation

A number of retrieval experiments are carried out to evaluate the proposed schemes.
In particular, typical PFA and SFA schemes are implemented for comparison.
3.4.3.1

The Schemes

An experiment system is implemented to evaluate the performance of various feature
aggregation schemes. For parallel feature aggregation, the steps shown in Table 3.3
are executed in the system. The mid-rank method is applied to merge and re-rank top
k images in multiple image lists, which ranks images using the sum of their ranks in
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m lists. If an image does not exist in top k of a special list, its rank in this list will be
set to 2.5k. A similar setting is applied in the MPEG-7 core experiments, which are
conducted on a common workplan to determine which of several proposed technologies
are best and if the proposed specification can be implemented in an interoperable way
[1].
As a typical case of PFA, a linear combination scheme is also implemented. For
the linear combination scheme, k is set as the number of images in the collection.
And in the Step 4 of PFA, the feature distance of all images in each ranked list will
be normalized and fused to obtain aggregated distance for ranking. A conventional
normalization function [92] is applied in the experiments,
di − dmin
,
d¯i =
dmax − dmin

(3.27)

where di represents the ith feature distance between query image and collection images.
dmax and dmin are the maximum distance and the minimum distance of the ranked
images by the ith feature descriptor, respectively. d¯i denotes the normalized feature
distance. The aggregated distance computed using the simple linear operation can be
expressed as

m

d=

1 X¯
di ,
m i=1

(3.28)

where m is the number of feature descriptors and d represents the aggregated distance
for ranking images.
For SFA, Step 1 and Step 2 are the same as that for PFA, but Step 3 and Step 4
are different. The detail is shown in Table 3.4. For different schemes of SFA, in Step
4 different ranking criteria is applied before system display the retrieved k n images.
In the basic scheme, the retrieved images are ranked according to the mth feature
distances. In the advanced scheme, the retrieved images are ranked according to their
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Table 3.4: Series feature aggregation
1: Extract the features of query image in real time.
2: Compute the distances between query image and database image based on
visual features and the distance metrics recommended by MPEG-7.
3: If the first feature is considered, all images in collection are ranked
according to their distances on the first feature and the top k1
images are returned. Else if the (i + 1)th feature is considered,
the ki images returned by the last iteration are ranked according to
their distances on the (i + 1)th feature and the top ki+1 images are returned.
4: If all features have been considered, then system displays kn images.
Else, consider the next feature and return to Step 3.
aggregated distances, which can be computed by Eqs.(3.27) and (3.28).
3.4.3.2

The Experiments

The IAPR TC-12 benchmark image collection (ImageCLEF2006) [54] is used in the
experiments, which contains over 20,000 photographic images. In these experiments,
multiple examples in a query are randomly selected from corresponding ground truth
set which is manually created from the ground truth sets defined in the benchmark by
removing visually irrelevant images.
To evaluate the performance of SFA, PFA and linear combination scheme are implemented as reference. There are three sets of experiments:
1. The first set of experiments is designed for PFA and linear combination scheme.
The configuration of PFA, variable k, are tuned manually. k determines how
many images in every ranked list are used for the following merging operation.
The linear combination scheme of feature distances is implemented with equal
weights on all features.
2. The second set of experiments is designed for basic ranking SFA and the linear
combination scheme. The configuration of SFA, feature order and variable k, are
tuned manually. The equal weights are used in the linear combination scheme.
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Table 3.5: Retrieval performance of PFA schemes with variable k

Linear
k=0.01N
k=0.02N
k=0.03N
k=0.04N
k=0.05N
k=0.10N
k=0.25N
k=0.50N

Precision
(Recall=0.1)
0.63
0.53
0.57
0.63
0.62
0.60
0.62
0.62
0.62

Precision
(Recall=0.2)
0.45
0.33
0.33
0.37
0.41
0.42
0.42
0.41
0.41

Precision
(Recall=0.3)
0.32
0.24
0.23
0.27
0.27
0.26
0.28
0.30
0.30

Precision
(Recall=0.4)
0.25
0.21
0.17
0.20
0.20
0.20
0.21
0.21
0.22

Precision
(Recall=0.5)
0.19
0.16
0.14
0.14
0.15
0.15
0.14
0.15
0.16

3. The third set of experiments is designed for combined ranking SFA and the linear
combination scheme. The configuration of advanced SFA is fixed and aggregated
distance are computed with Eqs.(3.13) and (3.28).
The feature order in combined ranking SFA is HTD-EHD-CLD, which is found to
achieve good retrieval performance in the experiments. A simple strategy is applied
to determine the number of output images,

ki+1 = c · ki

(3.29)

where ki denotes the number of images retrieved by the ith feature. c is a parameter
and c = 0.25 is used in all experiments.
3.4.3.3

The Results

Table 3.5 presents the average performance of the PFA scheme over all queries with
variable k and the linear combination scheme on all queries. N is the number of images
in the collection, where N = 20000 in all experiments. The choice of k can slightly
affect the performance of the PFA scheme. The performance of the PFA scheme
converges after recall = 0.3. The average performance of the linear combination
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Table 3.6: Optimal retrieval parameters for different queries
Query 1
Query 2
Query 3

Feature order
HTD-CLD-EHD
CLD-HTD-EHD
HTD-EHD-CLD

(a) Query 1

k1
0.05N
0.02N
0.50N

k2
0.015N
0.015N
0.100N

(b) Query 2

k3
0.01N
0.01N
0.01N

(c) Query 3

Figure 3.11: Example queries
scheme is about 5 percent better than that of the PFA scheme.
The results of the second set of experiments show that the feature orders applied
in basic ranking SFA and the different ki are critical to the retrieval performance.
It is also shown that the performance may vary with different distance thresholds in
different feature orders. In the experiments, the different ki for different feature orders
are manually selected to demonstrate the effect of parameters to the three individual
queries. The parameters separately selected for the three queries are listed in Table
3.6. Figures 3.12, 3.13 and 3.14 are used to illustrate the advantage of SFA. For
comparison, the performance of the linear combination scheme is also plotted in the
figures. It is shown that even the basic ranking SFA could outperform the linear
combination scheme in some cases.
The results of the third set of experiments demonstrate that the combined ranking
SFA is superior to the linear combination scheme. The feature order in combined
ranking SFA is HTD-EHD-CLD, which is manually selected. The setting of k 1 =
0.16N , k2 = 0.04N and k3 = 0.01N are heuristic. Figure 3.15 depicts the graphs of
the average precision and recall over all ground truth sets. The combined ranking SFA
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Figure 3.12: Retrieval performance of feature aggregation methods for query 1
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Figure 3.13: Retrieval performance of feature aggregation methods for query 2
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Figure 3.14: Retrieval performance of feature aggregation methods for query 3
outperforms the linear combination scheme about 10 percent when recall < 0.6 and
the performances converge after recall > 0.6. The reason is that SFA can effectively
filter out irrelevant images using individual features in each stage and the remaining
images are all relevant to the query. The greater performance improvement in lower
range of recall rates is significant in practice as more relevant image are ranked higher,
which brings better user experience by finding more relevant images more quickly.

3.4.4

Remarks

The work presented in this section has been published [J5,J6,J12,J13]. Most existing schemes are parallel feature aggregation (PFA). In this section, a series feature
aggregation (SFA) scheme is presented. Compared with PFA, SFA has the ability to
filter out the irrelevant images effectively with a well designed order of application of
individual features. Experiments have shown that: features order and different k i in
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Figure 3.15: Comparisons between combined SFA and the linear combination scheme
basic ranking SFA are critical to the retrieval performance, and the combined ranking SFA is superior to the linear combination scheme which is a typical PFA scheme.
SFA is able to retrieve more relevant images more quickly which brings better user
experience. A future work is to address the problem of parameter tuning for a specific
query.

3.5

Chapter Summary

This chapter explored feature aggregation which obtain image similarity through combining feature distances measured by distance metrics in individual feature spaces.
The work presented in this chapter addressed feature aggregation problems from
different perspectives. A p-Norm based feature aggregation framework was proposed
to unify a number of existing feature aggregation schemes including fixed fusion op-
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erations, linear combination, boolean logic and decision fusion. A localized feature
aggregation method was proposed to explore properties of individual query images. In
this method, a specific aggregation function can be learned for each individual query
image. The images in the collection are ranked according to the combined similarity
to all query images. A series feature aggregation approach was proposed to overcome
the drawbacks of conventional parallel feature aggregation schemes, which can filter
out irrelevant images using individual visual features in a series of stages before image
ranking, so as to improve the retrieval performance. All work presented in this chapter
has been published [J1,J4,J5,J6,J12,J13,J14].
The measurement of image similarity is critical for CBIR systems. Future work in
this direction would be to develop an integrated CBIR scheme employing self-adaptive
feature aggregation.

(INTENTIONALLY BLANK)

Chapter 4
Robust Content-Based Image
Retrieval
In Chapter 3 feature aggregation has been investigated and methods were proposed to
better measure image similarity using multiple visual features. This chapter explores
a new research topic, robust image retrieval, which has not been investigated in the
field before. The problems arise in practical CBIR as a result of user usage or system
design. In Section 4.1, a new problem of unclean queries, which could be introduced by
users, is investigated and a robust image retrieval scheme is proposed by incorporating
the methods of data cleaning and noise tolerant classification. In Section 4.2, a new
problem of hidden classes is investigated and a novel query detection technique is
proposed and incorporated in a robust image retrieval scheme. Finally, Section 4.3
summarizes the work on robust image retrieval.

4.1

Image Retrieval with Unclean Queries

This section identifies and addresses a new problem in practical CBIR systems, unclean
queries, which could be introduced by users during a retrieval session. The problem
73
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Figure 4.1: Example images (strongly relevant, weakly relevant and irrelevant)
of unclean queries in CBIR is first analyzed and a robust image retrieval scheme is
proposed to address it. A number of image retrieval experiments are carried out to
evaluate the proposed solution.

4.1.1

Problem of Unclean Queries

As mentioned in Section 2.3.1, multi-example queries are desirable for CBIR. In practice, the retrieval with multi-example queries may suffer from some condition, called
unclean queries. The problem of unclean queries arises when some images in a multiexample query do not characterize the user’s query and result in degrading retrieval
performance. An unclean query could include three kinds of example images. The
strongly relevant images are those images that clearly display visual clues of the user’s
information need. The weakly relevant images are those images that partially display
visual clues of the user’s information need. The irrelevant images in supplied query
examples are those images that do not display visual clues of the user’s information
need and do not characterize the user’s query. They may be provided as examples in
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error or as a result of other potential events. For instance, Figure 4.1 shows some images, which may be provided as examples of a query for images with the visual content
similar to that in images of “beaches”. The strongly relevant images are marked by
√
tick ( ). The irrelevant image is marked by a cross (×). The weakly relevant image
is marked by a circle ( ). The weakly relevant images and the irrelevant images in
an unclean query may impact on similarity evaluation and result in poor retrieval performance. They may interfere in the selection of parameters and feature aggregation.
In fact, retrieval schemes with relevance feedback may be negatively affected as well.
Image retrieval with unclean query can be formulated as a problem of classification
using unclean training samples. All relevant images to the user’s query in the collection
form an image class. In machine learning, there are two main approaches to address
the problem of classification using unclean training samples [114, 13], which are data
cleaning and noise tolerant pattern classification. In the approach of data cleaning, bad
samples will be removed prior to classifier induction, so classification accuracy could be
increased [13]. But this approach has potential risk of removing good samples. In the
other approach, some efforts have been made to construct noise tolerant classifiers [78].
However, this approach can not completely eliminate the influence of bad samples.
Inspired by classification using unclean training samples, a robust image retrieval
scheme is developed to process unclean queries by adapting some techniques from
data cleaning and noise tolerant pattern classification.

4.1.2

A Retrieval Scheme Based on SVM Ensemble

In this section, the irrelevant images and weakly relevant images in an unclean query
are viewed as noises in the image retrieval process. In the first step, those images
are filtered out as noises. The filters are implemented using an ensemble of support
vector machines (SVMs) taking the advantage of SVM’s good generalization and noise
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tolerant ability [143, 15]. The ensemble method also can improve the effectiveness of
SVM classifiers. In the second step, a method of noise tolerant relevance calculation is
proposed to further eliminate the negative effect of remaining noises. And the decision
values produced by the ensemble of SVMs are aggregated to quantify relevance of
images to the query.
The rest of this section is organized as follows. First, an SVM-based feature aggregation method is presented. Then, a noise elimination process is developed based
on the proposed feature aggregation method. Finally, an algorithm for noise tolerant
relevance calculation is proposed for ranking images.

4.1.2.1

A Feature Aggregation Method Based on SVM

The proposed scheme employs feature aggregation that calculates image similarity by
fusing multiple feature distances. Let us consider an image collection Ω containing
N images, Ω = {x1 , x2 , . . . , xN }. Assuming m visual features are used, the feature
representation of an image x is a set of m feature vectors, {F k }m
k=1 , in high dimensional
feature spaces. A multi-example query is denoted as Q = {qi }Li=1 .
Let a query image q ∈ Q be the prototype. A new feature dissimilarity space is
constructed by modifying the conventional method for dissimilarity space [39, 109].
For each collection image, di is a vector in an m-dimensional space S, called feature
dissimilarity space, as
di = (di1 , di2 , . . . , dim ) ,

(4.1)

where dij represents the dissimilarity between xi and q with respect to the j-th feature.
The dissimilarity is defined by a feature distance. Dj (·, ·) denotes a distance metric
for the j-th visual feature, then

dij = Dj xji , qj .

(4.2)
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Therefore, all images in Ω are vectors in S.

In such a new feature dissimilarity space, feature aggregation can be formulated as
a binary classification problem and solved with an SVM. The positive class consists of
all relevant images to the query and the negative class consists of all irrelevant images.
The SVM algorithm [143, 15] is chosen to design the binary classifier because of its
good generalization and noise tolerant ability.
Consider a linear separable binary classification problem in a feature dissimilarity
space with n training examples, {(di , yi )}ni=1 and yi = {+1, −1}, where di is a training
sample and yi is the label of this sample. The query images are used as positive training
samples which are labeled by +1. And some images in the collection are randomly
labeled by −1 and used as negative training samples. The SVM separates the positive
class and the negative class by a hyperplane, w · d + b = 0, where d is an input vector,
w and b are the hyperplane coefficients and a scalar. The goal of training an SVM is
to find the separating hyperplane with the largest margin, which is represented as



yi (di · w + b) ≥ +1, i ∈ [1, n] ,

(4.3)



min kwk2 /2.

The solution can be found through a Wolfe dual problem with the undetermined
Lagrangian multipliers αi [143, 15]. To get a potentially better representation of the
data, the data points can be mapped into a higher-dimensional space using the proper
chosen nonlinear φ-functions, K(di , dj ) = φ(di )·φ(dj ), where K(·) is a kernel function.
Then, we get the kernel version of the Wolfe dual problem. Thus, for a given kernel
function, the output hyperplane decision function of SVM is

f (d) =

n
X
i=1

αi yi K(di , d) + b.

(4.4)
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The SVM classifier is given by C(d) = sgn (f (d)). To deal with cases where there may
be no separating hyperplane, the soft margin SVM can be applied. The objective of
optimization of soft margin SVM can be expressed as



yi (di · w + b) ≥ 1 − ξi , ξi ≥ 0, i ∈ [1, n] ,

(4.5)


P

min kwk2 /2 + C ni=1 ξi ,

where ξi s are slack variables;

Pn

i=1 ξi

is an upper bound on the number of training

errors and C ≥ 0 is a parameter to control the penalty to errors.
In this method, since feature aggregation is formulated as a binary classification
problem and solved by SVM, the output of SVM, f (d), can be used as the result
of feature aggregation, i.e., image similarity, and the coefficients w is related to the
importance of different visual features. Based on kernels, a linear feature aggregation
method can be extended to a non-linear one. Some common kernels include polynomial, radial basis function, Gaussian radial basis function and hyperbolic tangent.
Gaussian radial basis function shown in Eq.4.6 is adopted in the experiments of robust
image retrieval.
kdi − dj k
K(di , dj ) = exp −
2σ 2


4.1.2.2



(4.6)

Noise Identification and Elimination

The first step of the robust image retrieval scheme is noise identification and elimination. The consensus filters are chosen to filter out noises in an unclean query, which
can remove some irrelevant example images and weakly relevant example images while
retain most relevant example images. There are three practical problems in designing
the noise identification and elimination method.
The first problem is how to select a relevant example image in the unclean query
as prototype p for creating a feature dissimilarity space. Instead of random selection
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and average point strategies which are sensitive to noises, a new strategy is applied
to choose a reliable relevant example image as the prototype based on the idea of
k-medoids [58]. The strategy is more robust to noises, which can be represented as

p = arg min
p∈Q

XX
i

(p)

dij ,

(4.7)

j

(p)

where dij is the distance of the i-th example image qi to a prototype candidate p on
the j-th feature.
The second problem is that example images in a query can be regarded as positive
samples, but no negative samples are available. It makes the traditional supervised or
semi-supervised learning techniques inapplicable. To deal with this problem, a conventional approach is to label some reliable negative samples from the unlabeled data
through critical analysis [85,86,154,84]. However, this approach is time consuming and
not suitable for real-time image retrieval. In the proposed scheme, random sampling
is adopted to label some images as negative samples, because it has a high accuracy to
obtain a true negative sample from a large-scale image collection. Moreover, previous
research [137] shows that a large set of random negative samples outperforms a small
number of manually labeled negative samples in terms of retrieval performance.
The third problem is that an SVM classifier trained in the feature dissimilarity
space will be unstable due to noises in an unclean query. In the feature dissimilarity
space, the positive examples and an equal number of negative examples can be used
to train a SVM. To address the problem of stability of classifiers, asymmetric bagging
[134] is applied to create different negative example sets for training SVM and construct
multiple classifiers. This approach can effectively handle the unstable and unbalanced
classifiers. Based on the consensus filtering strategy, the example images labeled by
all SVM classifiers as negative will be identified as noises and removed from the query
example set.
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4.1.2.3

Noise Tolerant Relevance Calculation

In the noise identification and elimination method, the consensus filtering strategy is
able to avoid removing good examples at a cost of retaining some noises. To further
handle the potentially retained noises, a noise tolerant relevance calculation method
is proposed that estimates a relevance probability for each retained example image in
the query.
To estimate the relevance probability of a positive image, an estimation algorithm
is proposed based on an ensemble SVMs. First, the sigmoid function combined with
the output of an SVM classifier is used to estimate the class-conditional probability
[111] for an example image d by

P (Lk |C, d) =

1
,
1 + exp (− |f (d)|)

(4.8)

where f (d) is the decision value and Lk is the predicted class label, both of them are
produced by an SVM classifier. In a binary classification task, L0 and L1 denote the
positive and negative classes, respectively. The SVM classifiers trained in the stage
of noise identification and elimination are utilized to classify the retained positive
examples. All outputs are then combined to obtain the conditional probabilities using
the Bayes Sum Rule (BSR),
nc
1 X
P (L0 |Ci , d) ,
P (R|d) =
nc i=1

(4.9)

where P (R|d) is the estimated relevance probability and nc is the number of SVMs.
Furthermore, the similarity of an image to a query image is represented by an
ensemble of SVMs. Multiple ensembles of SVMs are combined to obtain the relevance
of an image to a multi-example query. Table 4.1 summarizes the relevance calculation
algorithm. Three aggregation models [73] are evaluated in this work:
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Table 4.1: Relevance calculation for unclean queries
Input: retained query image set Q0 , SVM classifier V ,
integer nc (the number of bagging classifiers),
and the image collection Ω
1. For i = 1 to |Q0 | {
2.
S i = create feature dissimilarity space for pi ∈ Q0
3.
For j = 1 to nc {
4.
Nij = random example from Ω, with |Nij | = |Q0 |
5.
Cij = V (Q0 , Nij )
6.
}
7. }
6. C ∗ (Ω) = classifier combination {Cij (Ω)}
Output: C ∗

• SVM-Weighted-MVR: For a given image, firstly the weighted majority vote rule
(MVR) is used to recognize it as query relevant or irrelevant. The weighted
MVR can be represented as
C ∗ (d) = sgn

X
i,j

wi · Cij (d) −

nc

P
2

i

wi

!

,

(4.10)

where d is a collection image in a feature dissimilarity space, Cij (d) is a sign,
0 or 1, produced by the j-th classifier for the i-th retained example image in
the query, and wi is the weighting assigned to this example. wi = P (R|dpi ) can
represent the relevance of an example image. Then, the relevance between the
image and the query is measured as the output of each SVM classifier, which
gives the same label as the weighted MVR and produces the highest weighted
confidence value (the weighted absolute value of the decision function of the
SVM classifier).

• SVM-Weighted-BSR: For a given image, firstly the weighted BSR is used to
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classify it as relevant or irrelevant. The weighted BSR can be represented as
C ∗ (d) = arg max
k

X
i,j

wi · P (Lk |Cij , d) ,

(4.11)

where P (Lk |Cij , d) represents the class-conditional probability which can be
computed by Eq.(4.8). Then, the relevance between the image and the query is
measured using the individual SVM classifier, which gives the same label as the
weighted BSR and has the highest weighted confidence value.
• Weighted-BSR: The output of the weighted BSR,

P

i,j

wi · P (Lk |Cij , d), can be

directly used as a relevance measure between a given image and the query.
The aggregation models without weighting for CBIR have been evaluated and reported
in [134]. That work does not consider the problem of unclean queries, so wi = 1. In
this work, the weighting is used to alleviate the noise influence.

4.1.3

Discussions

The feature dissimilarity space is a principle component of the proposed robust image
retrieval scheme. This section discusses its relationships to original feature space and
conventional dissimilarity space.
Compared with the original feature space, the feature dissimilarity space, as shown
in Figure 4.2, has the same advantages as the conventional dissimilarity space. In
this figure, the triangles and circles represent the relevant and irrelevant images to a
query, respectively. For simplicity, images are represented using two visual features.
Dissimilarities to a prototype image, define the 2-D feature dissimilarity space. For
multiple visual features, sometimes it is difficult to create a combined feature space
with a unified meaningful distance metric, but a feature dissimilarity space always can
be created in which different visual features can apply their own distance metrics. In
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F1

P ro to type

F2
(a) Original Feature Space

S1

P ro to type
S2
(b) Feature Dissimilarity Space

Figure 4.2: Illustration on the creation of a feature dissimilarity space
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feature dissimilarity space, feature aggregation can be transformed into a classification
problem and addressed by conventional classification technologies. Therefore, image
retrieval using feature aggregation can be optimized.
The feature dissimilarity space is also different to conventional dissimilarity space
[39, 109, 102, 14]. First, the feature dissimilarity space is introduced to address the
feature aggregation problem which has only one prototype, while conventional dissimilarity space has multiple prototypes selected by the system designer. Second, an
image is represented by multiple feature distances to the prototype in a feature dissimilarity space, while in a conventional dissimilarity space, a point is represented using
the distances to multiple prototypes. Third, the dimension of a feature dissimilarity
space depends on the number of visual features applied in the CBIR system, while in a
conventional dissimilarity space, the dimension depends on the number of prototypes
selected by the system designer.

4.1.4

Experimental Evaluation

In this section, a number of experiments are carried out on two different image datasets
to evaluate the proposed robust image retrieval scheme.

4.1.4.1

Experiment Design

In the experimental evaluation, a multi-example query is supplied to the CBIR system and the retrieval results are returned in a single interaction. Two effective feature aggregation based retrieval schemes are implemented for comparisons, which are
CombSumScore and ConvLinear. CombSumScore is the best one in all schemes evaluated by McDonald and Smeaton [92] for multiple features and multiple examples. In
CombSumScore, the similarity between two images is represented using the average
of multiple normalized feature distances, and the image relevance to the query is de-
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fined as the average of multiple similarities to the query images. ConvLinear enhances
CombSumScore by applying the linear weighting method [119] to combine multiple
feature distances. In the experiments, five MPEG-7 visual descriptors [89, 75] are
selected for image representation. The recommended distance metrics are also used
to measure the feature distances. For practical applications, each query includes five
example images. On two image datasets, the total number of queries are 800. Ground
truth sets are created based on the features of image datasets It should be pointed
out that the mechanism of handling unclean queries will not affect the speed of image
retrieval. There are only a few example images to deal with, the computation time of
the proposed algorithms is not high.
All experiments are carried out on two different image datasets. The first one
is a Corel image dataset which consists of twenty image categories. Each category
includes about 100 images. The images in a category contain similar visual content,
so the ground truth is based on image categories. The retrieval performances in terms
of precision and recall [98] on 300 randomly created queries are reported. SVM-Light
[131] is used to solve SVMs. Gauss kernel and default parameters are applied in the
experiments. It is well known that the parameter tuning is important to SVM-based
methods with non-linear kernel. However, the practical parameter tuning methods,
such as, grid search, are really time consuming. Considering the real time image
retrieval, it is chosen not to tune parameters in the proposed scheme. Since it was
reported that the number of bagging classifiers does not affect the retrieval performance
[134] and previous experimental results also confirm this fact, ten SVMs are chosen
empirically for the proposed scheme.
4.1.4.2

Evaluation of Noise Influence

To highlight the influence of noises to the retrieval performance, some mislabeled
examples are introduced into the query. The CombSumScore scheme is chosen for
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Figure 4.3: Noise influence
this experiment because of its simpleness and effectiveness. Figure 4.3 shows the
precision and recall curves when different numbers of mislabeled examples present in
each query. For instance, CombSumScore-p4-n1 means that there are 4 true relevant
examples and 1 mislabeled example. The results demonstrate that noises can affect
the retrieval performance dramatically.
4.1.4.3

Evaluation of Aggregation Models

This experiment evaluates three aggregation models. The retrieval performances of
the proposed scheme with different aggregation models are reported in Figure 4.4. In
the figure, Weighted-BSR outperforms SVM-Weighted-BSR and SVM-Weighted-MVR
significantly. The reason may be that SVM-Weighted-BSR and SVM-Weighted-MVR
choose the best individual SVM to measure the relevance. In the case of a small
number of examples, any single SVM is too weak to be able to measure the relevance
individually. While Weighted-BSR can aggregate the outputs of all weak SVMs to
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Figure 4.4: Aggregation model evaluation
obtain a more confidently decision score for relevance measurement.
4.1.4.4

Evaluation of Image Retrieval Schemes

This experiment evaluates the retrieval schemes using unclean queries. The WeightedBSR aggregation model is chosen for the proposed scheme due to its excellent performance shown in the previous experiment. The results in Figures 4.5, 4.6 and 4.7
show that the proposed scheme outperforms ConvLinear and CombSumScore especially when the number of mislabeled examples increases. The reason is that the
proposed scheme can deal with noises while other schemes can not. When noises are
present in a query, ConvLinear cannot effectively improve the retrieval performance
because the method to compute feature weights cannot work well in presence of noises.
To further evaluate the retrieval performance of the proposed scheme, a number
of experiments are conducted on the IAPR TC-12 benchmark image collection (ImageCLEF2006) [54] which contains 20,000 photographic images. Based on the queries
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Figure 4.5: No mislabeled example on Corel image dataset
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Figure 4.6: One mislabeled example on Corel image dataset
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Figure 4.7: Two mislabeled examples on Corel image dataset
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Figure 4.8: No mislabeled example on IAPR image dataset
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Figure 4.9: One mislabeled example on IAPR image dataset
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Figure 4.10: Two mislabeled examples on IAPR image dataset
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and their ground truth sets defined in the CLEF Cross-language Image Track 2006,
40 modified ground truth sets by removing visually irrelevant images are used in the
experiments. 500 queries are selected randomly from the ground truth and each query
consists of five example images. The Weighted-BSR aggregation model is chosen for
the proposed robust image retrieval scheme. Average precision and recall curves are reported in Figures 4.8, 4.9 and 4.10. The experimental results confirm the effectiveness
of the proposed scheme.

4.1.5

Remarks

The work presented in this section has been published [J2]. This work identified and
addressed a new issue that is image retrieval using unclean queries. In the proposed
scheme, feature aggregation was formulated as a binary classification problem and
solved by support vector machines (SVMs) in a feature dissimilarity space. Incorporating the methods of data cleaning and noise tolerant classification, a new two-step
strategy was proposed to handle the noisy examples. In the first step, an ensemble of SVMs trained in a feature dissimilarity space were used as consensus filters to
recognize and eliminate the noisy examples. In the second step, the noise tolerant
relevance calculation was performed, which associated each retained positive example
with a relevance probability to further alleviate the noise influence. The experimental
results show that the proposed scheme outperforms the competing schemes when noisy
examples present in the query.

4.2

Image Retrieval with Hidden Classes

This section identifies and addresses a new robustness problem, hidden classes, in CBIR
systems which employ image classification as the preprocessing. First, an introduction
to image classification for the purposes of CBIR is presented. Then, the problem of
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hidden classes is analysed and a new robust retrieval scheme is proposed. Finally, a
number of experiments are carried out to demonstrate the effectiveness of the proposed
scheme.

4.2.1

Image Classification for Retrieval

As mentioned in Section 2.3.2, image classification can benefit for the purpose of CBIR
by improving the retrieval accuracy and speeding up the retrieval procedure [33]. Based
on predefined image classes, all images in the collection would be categorized by image
classification. Then, given a query, the CBIR system would predict a relevant image
class and rank images in this relevant class [142,33]. An example, provided in the work
[142], is that, given a ‘city’ image as a query, the retrieval results can be effectively
improved when the ‘landscape‘ images are filtered out from a collection of 2145 images
of ‘city’ and ‘landscape’ scenes.
Much significant work has been reported to improve the performance of image
classification [11]. One approach is to develop a new image matching method and incorporate it into the training of a multiclass classifier. For instance, a spatial pyramid
matching was proposed and incorporated into an SVM for natural image classification
[79]. Considering the trade-off between discriminative power and invariance varying
from task to task, a kernel learning method was proposed to achieve different levels
of trade-off for image classification [144]. To perform object localization, an efficient
subwindow search method was proposed [77], which can be combined with a spatial
pyramid kernel to improve multiclass classifiers. Another approach is to directly enhance a multiclass classifier by considering the feature of applications. For instance, a
hybrid method was proposed to combine the nearest neighbor (NN) classifier and the
support vector machine [156], which can overcome some problems of the two methods. A naive-Bayes NN classifier was also proposed to demonstrate the effectiveness of
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non-parametric NN methods [10]. A self-taught learning method was proposed to use
unlabeled images randomly downloaded from the Internet to improve the performance
on a given image classification task [115].

4.2.2

Problem of Hidden Classes

There is an assumption underlying the research on image classification for the purpose
of CBIR, that is, all queries can be answered using predefined image classes. However,
in a large image collection, some image classes may be unseen [33]. Those unseen
classes are called hidden classes in contrast to predefined classes. The conventional
CBIR schemes can not correctly answer the queries associated with hidden classes,
that will affect the retrieval performance dramatically. The CBIR systems employing
image classification will suffer from this problem. To address the robustness problem
of CBIR when hidden classes are present, different retrieval strategies are used for
different queries in the proposed solution.
Under the query-by-example (QBE) paradigm, there are three problems due to
hidden classes. With hidden classes, the queries can be classified into two categories,
common query and novel query. A common query can be answered using a predefined
image class. A novel query may be associated with a hidden class and it can not be
answered using any predefined image class. The first problem is, given a query, how
to judge it as common query or novel query. This judgment will affect the retrieval
strategy. The second problem is, for a common query, how to predict a relevant
predefined image class. The third problem is, for a novel query, how to perform
image retrieval while the query is not associated with any predefined image class. The
solutions for these problems would lead to a new robust retrieval scheme that performs
well when hidden classes exist.
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Figure 4.11: Image retrieval with hidden classes

4.2.3

A Robust CBIR Scheme

In this section, a robust CBIR scheme is proposed, which is illustrated in Figure 4.11.
The scheme includes four important components, preprocessing, novel query detection,
image ranking for common queries and image ranking for novel queries.
These components are proposed specifically to address the problem of hidden
classes. As mentioned in Section 4.2.2, there are two types of query, common query
and novel query, due to hidden classes. Different types of queries require different
retrieval strategies. Therefore, novel query detection is proposed to identify a query to
be either a common query or a novel query. Then, different types of retrieval strategy
are presented using different image ranking methods for common queries and novel
queries, respectively. To support different retrieval strategies, a new preprocessing
method is developed.
Let us consider an image collection Ω containing N images, Ω = {x1 , x2 , . . . , xN }.
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The content of each image is represented using a low-level feature vector. Assuming
there are M predefined image classes, {ω1 , ..., ωM }, and a set of training samples, Si ,
is available for each predefined image class ωi . A user’s query consists of multiple
example images, Q = {x̂1 , ..., x̂L }.
4.2.3.1

Preprocessing

The preprocessing is to train a set of classifiers for the predefined image classes. In
contrast to conventional schemes, the image classifiers are utilized in a new way to
address the problems due to hidden image classes.
• In the stage of novel query detection, the classifiers are modified and combined
to construct a novel query detector, which identifies a query as a common query
or a novel query.
• In the case of image ranking for a common query, the classifiers are combined to
predict the relevant class for the common query.
• In the case of image ranking for a novel query, the classifiers are modified and
combined to filter out the strongly irrelevant images for a novel query.
These considerations make the preprocessing different from conventional image classification. Conventional image classification assumes a query comes from predefined
classes.
Taking hidden classes into account, a new two-step strategy is proposed for classifier
training. In the first step, a set of classifiers is trained for the predefined image classes.
For the i-th image class, the training samples, Si , are used as the positive samples,
and the training samples for other image classes, {Sj }, j 6= i, are used as the negative
samples. All positive and negative samples are combined to train a two-class SVM
[143,15]. The decision function is f˜i (x). The f˜i (x) is used to compute a decision value
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for an image and the decision value can be converted to probability [111] or binary
value [15]. Then, the weak classifiers are used to filter the image collection to get
a set of images, Ψ̃, which do not belong to any predefined image class with a high
probability. The filtering rule is
max f˜i (x) < 0, i ∈ [1, M ].
i

(4.12)

In the second step, a new set of classifiers is constructed for the predefined image
classes. The difference to the first step is that, the images randomly selected from Ψ̃
as negative samples could potentially improve the classifiers. For the i-th image class,
the training samples, Si , are used as the positive samples. The training samples for
other image classes, {Sj }, j 6= i, and some images randomly obtained from Ψ̃, are
used as the negative samples. All positive and negative samples are used to train an
SVM classifier, fi (x). At last, a set of SVMs, {f1 (x), ..., fM (x)}, can be trained for
the predefined image classes. The classification is binary.
The two-step training strategy is necessary for the proposed scheme because of
some hidden image classes in the collection. In the first step, all training samples
come from predefined image classes. Therefore, the training set does not include any
sample from hidden classes. In the second step, some training samples are randomly
selected from Ψ̃ so that the training set may contain samples from hidden classes.

4.2.3.2

Novel Query Detection

In the proposed approach to address hidden classes, it is important to identify a query
as a common query or a novel query, because different queries will be processed with
different retrieval strategies. A novel query detection technique is proposed for this
purpose.
In the proposed scheme, novel query detection is achieved by extending traditional
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novelty detection techniques [91]. Traditionally, novelty detection could be formulated
as a two-class classification problem using random rejects as negative training samples
[91,145,126]. The proposed novel query detection method will take the same approach.
However, traditional novelty detection methods can not handle multiple examples
of multi-example queries. In the CBIR field, multi-example queries [62, 9, 116] are
preferable, which can express the user’s information need better than a single example
query. To support multi-example queries, combination rules are proposed.
Single Example Query: A novel query detector is constructed for single example
queries using a two-class SVM, namely NQD-Single. For a single query image x̂, given
the detection threshold T , the detection rule is that,

x̂ is a novel query to the i-th class if fi (x̂) < T.

(4.13)

In the case of multiple classes, the novel query detection can be implemented as a set
of basic novel query detection rules. The combined detection rule is that the query
image x̂ is a novel query if it is a novel query for all classes, i.e., x̂ is a novel query

if max fi (x̂) < T, i ∈ [1, M ].
i

(4.14)

If a query is not a novel query, it is a common query.
Multi-Example Query: A novel query detection method is proposed for multiexample queries. The proposed method incorporates the NQD-Single method and the
combination rules. The majority vote rule (MVR) and Bayes sum rule (BSR) are two
effective combination rules [70, 73], which are employed here to handle multi-example
queries.
• MVR is applied to extend the NQD-Single method for multi-example queries,
denoted as NQD-MVR. For a query image x̂, the vote associated to the i-th
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predefined image class can be calculated as

Vi (x) = sgn(fi (x̂) − T ).

(4.15)

Given a multi-example query Q = {x̂1 , ..., x̂L } and the detection threshold T ,
the novel query detection rule for the i-th predefined image class is that.

Q is a novel query to the i-th class if

L
X

L
.
2

(4.16)

L
, i ∈ [1, M ].
2

(4.17)

Vi (x̂j ) <

j=1

The final novel query detection rule for multiple classes is that

Q is a novel query if max
i

L
X

Vi (x̂j ) <

j=1

• BSR is applied to extend the NQD-Single method for multi-example queries,
denoted as NQD-BSR. First, the decision values produced by an SVM classifier
are converted into the conditional probabilities using the sigmoid function [111],

P (ωi |x) =






1
,
1+exp(−fi (x))



1 −

if fi (x) ≥ 0

1
,
1+exp(fi (x))

(4.18)

if fi (x) < 0.

Given a multi-example query Q = {x̂1 , ..., x̂L } and the detection threshold T ,
for the i-th predefined image class, the conditional probability of P (ωi |Q) can
be calculated as

L

1X
P (ωi |Q) =
P (ωi |x̂j ).
L j=1

(4.19)

The novel query detection rule is that

Q is a novel query to the i-th class if P (ωi |Q) < T.

(4.20)
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The final novel query detection rule for multiple classes is that

Q is a novel query if max P (ωi |Q) < T, i ∈ [1, M ].
i

(4.21)

If a query is not a novel query, it is a common query.
4.2.3.3

Image Retrieval for Common Queries

If a query is a common query, the query can be answered in a predefined image class.
In other words, some images in the relevant predefined image class can be retrieved as
results for this common query. An image ranking for common queries is proposed to
perform this task. Specifically, the image ranking method for a common query needs
to address two problems. The first problem is how to predict the relevant image class
for multi-example queries. The second one is how to rank images in the relevant class.
Relevant Class Prediction: the problem of relevant class prediction can be regarded
as an extended multiclass classification problem. For a single query image, it is a classic
multiclass classification problem and the conventional solution can be expressed as
i∗ = arg max P (ωi |x̂j ),

(4.22)

i

i.e., the relevant class is the predefined image class with the maximum posterior probability for the single query image x̂j .
Based on the idea of classifier combination, the conventional method is extended
to handle a multi-example query, Q = {x̂1 , ..., x̂L }, along with novel query detection
strategies.
• With NQD-BSR, the prediction rule can be expressed as
∗

i = arg max
i

L
X
j=1

P (ωi |x̂j ).

(4.23)
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• With NQD-MVR, the prediction rule can be expressed as
∗

i = arg max
i

L
X

Vi (x̂j ).

(4.24)

j=1

If there are more than one image class with the maximum votes, Eq.(4.23) is applied.
Ranking for common queries: First, the images in the relevant class will be obtained
from the image collection. The images with fi∗ (x) > T are considered to belong to
the relevant class. They will be ranked according to their relevance to the query. It
should be pointed out that this operation can be conducted off-line, i.e., the images
for predefined image classes can be selected in the preprocessing and saved for later
use.
The next problem is how to compute the relevance between the images in ωi∗
and a multi-example query, Q = {x̂1 , ..., x̂L }. This problem is treated as a one-class
classification problem [25], i.e., only positive samples are available. Multiple query
images {x̂1 , ..., x̂L } are used to train a one-class SVM [123], fq (x). Then, the images
in ωi∗ are ranked according to the decision values produced by fq (x). Finally, top
k images in the ranking list are returned as the retrieval results. A multi-example
query can express more complex information needs, which are also useful in ranking
for common queries.
The method of ranking for common queries is suitable for queries that belong to
one predefined class. As for unseen queries that are determined by equations 4.14,
4.17 and 4.21 not for any predefined class are novel queries, they are handled by a
different method in the following. The multiple example queries can be handled using
an ensemble-classifier based method.
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Image Retrieval for Novel Queries

If a query is novel, it means that the query does not associate with any predefined
image class. The limitation of this assumption is that the proposed scheme cannot
handle a query that belongs to two classes. A simple approach is to rank images in the
whole collection according to their similarities to the query. However, this approach
does not take into account the knowledge of predefined image classes. The proposed
new approach aims to improve retrieval results for novel queries by taking into account
the knowledge of predefined image classes. The basic idea is that, if the images are
strongly relevant to a predefined image class, they are not relevant to the novel query.
The proposed method consists of two steps, image filtering and image ranking.
Image Filtering: in the first step, since the novel query does not associate with
any predefined image class, the images in the predefined image classes would not
be relevant to the novel query and they would be filtered out. The prepared image
classifiers, {f1 (x), ..., fM (x)}, are used to filter the image collection to get a set of
images, Ψ. The images in Ψ are not strongly relevant to the predefined image classes.
These images will be used to answer the novel query. The filtering rule is that,

if max fi (x) < 0, i ∈ [1, M ],
i

(4.25)

put x in Ψ. In Eq.4.25, 0 is the threshold because the image filter is considered as a
dichotomizer using a single discrimination function [38]. This image filtering operation
can be conducted off-line, i.e., Ψ can be prepared in the stage of preprocessing and
saved for later use.
Ranking for a Novel Query: in the second step, image ranking for a novel query is
cast as a binary classification problem. The query images are used as positive samples
and the training samples for the predefined image classes are used as negative samples.
Both positive samples and negative samples are combined to train a classifier, such as
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Table 4.2: Image ranking for novel queries
Input: query image set Q = {x̂1 , ..., x̂L }, SVM classifier V ,
integer B (the number of bagging classifiers),
training samples for the predefined image classes S = ∪M
i=1 Si ,
and the image set Ψ for ranking
1. For i = 1 to B {
2.
Ni = random sampling from S, with |Ni | = |Q|
3.
fi (x) = V (Q, Ni )
4.
For j = 1 to |Ψ| {
5.
Compute fi (xj )
6.
Convert fi (xj ) to P (r|fi , xj ) as Eq.(4.18)
7.
}
8. }
9. For j = 1 to |Ψ| {
P
10.
P (r|xj ) = B1 B
i=1 P (r|fi , xj )
11.}
12. Rank {xj }, xj ∈ Ψ according to P (r|xj )
Output: ranked list {xj }, xj ∈ Ψ

SVM, for image ranking. However, the positive and negative samples are unbalanced,
which will influence the accuracy of SVM. The asymmetric bagging strategy [134]
is applied to construct an ensemble of SVMs and combine the outputs for image
ranking. The algorithm details are described in Table.4.2. In the algorithm, the
decision value fi (xj ) of an image xj produced by the i-th query-based bagging classifier
is converted into a conditional probability P (r|fi , xj ) using the sigmoid function in
Eq.(4.18). P (r|fi , xj ) is a probability of the image being relevant to the query, which
is predicted by the i-th SVM classifier. All decision values of xj produced by the
ensemble of SVM classifiers are then combined using the Bayesian sum rule.

4.2.4

Discussions

4.2.4.1

Utilization of Multi-Example Queries

In the proposed scheme, the utilization of multi-example queries is based on the combination rules. Specifically, this approach is applied in novel query detection and
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relevant class prediction. In this section, the classification of multi-example queries is
formulated in a theoretical framework [70] and shown that basically it is a classifier
combination problem [152].
Consider a pattern recognition problem where pattern (query) Q is to be assigned
to one of the M possible classes {ω1 , ..., ωM }. It is assumed that there is a classifier, but the given pattern can be represented using L distinct measurement vectors
from different observations (query images), {x̂1 , ..., x̂L }. This is a typical classifier
combination architecture of repeated measurements [152]. In the measurement space,
each class ωk is modeled by the probability density function p (xi |ωk ) and its priori
probability of occurrence is denoted as P (ωk ).
Now, according to the Bayesian theory, given measurements x̂i , i ∈ [1, L], the
pattern, Q, should be assigned to the class ωj provided the a posteriori probability of
that interpretation is maximum, i.e.

assign Q → ωj if

(4.26)

P (ωj |x̂1 , ..., x̂L ) = max P (ωk |x̂1 , ..., x̂L ) .
k

Then, the combination rules, such as, Bayes sum and majority vote, can be derived
from Eq.(4.26) under some specific conditions [70]. The classifier combination methods
can be employed to extend conventional methods from single example queries to multiexample queries.

4.2.4.2

On-line Computation Time

For practical applications of CBIR, the on-line computation time is an important
factor. A brief discussion is given here on the on-line computation time about the
proposed scheme.
In novel query detection, the detection methods depend on the set of SVM classi-
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fiers trained for the predefined image classes. The set of SVM classifiers can be trained
off-line in the preprocessing, so it will not affect the on-line computation time. Furthermore, the detection methods using the combination rules have a short computation
time since they need to handle a small number of query images.
In image retrieval for common queries, since the set of SVM classifiers can be
trained off-line, this will not affect the on-line computation time. Due to the small
number of query images, the extended method for relevant class prediction has a short
computation time. Then, the training of one-class SVM using the query images is
very fast. The image ranking can be completed quickly, because only the images in
the predicted relevant class will be ranked and these images can be labeled off-line.
In image retrieval for novel queries, image filtering can be conducted off-line. The
on-line computation time can be reduced dramatically since only the retained images
will be used for ranking. Furthermore, the image ranking method has a short computation time, since for each bagging classifier only a small number of training samples
are available and the number of bagging classifiers is small.
4.2.4.3

Setting Thresholds

The detection threshold is important for the proposed retrieval scheme. If the threshold
is too high, many common queries will be misclassified as novel queries. Otherwise,
a low threshold will lead to many novel queries being classified as common queries.
These wrong detections could affect the retrieval performance.
To study how the threshold affects the results of novel query detection, a number of
experiments are performed with various thresholds. The evaluation results are reported
in Section 4.2.5.2. Moreover, a practical method [88] in the proposed retrieval scheme
is applied to select a proper threshold. A threshold is chosen by comparing results
on a test set after preprocessing. The test set is specially collected for the purpose of
threshold setting and its ground truth is known.
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Experimental Evaluation

To evaluate the proposed robust image retrieval scheme, a number of experiments are
carried out on two different image collections and the experiment results are reported.

4.2.5.1

Experiment Design

All experiments are performed in two different image collections, which are a Corel
image collection [149] and the IAPR TC-12 benchmark image collection [54]. The
Corel image collection contains 1,000 images. This collection is used to highlight
the effectiveness of the proposed scheme and determine some parameters empirically.
Furthermore, the retrieval performance is evaluated in the IAPR TC-12 benchmark
image collection which consists of 20,000 natural photographs.
To simulate the problem of hidden classes, some image classes in the collections are
set as predefined and others are set as hidden. The 30% of images in each predefined
image class are used as training samples. The testing queries are randomly created
from all image classes including predefined classes and hidden classes. Note that, given
a user’s query, the CBIR system does not know it is a common query or a novel query.
In the experiments, two MPEG-7 visual descriptors [89] are used to describe the
image content, which are the color structure descriptor (CSD) and the edge histogram
descriptor (EHD). CSD and EHD are combined into a feature vector, which is used
as the feature representation of an image. In the experiments, the SVMlight [131]
is used to implement the SVM algorithms. The default parameters of the algorithm
implementation are used in the experiments. For image retrieval, the average precision
and recall on all queries are reported.
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Figure 4.12: Performance of novel query detection with 1 hidden class
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Figure 4.13: Performance of novel query detection with 2 hidden classes
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Three hidden classes
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Figure 4.14: Performance of novel query detection with 3 hidden classes
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Figure 4.15: Accuracy of novel query detection with 1 hidden classes

4.2.5.2

Evaluation of Novel Query Detection

Three sets of experiments are carried out on the Corel image dataset to evaluate the
methods of novel query detection. This image dataset is well organized and suitable
for evaluation of novel schemes. In the first experiment, nine image classes are set as
predefined classes and one image class is set as hidden class. In the second experiment,
eight image classes are set as predefined classes and two image classes are set as hidden
classes. In the third experiment, seven image classes are set as predefined classes and
three image classes are set as hidden classes. The performance in terms of true novel
query rate and false novel query rate on a large number of random queries are reported.
True novel query rate is defined as the fraction of correctly detected novel queries over
total novel queries. False novel query rate is defined as the fraction of incorrectly
detected novel queries over total common queries.
Figures 4.12, 4.13, 4.14 shows the performances of three methods of NQD-Single,
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Figure 4.16: Accuracy of novel query detection with 2 hidden classes
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Figure 4.17: Accuracy of novel query detection with 3 hidden classes
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NQD-MVR and NQD-BSR, with various thresholds. To facilitate the comparison,
the threshold is expressed by the value of probability. In NQD-Single, each query
includes a single example image. In NQD-MVR and NQD-BSR, each query includes
five example images. The experimental results show that both of NQD-BSR and NQDMVR are superior to NQD-Single. First, NQD-BSR and NQD-MVR have higher true
novel query rates than that of NQD-Single. Second, the false novel query rate of
NQD-BSR is much lower than that of NQD-Single. The false novel query rate of
NQD-MVR is also slightly lower than that of NQD-Single. A basic reason should
be that multiple examples can describe a user’s information need better than single
example. The experimental results also show NQD-BSR outperforms NQD-MVR due
to low false novel query rate. For example, when the threshold is set as 0.33, the
false novel query rate of NQD-BSR is over 15 percent lower than that of NQD-MVR.
Moreover, it is easy to choose a good threshold for NQD-BSR, so as to have not only a
high true novel query rate but also a low false novel query rate. However, it is difficult
for NQD-MVR.
In addition, figures 4.15, 4.16, 4.17 shows the accuracy of three methods of NQDSingle, NQD-MVR and NQD-BSR, with various thresholds. The results show NQDBSR outperforms other two methods, that is consistent with the results measured by
true novel query rate and false novel query rate.
4.2.5.3

Evaluation of Image Retrieval

The proposed retrieval scheme is also compared with conventional CBIR scheme employing image classification on the Corel image dataset. In the conventional scheme,
a single query image is assigned into a predefined image class, and the in-class images
are ranked according to their Euclidean distance to the query image. Two different
methods of query novelty detection are applied in the proposed scheme, which lead
to two versions, the proposed scheme with MVR and the proposed scheme with BSR.
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Figure 4.18: Retrieval performance on Corel dataset with 1 hidden class
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Figure 4.19: Retrieval performance on Corel dataset with 2 hidden classes
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Figure 4.20: Retrieval performance on Corel dataset with 3 hidden classes

Both versions of the proposed schemes support multi-example queries.
The results in Figures 4.18, 4.19 and 4.20 show that the proposed scheme with
either MVR or BSR outperforms the conventional scheme. One important reason is
the proposed scheme can handle the novel queries due to the problem of hidden classes,
while the conventional scheme can not. Specifically, for a novel query associated with a
hidden class, the conventional scheme will still predict a predefined image class as the
relevant class, so the retrieval performance will degrade dramatically. Furthermore,
the proposed scheme with BSR is better than that with MVR, because the method of
QND-BSR has lower false novel query rate. The high false novel query rate leads to
the poor precision for the proposed scheme with MVR, especially when the recall is
larger than 0.6. The reason is the proposed scheme with MVR will filter out a number
of relevant images for some common queries which are identified as novel queries in
error.
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Figure 4.21: Performance on IAPR image dataset with 10% hidden classes
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Figure 4.22: Performance on IAPR image dataset with 20% hidden classes

115

4.2. Image Retrieval with Hidden Classes

0.7
Conventional scheme
Proposed scheme with MVR
Proposed scheme with BSR

0.6

Precision

0.5
0.4
0.3
0.2
0.1
0
0.1

0.2

0.3

0.4

0.5
0.6
Recall

0.7

0.8

0.9

1

Figure 4.23: Performance on IAPR image dataset with 30% hidden classes

To further evaluate the retrieval performance of the proposed scheme, a number
of experiments are performed on the IAPR TC-12 benchmark image dataset (ImageCLEF2006) [54]. In the IAPR TC-12 image dataset, 40 new image classes are built
up based on visual similarity for the content-based image retrieval experiments. 1000
multi-example queries are created randomly from the image classes, while image retrieval is performed in the whole image collection. Each multi-example query consists
of five example images. Similar to the experiments on the Corel dataset, three sets of
experiments are carried out on IAPR TC-12 image collection. In the first set of experiments, 90% of image classes are set as predefined classes and 10% of image classes
are set as hidden classes. In the second set of experiments, 80% of image classes
are set as predefined classes and 20% of image classes are set as hidden classes. In
the third set of experiments, 70% of image classes are set as predefined classes and
30% of image classes are set as hidden classes. Two versions of the proposed scheme
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are compared with a conventional CBIR scheme which employs image classification.
The results in Figures 4.21, 4.22 and 4.23 show that either version of the proposed
scheme outperforms the conventional scheme. The proposed scheme with BSR is better than the proposed scheme with MVR. These experimental results further validate
the effectiveness of the proposed scheme.

4.2.6

Remarks

The work presented in this section has been reported in a journal paper [J3]. This work
identified and addressed a new robustness problem of hidden classes in CBIR systems
employing image classification. Due to hidden classes, queries are identified with two
categories, common query and novel query. Conventional CBIR schemes employing
image classification can not effectively handle novel queries. In the proposed scheme,
novel query detection was introduced to identify a query as novel or common. A
self-adaptive strategy was developed to conduct image retrieval for different queries.
Therefore, the problem of hidden classes can be addressed from the perspective of query
processing. A number of experiments carried out on two image datasets validated the
effectiveness of the proposed scheme.
In contrast to previous classification-based retrieval schemes that can handle only
the queries belonging to predefined classes, this work proposed novel query detection
methods to handle the novel queries that don’t belong to predefined classes. However,
the classification-based schemes including the proposed scheme assume that a query
falls into one of classes and it cannot belong to more than one class.

4.3

Chapter Summary

This chapter worked on a new research topic, robust image retrieval. In particular, two
robust CBIR schemes were proposed to address two types of new problems, unclean
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queries and hidden classes.
The first robust CBIR scheme was proposed to address the problem of unclean
query which could be introduced by the user. The proposed scheme treated irrelevant examples and weakly relevant examples in an unclean query as noises for image
retrieval. It incorporated the ideas of data cleaning and noise tolerant classification.
Specifically, an ensemble of SVMs were constructed and used as consensus filters to
remove the noises and a noise tolerant relevance computation was developed to further
deal with the remaining noises.
The second robust CBIR scheme was proposed to address the problem of hidden
classes which could be introduced by CBIR system design. Conventional scheme can
not effectively handle novel queries due to the problem of hidden classes. In the
proposed scheme, query novelty detection was proposed to detect novel queries and a
self-adaptive retrieval strategy was developed to perform image retrieval. Especially,
for a novel query, the prior knowledge of predefined image classes was exploited to
improve retrieval performance.

(INTENTIONALLY BLANK)

Chapter 5
Retrieval with Bag of Images
Model
This chapter presents a new model, bag of images (BoI), to describe background
knowledge in the context of CBIR. Based on the BoI model, the background knowledge about the relevance among images can be incorporated into the image retrieval
methods in order to improve the performance. Section 5.1 presents the motivation
and introduces the BoI model. Section 5.2 proposes a novel image clustering method
based on the BoI model in which a localized similarity measure can be learned for each
image category. Section 5.3 concentrates on image ranking based on the BoI model
and shows the advantages of the proposed model. Finally, a summary for the research
on the BoI model is presented in Section 5.4 to conclude this chapter.

5.1

Bag of Images Model for CBIR

Semi-supervised clustering aims to overcome the drawback of conventional clustering
approaches that they do not bring background knowledge to bear on the clustering
process [148]. In most semi-supervised clustering methods, background knowledge is
119
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normally expressed as some pair-wise constraints (must-link and cannot-link). Based
on different strategies of utilizing background knowledge, there are two approaches
for semi-supervised clustering [5]. One is the similarity-based approach, which uses
background knowledge to adapt the similarity measure in the clustering process. The
other is the search-based approach, which uses background knowledge to modify the
search for appropriate categories. Some unified semi-supervised clustering methods
are also developed recently [6, 72].
Some work has also been reported on the semi-supervised image clustering in the
context of CBIR. Grira et al. [53] proposed an active selection method of the pairs
of constraints for improving the semi-supervised image clustering. To simultaneously
perform the semi-supervised image clustering and the feature weighting, Frigui and
Meredith [47] developed an adaptive constrained clustering (ACC) algorithm. In these
studies, the background knowledge of the relevance among some images are expressed
by the pair-wise constraints. Although the model of pair-wise constraints is simple,
it is hard to link to a meaningful visual content. And the performance of the semisupervised image clustering is not satisfactory.
In the CBIR field, relevance feedback provides a way to incorporate the user’s
knowledge about the queried visual content into the retrieval process [121, 165]. First,
the user supplies an example image as an initial query and the system returns an initial
set of retrieved results. After that, the user labels some returned images as relevant or
irrelevant examples and the system adjusts the retrieval parameters based on the user’s
feedback. Relevance feedback can go through one or more iterations until the user is
satisfied with the retrieval results. Normally the multiple query examples obtained
through relevance feedback are jointly used to characterize the queried visual content.
The existing research of the relevance feedback schemes has achieved certain success in
the CBIR field. In a new perspective, this success inspires that the knowledge about
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A bag o f im ages

M eaningful visual
co ntent - "Elephant"

Figure 5.1: Bag of images and meaningful visual content
image relevance could be described by the sets of relevant images.
Motivated by the success of relevance feedback and semi-supervised clustering in
CBIR, a bag of images (BoI) model is proposed to describe the background knowledge
about the relevance among images. In the BoI model, an image bag includes some
relevant images associated to meaningful visual content, as illustrated in Figure 5.1.
The image collection consists of image bags instead of individual independent images.
The BoI model can effectively express background knowledge, that leads to more
powerful similarity measurement conducted for each pair of BoIs. Image clustering
based on the BoI model will be presented in Section 5.2 and image ranking based on
the BoI model will be presented in Section 5.3.

5.2

Clustering Based on Bag of Images Model

As mentioned in Section 2.4, image clustering is a useful technique for the purpose
of CBIR, in either speeding up image retrieval or improving the retrieval accuracy.
However, most existing image clustering methods can not handle the situation where
each image cluster needs its own similarity measure. This section proposes an image
clustering method based on BoI that each cluster has its own similarity measure.
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Figure 5.2: Unsupervised clustering

5.2.1

Image Clustering Models

The image clustering using traditional unsupervised clustering and conventional pairwise constraint based semi-supervised clustering are discussed in comparison with that
based on BoI. The three image clustering approaches rely on different assumptions
about the image data set.
• In the unsupervised image clustering as illustrated in Figure 5.2, there is no
background knowledge that is explored by clustering algorithm and all images
are considered to be independent to each other.
• In the semi-supervised image clustering as illustrated in Figure 5.3, there is
some background knowledge available which is expressed in the form of pairwise
constraints, must-link and cannot-link.
• In the proposed BoI-based image clustering as illustrated in Figure 5.4, the back-
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Figure 5.3: Semi-supervised clustering
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Figure 5.4: BoI-based clustering
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ground knowledge is described by bags of images. The image data set consists
of image bags and each bag of images contains several relevant images.
The differences among the three image clustering approaches include whether to

incorporate the background knowledge and how to describe the background knowledge. In contrast to the unsupervised clustering, the semi-supervised clustering can
incorporate the background knowledge into the clustering process. The conventional
semi-supervised clustering methods express background knowledge by pairwise constraints (must-link and cannot-link), while the proposed BoI-based clustering describes
the background knowledge using the BoI model.
The BoI model can lead to more powerful similarity measurement than others. The
unsupervised image clustering normally depends on a predefined similarity measure
(or distance measure). The conventional semi-supervised image clustering can learn
an optimized similarity measure from the pair-wise constraints. However, the optimized similarity measure would be used for all image clusters. The BoI-based image
clustering could learn a localized similarity measure for each image cluster.

5.2.2

An Image Clustering Method Based on BoI

A novel method is proposed to incorporate the BoI model into the classical k-medoids
clustering process [68]. The k-medoids clustering uses real data as centers and is
tolerant to noises. Assume that an image data set consists of n image bags, Ω =
{B1 , B2 , ..., Bn }. Each image bag includes several relevant images. The number of
image categories, k, can be predefined or determined during the clustering process.
Then, the goal of the BoI-based image clustering is to assign n image bags into k
categories.
The most common realization of the k-medoid clustering is the partitioning around
medoids (PAM) algorithm. The PAM algorithm is based on search for k representa-
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Table 5.1: Ensemble SVMs method for localized similarity measure
Input: an image bag Bi , image data set Ω, SVM classifier V ,
and number of ensemble classifiers nc
1. For l = 1 to nc {
2.
Nl = random exampling from Ω, with |Nl | = |Bi |
3.
Cl = V (Bi , Nl )
5. }
6. For j = 1 to n {
7.
For l = 1 to nc {
8.
For ∀ xjt ∈ Bj {
9.
Compute decision value fl (xjt ) and convert to probability pjt
10.
}
11.
Combine probabilities of images in Bj using Bayes sum rule
12. }
13.
Combine similarities of Bj produced by nc classifiers to get robust rij
14. }
Output: {rij } ∀ Bj ∈ Ω
tive objects (medoids) among the objects of the data set. After finding a set of k
representative objects, the k categories are constructed by assigning each object of the
data set to the nearest medoid.
In the proposed clustering method, a localized similarity measure for each medoid
image bag will be learned from the relevance information in an image bag. This is a
novel idea in contrast to the similarity measure in conventional unsupervised clustering
and semi-supervised clustering. It is based on the BoI model, while cannot be achieved
using the pair-wise constraints.
An ensemble SVM method is proposed to learn the localized similarity measure, as
shown in Table 5.1. Let an image bag contain m relevant images, Bi = {xi1 , ..., xim }.
The images in a bag are used as the positive training samples for SVM [143, 15].
Another set of m images are randomly selected from the image data set as the negative
samples. The decision function f (x) of the SVM is used to measure the similarity of
an image to the image bag Bi . To evaluate the similarity between two bags, Bj to
Bi , the similarities of all images in Bj are combined. First, the decision value of each
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Table 5.2: Clustering method based on BoI model

1. Initialize:
Randomly select k image bags as medoids {Bc } from the image collection Ω.
2. Similarity calculation:
For each medoid Bc , compute the similarities of all image bags using the
ensemble SVMs method.
3. Assignment:
Associate each image bag to the closest medoid.
5. Random medoids:
For each medoid Bc
For each non-medoid image bag Bo
Swap Bc and Bo and compute the total cost of the configuration.
5. Medoids selection:
Select the configuration with the lowest cost.
6. Repeat steps 2 to 5 until there is no change in the medoids.

image xjt in Bj is converted to a probability,

pjt =






1
1+exp(−f (xjt ))



1 −

if f (xjt ) ≥ 0

1
,
1+exp(f (xjt ))

(5.1)

if f (xjt ) < 0

where pjt represents the similarity of xjt to Bi . Then, the similarity of Bj to Bi
P
can be calculated using the Bayes sum rule, rji = 1/m t=m
t=1 pjt . To further improve
the robustness, an ensemble method is adopted for the similarity measurement. The
idea is to randomly select multiple sets of negative samples and train a set of SVMs,
respectively. The image bag similarities produced by the set of SVMs are finally
combined using the Bayes sum rule.
The proposed clustering method applies the ensemble SVM method in the PAM
algorithm [68]. The detail of the algorithm is described in Table 5.2.
The proposed method incorporates the BoI model into the clustering process. The
ensemble SVMs method is applied to measure the similarity between two image bags,
which leads to a localized similarity measure for each image cluster. Based on the
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kernel method, the method of localized similarity measure could be extended to a
non-linear one.

5.2.3

Experimental Evaluation

A number of image clustering experiments are conducted to evaluate the proposed
method. In the experiments, two MPEG-7 visual descriptors [89] are selected to describe the image content, which are the color structure descriptor (CSD) and the edge
histogram descriptor (EHD). Two image data sets are arranged to include the background knowledge as specified by BoIs. The BoIs are created by randomly selecting
the relevant images in the image data sets. In these experiments, each image data set
consists of BoIs and each individual image presents only in a single image bag. The
macro F-measure is used to evaluate the performance of image clustering.
Two different categorized image data sets are selected for the experiments, Corel
and Caltech. The Corel image dataset [149] consists of 1000 images that forms 10
image categories. The Caltech image dataset contains 1100 images selected from the
full image data set, Caltech-256 [17]. The images belong to 10 image categories. The
sizes of these datasets are suitable for experiments using clustering procedure. In the
experiments, the ground truth is based on the predefined image categories.
The proposed method is compared with K-means and MPCK-means [5]. K-means
is a sophisticated clustering method and MPCK-means is a popular semi-supervised
clustering method. In the experiments, 20 SVMs were trained in the proposed ensemble
SVMs method. Since the MPCK-means method is based on pair-wise constraints, the
relevance information in BoIs is transferred into the pair-wise constraints of ‘must-link’.
The macro F-measure is commonly used in the research of clustering and retrieval [90].
The macro F-measure value measures average performance of 100 times of experiments.
Figures 5.5 and 5.6 show the image clustering performances on the Corel and
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Figure 5.5: Clustering performance on Corel image dataset

0.7
Proposed Method
MPCK−means
K−means

Macro F−measure

0.6

0.5

0.4

0.3

0.2

2

3

4

5
Size of image bag

6

7

8

Figure 5.6: Clustering performance on Caltech image dataset
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Caltech image data sets, respectively. The proposed clustering method is superior to
other two comparing methods, K-mean and MPCK-means. For the Corel image data
set, even though the sizes of BoIs are very small, such as two or three, the proposed
clustering method can improve the performance significantly.

5.2.4

Remarks

In this section, a new model, bag of images (BoI), was proposed to specify background
knowledge that can be explored by the proposed clustering method. Based on the BoI
model, a localized method for similarity measure was developed, which was incorporated into the PAM clustering algorithm. Experiments have demonstrated that the
incorporation of randomly created BoIs can improve clustering performance.

5.3

Ranking Based on Bag of Images Model

In a conventional CBIR scenario, given a query, the images in the collection will be
ranked according to their similarities to the query. This section focuses on a new
ranking method based on the BoI model for image retrieval.

5.3.1

Image Ranking Approaches

The new ranking method with BoIs is compared with two other methods, ranking with
relevance feedback and ranking with image classification.
Figure 5.7 illustrates the image ranking method with relevance feedback. The user
will provide a number of query images during multiple feedback iterations. For simplicity, all positive query images are shown in the figure. The images in the collection
will be ranked according to their similarities to the query images.
Figure 5.8 illustrates the image ranking method with classification. In this ap-
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Figure 5.7: Ranking with relevance feedback
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Figure 5.8: Ranking with image classification
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Figure 5.9: Ranking with BoIs

proach, the query image will be classified into a predefined image class based on its
similarity to the representative examples of each class. The images in the class which
the query image belongs to will be returned as the retrieval results. A critical assumption is that the image collection has been well organized and some representative
images for each class are available. Based on this assumption, the image ranking
method with classification cannot handle “new” query which does not belong to any
predefined class.

Figure 5.9 illustrates the proposed ranking method with BoIs. An image collection
consists of a large number of BoIs and each BoI includes several relevant images. After
the user supplies a few example images as a query BoI, the system will rank BoIs in
the collection according to their similarities to the query BoI. In this scheme, the top
ranked BoIs will be returned as the retrieval results.
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5.3.2

Discussions

Suppose there are two image categories, ω1 and ω2 . A user’s query includes several
example images which come from ω1 , Q = {q1 , ..., qL }. The dissimilarity of an image
x to the query Q is denoted as
s = D(x, Q).

(5.2)

In the experiments to be presented, CombSumScore [92] is adopted to compute the
dissimilarity by combining the distances of multiple images in multiple feature spaces.
It is assumed that the dissimilarity of images in an identical category are independent and identically distributed (i.i.d.). The normal distribution is assumed. The
probability density function (pdf) [38] is

p(s) ∼




N (µ1 , σ 2 ) for ω1

(5.3)



N (µ2 , σ 2 ) for ω2 .

It is assumed that the two distributions have different means but the same standard
variance. In conventional image retrieval schemes, images in a collection will be ranked
according to their dissimilarities to the query. Some irrelevant images with small
dissimilarities may influence the retrieval performance. In this case, the influence of
images in ω2 to the retrieval performance is illustrated by the area highlighted by the
larger lined area in Figure 5.10.
Now consider an image retrieval scheme based on the BoI model. Assume B
contains m images, the dissimilarity between B and the query BoI Q can be evaluated
using the average rule,
ŝ =

1 X
D(x, Q).
m x∈B

(5.4)
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Figure 5.10: A case study
Then, the probability density functions for BoIs in two categories can be expressed as





N µ1 , σ2 for ω10
m
p(ŝ) ∼




N µ2 , σ2 for ω20 .
m

(5.5)

The interference area is highlighted by the small shaded area in Figure 5.10. The
interference area becomes smaller when the BoI model is introduced into the image
retrieval scheme hence the retrieval performance is improved.

5.3.3

Experimental Evaluation

To evaluate the performance, an experimental CBIR system is implemented. First,
the experiments are carried on a Corel image data set. In the experiments, each query
consists of one or five example images. Five MPEG-7 visual descriptors [89], CSD,
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Table 5.3: Ranking method based on BoI model
Input: a query image bag Q, image data set Ω
1. For ∀ Bi ∈ Ω {
2.
For ∀ xij ∈ Bi
3.
Compute the dissimilarity of xij to each q ∈ Q
4.
Combine dissimilarities of xij using average rule
5.
}
6.
Obtain dissimilarity of Bi by combining dissimilarities of its images
7. }
8. Rank all image bags in Ω according to dissimilarities
Output: image bag ranking list

DCD, CLD, EHD, and HTD, are used to characterize image content. The distance
metrics recommended by MPEG-7 are used to measure the feature distances.
The ranking method based on BoI model is described in Table 5.3. In the experiments, the CombSumScore scheme is used to measure the dissimilarity between two
BoIs. The CombSumScore scheme is a simple and effective aggregation scheme for
multiple features and multiple example [92]. With multiple query images, the CombP P
SumScore scheme can be expressed as s = i k dik , where dik is the distance of a
collection image to the ith query image on the kth feature. To evaluate the effect of

the BoI model, the sizes of BoIs are set as 1, 5 and 10, respectively. The dissimilarity between a BoI and the query BoI is calculated using Eq.(5.4). When the size
of BoIs is 1, the BoI-based scheme is equivalent to the CombSumScore scheme. The
retrieval performance in terms of average precision and recall on 300 random queries
are reported.
Figure 5.11 shows the retrieval performances for queries with single example image
and five example images, respectively. The results demonstrate that the retrieval performance can be improved dramatically when the size of BoIs increases. In the case of
a single example query, when the size of BoIs is five, the average retrieval performance
can be improved by over 15 percent with comparison to the CombSumScore scheme.
When the size of BoIs increases to ten, the retrieval performance can be further im-
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Figure 5.11: Retrieval performance on Corel image dataset
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proved by about 5 percent. In the case of queries with five example images, when the
size of BoIs is five, the average retrieval performance can be improved by over 10 percent. When the size of BoIs increases to ten, the retrieval performance can be further
improved by about 5 percent. The retrieval performance can be improved effectively
even though the size of BoIs is small.
Furthermore, a number of image retrieval experiments have also been carried out
on the NUS-WIDE-LITE dataset, which is a subset of 55,615 images randomly selected
from NUS-WIDE [27]. The NUS-WIDE image dataset is created by NUS’s Lab that
includes 269,648 images obtained from Flickr. The 64-D color histogram and the 73-D
edge direction histogram were used to describe the image content [27].
Figures 5.12 shows the results on the NUS-WIDE-LITE dataset. The results are
consistent with that obtained on Corel data set. In the case of five query images as
shown in Figure 5.12(a), the precision of BoI5 is above that of BoI1 by about 3% when
recall is below 0.7. For example, BoI5 denotes that the size of image bag is 5. In the
case of ten query images as shown in Figure 5.12(b), the precision of BoI5 is above that
of BoI1 by about 5% when recall is below 0.7. In the case of fifteen query images as
shown in Figure 5.12(c), the precision of BoI5 is above that of BoI1 by about 5% when
recall is below 0.7. In the case of twenty query images as shown in Figure 5.12(d),
the precision of BoI5 is above that of BoI1 by about 10% when recall is below 0.7.
According to the results in Figure 5.12, the retrieval performance does not increase
when the size of BoI is larger than 5. However, in practical CBIR systems, the size of
BoIs is usually small, so significant benefit can be obtained from the new model.

5.3.4

Remarks

In this section, the image ranking based on the BoI model was proposed. Based on the
BoI model, images in a collection are related in image bags rather than independent
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Figure 5.12: Retrieval performance on NUS-WIDE-LITE image dataset

138

Chapter 5. Retrieval with Bag of Images Model

0.35

0.3

Precision

0.25

0.2

0.15

0.1

0.05
0.1

size of image bag = 1
size of image bag = 5
size of image bag = 10
0.2

0.3

0.4

0.5
0.6
Recall

0.7

0.8

0.9

1

0.8

0.9

1

(c) Fifteen query images
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Figure 5.12: Retrieval performance on NUS-WIDE-LITE image dataset
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individual images. Each BoI includes some relevant images that share some similar
visual content. The experimental results have shown that the CBIR scheme based on
BoI model can improve retrieval performance significantly.

5.4

Chapter Summary

This chapter presented a new model that specifies background knowledge in a collection. Image clustering and image ranking methods were proposed based on the
BoI model. Some of the initial work presented in this chapter has been published
[J8]. The image clustering based on BoI model can incorporate background knowledge into the clustering process. In particular, an image clustering method based on
BoI was proposed to learn a localized similarity measure for each image cluster during
image clustering procedure. A number of image clustering experiments were carried
out on two different image data sets. A new image ranking method was also proposed and evaluated in this chapter. Experimental results demonstrated the superior
performance of the new model.

(INTENTIONALLY BLANK)

Chapter 6
Conclusion and Future Work
Research presented in this thesis identified several new research problems and developed new schemes and solutions in the field of content-based image retrieval. Three
research topics were investigated, including feature aggregation, robust image retrieval
and bag of images (BoI) model. The research achievements can improve not only the
retrieval performance but also the practicality of CBIR systems. This chapter presents
the main innovations of this research by summarizing the novel ideas and proposed
solutions.

6.1

Conclusion

Feature aggregation obtains image similarity through combining feature distances
measured by sophisticated distance metrics in individual feature spaces. Three works
contributed to the research on feature aggregation.
• Several feature aggregation methods have been developed, which may be superior in different situations. An unsolved problem is how to choose a proper
aggregation function. A p-Norm based aggregation framework was proposed to
unify a number of existing feature aggregation methods including fixed fusion
141
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operations, linear combination, boolean logic and decision fusion. This unified
approach provides an effective way to map a specific query to feature aggregation
requirements by adjusting the parameters.

• Most of existing feature aggregation methods focus on heuristic based or linear combination functions without the ability of exploring the interdependencies
between features. Moreover, in the case of multiple query images, a single aggregation function is always applied to compute similarity without considering
the special features of each query image. To address these problems, a localized
feature aggregation method was proposed to sufficiently consider the interdependence among visual features. In this method, a specific aggregation function
can be learned for each individual query image and extended to a non-linear one
based on the kernel method.
• An important consideration for feature aggregation would be sufficient exploitation of the discriminant power of individual visual features in the retrieval procedure. The series feature aggregation approach was proposed to overcome the
drawbacks of conventional parallel feature aggregation schemes, which can filter
out irrelevant images using individual visual features in series before image ranking. The proposed methods is able to not only improve the retrieval performance
but reduce the computation complexity as well.
Robust image retrieval is a new research topic in the field of CBIR. The problems about robust image retrieval may come from users or the system in certain situations. Two critical problems, unclean queries and hidden classes, were identified and
two robust retrieval schemes were proposed in this thesis.
• Unclean queries could be introduced by the user, which can significantly affect
the reliability of relevance computation. An ensemble of SVMs based robust
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retrieval scheme was proposed to handle unclean queries. The proposed scheme
regards irrelevant examples and weakly relevant examples in an unclean query as
noises for image retrieval and incorporates the ideas of data cleaning and a noise
tolerant classifier to address it. Specifically, an ensemble of SVMs were used as
consensus filters to remove the noises and a noise tolerant relevance computation
was developed to further deal with the retained noises.
• Conventional CBIR systems employing image classification is unable to handle
novel queries, which associate with hidden classes. This problem may influence
the performance and practicality of CBIR systems. A novel query detection
based retrieval scheme was proposed to the problem of hidden classes. In the
proposed scheme, the technique of novel query detection was developed to identify novel queries and a self-adaptive retrieval strategy was proposed. In particular, for a novel query, the prior knowledge of predefined image classes can be
effectively exploited to improve retrieval performance.
A new bag of images (BoI) model was proposed to express background knowledge. The BoI model shows potential to incorporate background knowledge into retrieval schemes effectively, so as to improve retrieval results from the user’s perspective.
Two researches on image clustering and image ranking were conducted to exploit the
strength of the BoI model.
• First, the BoI-based image clustering was investigated. An important observation is that a BoI in the image collection contains much information about image
clusters, which makes it possible to incorporate background knowledge into the
clustering process more effectively than the conventional semi-supervised image
clustering. In particular, a novel clustering method was proposed to learn a localized similarity measure for each image cluster by employing an ensemble of
SVMs.
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• Second, the BoI-based image ranking was investigated. The BoI-based ranking
approach is compared to ranking with relevance feedback, and ranking with
image classification. A case study was provided to show the BoI model can
benefit for image ranking. Experimental results demonstrated good performance
of the BoI-based image ranking.
There are some limitations of the work presented in the thesis. Content-based
image retrieval is unable to handle the semantic-based retrieval problems. However,
users may want to search images based on their semantic meanings. There are no
common evaluation methods, which lead to different evaluation methods used in different works. Classification-based retrieval cannot address the problem that one image
belongs to two classes. The CLEF standard benchmark has been used to evaluate retrieval performance in this thesis. However, further evaluation in other benchmarks
is preferable. The proposed schemes improved the retrieval performance at price of
higher complexity of calculation. There is comparison with direct ranking techniques
only in the work of BoI-based ranking.

6.2

Future Work

There is a substantial scope for further research and development, particularly in new
research topics such as robust image retrieval and bag of images (BoI) retrieval model.
In feature aggregation, the aggregation function is critical for the performance.
Based on the p-Norm framework, a future work would be to optimize the intra parameters by incorporating such as relevance feedback, image classification or the BoI-based
clustering. The proposed feature aggregation methods, such as localized aggregation
method, would also be applied in supervised/semi-supervised learning based retrieval
schemes.
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Since robust image retrieval is a new research topic in CBIR, more efforts are recommended in regards to identifying new problems and developing new robust retrieval
techniques. For instance, given a number of visual features, some of them may be regarded as a kind of noise for a specific query if those visual features were unable to
characterize the preferred visual content associated with this query. From the longterm learning point of view, a number of accumulated novel queries could be exploited
to detect hidden classes in the image collection.
In the topic of BoI model, an important future work is to develop new semisupervised clustering techniques. Since a BoI contains much information about image
clusters, new clustering theory may be derived from Bayesian theory to effectively support complex class distributions, such as mixture Gaussian. Moreover, some clustering
methods could be developed to learn localized similarity measure more effectively. For
example, some new semi-supervised learning methods could be incorporated in the
BoI-based image clustering.

(INTENTIONALLY BLANK)
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Appendix A
Empirical Evaluation of MPEG-7
Visual Descriptors
The work presented in this Appendix has been published [J1]. This Appendix presents
the empirical evaluation on the discriminant power of five MPEG-7 visual descriptors
that are heavily used in experimental systems in this thesis. The MPEG-7 visual
descriptors investigated include the color structure descriptor (CSD), dominant color
descriptor (DCD), color layout descriptor (CLD), edge histogram descriptor (EHD),
and homogeneous texture descriptor (HTD). This study augments existing work reported in [40, 35, 76, 129, 101, 21, 3, 28, 37].

A.1

Evaluation of Single Visual Descriptor

Taking practical applications into account, various methods of utilizing a single visual
descriptor are presented and summarized in this section. In addition, the discriminant
power of these descriptors are evaluated based on applications and methods.
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A.1.1

Feature Distance

The MPEG-7 standards provide a recommended distance metric for each visual descriptor based on the core experiments [89]. In other words, the recommended metrics
are a good choice to match feature distances and visual similarity. Since a number of
methods presented in this appendix are based on these metrics, a short summary on
visual descriptors and recommended distance metrics is provided in this section.
CSD provides information regarding color distribution as well as localized spatial
color structure in the image. The image is represented by a modified color histogram.
The distance between two CSD histograms for two images is calculated using L1 -norm
metric as follows:
DCSD (X, Y) =

255
X
i=0

|HX,i − HY,i | ,

(A.1)

where HX,i and HY,i represent the ith bin of the color structure histograms for two
images, respectively. DCD compactly conveys global information regarding the dominant colors present in the image. An image is represented as a set of color vectors, c i ,
together with their percentages, pi . The recommended distance measure applied for
DCD is

DDCD (X, Y ) =

NY
X

p2Y i +

i=1

NX
X
j=1

p2Xj −

NY X
NX
X

2aY i,Xj pY i pXj

i=1 j=1

! 21

,

(A.2)

ak,l denotes the similarity coefficient between ck and cl , which is calculated as

ak,l =




1 −


0,

dk,l
,
dmax

dk,l ≤ T

(A.3)

dk,l > T.

In Equation A.3, dk,l = kck , cl k represents the Euclidean distance between two color
vectors, and T and dmax are empirical values. CLD provides information about the
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spatial color distribution within images. After an image is divided in 64 blocks, CLD
descriptor is extracted from each of the blocks based on the discrete cosine transform.
The distance between two CLD vectors can be calculated as shown below:

DCLD (X, Y ) =

pP

i

pP
2
wyi (YXi − YY i )2 +
i wCbi (CbXi − CbY i )
pP
2
+
i wCri (CrXi − CrY i ) ,

(A.4)

where, wi represents the weight associated with ith coefficient.
EHD captures the edge distribution within an image. The image similarity based
on EHD descriptors is determined by calculating the L1 -norm of the 80-dimensional
feature vectors HX and HY ,

DEHD (X, Y) =

79
X
i=0

|HX,i − HY,i | .

(A.5)

HTD characterizes the mean and energy deviation of 30 frequency channels modeled
by Gabor functions. The distance between two vectors TX and TY is calculated as

DHT D (X, Y ) =

X TX,i − TY,i
,
α(k)
k

(A.6)

where α(k) was determined experimentally [1]. The experiments of this appendix use
α(k) = 1 which was used in the previous work [75].

A.1.2

Applications Using Single Visual Descriptor

Three applications - image clustering, image classification, and image retrieval are considered in this section. Several methods using a single visual descriptor are presented
to achieve the goals of these applications.
Image clustering aims to discover the meaningful structure of an image collection,
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Step
1
2

3
4
5

Description
Randomly select k of the N images as the mediods, {xo1 , ..., xok }.
Associate each image to the closest medoid based on the distance of
CLD descriptor. For instance, the distance of an image xi to a mediod xoj can
be calculated using Equation A.4, which is described as dij = DCLD (xi , xoj ).
For each mediod xoj and for each non-mediod image xi ,
swap xi and xoj and compute the total cost of the configuration
Select the configuration with the lowest cost
Repeat steps 1 to 4 until there is no change in the mediods.

Table A.1: Example method using PAM algorithm and CLD descriptor
which normally applies unsupervised learning technologies. In image clustering, it
assumes that an image collection has N images, Ω = {x1 , ..., xN }. Given a selected
visual descriptor, xi is feature vector for the i-th image. Specifically, the goal of
image clustering is to discover k meaningful clusters in Ω. The number of categories,
k, can be predefined or predicted automatically in the clustering procedure. The
distance calculation between images in a feature space is important for the results of
image clustering. In this appendix, the recommended metrics are used to calculate the
image distance to single visual descriptor. Then, the problem of image clustering is
solved. To illustrate this method, an example implementation that utilizes k-mediods
algorithm [68] and the CLD descriptor is provided. The most common realization of
k-medoid clustering is the partitioning around mediods (PAM) algorithm. PAM is
based on the search for k representative images (mediods) among the images in the
collection. After finding a set of k representative images, the k clusters are constructed
by assigning each image of the collection to the nearest mediod. The PAM algorithm
for image clustering is listed in detail in Table A.1. Since the recommended metric can
well match people’s visual similarity, it is hopeful that this image clustering method
can construct some meaningful image clusters based on visual similarity.
In contrast to image clustering, image classification assigns unlabeled images into
the predefined image categories, which is usually achieved by applying supervised
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learning technologies. There are two kinds of methods to design image classifiers, one
utilizes the recommended distance metrics and the other does not. For example, the k
nearest neighbors algorithm classifies images based on the closest training samples in
the feature space. An image is classified based on the majority vote of its neighbors,
with the image being assigned to the category most common amongst its k nearest
neighbors. The distance of two images in a feature space can be computed using
recommended distance metrics presented in Section A.1.1. However, it is not very
clear whether the recommended distance metrics can guarantee the good classification
performance of visual descriptors. In contrast, SVM algorithm is an example in which
case the recommended distance metrics are not necessary. SVM aims to find a set
of maximum-margin hyperplane in a high-dimensional space which is able to well
separate the image categories, normally in which Euclidean distance function is used
to measure the feature distance. It should be pointed out that DCDs cannot be used in
this method because DCDs of two images may have different number of components.

Image retrieval is a more specific application, which searches images relevant to a
user’s query from an image collection. The visual descriptors are used to characterize
the content of images and a user’s intention is described by some example images.
In image retrieval, we discuss some situations featured by the number of example
images provided by the user. In the case of single query image, the conventional way
of image ranking is based on the distance between an image and the query image.
The image distance can be computed using the recommended distance metrics. And,
top k images in the ranked list will be returned as retrieval results. The retrieval
performance depends on the discriminant power of a selected visual descriptor. In
the case of multiple query images, the relevance of an image to the user’s query can
be obtained by combining the distances of the image to multiple query images in a
feature space. Assume that a query consists of L example images, Q = {q1 , ..., qL },
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and the selected visual descriptor is CLD. The image relevance between an image x
and Q can be calculated as

dx =

where

DCLD (x, qj ) ∀j

(A.7)

represents a combination rule. In this appendix, three simple and effective

combination rules min, max and sum, which have different meanings and are usually
adopted in practice, are evaluated.
In last decade, much effort has been made on relevance feedback-based image
retrieval [121, 165, 134]. The idea of relevance feedback is to involve the user in the
retrieval process so as to improve the final retrieval results. In this case, image retrieval
can be formulated as a classification problem. Positive and negative example images
provided by the user during multiple feedback iterations are used to train a classifier.
Then, the images are ranked according to the decisions produced by the classifier.
For instance, SVM can address a specified binary classification problem derived from
relevance feedback-based image retrieval. Some visual descriptors can not be directly
applied in this approach if there is not a unified feature space to incorporate them.
All the above methods using single visual descriptor are summarized in Table A.2.

A.1.3

Experimental Evaluation

This section reports on the experiments carried out and the results obtained for single
MPEG-7 visual descriptor. The objective is to empirically evaluate the discriminant
power of each visual descriptor. In detail, a number of experiments are carried out on
a Corel image dataset [149]. There are ten real-world image categories in the dataset
and each category includes 100 images. The images in each category are associated
to similar visual content, so the ground truth dataset can be image categories-based.
Figure A.1 shows some example images in this dataset. Several methods have been
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1

Application
Image clustering

2

Image classification

3
4

Image classification
Image retrieval
(single example query)
Image retrieval
(multiple example query)
Image retrieval
(relevance feedback)

5
6

155

Method
Recommended distance metric
+ clustering algorithm
Recommended distance metric
+ classification algorithm (eg. k-NN)
Classification algorithm (eg. SVM)
Recommended distance metric
Recommended distance metric
+ combination rules
Classification algorithm (eg. SVM)

Table A.2: Applications and methods using single visual descriptor

Figure A.1: Example Corel images

implemented to utilize single visual descriptor in the applications of image clustering,
classification, and retrieval. The application-dependent evaluation criteria are applied
to measure the discriminant power of each visual descriptor.

For image clustering, Macro F 1 measure is adopted to evaluate the clustering
results. F 1 measure is based on traditional information retrieval measures - precision
and recall. For an image cluster constructed by a clustering algorithm, a ground truth
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Macro F1

CSD
0.58

DCD
0.45

CLD
0.51

EHD
0.49

HTD
0.29

Table A.3: Clustering with single descriptor

category is predicted to which most images in the target cluster belong.
#GroundT ruthImagesInT argetCluster
#ImagesInT argetCluster
#GroundT ruthImagesInT argetCluster
Recall =
#ImagesInGroundT ruth
2 × P recision × Recall
F1 =
P recision + Recall

P recision =

(A.8)
(A.9)
(A.10)

The Macro F 1 measure is defined as the average of F 1 measures on all image clusters.
The higher the Macro F 1, the better the clustering performance. In the experiments,
k-medoids algorithm is implemented to perform image clustering and the MPEG-7
recommended distance metrics are adopted to compute the feature distances. Table
A.3 shows the clustering performance of each visual descriptor. In this experiments,
HTD has much weaker discriminant power than other descriptors.
For image classification, the error rate is used to evaluate the classification results.
The error rate is defined as

Error Rate =

#ImagesClassif iedIncorrectly
.
#T estingImages

(A.11)

The smaller the error rate, the better the classification performance. In the experiments, 30% images in each category are randomly selected as the training samples and
the remaining images are used for testing. Two classification algorithms, k-NN and
SVM, are implemented to perform image classification. k-NN utilizes the MPEG-7
recommended distance metrics to compute feature distance, while SVM does not. Table A.4 shows the classification performance of visual descriptors. In this experiment,

157

A.1. Evaluation of Single Visual Descriptor

k-NN
SVM

Error Rate
CSD
0.23
0.21

Error Rate
DCD
0.36
–

Error Rate
CLD
0.39
0.44

Error Rate
EHD
0.38
0.32

Error Rate
HTD
0.54
0.49

Table A.4: Classification with single descriptor
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Figure A.2: Retrieval with single query image

DCD cannot applied to the SVM algorithm. The classification performance of k-NN is
comparable to that of SVM. HTD shows much weaker discriminant power than other
descriptors.
For image retrieval, the precision-recall curve [98] is applied to evaluate the retrieval results. Average precision-recall curve on 100 random queries is reported in the
experiment. Figure A.2 shows the retrieval performance of each visual descriptor in
the case of single query image. CSD, CLD and EHD has much stronger discriminant
powers than DCD and HTD. Moreover, CSD is significantly better than CLD and
EHD before recall reaches 0.5.
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Figure A.3: Combination rules for multi-example queries using CSD
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Figure A.4: Combination rules for multi-example queries using DCD
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Figure A.5: Combination rules for multi-example queries using CLD
EHD
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Figure A.6: Combination rules for multi-example queries using EHD
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Figure A.7: Combination rules for multi-example queries using HTD
For the case of multiple query images, three combination rules, min, max, and
sum, are evaluated. In the experiment, each query consists of three example images
and multiple distances on visual descriptors are combined for ranking. Figures A.3-A.7
show the retrieval performance of each single visual descriptor using these combination
rules. The experimental results show that the sum combination rule is slightly better
than the min combination rule and both of them are superior than max. The retrieval
performance of multiple query images significantly outperforms that of single query
image on any single visual descriptor.
In relevance feedback-based methods, the initial query includes only one image.
First, the retrieval results based on the recommended distance metrics are returned.
Then, top ranked positive examples from initial results are selected as feedback to
train a classifier. Finally, all images are ranked according to their decision values
produced by the classifier. Figure A.8 shows the retrieval results of the SVM-based
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Figure A.8: Relevance feedback with single visual descriptor
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method, in which DCD is not used. In this method, sufficient feedback can guarantee
that the discriminant power of the visual descriptors can be demonstrated effectively,
especially for CSD and EHD.

A.2

Evaluation of Aggregated Visual Descriptors

It is, in general, accepted that each visual descriptor characterizes an aspect of image
content, and the discriminant power can be improved by combining multiple visual
descriptors. For example, the MPEG-7 visual descriptors extract different kinds of
information to describe the image content from their own perspectives. This section
discusses how to combine the MPEG-7 visual descriptors in practice and reports the
discriminant power of the aggregated visual descriptors as well.

A.2.1

Applications using the Aggregated Visual Descriptors

Some feature fusion methods are explored for image clustering, image classification,
and image retrieval. Although these feature fusion methods are basically independent of the visual descriptors, this appendix still concentrates on how to combine the
MPEG-7 visual descriptors.
First, image clustering is considered. On the basis of the idea of early fusion, the
vectors for the MPEG-7 visual descriptor are connected into a single feature vector.
All images become the points in a new high-dimensional feature space. Then, the
traditional clustering algorithms can be applied to perform image clustering. However,
DCD cannot be applied in this method as mentioned above. With the approach of
feature aggregation, there are two different image clustering methods. In the first
method, feature distance is calculated using the recommended metrics, and multiple
feature distances are combined to obtain the final image distance for the clustering
algorithms. In the second method, image clustering is performed based on multiple
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1

Application
Image clustering

2

Image clustering

3

Image clustering

4

Image classification

5

Image classification

6

Image classification

7

Image retrieval
(single query image)
Image retrieval
(multiple query images)
Image retrieval
(relevance feedback)

8
9
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Method
Early fusion
+ clustering algorithm
Feature distance combination
+ clustering algorithm
Recommended distance metric
+ ensemble clustering
Early fusion
+ classification algorithm (eg. SVM)
Feature distance combination
+ classification algorithm (eg. k-NN)
Recommended distance metric
+ classifier combination
Recommended distance metric
+ combination rules
Recommended distance metric
+ combination rules
Early fusion
+ classification algorithm

Table A.5: Applications and methods using multiple visual descriptors

pairs of visual descriptors and the recommended distance metric. Then, multiple
clustering results are combined to get the final results, which is a special case of
ensemble clustering [130].
Secondly, image classification is considered. Based on early fusion, traditional
classification algorithms, such as SVM, can be applied in a new high-dimensional
feature space directly. One of its disadvantages is that some descriptors, such as
DCD, cannot be connected with others. Feature aggregation can combine multiple
feature distances to obtain an aggregated image distance. Then, k-NN algorithm can
use the aggregated distances to perform image classification. The other way is to
perform ensemble of image classification based on multiple pairs of visual descriptor
and the recommended distance metric. Then, the classifier combination method can be
applied to obtain the final classification results. In this section, multiple classification
results are combined using the strategy of majority vote.
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Finally, image retrieval is considered. In the case of a single query image, the role

of feature aggregation is to combine multiple feature distances and obtain the final
distance between an image and the query image. Then, all images are ranked according to the aggregated distances. With multiple query images, there are two levels of
distance combination. In the first level, multiple distance on visual descriptors are
combined to obtain the distance between an image and a query image. In the second
level, multiple distance of an image to the query images are combined to obtain the
relevance of the image to the query. The key point is to select a proper combination rule. Relevance feedback can provide more example images to explain the user’s
intention. These example images make it possible to formulate image retrieval as a
classification problem. With early fusion, the classification problem can be addressed
straightforwardly by traditional classification algorithms in a combined feature space.
All the above methods using multiple visual descriptors are summarized in Table A.5.

A.2.2

Experimental Evaluation

This section reports on the experiments carried out and results obtained for multiple
visual descriptors. The objective is to empirically evaluate the discriminant power of
the aggregated visual descriptors. For this purpose, several feature fusion methods are
implemented and a number of experiments are carried out on the Corel image dataset.
Different applications adopt their own evaluation criteria.
Table A.6 shows the clustering performance in terms of Macro F1 measure. In
the experiment, all methods employ the k-medoids algorithm. The ensemble clustering method has the best performance among all methods. For the feature distance
combination method, the sum combination rule is better than max, while the min
combination rule is not good.
In the image classification experiment, 30% images in each category are randomly
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Early Fusion
Macro F 1

0.53

Combination
min
0.44

Combination
max
0.53

Combination
sum
0.59

Ensemble
0.63

Table A.6: Clustering with aggregated visual descriptors

Error Rate

Early Fusion
SVM
0.18

Combination
min + k-NN
0.25

Combination
max + k-NN
0.23

Combination
sum + k-NN
0.16

Ensemble
k-NN
0.23

Table A.7: Classification with multiple visual descriptors
selected as the training samples and the remaining images are used for testing. Table
A.7 shows the classification performance in terms of error rate. The method based on
early fusion and SVM has a comparable performance to the method based on feature
distance combination and k-NN. Both are better than other methods.
Three sets of experiments are performed for single query image, multiple query
images and relevance feedback. Figure A.9 shows the retrieval performance of single
query image. Among the combination rules for fusing feature distances, ‘sum’ has the
best performance. Figures A.10-A.12 show the retrieval performance of multiple query
images using two levels combination strategy. On the basis of the experimental results,
for practical purpose, a good choice is use the sum combination rule in both levels.
Finally, retrieval performance of relevance feedback is shown in Figure A.13. The
experimental results also support the observation that sufficient feedback is necessary
to effectively improve the retrieval performance.
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Figure A.9: Single query image with feature distance combination
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Figure A.10: Multi-example queries and two-level combination min+x
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Figure A.11: Multi-example queries and two-level combination max+x
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Figure A.12: Multi-example queries and two-level combination sum+x
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Figure A.13: Relevance feedback with aggregated visual descriptors

Appendix B
A Secure Image Retrieval Protocol
Content-based image retrieval (CBIR) has attracted a lot of attention, but the focus
of previous research work was mainly on improving the retrieval performance rather
than addressing security issues such as copyrights and user privacy. With an increase
of security attacks in the computer networks, these security issues become critical for
CBIR systems. In this Appendix, a novel two-party protocol is proposed to resolve the
issues regarding user rights and privacy. Unlike the previously published protocols, the
proposed protocol does not require the existence of a trusted party. It exhibits three
useful features: security against partial watermark removal, security in watermark
verification, and non-repudiation.

B.1

Introduction

Content-based image retrieval (CBIR) is a technology for searching digital images
based on their actual content described by color, texture and shape [33]. Improving the
retrieval performance in CBIR has attracted a lot of attention, while very few efforts
address security concerns. As examples, it is found that Fleck et al. [45] demonstrated
a content-based retrieval strategy to tell whether there are naked people present in
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an image; and Li [83] proposed a security mechanism for CBIR in which hierarchical
queries with different authorizations on a large image collection are implemented based
on digital watermarks. With the popularity of CBIR for ordinary users and the increase
of security attacks in the computer networks, the security in CBIR is becoming more
and more important.
In this work, it is found that conventional CBIR systems suffer from the user rights
problem, where under query-by-example (QBE) paradigm, a dishonest service provider
of CBIR can distribute the user’s query image without authorization, while the query
image may include the user’s private information or copyright. For instance, in medical
applications, a medical image is used as a query [97], which includes the user’s health
information should not be distributed without authorization. An artist may use an
unpublished artwork as a query to search similar images but the unauthorized copies
of the query image are forbidden. Obviously, the user rights problem in such situations
should be taken into account.
This research work shows that the user rights problem can be addressed by conventional copy deterrence schemes based on digital watermarking. In context of CBIR, the
user (owner of a query image) inserts a unique watermark into a query image before it
is sent to a service provider of CBIR. If the service provider distributes unauthorized
copies of the watermarked image, then these copies can be traced to the unlawful
distributor (original service provider of CBIR) using a watermark detection algorithm
[29]. An important advantage of this approach is that it is independent of the image
retrieval techniques; namely, this approach can be applied in various CBIR systems
to protect the user rights. However, it has been shown that such a copy deterrence
scheme suffers from a number of security problems, such as the user rights problem
[113, 93] and the unbinding problem [80]. Therefore, a number of buyer-seller watermarking protocols have been proposed to provide secure copy deterrence, which will
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be reviewed in Section B.2.
Using buyer-seller watermarking protocols as a basis, this work aims to propose a
novel and secure image retrieval protocol, which is applicable to the real world. The
proposed protocol offers several new features, which are different from the original
buyer-seller watermarking protocols. First, the participants in an image retrieval protocol are different to those in a buyer-seller watermarking protocol. In a buyer-seller
watermarking protocol, the seller is the owner of a digital content, who conducts the
watermark insertion, and the buyer can obtain a watermarked digital content. In
contrast, in an image retrieval protocol, the user is the owner of a query image, who
should insert a watermark to protect its rights, and the service provider of CBIR
will search images according to the watermarked query image obtained from the user.
Second, the anonymity of a user is required in an image retrieval protocol and the
user may not have any identification, such as a digital certificate. This requirement
is more strict since in a buyer-seller watermarking protocol the identification of the
buyer is necessary. In the previous work [160], a three-party protocol was proposed
to solve the user rights problem, which took these features into account. However,
that protocol is based on a third trusted party, WCA, and the user needs to contact
WCA for requesting a watermark, which is against the user’s habits in CBIR and
will hinder the applications of CBIR. In this work, a novel image retrieval protocol is
proposed to overcome this shortcoming. Moreover, the proposed protocol provides a
higher security level by solving the problems which were not considered in the previous
work.

B.2

Related Work

Since the proposed image retrieval protocol uses the buyer-seller watermarking protocol as its basis, a review on it is presented. According to whether a third trusted
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party (WCA or WGA) takes part in creating and validating digital watermarks, existing watermarking protocols can be classified into two categories, three-party and
two-party watermarking protocols.
Three-party watermarking protocols are based on a trusted third party (WCA or
WGA). Memon and Wong proposed a three-party watermarking protocol [93] to solve
the customer’s right problem [113], assuming that a malicious seller is able to frame an
honest buyer in traditional copy deterrence schemes. The proposed protocol is based
on homomorphic encryption schemes, in which WCA is introduced to provide valid
watermarks. In [65], Ju et al. improved Memon and Wong’s protocol by providing an
anonymity mechanism for the customer based on anonymous keys. Lei et al. pointed
out that Memon and Wong’s protocol suffers from the unbinding problem [80]; that
is, the seller can transplant the watermark embedded in a pirated copy into a copy
of higher-priced digital content. They solved the unbinding problem by binding a
watermark to a common agreement (ARG) by WCA’s signature. Zhang et al. identified and solved the secure verification problem in previous watermarking protocols
[159]. That is, an arbitrator is able to remove an original watermark from an unauthorized copy of the digital content and resell multiple copies of it with impunity. In
[46], Frattolillo proposed and implemented a web-oriented and anonymous watermarking protocol to solve both the customer’s right problem and the unbinding problem.
Considering heavy computation and bandwidth required by a homomorphic publickey cipher, Katzenbeisser et al. proposed a watermarking protocol based on WGA,
utilizing secure embedding algorithms and a symmetric encryption scheme [67]. In
[136], Thomas et al. proposed a joint watermarking scheme and protocol for multiparty multilevel DRM architecture involving several levels of distributions between an
owner and a consumer.
Two-party watermarking protocols automatically create a valid digital watermark
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without such a trusted third party (WCA or WGA). These protocols can avoid the
conspiracy problem, i.e., the seller (or the buyer) may collude with WCA (or WGA)
to cheat the innocent buyer (or seller) [26, 158]. Kuribayashi and Tanaka proposed
and implemented a two-party fingerprinting scheme that embeds an information bit
in the encrypted domain that ensures the plain value is not exposed [74]. However,
the scheme suffers from the unbinding problem and the use of zero-knowledge proofs
significantly impedes its practicability. To avoid the conspiracy problem, Zhang et
al. proposed a two-party watermarking protocol based on the idea of sharing a secret
between the seller and the buyer, which can resolve the customer’s right problem,
the unbinding problem and the anonymity problem simultaneously [158]. Ibrahim et
al. also proposed a watermarking protocol to solve the conspiracy problem based on
the trusted certification authority (CA), in which CA needs to access the watermark
[60]. One drawback in [158] is that the arbitration process needs the assistance of
the buyer, namely the dispute problem. To solve this problem, Deng and Preneel
proposed an improved two-party watermarking protocol by incorporating secure group
signature schemes [34]. In their protocol, the arbitration process needs the assistance
of a group manager. Recently, Phan et al. presented an attack [110] on the two-party
watermarking protocol [158]; that is, the buyer can remove its part of the watermark
from the watermarked digital content. It will be shown how this attack can be avoided
in this appendix.

B.3

Design Goals

In this work, it is considered that the practical two-party image retrieval protocol
should solve the following problems.
• The user rights problem. This problem has two aspects. On the one hand, the
service provider of CBIR may distribute the user’s private query image without
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authentication. On the other hand, the user may frame a service provider.

• The unbinding problem. In the context of CBIR, it means that the user may
transplant the watermark embedded in a pirated copy into a copy of higherpriced query image.
• The anonymity of users. In CBIR, an ordinary user may not have any identifications and the anonymity of the user should be retained during the whole image
retrieval session.
• Partial watermark removement. In the context of CBIR, this attack means that
the service provider may remove its part of watermark, so as to defeat the user
rights protection.
• Secure verification problem. An arbitrator is able to remove an original watermark from an unauthorized copy and resell multiple copies of it with impunity.
• The dispute problem. In the arbitration stage, an arbitrator must be able to
make judgment without the assistance of the service provider of CBIR.
Based on the review in Section B.2, three problems have not solved in existing twoparty watermarking protocols, which are the problem of partial watermarking removement, secure verification problem, and the dispute problem. Therefore, it would be a
big challenge for a secure image retrieval protocol to solve all six problems simultaneously.

B.4

Image Retrieval Protocol

The proposed two-party image retrieval protocol consists of two sub-protocols, protection protocol and arbitration protocol. In contrast to the protocol in [160], the
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proposed protocol does not need the assistance of WCA, which is more applicable and
effective for practical CBIR applications.

B.4.1

Protection protocol
SP

U
H(X)

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

pk, SignSP (pk), Epk (WSP ), SignSP (ARG,H(X), Epk (WSP ))

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Epk (X̄)

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
RR
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure B.1: Two-party image retrieval protocol.

In the protection protocol, the interaction occurs between the user (U) and the
service provider of CBIR (SP). Figure B.1 visualizes the details of the following steps.
1. To protect the user rights, U downloads SP’s digital certificate Cert SP (pkSP )
and a common agreement ARG from SP’s website. CertSP (pkSP ) is issued by
the trusted certification authority (CA). ARG explicitly states the rights and
obligations of both parties, particularly including that the user’s query image
can not be distributed without authorization. U sends H(X) to SP, where H(X)
is the perceptual hash [95] of a query image X.
2. Upon receiving H(X), SP creates a pair of public and private keys, (pk, sk), and
a watermark secret WSP for this image retrieval quest. Then, SP computes the
signatures, SignSP (pk) and SignSP (ARG, H(X), Epk (WSP )), and the ciphertext
Epk (WSP ). The signature SignSP (ARG, H(X), Epk (WSP )) binds ARG, X and
WSP , which can be used to avoid the unbinding problem. Finally, SP sends these
data with pk to U.
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3. Upon receiving pk, SignSP (pk), Epk (WSP ) and SignSP (ARG, H(X), Epk (WSP )),
U first verifies the validity of signatures. If any of them is invalid, U cancels
this retrieval request. Otherwise, U creates a watermark secret WU for this
image retrieval and performs the watermark insertion in the encrypted domain
by computing

Epk X̄



= Epk (X) ⊗ Epk (WSP ) ⊗ Epk (WU )
= Epk (X ⊗ WSP ⊗ WU )
= Epk (X ⊗ W ) ,

(B.1)

without knowing the actual watermark W = WSP ⊗ WU , where ⊗ is an watermark insertion operation and Epk is privacy homomorphic with respect to
⊗. In this work, the well-known RSA cryptosystem [117] is adopted, it provides a secure homomorphism with respect to multiplication. U then sends

only Epk X̄ to SP. At the same time, U keeps it secret of the information

of watermarking locations, Iwl , which will be used to avoid the attack of partial watermark removement. Finally, U stores all information, pk, Sign SP (pk),
Epk (WSP ), SignSP (ARG, H(X), Epk (WSP )), WU and Iwl . These data could be
used to protect against possible unauthorized distribution.


4. Upon receiving Epk X̄ , SP decrypts it with sk by computing X̄ = Dsk Epk X̄ .
SP needs to verify the validity of X̄. If H(X̄) = H(X), SP searches the images
which are relevant to X̄ based on visual content, and returns the retrieval results,
RR, to U. According to ARG, SP must not distribute X̄ without authorization.
Otherwise, SP cancels this retrieval request.
Finally, if both parties are honest, U can receive retrieval results and this image retrieval session is completed.
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B.4.2

Arbitration protocol

The arbitration protocol is designed to trace the pirate responsible and gather undeniable evidence, when an unauthorized copy Y of the user’s query image X is found.
The proposed arbitration protocol consists of two stages. In the first stage, U identifies
the dishonest SP and collects undeniable evidence. In the second stage, an arbitrator
(ARB) makes a judgment based on the evidence provided by U.
U can identify the dishonest SP by checking the information associated with the
SPs. Note that, in [160], U is allowed to contact only one SP. However, the proposed
two-party protocol allows U to contact multiple SPs for requesting retrieval results.
For each SP, U first collects the relevant information, CertSP (pkSP ), pk, SignSP (pk),
ARG, H(X), Epk (WSP ), SignSP (ARG, H(X), Epk (WSP )), WU and Iwl . Then, U extracts a watermark W 0 from the unauthorized copy Y and computes
0
= W0
WSP

where

WU ,

(B.2)

0
is a reverse operation to the watermark insertion operation ⊗. If E pk (WSP
)=

Epk (WSP ), this SP is the dishonest SP. The identification method is based on the fact
that RSA encryption is a deterministic encryption algorithm [117]. In case the dishonest SP is found, U sends the evidence information, CertSP (pkSP ), pk, SignSP (pk),
0
ARG, H(X), Epk (WSP ), SignSP (ARG, H(X), Epk (WSP )) and WSP
to ARB.

Upon receiving these data, ARB verifies the validity of the signatures. If any of
0
) = Epk (WSP ), ARB turns to
them is invalid, he rejects the case. Otherwise, if Epk (WSP

the CA and asks for the real identity behind pkSP . Once the identity of an SP who owns
0
pkSP is revealed, ARB charges the SP and closes the case. If Epk (WSP
) 6= Epk (WSP ),

ARB cancels this arbitration request.
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B.5

Security Analysis and Discussion

This section shows how the proposed image retrieval protocol can achieve the design
goals outlined in Section B.3 by examining the security problems.
• The user rights problem. The proposed protocol provides a pirate tracing mechanism, which can discourage the unauthorized distribution, so as to achieve the
user rights protection. On the one hand, an SP is unable to remove the watermark W since it has only the watermarked query image X̄ without the knowledge
of the original image X, the watermark W and information of watermarking locations Iwl . Once an unauthorized copy Y created by an SP is found, U is able to
identify the SP and collect enough evidence to prove that Y is distributed by the
SP without authorization. On the other hand, U is unable to fabricate piracy
to frame an SP since the watermark insertion is performed in encrypted domain
and U has no knowledge of the watermark W and the watermarked query image
X̄.
• The unbinding problem. The proposed protocol solved this problem in a novel
way, which includes two steps conducted by SP. First, SP creates the signature
SignSP (ARG, H(X), Epk (WSP )), which explicitly binds ARG, X and WSP . Second, SP verifies the equation, H(X̄) = H(X), which assures that the signature is
associated with the query image. Therefore, it is impossible for U to transplant
a watermark into a copy of another higher-priced image. Note that, in the image retrieval protocol, ARG can not include the information of the query image
X, because SP has no knowledge of X before U startups the image retrieval
protocol.
• The anonymity of users. The proposed image retrieval protocol allows U to keep
anonymity without any identification, such as digital certificate issued by CA.
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Actually, the identification of SP is necessary. In the protection protocol, no
information on the identification of U is necessary. In the arbitration protocol,
U just needs to send all evidence information to ARB without information on
its identification. Therefore, the anonymity of U is retained during the whole
image retrieval session.

• Partial watermark removement. The proposed protocol can avoid this attack,
because U keeps secret the information of watermarking location Iwl and SP is
unable to remove its watermark secret WSP from X̄ without the information Iwl .
This can be implemented easily. For instance, based on robust spread-spectrum
watermarking techniques [29], U can randomly choose some locations in the
m largest DCT AC coefficients for watermark insertion. Moreover, because of
the existence of WU , it is difficult for SP to detect the accurate locations of
watermarking.

• Secure verification problem. The proposed arbitration protocol provides a secure
verification mechanism, in which U does not reveal the original image X and its
watermark secret WU . Therefore, ARB is unable to create a copy of original
image X directly without the knowledge of X. Even though ARB can obtain
the watermarked image X̄ and SP’s watermark secret WSP , it is still unable to
remove the watermark W from the watermarked image X̄ without U’s watermark
secret WU and the information of watermarking locations Iwl .

• The dispute problem. In the proposed arbitration protocol, ARB is able to make
judgment solely based on the evidence provided by U without the assistance of
SP. If an SP is guilty, ARB will turn to the CA and asks for the SP real identity.
If an SP is judged to be innocent, its identity will not be revealed.
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The proposed two-party image retrieval protocol outperforms the three-party pro-

tocol [160]. First, ordinary users in CBIR are used to solely interact with service
provider for image retrieval request. The trusted third party (WCA) introduced in
the three-party protocol [160] may hinder the practical applications of CBIR, while
the proposed two-party protocol can well match ordinary users’ habits. Second, the
proposed two-party protocol can solve the secure verification problem, which is not
considered in the previous three-party protocol. Actually, no existing two-party watermarking protocol can solve the secure verification problem. Third, the proposed
protocol provides a more effective arbitration mechanism, in which ARB is able to
make judgment based on solely the evidence provided by the user without any other
assistances. The solution outperforms the group signature based solution for the dispute problem [34] which needs the assistance of group manager.

How to control the quality of watermarked digital content is a critical problem in
conventional buyer-seller watermarking protocols. The high-quality digital content is
the customer’s basic requirement, while the robustness of digital watermark conflicts to
the quality of watermarked digital content. In this appendix, two reasons are presented
to show that this problem is not serious in the proposed protocol for CBIR. First, CBIR
is to search similar images, so it is not so sensitive to the quality of watermarked query
image. Generally speaking, traditional blind watermarking techniques do not change
the content of images. Second, since U and SP have no conflict of interest in CBIR,
they can cooperate to control the quality of watermarked query image, so it will not
affect the retrieval performance. On the one hand, U would like to well control the
quality of watermarked query image, because it intends to obtain good retrieval results.
On the other hand, SP would also like to well control the quality of watermarked query
image, because it intends to provide good retrieval service and attract more users.

B.6. Conclusions
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Conclusions

The initial work of secure image retrieval protocol has been published [J10]. In this
appendix, a new two-party secure image retrieval protocol is proposed, which can address six problems, the user rights problem, the unbinding problem, the anonymity of
users, partial watermark removal, secure verification problem, and the dispute problem. The proposed protocol outperforms the existing three-party protocol due to its
feasibility and security. The future work will be aimed to develop new algorithms to
enhance the robustness of digital watermark at the cost of low-quality watermarked
query image without influencing the retrieval performance.
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CHAPTER 10: MPEG-7 VISUAL DESCRIPTORS AND DISCRIMINANT
ANALYSIS
Jun Zhang, Lei Ye and Jianhua Ma

Handbook of MPEG applications: standards in practices, Eds. H. Agius and M. C.
Angelides, John Wiley & Sons, pages 241-262
(in production, to be published in December 2010).

Abstract
This chapter introduces the MPEG-7 visual description tools with emphasis on color
and texture descriptors and evaluates their discriminant power in three basic applications, image retrieval, image classification and image clustering. It provides some
algorithmic background and experimental evaluation of MPEG-7 visual description
tools for practitioners in the areas of image indexing, retrieval, search and categorization. First, a literature review on the study and application of MPEG-7 visual
descriptors is provided. Then a number of application-based methods are developed
to effectively utilize the MPEG-7 visual descriptors, all of which are evaluated by
extensive experiments. In particular, early fusion and later fusion are presented to
combine multiple MPEG-7 visual descriptors to improve the discriminant power of
individual descriptors. The data in this section will provide a good source of design
inputs for applications of MPEG-7 descriptors in various areas where discrimination
of image content is required.
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CONTENT BASED IMAGE RETRIEVAL USING UNCLEAN POSITIVE
EXAMPLES
Jun Zhang and Lei Ye
IEEE Transactions on Image Processing, 18(10):2370-2375, October 2009

Abstract
Conventional content-based image retrieval (CBIR) schemes employing relevance feedback may suffer from some problems in the practical applications. First, most ordinary
users would like to complete their search in a single interaction especially on the web.
Second, it is time consuming and difficult to label a lot of negative examples with
sufficient variety. Third, ordinary users may introduce some noisy examples into the
query. This correspondence explores solutions to a new issue that image retrieval
using unclean positive examples. In the proposed scheme, multiple feature distances
are combined to obtain image similarity using classification technology. To handle
the noisy positive examples, a new two-step strategy is proposed by incorporating
the methods of data cleaning and noise tolerant classifier. The extensive experiments
carried out on two different real image collections validate the effectiveness of the
proposed scheme.

186

Appendix
ROBUST IMAGE RETRIEVAL WITH HIDDEN CLASSES
Jun Zhang and Lei Ye
revised and submitted to IEEE Transactions on Image Processing
(Reviews were received on 25 June 2010; revised on 3 August 2010)

Abstract
For the purpose of content-based image retrieval (CBIR), image classification is much
helpful in improving the retrieval accuracy and speeding up the retrieval procedure.
However, the CBIR systems employing image classification suffer from the problem
of hidden classes. The queries associated with hidden classes could not be correctly
answered by the CBIR system. Therefore, the retrieval performance will be affected
seriously. To address this problem, a robust CBIR scheme is proposed in this correspondence, which incorporates novel query detection technique and an self-adaptive
retrieval strategy. A number of experiments carried out on two popular image datasets
demonstrate the effectiveness of the proposed scheme.
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Appendix
LOCAL AGGREGATION FUNCTION LEARNING BASED ON SUPPORT
VECTOR MACHINE
Jun Zhang and Lei Ye
Signal Processing, 89(11):2291-2295, November 2009

Abstract
In content-based image retrieval (CBIR), feature aggregation is an approach to obtain
image similarity by combining multiple feature distances. Most existing feature aggregation methods focus on heuristic-based or linear combination functions, which cannot
sufficiently explore the interdependencies between features. Instead, a single aggregation function is always applied to all query images without considering the special
features of each query image. In this paper, aggregation is formulated as a classification problem in a feature similarity space and solved by support vector machines
(SVMs). The new method can learn an aggregation function for each query image and
extend the linear aggregation to a nonlinear one using the kernel trick. Experiments
demonstrate that the image retrieval performance of the proposed method is superior.
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SERIES FEATURE AGGREGATION FOR CONTENT-BASED IMAGE
RETRIEVAL
Jun Zhang and Lei Ye
Computers & Electrical Engineering, 36(4):691-701, July 2010

Abstract
Feature aggregation is a critical technique in content-based image retrieval (CBIR)
systems that employs multiple visual features to characterize image content. Most
previous feature aggregation schemes apply parallel topology, e.g., the linear combination scheme, which suffer from two problems. First, the function of individual visual
feature is limited since the ranks of the retrieved images are determined only by the
combined similarity. Second, the irrelevant images seriously affect the retrieval performance of feature aggregation scheme since all images in a collection will be ranked.
To address these problems, we propose a new feature aggregation scheme, series feature aggregation (SFA). SFA selects relevant images using visual features one by one
in series from the images highly ranked by the previous visual feature. The irrelevant images will be effectively filtered out by individual visual features in each stage,
and the remaining images are collectively described by all visual features. Experiments, conducted with IAPR TC-12 benchmark image collection (ImageCLEF2006)
that contains over 20,000 photographic images and defined queries, have shown that
the proposed SFA can outperform conventional parallel feature aggregation schemes.
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PROPERTIES OF SERIES FEATURE AGGREGATION SCHEMES
Jun Zhang and Lei Ye

World Review of Science, Technology and Sust. Development, 7(1/2):100-115, 2010

Abstract
Feature aggregation is a critical technique in content-based image retrieval (CBIR)
that combines multiple feature distances to obtain image dissimilarity. Conventional
parallel feature aggregation (PFA) schemes failed to effectively filter out the irrelevant
images using individual visual features before ranking images in collection. Series
feature aggregation (SFA) is a new scheme that aims to address this problem. This
paper investigates three important properties of SFA that are significant for design
of systems. They reveal the irrelevance of feature order and the convertibility of
SFA and PFA as well as the superior performance of SFA. Furthermore, based on
Gaussian kernel density estimator, the authors propose a new method to estimate
the visual threshold, which is the key parameter of SFA. Experiments, conducted
with IAPR TC-12 benchmark image collection (ImageCLEF2006) that contains over
20,000 photographic images and defined queries, have shown that SFA can outperform
conventional PFA schemes.
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WATERMARKING PROTOCOL OF SECURE VERIFICATION
Jun Zhang, Weidong Kou, Kai Fan, and Lei Ye
Journal of Electronic Imaging, 16(4):043002(1-4), November 2007

Abstract
The secure verification is important for watermarking protocols. A malicious arbitrator
is able to remove an original watermark from an unauthorized copy of the digital
content as a result of a security breach in the phase of arbitration and resell multiple
copies of it with impunity. We propose a novel buyer-seller watermarking protocol of
secure verification. In this scheme, a seller permutes an original watermark provided
by a trusted Watermarking Certification Authority (WCA) and embeds it into digital
content in an encrypted domain. In case an unauthorized copy is found, the seller
can recover the original watermark from the watermark extracted from the copy and
sends it to an arbitrator. Without the knowledge of permutations applied by the seller,
the arbitrator is unable to remove the permuted watermark from the digital content.
Hence, verification is secured. As an additional advantage of the proposed protocol,
arbitration can be conducted without the need for the cooperation of the WCA or the
buyer.
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IMAGE RETRIEVAL BASED ON BAG OF IMAGES
Jun Zhang and Lei Ye
IEEE International Conference on Image Processing
pages 1865-1868, Cairo, Egypt, October 2009

Abstract
Conventional relevance feedback schemes may not be suitable to all practical applications of content-based image retrieval (CBIR), since most ordinary users would like
to complete their search in a single interaction, especially on the web search. In this
paper, we explore a new approach to improve the retrieval performance based on a
new concept, bag of images, rather than relevance feedback. We consider that image
collection comprises of image bags instead of independent individual images. Each
image bag includes some relevant images with the same perceptual meaning. A theoretical case study demonstrates that image retrieval can benefit from the new concept.
A number of experimental results show that the CBIR scheme based on bag of images
can improve the retrieval performance dramatically.
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IMAGE RETRIEVAL USING NOISY QUERY
Jun Zhang and Lei Ye
IEEE International Conference on Multimedia & Expo
pages 866-869, New York city, USA, June 2009

Abstract
In conventional content based image retrieval (CBIR) employing relevance feedback,
one implicit assumption is that both pure positive and negative examples are available.
However it is not always true in the practical applications of CBIR. In this paper, we
address a new problem of image retrieval using several unclean positive examples,
named noisy query, in which some mislabeled images or weak relevant images present.
The proposed image retrieval scheme measures the image similarity by combining
multiple feature distances. Incorporating data cleaning and noise tolerant classifier, a
two-step strategy is proposed to handle noisy positive examples. Experiments carried
out on a subset of Corel image collection show that the proposed scheme outperforms
the competing image retrieval schemes.
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Appendix
WATERMARKING PROTOCOL FOR PROTECTING USER’S RIGHT IN
CONTENT BASED IMAGE RETRIEVAL
Jun Zhang and Lei Ye
IEEE International Conference on Multimedia & Expo (ICME)
pages 1082-1085, New York city, USA, June 2009

Abstract
Content based image retrieval (CBIR) is a technique to search for images relevant to
the user’s query from an image collection. In last decade, most attention has been
paid to improve the retrieval performance. However, there is no significant effort
to investigate the security concerning in CBIR. Under the query by example (QBE)
paradigm, the user supplies an image as a query and the system returns a set of
retrieved results. If the query image includes user’s private information, an untrusted
service provider of CBIR may distribute it illegally, which leads to the user’s right
problem. In this paper, we propose an interactive watermarking protocol to address
this problem. A watermark is inserted into the query image by the user in encrypted
domain without knowing the exact content. The service provider of CBIR will get the
watermarked query image and uses it to perform image retrieval. In case where the
user finds an unauthorized copy, a watermark in the unauthorized copy will be used
as evidence to prove that the user’s legal right is infringed by the service provider.
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RANKING METHOD FOR OPTIMIZING PRECISION/RECALL OF CONTENT
BASED IMAGE RETRIEVAL
Jun Zhang and Lei Ye
Symposia and Workshops on Ubiquitous, Autonomic and Trusted Computing
pages 356-361, Brisbane, Australia, July 2009

Abstract
The ranking method is a key element of Content-based Image Retrieval (CBIR) system,
which can affect the final retrieval performance. In the literature, previous ranking
methods based on either distance or probability do not explicitly relate to precision
and recall, which are normally used to evaluate the performance of CBIR systems.
In this paper, a novel ranking method based on relative density is proposed to improve the probability based approach by ranking images in the class. The proposed
method can achieve optimal precision and recall. The experiments conducted on a
large photographic collection show significant improvements of retrieval performance.
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PROPERTIES OF SERIES FEATURE AGGREGATION SCHEMES
Jun Zhang and Lei Ye
International Conference on Information Technology and Applications
pages 361-364, Queensland, Australia, June 2008

Abstract
Series feature aggregation (SFA) is a new aggregation structure that has promising
superior performance to conventional parallel feature aggregation (PFA). Three important properties, significant for design of systems, are investigated. They reveal
the irrelevance of feature order and the convertibility of SFA and PFA as well as the
superior performance of SFA. Experiments, conducted with IAPR TC-12 benchmark
image collection (ImageCLEF2006) that contains over 20,000 photographic images
and defined queries, have shown that SFA can outperform linear distance combination
schemes.
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SERIES FEATURE AGGREGATION FOR CONTENT-BASED IMAGE
RETRIEVAL
Jun Zhang and Lei Ye
International Conference on Signal Processing and Communication Systems
pages 1-6, Gold Coast, Australia, December 2007

Abstract
Feature aggregation is a critical technique in content-based image retrieval systems
that employ multiple visual features to characterize image content. One problem in
feature aggregation is that image similarity in different feature spaces can not be
directly comparable with each other. To address this problem, a new feature aggregation approach, series feature aggregation, is proposed in this paper. In contrast to
merging incomparable feature distances in different feature spaces to get aggregated
image similarity in the conventional feature aggregation approach, the series feature
aggregation directly deal with images in each feature space to avoid compare different
feature distances. SFA is effectively filtering out irrelevant images using individual
features in each stage and the remaining images are images that collectively described
by all features. Experiments, conducted with IAPR TC-12 benchmark image collection (ImageCLEF2006) that contains over 20,000 photographic images and defined
queries, have shown that SFA can outperform the parallel feature aggregation and
linear distance combination schemes. Furthermore, SFA is able to retrieve more relevant images in top ranked outputs that brings better user experience in finding more
relevant images quickly.
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Appendix
AN UNIFIED FRAMEWORK BASED ON P-NORM FOR FEATURE
AGGREGATION IN CONTENT- BASED IMAGE RETRIEVAL
Jun Zhang and Lei Ye
IEEE International Symposium on Multimedia (ISM)
pages 195-201, Taichung, Taiwan, December 2007

Abstract
Feature aggregation is a critical technique in content-based image retrieval systems
that employ multiple visual features to characterize image content. In this paper,
the p-norm is introduced to feature aggregation that provides a framework to unify
various previous feature aggregation schemes such as linear combination, Euclidean
distance, Boolean logic and decision fusion schemes in which previous schemes are instances. Some insights of the mechanism of how various aggregation schemes work are
discussed through the effects of model parameters in the unified framework. Experiments show that performances vary over feature aggregation schemes that necessitates
an unified framework in order to optimize the retrieval performance according to individual queries and user query concept. Revealing experimental results conducted
with IAPR TC-12 ImageCLEF2006 benchmark collection that contains over 20,000
photographic images are presented and discussed.
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