structure grammar, it is customary to regard a terminal string x as gran~matical according to a grammar G if one can start from the inltial string of the grammar and apply the rules of G, succesi sively rewriting strings until x is obtained.
With the resulting derivation of a generated string x..., a structural description of x is associated consisting of a labeled bracketing which indicates the nonterminal symbol(s) rewritten to obtain substrings of x. When a phrase structure grammar contains only context-free rules, each generated string can be analyzed and its structural descriptions computed with considerable efficiency. In the event that some rules are context-sensitive, however, no general analysis procedure of comparable efficiency is known. In this paper I discuss a means for allowing the use of context-sensitive rules in the description of context-free languages to the end of providing greater economy of description and analysis. I will show that if phrase structure grammars are allowed to define languages in a different way than is usual, then certain context-free languages can be analyzed more quickly, using less storage than under the standard interpretation, although no noncontext-free languages can be so analyzed. Furthermore, the new way in which a grammar defines a language seems to be a more adequate reconstruc-tion of the use to which context-sensitive rules were put in immedlate consti t uent analysis.
Assume we are given a phrase structure grammar G and a string x and we ask whether it is possible to analyze x in accordance with the rules of G. The answer is in the affirmative if G assigns some labeled bracketing tox as its structural description.
This suggests that we think of x as being provided with an arbitrary well,formed labeled bracketing ~ and check whether each we can think of it as a structural description assigned to x by G --.
If G is context-free, the language associated with it in this rather w natural fashion is clearly the same as the language generated by G in the usual fashion and the structural descriptions assigned to strings by G are the same in the two cases. If G contains rules with nonnull context, however, it is not obvious whether the language associated in the above manner is the same as the language generated. So that we can investigate this question, let us proceed with precise definitions of the new concepts which have appeared informally.
Z. Definitions
For familiar concepts I will simply refer to definitions in the llterature (cf. Peters and Ritchie, 1969b) . Recall that a (context- Theorem l: ~f G is a phrase structure grammar, then A(G)
is a context-free language.
• V , S , 1~) be any phrase structure Proof: LetG_ --(V T-~N grammar and let L and R be the corresponding set of left and right labeled brackets.
To prove the theorem, it suffices to describe a pushdown-storage automaton M which accepts A(G) since pushdownostorage automata ~ accept just the context-free languages (Chomsky, 1963, Theorem 6 ). I will describe the automaton M informally since this will provide more insight into its operation. Formal construction of M from this description is a straightforward
• and tedious exercise and is therefore omitted.
I~ can receive as input any string over V U L U R. 
... i
The rule table will be updated as t-he input is read so that when (5) and (7) into a subject noun phrase and a predicate verb phrase. The noun phrase will contain the subject noun as a constituent and the verb phrase will contain the main verb of the sentence. Now the noun and verb must agree in number and person and with the constituency described the only way to achieve this effect with context-free rules is by means of rules such as (9). If we are concerned only with analyzing context-free languages, we can use such rules to parse sentences rather than to generate them.
Straightforward modification of existing context-free analysis computer programs such as that of Earley (1969) will permit them to handle arbitrary phrase structure grammars with the same efficiency they possess for context-free grammars. Thus for each grammar G, there is a constant ~G such that Earleyts program can parse an input string of length n in an amount of time no more than k n 3 But ~-G depends on the number of rules in G, so using -'G--° fewer context-sensitive rules rather than more context-free rules can speed up parsing by a constant factor. This gain in speed could be of significance in natural language processing situations.
