In Content-Based Copy detection(CBCD)literature, numerous state-of-the-art techniques are primarily focusing on visual content of video. Exploiting audio fingerprints for CBCD problem is necessary, because of following reasons:audio content constitutes an indispensable information source;transformations on audio content is limited compared to visual content. In this paper, a novel CBCD approach using audio features and PCA is proposed, which includes two stages:first, multiple feature vectors are computed by utilizing MFCC and four spectral descriptors;second, features are further processed using PCA, to provide compact feature description. The results of experiments tested on TRECVID-2007 dataset, demonstrate the efficiency of proposed method against various transformations.
Introduction
The exponential growth of multimedia and web technologies have increased Internet based video publishing and sharing activities tremendously. Controlling the copyright of huge number of uploaded videos is a critical challenge for popular web servers. Hence, video copy detection is compulsory to reduce copyright violations. In general, a video copy is defined as, a transformed video sequence, derived from master video. There are two approaches for detecting copies of a digital media: digital watermarking and content based video copy detection. The primary task of any CBCD system is, to detect video copies by utilizing the content based features of the media [1] . The CBCD approaches are preferred compared to watermarking techniques [2] , because of the following key features: i) The video signature generation will neither destroy nor damage video content, ii) CBCD techniques are more robust than fragile watermarking techniques, iii) Signature extraction can also be done after the distribution of digital media and iv) Capable of detecting copies, even if the original document is not watermarked. The key challenge of any CBCD system is, to provide accurate matching of a copy clip with its master clip. CBCD techniques can be roughly classified into global descriptors and local descriptors techniques. Global descriptors like Ordinal measure [3] , Color histograms [4] are compact and easy to extract, but they are less robust against region based attacks. SIFT [5] , SURF [6] , PCA-SIFT [7] , and CS-LBP [8] are some of the popular local descriptors, which use local interest points for feature extraction. Kim et.al [9] , proposed spatio-temporal feature descriptors for their copy detection task. Visual words based feature descriptors are proposed by Poullot et.al [10] , in order to detect pirated video contents. Hampapur and Bolle [11] made a comparative analysis of color histograms and edge-based methods for detecting video copies. Law-To et al. [12] performed a comparative study of various global and local descriptors. The local descriptors are more robust against region based transformations, but their computational cost is high compared to global descriptors. In [13] , authors used facial shot matching, MPEG-7 descriptors and activity subsequence matching techniques for their copy detection task. Sarkar et al. [14] used MPEG-7 color layout descriptors and proposed a nonmetric distance measure to search for duplicate videos in high-dimensional space. Chiu et al. [15] proposed a sliding window based time series linear search method for detecting video copies.
In general, audio content is a significant information source of any video sequence and in most of the CBCD cases, it is unaffected. Hence it is desirable to detect illegal videos using their audio features,even the visual content is badly distorted. The video transformations used in our CBCD task, is given in Table 1 . Fig.1 . illustrates all transformations with some example frames, extracted from the transformed query videos. The main contributions of this paper are as follows: a) Novel copy detection method by exploiting audio fingerprints, compared to the visual content based state-ofthe art techniques. b) Construction of multi-feature vectors, by concatenating various spectral feature sequences. c) Dimensionality reduction of multi-feature vectors using PCA.
The rest of this paper is organized as follows: Section 2 introduces framework of proposed scheme along with feature extraction and matching techniques; Section 3 shows the experimental setup and results of the proposed scheme, followed by conclusion in section 4.
Proposed framework
The block diagram of proposed copy detection framework is shown in Fig.2 . and the relevant symbols are explained in Table 2 . The proposed framework consists of two main components: Off-line (Master video processing) In the online stage, MF vectors are calculated, after extracting audio features from query frames. Then principal components of query video are calculated from MF vectors, and compared against the fingerprints of master video files. The L2 distance based comparison gives the output of proposed copy detection task.
Fingerprint extraction
The audio signal is down sampled to 22050 Hz, in order to reduce the size of data to be processed. In case of 10-30 ms of window length, the magnitude spectrum of audio signal is assumed to be stationary. Hence, the down sampled audio signal is segmented into 11.60 ms windows with an overlap factor of 86% using Hamming window function. The most important perceptual audio features exist in the frequency domain. Therefore spectral representation of each analysis window is computed by applying FFT (Fast-Fourier transform). From the spectral decomposition, two sets of features are extracted: Mel-Frequency Cepstral Coefficients (MFCC) and spectral distribution descriptors.
MFCC extraction
MFCC are dominantly used by the audio processing community to give good discriminative performance, with reasonable noise robustness [16] , [17] . The MFCC are based on the discrete cosine transform of the log amplitude Mel-frequency spectrum. In the proposed scheme, FFT spectrum is divided into 24 bands and 40 triangular band pass filters are placed using Mel-scale. First 15 MFCC are calculated, to capture short term spectral features of video frames. 
Spectral distribution descriptors
Let X i (k) represents k-th FFT coefficient of i-th frame of length N, then spectral distribution descriptors can be calculated as follows: Spectral Centroid Spectral centroid is the center of gravity of the spectrum, which is a measure of spectral brightness [18] . The spectral centroid of i-th frame is given by,
Signal energy This descriptor estimates the signal power at a given time [19] , which is given by,
Spectral Roll-off The spectral roll-off, is the frequency below which 85% of the magnitude distribution is concentrated [20] and it measures the spectral shape. The roll-off of i-th frame is given by,
Spectral Flux
Flux is the squared difference between the normalized magnitudes of successive spectral distributions. It measures 
the amount of local spectral change [18] . Flux of i-th frame is given by,
The output of feature extraction process results in conversion of 11.60ms frames in to a stream of feature vectors with 6 feature values. The resulting feature sequences are concatenated into MF vectors of length 580ms. Since the dimension of MF vector is very high (50*50*6 = 15000) , it is not feasible to perform any computations. In order to convert MF vector into low dimensional compact vector, the following two techniques are used: a) Instead of using all 15 MFCCs of frames, only MFCC means and variances are included in the feature set of frames. b) Application of PCA to get principal components of MF vectors.
Principal Component Analysis
Given d-dimensional MF vectors MF i ,such that i={1, 2, 3, ..., N}, the mean vector M [20] is given by,
The mean subtracted data set is given by B = MF i -M. The covariance matrix is given by,
where B T represents transpose of B. Finally, the eigenvectors V and eigen values λ are calculated directly from the covariance matrix by solving the generalized eigenvector problem [20] for,
In our experiments only K eigenvectors with largest eigen values are considered as fingerprints, where K varies between 2 to 8.
Fingerprint matching
In this proposed CBCD task, similarity matching is performed using weighted L2 Euclidean distance calculations. If P 1 and Q 1 are master and query video files, f p and f q are their corresponding video fingerprints. The components of f p includes p i eigenvectors and the corresponding λ i eigen values. The query video fingerprint f q contains q j eigen vectors and corresponding σ j eigen values. The similarity between p i and q j [21] is given by,
In general, eigen vectors with large eigen values specify most significant relationships between data dimensions. The inclusion of eigen values in similarity calculations improves the performance of CBCD system. Hence we have considered a weighting factor in our experiments, which is given by,
The similarity between two video files S (P1,Q1), is defined as the weighted sum of similarity between their fingerprints, given by
3. Experimental setup
Reference data set & query construction
The proposed CBCD system is evaluated on Sound & Vision data set used in TRECVID 2007 [22] tasks. The video database includes 25 hours of video covering a wide variety of content. The format of reference video clips is 352*288 pixels and 30 frames/ sec. In our experiments, seven video clips are selected from reference dataset. One video clip collected from Open Video Project [23] serves as non-reference video stream. The sixteen types of transformations listed in Table 1 are applied to the eight query video clips, and duration of these clips varies from 30 to 45 seconds. The resulting 128 (16*8) video sequences are used as queries for proposed CBCD task. 
Evaluation Criteria
To measure the detection accuracy of proposed scheme, we used standard metrics, which are given by, We have compared the results of our method with Cao's method, stands for approach [24] and Baseline method. In Cao's method, authors have used mean of YCbCr components as the feature descriptors for their copy detection task. Baseline method uses only MFCC means and variances as feature descriptors. Table 3 lists the PR rates of baseline, Cao's and proposed methods for first eight transformations of type TL1.
For T8 transformation (Pattern insertion), Cao's Method gives poor recall rate (0.58973), when compared to that of proposed method (0.83544). The reason for the poor performance of Cao's method is, limited capability of global descriptors.The results from Table 3 shows that, the proposed method yields good precision rates compared to baseline method, especially for T8 and T2 transformations. For Flipping transformation (T6) baseline method gives poor recall rate (0.54908) compared to that of proposed method (0.79602). Hence, results from Table 3 proves that the proposed method yields better detection rates compared with that of Cao's method and baseline method.
The precision and recall rates of Cao's method, baseline and proposed methods for T9 -T16 transformations are shown in Table 4 . Since TL2 transformations include multiple video editing tasks, the overall detection rates are slightly less compared to that of TL1 transformations. Although T16 transformation includes ten types of complicated video editing activities, still the proposed method manages to give better precision rates (0.90679), compared to that of Cao's and baseline methods. For T15 and T16 transformations,the detection rates of Cao's method is poor,because YCbCr values are significantly affected by combined visual distortions. 
Conclusion
In this article, a novel duplicate video detection method using audio fingerprints is proposed. The proposed algorithm includes two steps: First MFCC and four spectral descriptors are utilized to capture audio based features; next, multiple feature vectors are further processed using PCA in order to provide compact feature representation. The detection results demonstrate the efficiency of proposed method against different video editing and transformations.
Our future work will be targeted at, i) Incorporation of visual, audio features to improve detection performance of proposed copy detection system. ii) Using effective indexing methods, to enhance the detection accuracy of existing copy detection framework.
