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 This thesis research consists of two separate studies. The first study presents the 
assessment and representation of the effects of soil macropores on the soil hydraulic 
properties in land surface models for more accurate simulations of soil moisture and 
surface hydrology. Hydraulic properties determine the soil water content and its transport 
in the soil. They are provided in most current climate models as empirical formulas by 
functions of the soil texture. Such is not realistic if the soil contains a substantial amount 
of macropores. A two-mode soil pore size distribution is incorporated into a land surface 
model and tested using an observational dataset at a tropical forest site with aggregated 
soils. The result showed that the existence of macropores greatly affects the estimation of 
hydraulic properties. Their influence can be included in land models by adding a second 
function to the pore-size distribution. A practical hydraulic scheme with macropore 
considerations was proposed given that the existing schemes are not applicable for large-
scale simulations. The developed scheme was based on the physical attributes of the 
water in soil capillary pores and the statistics of several global soil databases. The 
preliminary  test showed that it captures part of soil macropore hydraulic features without 
sacrificing the estimation accuracy of hydraulic properties of water in soil matrix.  
The second study presents the development of an integrated land/ecosystem 
model by combining the advanced features of a biophysically based land model, the 
Community Land Model, and an ecosystem biochemical model. The results from tests of 
the integrated model at four forest sites showed that the model reasonably captures the 
 xiv
seasonal and interannual dynamics of leaf area index and leaf nitrogen control on carbon 
assimilation across different environments. With being coupled to an atmospheric general 
circulation model (AGCM), the integrated model showed a strong ability to simulate 
terrestrial ecosystem carbon fluxes together with heat and water fluxes. Its simulated land 
surface physical variables are reasonable in both geographic distribution and temporal 






























Land surface and its ecosystems play an important role in the climate system and 
global carbon cycle through their exchanges of energy, momentum, water, heat and 
carbon with the atmosphere [IPCC, 2001]. These exchanges are largely determined by the 
surface soil and vegetation properties, which can vary either naturally through the land 
ecosystems responses to environment such as the seasonal cycle of plant canopy 
thickness or the soil moisture or unnaturally through man-made modifications such as the 
change of land vegetation cover by human deforestation. The changes of surface 
properties also involve exchange of greenhouse gases with the atmosphere. The dynamic 
role of the land ecosystem in the climate system is further enhanced through its effect on 
the atmosphere carbon dioxide concentrations. Thus, it is essential to understand not only 
how the atmosphere is affected by the land surface but also how the land ecosystems 
respond to the changing environment in order to understand both greenhouse warming 
and natural climate variability. 
 Numerical models have now become indispensable tools to study the 
complicated interactions between components of the climate system. The land-
atmosphere interactions are primarily modeled using the land component of the climate 
model, which is often referred as Land Surface Models (LSMs). The LSMs have 
experienced significant improvement in the last two decades from the original simple, 
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unrealistic schemes into explicit representations of the global soil-vegetation-atmosphere 
transfer system (SVAT) due to advances in plant physiological and hydrological research 
and progresses in satellite data interpretation [Sellers et al., 1997]. However, simulations 
of the soil moisture-climate interactions still remain a difficult task and the new 
generation land models that can simulate changes in vegetation parameters and carbon 
cycle variables in response to climate change are just beginning to be designed and 
implemented within climate models [IPCC, 2001]. 
 In this thesis work, modeling studies and developments were conducted to 
explore two specific aspects of the land surface properties and the dynamics of the 
terrestrial ecosystems: 1) the effect of soil properties on surface hydrology, and 2) the 
feedbacks of the land ecosystems and the atmosphere through the dynamic control of the 
vegetation on surface physical processes. The overall objectives of this thesis study are to 
enhance understanding of the land-atmosphere interactions and to improve simulation 
performance of current LSMs.  
1.1 Development of the LSMs 
The LSMs were originally developed to provide the lower boundary conditions 
for modeling the atmospheric circulations. The inclusion of land processes in climate 
models has been found to have major effects on the model climate, especially near the 
land surface [e.g., Charney et al., 1975; Koster and Suarez, 1994]. The simplest LSMs 
developed were based on simple aerodynamic bulk transfer formulas. Their surface 
parameters such as albedo, aerodynamic roughness and soil moisture were often 
prescribed to be uniform. Such prescriptions did not take into account the effect of 
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vegetation and ignored potential land-atmosphere feedbacks, some of which are key 
factors to determine climate sensitivities [Dickinson, 1983; Carson and Sangster, 1981]. 
 In mid-1980s, soil-vegetation-atmosphere transfer schemes (SVAT) of LSMs 
[e.g., Sellers et al., 1986; Dickinson et al., 1986] were developed to explicitly model the 
biophysical effect of the vegetation-soil system in the calculation of the surface energy 
and water balances through consideration of the dynamic biophysical properties of plants, 
in particular, canopy leaf area in terms of leaf area index (LAI) and leaf stomatal 
conductance. The radiative, momentum, and hydrological processes at the land surface 
were linked to these two biophysical properties. For instance, the process of 
evapotranspiration (ET) was represented with a resistance diagram where the stomatal 
resistance is its basis; and the LAI determines precipitation interception and vegetation 
absorption of radiation as well as surface roughness. 
 In such biophysically based SVATs, the stomatal resistance was empirically 
related to the environmental conditions that control photosynthesis, and the seasonal 
evolution of LAI was prescribed as a monthly constant and repeated for each modeling 
year. Global parameter datasets such as the classification of the vegetation types based on 
ecological surveys provided spatial distribution of the surface biophysical attributes 
[Sellers et al., 1996; Buermann et al., 2001; Dickinson, 1995]. Such treatments account 
for part of the vegetation dynamics but the enforced vegetation cover does not consider 
any ecosystem feedback. 
The biophysically based models coupled with the atmospheric general circulation 
models (AGCM) led to improved simulation of surface energy and water distributions 
[Sato et al., 1989]. Nevertheless, significant inter-model differences in the simulated 
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surface energy and water fluxes were found with the same atmospheric forcing [Chen et 
al., 1997; Pitman et al., 1993]. The inter-model variations of annual water balances were 
primarily attributed to their different functional relationships to both ET and runoff 
[Koster and Milly, 1997]; The ET and runoff simulations in LSMs remained a difficult 
task, indicating that the presence of significant uncertainties in the modeled soil moisture 
and its transport within soil column.  
The recognized importance of the ET and runoff parameterizations has stimulated 
sustained efforts to develop new schemes to represent the vegetation and soil more 
realistically. New strategies have begun to be incorporated into LSMs to improve the 
runoff prediction. The one-dimensional framework of the LSMs has been found 
inadequate to model the runoff generation. Thus, catchment-based statistical-dynamical 
approach runoff models, e.g. the TOPMODEL [Beven and kirkby, 1979],  have begun to 
be adopted by many LSMs so that the lateral runoff caused by surface topography can be 
modeled [Koster et al., 2000; Stieglitz et al., 1997; Liang et al., 1994; Dai et el., 2003].  
To improve the ET simulation, biochemical-based photosynthesis models were 
incorporated in the SVATs to model the physiological control of vegetation on the ET 
processes explicitly [e.g. Dickinson et al., 1998; Sellers et al., 1996; Cox et al., 1998; 
Foley et al., 1996; Wang and Leuning, 1998; Knorr, 2000]. Such implementation is based 
on the concept that the significant loss of water through leaves during CO2 uptake was 
controlled by the stomatal pores which is managed by the plants to achieve maximum 
photosynthesis. The stomatal resistance that controls the transpiration rate of plant 
canopy was determined directly from the rate of carbon assimilation. This physiological 
transpiration scheme made LSMs biologically more realistic, in that the water, energy 
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and carbon were calculated collectively resulting in a reduction of model parameters 
[Sellers et al., 1997].  
1.2 Description of research topics and objectives 
1.2.1 The role of soil macropores in climate prediction 
Given the strong dependence of the runoff generation and the ET on the soil 
moisture, proper prediction of soil moisture and its transport is a prerequisite for 
validation and accurate prediction of ET and runoff. The soil water storage and transport 
largely depend on soil hydraulic properties. The description of soil hydraulic properties 
for each grid cell is also critical for applying a hydrological model to the LSM of climate 
models. Soil hydraulic properties, i.e. the soil water retention characteristics and 
hydraulic conductivities, are physical properties that determine the ability of soil to 
transport and to retain water. They are fundamental in partitioning water inputs at ground 
surface as well as in determining the availability of soil water for extraction by plants. 
The quantification of soil hydraulic properties serves as the basis for the calculation of 
surface hydrological processes. 
It has been illustrated in several studies that the estimation of soil moisture and 
surface water flux are sensitively related to the prescribed soil hydraulic properties in 
different LSMs [Shao and Henderson-Sellers, 1996; Xue et al., 1996; Ek and Cuenca, 
1994]. Because their measurements are expensive and time-consuming, hydraulic 
properties are generally estimated from more basic soil properties such as soil texture 
using empirical equations. However, the widely used empirical equations, e.g., the 
hydraulic model developed by Campbell [1974], have been found to be seriously limited 
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especially for soils that contain substantial amount of macropores [Saxton et al., 1986; 
Ross and Semttem, 1992; Chen et al., 1993].  
The limitation of the current-used hydraulic equations may be caused by their lack 
of consideration of soil structure because they were originated based on data for 
compacted soils [Campbell, 1974; van Genuthten, 1978] and included only soil texture 
information. The primary mineral particles in soil can be grouped together by 
environmental factors under suitable conditions to form aggregates [Hillel, 1998]. The 
inter-aggregate porous space, also referred to as macropores, is largely defined by the soil 
structure and hence can not be described by the current hydraulic equations and by the 
soil texture alone. Because the existence of soil macropores is an ubiquitous phenomenon 
in the natural undisturbed soils [Young et al., 1998] and they can change the hydraulic 
properties in the moisture range of near saturation substantially [Beven and Germann, 
1982], the estimated hydraulic properties in current LSMs may cause serious errors when 
used to predict the soil moisture and the surface hydrology. Although the soil-structure 
effects on hydraulic properties have been extensively studied in the soil hydrology 
community, they have not been investigated and considered in the LSMs. The first part of 
this thesis work was attempted to amend the situation and aimed to answer the questions 
of 1) can the lack of consideration of the soil structure in a land model affect the soil 
moisture prediction significantly? And 2) can the structural effect be represented in land 
models for large scale application in a practical manner?  
1.2.2 Numerical representation of land physical-biochemical interactions 
The land surface biophysical processes are tied to the dynamics of vegetation and 
ecosystems as the exchanges between the land and the atmosphere affect not only 
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climatic parameters but also the presence and productivity of land ecosystems. The 
vegetation-climate feedbacks have been discussed in terms of albedo induced land-cover 
change [e.g., Charney et al., 1977; Dickinson and Henderson-Sellers, 1988; Xue and 
Shukla; 1993; Zhang and Henderson-Sellers 1996], the biosphere effect on the climate 
variability [e.g., Dickinson, 2000; Wang and Eltahir, 2000 a,b] and change of vegetation 
dynamics [e.g., Foley et al.,1994]. Such long term changes in vegetation dynamics and 
climate variations are strongly linked to short term natural climate variability on 
timescales from several hours to several years [Dickinson, 2001].  
The carbon assimilation is also a chief consideration in determining the major 
contributions to the land-atmosphere exchange of CO2. The implementation of the 
biochemical based photosynthesis scheme in many LSMs made it possible to couple it 
with the terrestrial biochemical carbon cycles. Such inclusion allows the atmosphere to 
interact with terrestrial ecosystems. It also provides important vegetation properties such 
as vegetation canopy in terms of LAI dynamically, thus reduces the number of prescribed 
biophysical parameters of the LSMs. In addition, the development of the integrated land 
biophysical/biochemical models is consistent with the development of climate system 
models which have started to model the coupled physical climate system and 
biogeochemical carbon cycles. In developing such integrated biophysical/biochemical 
models, the complicated ecosystem processes such as plant and soil respiration, 
assimilated carbon allocation, plant phenology, etc., that are all strongly dependent on 
environmental conditions, need to be reasonably represented. The simulated fluxes of 
carbon and water and energy that are in part controlled by the modeled biophysical and 
physiological properties should together agree with the measured values [Shaver et al., 
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2000].  
Accurate prediction of the photosynthesis becomes important in the coupled 
biophysical/biochemical models as it determines both the carbon uptake and leaf 
transpiration. The current widely-used photosynthesis models simulate the rate of carbon 
assimilation as it is limited by the slower of the light-limited and the Rubisco (ribulose, 
1,5-bisphosphate carboxylase/oxygenase) limited processes. The Rubisco is the enzyme 
that incorporates CO2 into plants during photosynthesis and is strongly related to the leaf 
nitrogen content [Evans and Caemmerer, 1996]. The carbon assimilation rate has been 
found to be nitrogen limited in many terrestrial ecosystems [Field and Mooney, 1986] so 
that it depends largely on the ecosystem available nitrogen and the ecosystem nitrogen 
cycling. Thus, coupling an ecosystem nitrogen cycle to the ecosystem carbon cycle is 
more realistic in simulating the carbon assimilation, and hence the stomatal resistance 
and leaf ET [Dickinson et al., 2002].  
As yet, although many LSMs have treated the biophysical-vegetation controls on 
the surface energy and water balances to varying degrees of realism, only a few have 
modeled the biochemical processes that determine the land-atmosphere exchange of CO2, 
and dynamic changes in vegetation canopy [Dickinson, et al., 1998; Sellers et al., 1996], 
and even fewer have taken into account the dynamic control on the carbon cycle of the 
ecosystem biochemical cycles of other element such as nitrogen and associated physical 
processes [Dickinson et al., 2002]. Existing ecosystem models that derive carbon from 
foliage photosynthesis are normally developed based on a monthly or longer timestep 
[e.g., Aber and Federer, 1992; Parton et al. 1993; Field et al., 1995] and thus are not 
adequate to capture the vegetation dynamics for shorter timescales. The existing models 
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that include the dynamic role of both vegetation canopy and nitrogen cycle have not been 
extensively tested. Fast improvement of the ecological formulations in existing SVAT 
models is limited primarily due to the lack of ground data for validation purposes 
[Canadell et al., 1999].  
The objectives of the second part of this thesis study were to extend the current 
state-of-the-art SVAT with coupled ecosystem carbon and nitrogen biochemical cycling 
processes and validate it with field observations, and to use it to simulate the biophysical 
and biochemical controls of the land vegetation on the atmosphere and the environmental 
constraints on the terrestrial ecosystems, as well as the carbon exchanges between the 
land and the atmosphere together over timescales from several hours to several years.   
1.3 Approaches 
A recently developed SVAT, the Community Land Model (CLM) [Dai et al., 
2003] was utilized as the base model to conduct this research.  The CLM is the standard 
land component of the new Community Climate System Model [CCSM] and has the 
state-of-the-art model structure and parameterizations of many surface processes. It was 
developed by combining good features of several successful land models and has been 
tested extensively in both offline mode [Dai et al., 2003] and global coupled-mode with 
the AGCM [Zeng et al., 2002; Bonan et al., 2002].   
To accomplish the first objective of this thesis, the soil hydraulic scheme used in 
the CLM is first compared with a more explicit hydraulic scheme that has successfully 
accounted for the soil macropore effect, and a new scheme is proposed to estimate the 
hydraulic properties with consideration of the global distribution of soil macropore 
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features. Several global soil databases, the Data and Information System of the 
International Geosphere Biosphere Programme (IGBP-DIS) [Tempel et al., 1996], the 
Unsaturated Soil Database (UNSODA) [Leij et al., 1996] and the World Inventory of Soil 
Emission Potential (WISE), version 1.1 at International Soil and Reference Information 
Centre (ISRIC) [Batjes, 2002], were used to extract useful information for the global soil 
parameters.  
To accomplish the second objective, the explicit ecosystem carbon and nitrogen 
biochemical descriptions proposed in Dickinson et al. [1998, 2002] were modified and 
integrated into the CLM. The model establishes an explicit linkage between the 
biochemical and biophysical processes of land ecosystems and captures the dynamic 
control of vegetation canopy and the ecosystem nitrogen cycle on the surface water and 
energy fluxes. The state-of-the-art model-features of the CLM provided a sound 
biophysical basis for the ecosystem to be better simulated. The short-term based, i.e. 
minutes to hours, description of the biochemical carbon cycle and the explicit modeling 
of the nitrogen cycle in Dickinson et al. [1998, 2002] make it possible  to investigate the 
ecosystem variation with much higher temporal resolution than general ecosystem 
models use. Recently collected flux tower data are used to validate the accuracy of the 
integrated model for its simulation of the energy, water and carbon cycle. How the 
ecosystem responds to the natural variation of the climate is demonstrated in a coupled 
simulation with the atmospheric component of the CCSM.  
1.4 Thesis organization 
The abovementioned two research topics are presented in chapter 2 and chapter 3 
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respectively. 
 In chapter 2, section 2.1 introduces the background of the soil hydraulic 
properties and how they are estimated in the LSMs in general as well as the possible 
limitations of such estimations; section 2.2 presents the performance of the CLM with an 
improved hydraulic scheme to estimate the soil hydraulic properties with consideration of 
the macropores by comparing its modeled soil moisture and surface ET with the field 
observation and the standard run results of the CLM at a forest site;  section 2.3 describes 
the development of a practical hydraulic scheme that accounts for the soil macropores 
and is applicable to the climate models for global simulations. It also shows the primary 
results of the global simulation of the surface hydrology forced by atmospheric data with 
the new scheme implemented in the CLM. 
 Chapter 3 presents the development of the coupled land/ecosystem model. Section 
3.1 describes the model structure and the detail parameterizations of the ecological 
portion of the model. Section 3.2 tests the model against field observed surface fluxes at 
4 different sites. The parameterizations of the model that contribute mainly to simulation-
observation difference are investigated and adjusted. Then, the model is coupled to the 
atmospheric component of the CCSM and the results are presented and discussed in 
section 3.3.  








Soil structural effects on the hydraulic properties and their 
potential influence on simulated soil moisture 
 
2.1 Background and introduction 
Soil is a three-phase system. The solid phase forms the soil matrix. The liquid 
phase is soil water and gaseous the soil air that can be stored or flow through the porous 
area within the soil matrix. Increasing soil water content is associated with increasing the 
number of water-filled pores.  
Soil texture is a measure of the various particle-sizes found in the soil. Soil 
particle sizes are defined in terms of their diameters, for instance, International Soil 
Science Society (ISSS) defined soil mineral particle diameter ranges from 2 mm to 0.05 
mm as sand; 0.05- 0.002 mm as silt; less than 0.002 as clay and above 2 mm as Gravel. 
Texture class is determined on the basis of the mass ratios of the three fractions of the 
sand, silt and clay, as shown in figure 2.1. 
The geometric characteristics of the pore spaces in which water and air are 
transmitted and retained define the soil structure. The matrix also contains amorphous 
substances, particularly organic materials, which are attached to the mineral grains and 
may bind them in aggregates. The structure of soils can be changed through formation of 
the aggregates from the primary mineral particles. 
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The energy status of soil water can be represented by potentials. Differences in  
         
  
Figure 2.1. Textural triangle, showing the percentages of clay (below 0.002 mm), silt 
(0.002-0.05 mm), and (0.05-2.0 mm) in the conventional soil textural classes.  
 
potential energy of water between one point and another give rise to the tendency of                      
water to flow from where potential energy is higher to where it is lower. The major forces 
on the soil water are the gravitational force and the capillary force. Thus, the total soil-
water potential can be represented as the sum of gravitational potential and the matric 
potential. The latter is due to the capillary forces between the liquid water and the solid 
matrix, which in effect bind water in the soil and lower its potential energy below that of 
bulk water. The free water in a saturated soil is defined at reference matric potential of 
zero. The matric potential is hence always negative. Sometimes, the term of suction is 
used interchangeably with the matric potential to refer to the absolute value of the 
matric potential, so that large soil suctions indicate low matric potentials.  
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The largest soil pores begin to empty with the increase of soil suction. The critical 
potential of the threshold of de-saturation is called the air-entry potential. As suction is 
applied incrementally, more pores are gradually emptied of water from the largest to the 
smallest. The net effect is that small pores are able to hold water under a larger suction 
than larger pores do. Thus, the change of matric potential of the water in a soil is 
associated with the change of the soils wetness. The value of water content remaining in 
a unit volume of soil after downward gravity drainage has already ceased is termed as 
field capacity. It is often refers to the moisture content at -33 kPa matric potential. In 
nature, water can be removed from a soil that has reached field capacity, only by direct 
evaporation or by plant uptake through transpiration. Plants usually can not extract soil 
water below matric potential of -1500 kPa, at which plant wilting occurs, so the water 
content at -1500 kPa is termed the permanent wilting point. The difference between the 
field capacity and permanent wilting point defines the amount of water available for plant 
extraction.  
The macroscopic feature of water in a soil column can be represented by the one-
dimensional vertical water conservation equation in climate models because the 
horizontal water transport within soil is negligible at the interested horizontal resolutions 
for climate studies. The vertical water equation can be written as 








∂ ,                 (2.1) 
where W is liquid mass, q is the water flux in the soil with downward as the positive 
direction, and S is a source term, corresponding to root extraction and the phase changes 
between ice and liquid. The t denotes time and z is the vertical length. The soil water flux 
in both saturated and unsaturated zones follows Darcys Law. It says that the flux density 
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is proportional to the potential gradient along the flow direction, and is expressed as, 




kq ψ ,          (2.2) 
where, the proportionality k is the hydraulic conductivity. It represents the ability of soil 
medium to transmit water. The first term in the right hand side is the gradient of the 
matric potential, ψ. The second term, i.e., the value of 1, is the gradient of the 
gravitational potential. 
The parameters k and ψ are not constant soil attributes. Instead they both vary 
with the soil water content θ. The functional relationships of the k(θ) and the ψ(θ) are 
indispensable to prediction of the soil water content and its transport. They are normally 
referred to as soil hydraulic properties. The dependences of potential on soil water, i.e. 
ψ(θ), are commonly called soil-water retention characteristics or simply retention 
functions. The k(θ), sometimes k(ψ) relationship defines the soil-water conductivity. 
These soil hydraulic properties depend strongly on the soil texture and structure [Hillel, 
1998]. Their schematic shapes for different textural soils are illustrated in figure 2.2. 
Although ψ and k can measured at discrete water contents in field or in laboratory, 
their measurements are very expensive, complicated and time-consuming [Klute, 1986; 
Klute and Dirksen, 1986]. It is not practical to obtain ψ(θ) and k(θ) through 
measurements for large area applications. Rather, they are often estimated from more 
readily available soil properties such as soil texture, bulk density, soil organic matter 
content using indirect method when to simulate field conditions. The method that relates 
the soil hydraulic properties to basic soil properties are known as pedotransfer functions 
(PTF) [Bouma, 1989]. 
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Figure 2.2. Soil-water retention (left), and dependence of conductivity on suction (right) 
in different soils (Schematic) (from Hillel [1998]).   
 
 
Generally used PTFs can be grouped into categories of 1) Point estimations, 
which use empirical functions to predict the water retention or conductivity at a certain 
matric potentials [e.g. Rawls and Brakensek, 1982; Gupta and Larson, 1979]; 2) 
Parameter predictions, which describe the empirical equations of ψ(θ) and k(θ) with a 
certain number of parameters and estimate the function parameters with regression model 
from available soil databases [e.g. Cosby et al., 1984; Vereecken, et al., 1989; Wösten, 
1999]; and 3) Physical-conceptual PTFs, which derive hydraulic properties based on 
physical attributes [e.g. Arya and Paris, 1981; Arya et al., 1999]. The physical-conceptual 
PTFs require detailed soil inputs which are too difficult to obtain and thus are normally 
not to be considered in climate models.  
LSMs generally use the parameter-estimation PTFs. Numerous mathematical 
functions have been derived to express the retention curve and hydraulic curve in 
analytical form. Hillel [1998] reviewed some of them. The most widely used schemes in 
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the LSMs are those proposed by Brooks and Corey [1964], Campbell [1974], and van 
Genuchten [1980]. Table 2.1 lists the mathematical formulations of the three hydraulic 
schemes. Among them, the model of Campbell is the most popular, e.g. LSMs of the 
CLM [Dai et al., 2003], the BATS [Dickinson et al., 1993], the SSiB [Xue et al., 1991]; 
the NCAR LSM [Bonan, 1996], the MIT [Entekhabi and Eagleson, 1989], the BEST 
[Pitman et al., 1991] and the CLASS [Verseghy, 1991]. 
 Four parameters of the Campbells model need to be determined before it can be 
applied to a specific soil. These are the Clapp and Hornberger parameter b, the saturated 
hydraulic conductivity ksat, the air-entry potential ψ0 and the soil porosity θsat. The last 
three are fitting parameters to fix the k(θ) and ψ(θ) curves and were chosen because the 
measurements at the saturation point are the most available for many field studies so that 
their values can be used at the measurement site. They however need to be estimated in 
the LSMs because their measurement for a large area can not be established. Different 
schemes to estimate the parameters from basic soil data were usually derived based on 
different soil databases. Schemes from soil data from one region may not be valid for 
soils in other regions [Tomasella et al., 2000; Tomasella and Hodnett, 1998]. Schemes 
containing more soil attributes as predictors are generally better than those containing 
less [Tietje and Tapkenhinrichs, 1993; Wagner et al., 2001; Cornelis et al., 2001; 
Pachepsky and Rawls, 1999]. Most LSMs estimate the hydraulic parameters from soil 
texture alone, i.e. percentage of clay and sand because that the soil texture is the most 
commonly measured soil attributes across the world.  
The Campbells model and the other popular hydraulic schemes in the LSMs are 
for soils with uni-mode pore-size distributions, i.e. the sizes of individual pores in a soil 
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can be described by a single-distribution function such as lognormal or normal 
distribution. The uni-mode distribution is adequate for soils containing none or few 
aggregates. However, undisturbed natural soils usually form a substantial amount of 
aggregates. The pore-size distributions of such soils can not be adequately captured by a 
uni-mode curve [Zhang and van Genuchten, 1994; Durner, 1994; Chen et al., 1993; 
Poulsen et al., 2002]. These soils often have a network of large inter-aggregate pores or 
cracks that are significantly larger than the pores within the aggregates or soil matrix and 
cause an inflection on the retention and conductivity curves when near saturation. In 
addition, the macropores depend strongly on the soil structure instead of the soil texture. 
Hence, the widely used uni-mode distribution-based schemes and the texture-based 
parameter estimations can not adequately estimate the hydraulic properties in the whole 
moisture range, and in particular, near saturation. 
Significant efforts have been devoted to improve the traditional hydraulic models 
with better representation of the soil-structural effect [Clapp and Hornberger, 1978; 
Saxton et al., 1986; Nimmo, 1997; Ross and Semttem, 1993; Durner, 1994]. 
Nevertheless, few LSMs have been taken into account the effect of soil aggregates and 
macropores for estimating the soil hydraulic properties. Given that the soil moisture is 
non-linearly depended on the soil hydraulic properties, the lack of consideration of soil 
macropores can result in serious errors in modeling the soil moisture, which can affect 
the surface hydrology including runoff generation and ET. The runoff and ET schemes in 
the LSMs would also be affected by errors in the simulated soil moisture and its 
transport. 
The following two sections validate the role of soil macropores in the CLM and 
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enhance its representation in the LSMs.  
 
Table 2.1. Generally used soil-water retention and hydraulic conductivity relationships in 
the LSMs. 
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2.2 Use of a two-mode soil pore size distribution to estimate soil water 
transport in a land surface model 
2.2.1 Introduction 
In previous section, we introduced the potential effects of the soil structure on soil 
hydraulic properties. This section explores how such effects may influence the prediction 
of the soil moisture and through it affects the surface water flux. A new hydraulic scheme 
developed by Ross and Semttem [1993] for predicting the hydraulic properties of well-
structured soils with multiple-mode pore-size distributions is implemented into the CLM. 
The basic idea is to separate the soil pores into two bins, the macropores and the fine 
pores. Each such group has its own distribution function, and the distribution of the 
whole pore system can be represented as a linear combination of these two distributions. 
The hydraulic properties are inferred from the combined distribution. Therefore, the 
effect of macroporosity is included into the CLM to estimate the hydraulic properties in a 
physically realistic manner. We then test the new scheme at a forest site and compare its 
results with that of the standard CLM and field measurements to show by example that 
how the inclusion of well-aggregated soils influences the simulation of soil moisture. 
This section also appears as Liu and Dickinson [2003]. 
2.2.2 Pore size distribution for soils with heterogeneous pore systems  
The pore size (i.e. pore radius) distribution as a function of matric potential is 
commonly expressed as [Ross and Semttem, 1993; Durner, 1994]. 
   ψψ ddSf =)(    ,             (2.3) 
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where S is the soil specific moisture and ψ  the soil matric potential. For soils with 
heterogeneous pore systems, the distribution function can be constructed by the linear 
























where W is the weight of each pore size density group given by the relative contribution of 
each pore system to total pore volume, and n in this case is two. The relative hydraulic 
conductivity sr kkk /)(ψ= , where ks is the saturated hydraulic conductivity, is computed 
from the above equations based on Mualems [1976] model: 
( ) 25.0 )]0(/)([ ggSkr ψψ =  ;                     (2.6) 
where, 




ψ dfg )(1    .          (2.7) 
For a soil with non-interacting pore systems, i.e. when water in the macropores moves 








)()( ψψ     ,                    (2.8) 
( ) 25.0 )]0(/)([ iiri ggSk ψψ =   .        (2.9) 
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2.2.3 Two-mode pore size distribution in the CLM 
In the CLM, the current matric potential retention and the hydraulic conductivity 
functions are in the form of Campbells model [1974]:  
 bsat S
−=ψψ       ;                   (2.10) 
 32 += bsat Skk       .                     (2.11)  
ψsat and ksat are the air-entry potential and the saturated hydraulic conductivity 
respectively. ψsat , ksat and b are defined by texture Pedo-Transfer Functions (PTFs) 
[Cosby et al.1984]. 
)(%013.088.1(^1010 sandsat −×−=ψ     ,                 (2.12) 
))(%0153.0884.0(^100070556.0 sandksat +−×= ,                (2.13)          
)(%159.091.2 clayb +=  .                       (2.14) 
 Because such retention curves are not continuous, to avoid numerical inconsistency, we 
use that of van Genuchten [1980] instead: 
mnS −−+= ))(1( αψ     .                   (2.15) 
α, m, n are parameters. According to Rosss theory, we can take a well-aggregated soil as 
a two-mode pore distribution system: one distribution by macropores, the other by the 
micropores. We further assume that these two groups of pores dont interact with each 
other. Therefore, we have: 
 2221 ))(1)(1())(1( 11
mnmn WWS −− −+−+−+= ψαψα   ,                 (2.16) 
21 )1( fWWff −+=    ,                    (2.17a) 
)1())(1( +−−+= ii mniiiii nmf ψαα .                   (2.17b) 
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The two sets of parameters (with subscript 1 and 2 respectively) denote the effect of each 
pore system on the hydraulic properties. Using equation (2.6), (2.8) and (2.17), the 






















     ,                             (2.18) 
where I() represents the incomplete beta function. 
Once the parameters in equation (2.16) are given, we can generate the ψ(S) by 
fitting the dataset (S, log(-ψ)) with the nonlinear least squares interior-reflective Newton 










ScSbaψ   .                  (2.19)  
ψ(S) and k(S) are the matric potential and the hydraulic conductivity for soils that has the 
two-mode pore size distribution function.  
2.2.4 Numerical testing 
The CLM is interpreted with modified hydraulic properties (k(S) and ((S)) using 
datasets from a tropical forest site, i.e. the ecological forest reserve, Reserva Jaru (10(05's, 
61(55'W) in Ji-Parana, Rondonia, southwestern Amazonia. Atmospheric forcing data are 
provided by an automatic weather station. The average clay and sand percentages over the 
simulation depth are 24% and 65% respectively. Based on Young et al. [1998], the 
Amazon forest soil has a two-mode pore-size distribution; more than 25% of the porosity 
was contributed by macropores of sizes >0.1 (m. Such structure indicates good water 
infiltration and storage. Hodnetts study [1996] showed that no surface runoff is observed 
in that region even after very heavy rain, which also implies well-aggregated soil in the 
modeled area. Therefore, we add a second distribution of pore sizes to represent the 
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existence of the macropores. The values given by Ross and Semttem [1993] are used as the 
macropore parameters (parameters with subscript 1). The weight of the macropores here is 
set to 0.3 according to its contribution to the total porosity. Parameters for fine pores 
(parameters with subscript 2) are generated by fitting the Campbell function-generated 
values to the van Genuchtens function, i.e. equation (2.15). The standard CLM parameters 
are used in the Campbell functions. The fitted van Genuchten distribution is illustrated in 
figure 2.3. The parameters are listed in table 2.2.  
 
Table 2.2. Parameters describing hydraulic properties of aggregated soil. 
 W α1 n1 m1 α2 n2 M2 












−−+×=−ψ .                  (2.20) 
Figure 2.4a-2.4c shows the two-mode distribution and hydraulic properties. The k(S), ((S) 
and their partial derivatives in the CLM are replaced with equations (2.18) and (2.20) and 
their partial derivatives. Whenever a second function is necessary, the modified method 
can be applied to calculate the hydraulic properties.  
2.2.5 Result and discussion 
We run the CLM with both the modified scheme of the hydraulic properties and 
compare with the original scheme with the same saturated hydraulic conductivity at the 
chosen site with regards simulated soil moisture and latent heat flux. In this section, ORG 
represents the original run case, MOD the run case with the modified scheme and OBS the 
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measurements. Since the only modification of the CLM is its hydraulic properties, the 
differences between the simulated results of the two cases should result primarily from the 
differences of matric potential and unsaturated hydraulic conductivities.  
Figure 2.5a is the measured precipitation and 2.5b is the measured and simulated 
soil moisture for 0  2 m over the two simulation years. Simulated values are daily-
averaged.  Water storage by MOD shows good agreement with OBS over the complete 
time period, but ORG has distinctly lower water storage in 0-2 m than OBS. Given in 
figure 2.5c is the soil water storage from the surface to the lowest soil layer down to 3.4 m. 
The shape of the simulation by the MOD is still closer to that by the OBS than the 
simulation by ORG although the difference between the simulation and the measurements 
are larger than that of the upper soil layer, probably because water table variations at the 
site causes large fluctuations of soil water storage in the 2  3.4 m layers.  An important 
consequence of the new scheme MOD is its increase of the total water storage in the soil.  
Figure 2.6 and figure 2.7 compares the simulated evapotranspiration (ET) rates 
with observation. Because the fluxes are not continuous over the whole time period of 
simulation, the longest continuous period of observation, from day 94 to day 207 in 1993, 
is selected for comparison. The precipitation is concentrated in the first part of this period. 
We distinguish a wet period from the beginning to day 160, and a dry period from day 160 
to day 207. ET predicted by both MOD and ORG shows a good agreement with the 
observations during the wet period. Observed ET doesnt decrease or increase much 
during the whole period, but the simulation by ORG falls sharply from the point at which 
the wet period ceases, and continues to decrease further with the continuation of the dry 
period. The ET by ORG almost ceases at the end the comparison period. The ET simulated 
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by MOD doesnt show much decrease during the whole comparison period, and is in very 
good agreement with the measurements. Shown in figure 2.8 is the comparison of the ET 
by MOD and by ORG for the whole two-year period. Its very clear that the no obvious 
limitation of the ET by the MOD though the ET by ORG is distinctly limited during the 
dry season. The simulated ET by the MOD is consistent with the conclusion by Hodnett 
[1996] that no transpiration restriction occurred even during the severe dry season of this 
region.  
Evidently, the new scheme gives a much more accurate simulation of the soil 
moisture and the latent heat flux over the surface for the modeled site than does the old 
one. The original hydraulic property parameterizations are for soils with almost no 
aggregates, viz. fine soil. The saturated hydraulic conductivity can be several orders of 
magnitude smaller than appropriated when the soil is actually well aggregated. The two-
mode pore size distribution captures the effects of macropores resulting from soil 
aggregation. The consequent hydraulic properties are thus more accurate than those by the 
original scheme. The better estimation of the soil moisture indicates the improvement of 
the simulation of hydraulic properties.   
2.2.6 Conclusion 
The existence of macropores greatly affects the estimation of hydraulic properties. 
Their influence can be included into land models by adding a second function to the pore-
size distribution. With inclusion of the soil macropore effect on soil hydraulic 
conductivities, the estimation of the soil moisture at a well-structured soil is much more 
accurate by allowing more water percolate down into soil column instead of being lost as 
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surface runoff during the wet season. The increased water storage during wet season 



























   
 
 
Figure 2.4.a. Pore size distributions based on Campbell  model (dash dot (C)), based on 

























































Figure 2.4.c Relative conductivity for a uni-mode pore system (dashed (V1)) and for a 
two-mode  pore system (solid (V2)). By matching V2 to V1 when matric potential is at -



















































Figure 2.5.a. (upper panel) Precipitation in mm; 2.5b. (middle panel) 0-2 m soil water 
content in mm from Jan 1992 to Dec 1993; 2.5c. (bottom panel) 0-3.6m soil water 




















































   














































































2.3 A new hydraulic scheme with soil structural effects for global modeling 
2.3.1 Introduction  
The previous section showed that the neglect of soil macropores in describing the 
hydraulic properties in the LSMs can cause substantial error in the predicted soil moisture 
for well-structured soils. The surface hydrological and energy balances of these soils can 
also be affected significantly. Consideration of soil macropores can improve the soil 
moisture simulation significantly. Therefore, effects of soil macropores should be 
included in LSMs. 
Although the two-mode pore-size distribution scheme used in the previous section 
can efficiently capture some of the effects of macropores on soil hydraulic properties, it 
requires a significant number of inputs to determine its fitting parameters, hence is hard 
to apply to large scale simulations because the currently limited data sources. Since the 
existence of macropores primarily causes inflection of the hydraulic curves in near-
saturation, a more practical treatment is to separate the inflected retention and 
conductivity curves into different regions so that each can be described by relatively 
simple equations. Such approaches have been shown to work in many soil-hydrological 
applications [e.g. Poulsen et al., 2002; Saxton et al., 1986; Chen et al., 1993]. It is also 
physically sound to divide hydraulic curves into different regions because the water in 
general fills soil pores in a systematic manner from smaller to bigger ones for equilibrium 
conditions. Hence  which region a specific water-content belongs can be determined. 
 We present in this section is a newly derived hydraulic scheme in such a multiple 
region approach. The total soil porous area is conceptually divided into the matrix 
volume and the macropore volume. The hydraulic properties for each volume can be 
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denoted by simple equations. Instead of combining such simple equations into a single 
complicated one, we determine which equation to use according to the water content 
given that the water always fill the matrix pores first. Therefore, until the soil-water 
content exceeds the matrix volume, the macropores will have no effect on the flows in the 
soil. Through such an approach, the conventional uni-mode schemes and their texture-
based parameter estimations can still be used for estimating the hydraulic properties of 
the water in the matrix domain, and the uncertainties introduced by the additional 
macropore-domain equations will not affect the estimation accuracy of the hydraulic 
properties for water content below the matrix volume. 
It remains challenging work to quantify the parameters for the macropore 
hydraulic equations especially when for a large-area application. Nevertheless, the 
development of global soil databases in recent years can provide some useful 
information. Here, we also provided the parameter estimation based on globally available 
soil-measurement attributes from several global soil databases, i.e. the Data and 
Information System of the International Geosphere Biosphere Programme (IGBP-DIS) 
[Tempel et al., 1996], the Unsaturated Soil Database (UNSODA) [Leij et al., 1996] and 
the World Inventory of Soil Emission Potential (WISE), version 1.1 at International Soil 
and Reference Information Centre (ISRIC) [Batjes, 2002], in order to use the proposed 
scheme in climate models. 
We then implemented the new scheme in the CLM and performed a global offline 
simulation with atmospheric forcing. An arbitrary hydraulic conductivity decay factor 
previously needed in the CLM to derive correct runoff is eliminated with the introduction 
of vertically distributed soil macropores. The simulated results are compared with that 
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from a standard CLM run with the same initial conditions and atmospheric forcing.  
2.3.2. Scheme description 
Soil matrix and macropores usually have different hydraulic effects on water in 
them. The soil pore space can be separated conceptually into matrix and macropores 
domains so that the total porosity can be represent as the sum of them as   
mimatot PPP += .                 (2.21) 
where, Ptot, Pma and Pmi are volumetric soil total porosity, macroporosity and 
microporosity respectively. The microporosity is taken as the portion of soil porous space 
that can be adequately explained by soil primary particles, the macroporosity the space 
that involves other soil properties such as aggregates that are dominated by factors other 
than soil texture. The partitioning can be either based on the value of matric potential, 
e.g. -10 kPa by Saxton et al. [1986], or their volumetric water content, e.g. 0.3 cm3/cm3 
by Nimmo, [1997]. Here, we use the water content as the partitioning criterion. 
The derived porosity based on the observed bulk density provided by the database 
of IGBP-DIS [Tempel, 1996] and a particle density of 2.65 g/cm3 is used to evaluate the 
suggested value of 0.3 by Nimmo [1997]. The IGBP-DIS contains chemical and physical 
soil data derived from ISRICs Soil Information System (ISIS) and the CD-ROM of the 
Natural Resources Conservation Service (ISDA-NRCS) for 131,472 samples, originating 
from 20,920 profiles that cover all the soil textural classes. All samples containing valid 
porosity are first extracted from the database. The samples are then grouped into 
difference texture classes according to the USDA criterion as shown in figure 2.1. The 
computational software package, the Trixcel, was used to determine the texture class a 
soil belongs to with any given percentages of the sand, silt and clay. The initially 
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extracted samples that have porosities more than two standard deviation away from the 
average porosity of that texture class are excluded. Finally, we retained 29923 samples 
for analysis. The basic statistics of the porosities of these samples are listed in table 2.3. 
The microporosity for soils in each texture class should be within the range of measured 
porosity but toward the low end of it [Nimmo, 1997]. The values are shown to increase 
with increased clay content except that of silt. It is reasonable to use a clay fraction 
related equation instead of a universal value as the critical point to partition the pore 
domain for different soils. Here, we propose  
claymi fP ⋅+= 2.032.0 ,                   (2.22) 
where, fclay denotes the clay fraction of the soil and ranges from 0 to 1. This estimation 
gives a threshold water content value of about 0.32 cm3/cm3 for sand soils and about 0.42 
for clay soils. The rest of the porosity is attributed to soil macropores with a maximum 
value of 0.25 for each texture class as the largest difference. 
Theoretically, the capillary force makes Pma remain zero until water in the matrix 
is saturated or miP≥θ , where θ is volumetric water content. Hence, the relative 
saturation of in matrix Smi and in macropores Sma can be represented as 
mi
mi P









, mimi PS = ,  when miP>θ        (2.24) 
Because the power functions by Campbell [1974] give reasonable descriptions of 
the retention and hydraulic conductivity relationships of water in compacted soils, thus 
are generally accepted to be adequate to describe the hydraulic properties in the matrix 
region [Clapp and Hornberger, 1978; Cosby et al., 1986; Saxton et al., 1986]. Here, we  
 
 
     
   
   










































   










































































































































































































































































































































































use them to estimate the hydraulic properties of water in this range, so that when miP≤θ , 
retention curve and hydraulic curves can be represented as 
b
mimismimi SS
−⋅= )()( ψψ ,                   (2.25) 
32)()( +⋅= bmimismimi SkSk ,                  (2.26) 
where, ψmis and kmis are the matric potential and conductivity at miP=θ  respectively. 
The current knowledge of hydraulic relationship of water in macropores is still 
limited due to the sparse measurements of field soils and the large variation of the 
available data. The hydraulic relationships of the water in the macropore domain are 
usually arbitrarily given. E.g. Clapp and Hornberger [1978] proposed a parabola to 
describe the ψ-S relationship for relative saturation S above 0.9. Saxton et al. [1986] 
suggested a linear ψ-θ relationship for soil domain above -10 kPa matric potential. Chen 
et al. [1993] used a linear k-θ relationship for the macropore domain. Since these 
equations give totally different curve shapes in describing the soil water hydraulic 
properties in the macropore region, it appears that how the matric potential and hydraulic 
conductivity drops with the decreases of soil water-content is not as critical as the 
determination of boundary values, i.e., the upper and lower limits. This is reasonable 
because the quick drop of matric potential and conductivity is over a small macropore 
moisture-range. 
The UNSODA contains comprehensive measurements of the unsaturated soil 
hydraulic properties from contributions by individual scientists across the world [Leij, 
1996]. Based on the general shape of the retention and hydraulic curves at the moisture 
range above Pmi as determined by equation (2.22) for most soil samples (not shown), the 







ψψψψ −−⋅= ,   and     (2.27) 
3)( mamasmama SkSk ⋅= ,       (2.28)  
where ψ is the matric potential, k is the hydraulic conductivities. Subscript mi, ma, mis 
denote water in micropores, in macropores and at micropore saturation. The macropore 
conductivity, kma, approaches zero if macropore water content is small and approaches to 
saturated macropore conductivity, kmas, as macropores are close to saturation. The 
absolute value of the matric potential drops with increase of the water content in 
macropores and is only associated with the largest water-filled pores. Thus, the ψ and the 
k at specific soil-water content can be determined by the formulations of  
)()( mimi Sψθψ =  , when miP≤θ , and                  (2.29) 
)()( mama Sψθψ = , when miP>θ                    (2.30) 
and 
( )2)( mami kkk +=θ ,                  (2.31) 
respectively. The conductivity formula was derived from that of Mualem [1976] and the 
scheme of Ross and Semttem [1993] as shown in equation (2.5) and (2.6). Here, the kma 
equals zero when miP≤θ and the kmi equals the kmis when miP>θ . 
2.3.3 Parameter estimation for global application 
Practical application of the proposed scheme requires determination of the 
parameters including the matrix hydraulic curve parameter b in equations (2.25) and 
(2.26) as well as the fitting parameters of ψmis, ψmas, kmis, kmas and either two of the Pmi, 
Pma or Ptot. For a global application, it is necessary to relate all the parameters to routine 
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soil survey data. Given the current limitation of the data availability on a global scale, we 
only consider the soil texture for the matrix property estimation and derive the macropore 
properties based on a prescribed macroporosity.  
The parameters b, known as the Clapp and Hornberger parameter, is only 
associated with soil matrix flow. Thus it should be adequately represented by the soil 
texture. The estimation scheme by Cosby et al. [1984] as shown in equation (2.14), which 
is the standard estimation scheme for b in the CLM, is tested against the value derived 
from the soil database of the IGBP-DIS. 22,270 of the soil samples that contains valid 
measurements of both water content at -33 kPa potential (θ33) and water content at -1500 
kPa potential (θ1500) are extracted from the IGBP-DIS. For each soil the b is estimated 
from its clay content with equation (2.14). The observational b is estimated by its 




=b .                     (2.32) 
The soil samples are then grouped into different textural class using the method described 
in previous section, and all the b values with a texture class are averaged. The 
comparison of the average of the observational and the estimated bs for each texture 
class is shown in figure 2.8. The difference of the IGBP-DIS observational b and 
estimated b as percentage of the IGBP-DIS b is also illustrated. The values are listed in 
Table 2.4. It is shown that equation (2.14) adequately estimated the average IGBP-DIS 
value of b with a difference less 20% for all textural classes except for silt and silt loam 
soils. The small b value for silt soils is due to the small range of the size of their soil 
particles. The magnitude of b indicates how fast the matric potential will drop when soil 
wetness decreases. A large b means that the change of certain soil-water content involves 
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particles that cover a large size-range. The silt soils in the sample have narrow range 
particle-size distributions so that the bs for them should be small. However, the current 
small sample size for silt soils is inadequate to derive a scheme that is valid for all soil 
classes. Given that the absolute value of their estimated bs do not differ much from the 
observed ones because they are small, and silt is not a widespread soil type in nature, we 
still use equation (2.14) to estimate the constant b.  
 
Table 2.4. Comparison of the parameter bs  based on observation and estimation for each 
texture class.   
Texture class Sample size b (based on 
IGBP_DIS data) 
b (estimated using 
Cosby et al. [1984]) 
Clay 1813 10.35 11.69 
silty clay 1077 9.26 10.33 
sandy clay 323 10.34 9.26 
silty clay loam 1620 6.94 8.17 
Silt 132 2.62 4.18 
clay loam 2071 7.17 7.56 
sandy clay loam 1526 7.06 7.03 
silt loam 3383 4.15 5.66 
Loam 3997 5.10 5.86 
sandy loam 4421 4.26 4.62 
loamy sand 1206 4.01 3.79 
Sand 701 3.60 3.45 
 
 
Because the water content of field capacity (θ33) and wilting point (θ1500) are 
generally measured on a routine basis and they normally fall into the range of matrix, the 












































Figure 2.8. Difference of the bs from IGBP-DIS observation and estimation using 
scheme of Cosby et al. [1984] for each texture class. 
 
where ψsp and θsp are a pair of potential and water content values within the matrix range 
that can be either -33 kPa or -1500 kPa. The advantage is that the water content at lower 
matric potential, i.e. drier soils, can be estimated more accurately by soil texture that that 
at higher matric potential [Rawls et al., 1982]. For instance, we use a simple linear 
regression model with %sand and %clay as the predictors to estimate θ33 and θ1500  for 
22,270 IGBP-DIS soil samples. The prediction accuracy R2 is 0.40 for θ33 and 0.71 for 
θ1500 respectively. Here, we provide the regression equation for estimating θ1500 derived 
from the IGBP-DIS database  
clayf⋅+= 35.00336.01500θ ,          [cm
3/cm3]             (2.34) 
where the fclay is the clay mass fraction and scales from 0 to 1. 
The equation (2.13) is used in the CLM to estimate the saturated hydraulic 
conductivity ksat. It was originally derived based on the laboratory-measured ksats of 
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1448 soil samples taken from 35 locations in 23 states in the United States by Cosby et al. 
[1984]. Comparing its geometric average values for each textural class with values 
provided in Rawls et al. [1982], equation (2.13) overestimated saturated hydraulic 
conductivities for clayey soils significantly, e.g., its average value for clay is 12 times 
larger than that in Rawls et al. [1982]. The values in Rawls et al. [1982] range over a four 
orders of magnitude from 4107.1 −×  mm/s for clay to 2107 −× mm/s to sand and these can 
be taken as the range of conductivity at micropore saturation. We fit these values with a 
simple equation to reproduce the same order of magnitude for each texture class using the 
middle value of the clay and sand fractions of each texture class,  
)37.705.2exp(105 3 claysandmis ffk ⋅−⋅⋅×=
−  .  [mm/s]              (2.35) 
The microporosity has been defined as in equation (2.22). Either the total porosity 
Ptot or the macroporosity Pma also need to be determined. Many schemes have been 
proposed to estimate the total porosity from soil texture and other soil attributes [e.g., 
Cosby et al., 1986; Rawls and Brakensiek, 1982; Vereecken et al., 1989; Saxton et al., 
1986]. The macroporosity can be taken as the difference between the total porosity and 
the microporosity. However, large discrepancies exist between the estimated Ptot using 
different schemes. Those derived from compacted soil should not be used for the well-
structured soils. Table 2.5 presents the estimated average total porosity for IGBP-DIS soil 
samples that containing valid porosity measurements for each soil texture class using the 
scheme in Cosby et al. [1984], which is  
sandtot fP ⋅−= 126.0489.0      (2.36) 
where the fsand is sand fraction scaled from 0 to 1. The equation (2.36) is the standard 










































































































































































































































































































































































































































Cosby scheme gives a much narrower within-class porosity range and generally 
underestimates the total porosity.   
The volume of macropores is primarily associated with the shape, size, amount 
and distribution of the soil aggregates, which can not be adequately represented by soil 
texture. Additional predictors to account for soil structure have to be included in order to 
produce accurate estimation of the soil porosity for well-structured soils. A common way 
is to use the content of soil organic matter (OM) or organic carbon (OC) as an indicator 
of the macropores [e.g. Vereecken et al. 1989; Rawls and Brakensiek, 1989; Wösten, et 
al., 1999]. Normally, the higher the soil organic carbon content, the higher the 
macroporosity because the soil OC increases the soil aggregation and associate pore 
space [Holis et al., 1977; Paustian et al., 2000; Six et al., 2000]. Nevertheless, we could 
not establish any credible relationship between the OM content and the porosity 
quantitatively from their measured values in the IGBP-DIS database. Perhaps the soil 
porosity is affected by too many other factors such as the earth-worm activity [Hendrix et 
al., 1986; Young and Ritz, 2000], tillage condition [Six et al., 2000] and location of the 
soil on a hill-slope [Mohanty and Mousli, 2000], and incorporation of plant material 
[Oyedele et al., 1999]. Some of these factors may have been correlated with the measured 
OM as many of the above factors can change the OM content in soils, but apparently not 
all. Hence, we can still regard OM as a strong indicator of soil structure but only in a 
qualitative fashion. An accurate value of macroporosity should be based on direct 
measurement. When such is not available, it should be based on the availably statistical 
information and assigned a value between 0 and 0.25, which is based on the range of the 
measured soil porosities in the IGBP-DIS. For large scale applications, it is plausible to 
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link the soil macropores directly with the local biological activity and climate conditions. 
Although it is difficult to validate such an assumption quantitatively as yet, it is plausible 
to use it in the absence of more information.  
The saturated conductivity for water in soil macropores kmas is close to zero if a 
soil contains only a few macropores, but can be in orders of magnitude larger than the kmis 
of that soil if the macropore amount is substantial. The UNSODA database provides 234 
soil samples with measured saturated-conductivity. The largest value is around 1.5 mm/s 
associated with a substantial OM content of above 20% of the soil mass. The value can 
be taken as the kmas of soils with the largest possible macroporosity of 0.25.  A simple 





k = ,   [mm/s]                            (2.37) 
so that kmas is 1.5 mm/s for a Pma of 0.25 and 0 for a Pma of 0.  
The ψmas is the air entry potential of the largest soil pores. It should equal the ψmis 
if Pma is zero, otherwise higher than ψmis. The ψmas is inversely proportional to the radius 
of the largest pores according to the capillary relation 
r
αγψ cos2−= ,                  (2.38) 
where r is the effective pore radius, γ the surface tension between water and the air and α 
the contact angle. The combined term of 2γcosα is about 0.13 mm kPa for soils [Nimmo, 
1997; Chen and Schnitzer, 1976], i.e., the matric potential is equivalent of -0.13 kPa 
when water fills a pore with radius of 1 mm. Shown in table 2.6 is the summary of 
observed air-entry suction classified by soil texture. The within-class variation is much 
larger than the between-class variation, indicating that the air-entry suction (negative of 
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the potential) is much more dependent on macroporosity than in texture. Thus, we 






ψψ    .                  (2.39) 
so that a Pma of 0.25 can lower the air-entry suction to 1/25 of its matrix saturation 
suction.  
 
Table 2.6. Air-entry potential classified by soil texture. 




±one standard deviation 
about the mean, cm 
Sand 762 7.26 1.36-36.74 
Loamy sand 338 8.69 1.80-41.85 
Sandy loam 666 14.66 3.45-62.24 
Loam 383 11.15 1.63-76.40 
Silt Loam 1206 20.76 3.58-120.4 
Sandy clay loam 498 28.08 5.57-141.5 
Clay loam 366 25.89 5.80-115.7 
Silty clay loam 689 32.56 6.68-158.7 
Sandy clay 45 29.17 4.96-171.6 
Silty clay 127 34.19 7.04-166.2 
Clay 291 37.30 7.43-187.2 
From Maidment [1992] p. 5.14 
 
2.3.4 Simulation of unsaturated hydraulic conductivities 
         The above scheme is proposed for a large scale application, so it is preferable to be 
validated with global datasets. The retention curve determines the field capacity, 
permanent wilting point as well as the available water content for plant to extract.  The 
parameter b is the most important determinant for these attributes. As it has been 
validated in previous section, we do not further discuss the retention scheme. 
The measurements of unsaturated hydraulic conductivities are used to test the 
hydraulic scheme. The field-measured pairs of hydraulic conductivity k and soil 
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volumetric water content θ of 4071 points from 192 soil profiles are extracted from the 
UNSODA database. Each extracted soil contains at least 10 pairs of measured k-θ. The 
number of the extracted soil samples is listed in table 2.7. 
 
Table 2.7. Number of the samples extracted from the UNSODA database. 
DATA Sandy soils Loamy soils Clayey soils 
UNSODA, 192 soils 57 92 43 
 Sandy soils: sand; 
 Loamy soils: loamy sand, sandy loam, loam, silt loam, and silt; 
 clayey soils: sandy clay loam, silty clay loam, clay loam, sandy clay, silty clay, and clay. 
 
 
Figure 2.9 compares the estimated log(k) based on the standard CLM scheme, i.e., 
equations (2.10) to (2.14), with the measured values. Figure 2.10 compares the estimated 
log(k) using the two-region scheme (TRS) describe in previous section with the measured 
log(k) at measured water-content points of selected soils. Prediction accuracy was 
evaluated using the measured hydraulic conductivity data from UNSODA. The root mean 











1 .         (2.40) 
The smaller the RMSE, the higher the prediction accuracy. The prediction by the TRS 
(RMSE = 3.15) is some what better than that of the standard CLM scheme (RMSE = 
3.79).  
The largest error of the TRS came from the estimation of the kmis. If we derived 
the kmis by fitting a measured value in the matrix range ( miP<θ ), the prediction accuracy 
can be improved substantially (RMSE = 1.48) as shown in figure 2.11. Figure 2.12 shows 
the estimated log(k)s by TRS in the moisture range larger than Pmi. The conductivities in 
the macropore range are controlled by the relative water content in macropore as well as 
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the saturated conductivity of the matrix flow. The Pma and kmas for each soil use its 
maximum measured values, and kmis derived from a mid-point measurement. 771 points 
from 90 soils are extracted. The proposed equation (2.28) fits to the measurement 
hydraulic curve adequately with a prediction parameter R2 = 0.82. 
The above results indicate 1) the TSR captures the conductivities in the high 
moisture range reasonably, 2) it reduces the error in estimating the hydraulic 
conductivities at the drier moisture range as well compared to the Cosby scheme and 3) a 



















            
Figure 2.9. Estimated versus measured hydraulic properties for the 4071 water content 















              
Figure 2.10. Estimated versus measured hydraulic properties for the 4071 water content 














           
Figure 2.11. The same as figure 2.10 but for each soil sample using a random fitting point 














         
Figure 2.12. Measured versus observed hydraulic conductivities for moistures larger than 














2.3.5 Preliminary results from inclusion of the new scheme into the CLM 
We implement the proposed scheme into the CLM. The CLM has a 10-laryer soil 
with various thicknesses for each layer. Its current hydraulic scheme uses equation (2.10) 
to (2.14) based on the hydraulic model in Campbell [1974] and parameter estimation in 
Cosby et al. [1984]. For each grid cell, the soil texture is needed as input. The global 
distribution of soil texture for each soil layer was derived from the Global Soil Data Task 
[2000]. The CLM introduced a TOPMODEL concept-based runoff scheme [Dai et al., 
2003]. The saturated hydraulic conductivity is assumed to decrease exponentially along 




kk surfacesatsat −=       (2.41) 
where ksat is the saturated hydraulic conductivity at depth z, ksat,surface is the saturated 
conductivity at the surface, and z* is the length scale for the ksat decrease and is assumed 
500 mm in the CLM. The exponential vertical-decay of the ksat is a prerequisite 
TOPMODEL assumption as to constrain water to flow laterally down hill-slopes. 
However, such an arbitrary constraint, although it can produce correct runoff generation 
on a catchment scale, may underestimate the vertical transport of water in soil for surface 
evapotranspiration. It is preferable to replace such an arbitrary factor with a meaningful 
physical description. The ksat vertical decay assumption is associated with the fact that 
soil macropores are abundant at the surface but sparse in deep soils. A proper description 
of the vertical profile of the soil macroporosity would capture the vertical decay feature 
of ksat more realistically. 
Application of the TRS globally requires a prescription of the distribution of soil 
macropores for each soil layer. We have discussed earlier that the abundance of soil 
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macropores is associated with soil organic matter content which is determined largely by 
the biological activities and root penetration [Young and Ritz, 2000]. Thus, a connection 
could be inferred between the soil macropores and the root properties. To assess such a 
connection, The World Inventory of Soil Emission Potentials (WISE) soil database 
developed at the International Soil Reference and Information Centre (ISRIC) [Batjes, 
2002] is used. The WISE database contains complicated data and profile description for 
4382 soil profiles from 123 countries. Each measured soil property consists of several 
classes. A one-way analysis of variance (ANOVA) was performed for the surface dry 
bulk density, which indicates the total porosity, to determine if it varies significantly over 
the classes of roots and soil texture. Two root properties, the overall size of the roots and 
the abundance of the roots, are examined using a code [FAO/ISRIC, 1990 p. 63] as 
shown in Table 2.8. The texture classes are according to the USDA definition as shown 
in figure 2.1.  
 
Table 2.8. Class description of the presence of roots in the WISE databases. 
a )Abundance of roots (expressed as number of roots per square decimeter) 
Code Quantity Description 
O No roots 0 
V Very few 1-20 
F Few 20-50 
C Common 50-200 
M Many >200 
b) Description of root sizes. 
Code Description Diameter (mm) 
V Very fine < 0.5 mm 
F Fine 0.5 - 2 mm 
M Medium 2  5 mm 
C Coarse > 5 mm 
X All Very fine roots to coarse 




Table 2.9. ANOVA for dry bulk density. 
Bulk density 
by classes of   
Root sizes Root abundance Soil texture 
F factor 22.68 64.01 11.33 
P values <0.0001 < 0.0001 <0.0001 
 
Table 2.10. The statistics of bulk density for each root-abundance class. 
Bulk density by 
root abundance 
N Mean SD SE 
C 1226 1.423 0.227 0.0065 
F 1895 1.484 0.237 0.0054 
M 1011 1.346 0.263 0.0083 
O 161 1.494 0.248 0.0195 
V 335 1.415 0.259 0.0141 
 
 
The results are shown in Table 2.9. The F is the ratio of the parameter variance 
between groups to the parameter variance within groups. A large value of F indicates a 
significant change in the parameters distribution from class to class of the descriptor. A 
small p value indicates that the class to class variations of the bulk density are much 
stronger than the within class variations. Based on the resulting F and p values, the bulk 
density varies the most significantly over different class of root abundance. Table 2.10 
shows the statistics of the bulk density for each root-abundance class. The increase of 
root abundance, i.e. from Many (M) to No roots (O), is associated with decrease of bulk 
density, and thus increase of soil porosity. Given that the microporosity is determined 
primarily by soil texture and there is no obvious correlation between the soil texture and 
root abundance being found (not shown), large portion of the variation of the bulk density 
is thus contributed mainly by the macroporosity. Therefore, it is plausible to define the 
macroporosity of a soil based on its roots. To confirm such a hypothesis, we apply the 
same statistical analysis to the soil organic carbon content (table 2.11 and table 2.12). The 
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root abundance is the strongest factor to affect the OC content, and the magnitude of the 
OC content for root-abundance class of many roots (M) is above 4 times of that for class 
of no roots (O). Given the strong correlation between the soil macropores and the soil 
organic matter, Our hypothesis holds. 
 
Table 2.11. ANOVA for soil OC content. 
OC by classes 
of   
Root sizes Root abundance Soil texture 
F factor 17.07 132.81 6.21 
P values <0.0001 < 0.0001 <0.0001 
 
Table 2.12. The statistics of soil OC content for each root-abundance class. 
OC by root 
abundance 
N Mean SD SE 
C 1226 1.070 1.481 0.0423 
F 1895 0.718 1.233 0.0283 
M 1011 2.016 2.329 0.0732 
O 161 0.472 0.814 0.0642 
V 335 0.523 0.639 0.0349 
 
Neither the abundance nor the sizes of roots has been explicitly described in 
climate models. They can be inferred by the root biomass which is associated with the 
above-ground biomass and biomes as grasses < semi-shrubs < shrubs < trees [Schenk and 
Jackson, 2002; Jackson et al., 1997]. Based on it, we currently simply assign the 
macroporosity as 0.2 cm3/cm3 for forests soils, 0.1 cm3/cm3 for grasses and crops soils, 
0.05 for shrubs soil, and 0 for bare soils. Such a simple assignment can be refined later 
when more information about the soils and roots is available. 
 In the CLM, a conceptual vertical distribution of roots is incorporated to better 
simulate the water available for plant extraction [Zeng et al., 1998]. We assume a similar 
vertical distribution of the macroporosity of a soil based on this root distribution pattern, 
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i.e. vertically decay along the soil depth. It is given as 
)exp()0()(
a
zpzP mama −= ,      (2.42) 
where Pma(z) is the macroporosity at soil depth z, Pma(0) is the surface macroporosity, a is 
a decay factor. It is now assumed that 150=a mm for all soils. The assumption of a 
vertical decay of soil macroporosity is consistent with the observed vertical decay of soil 
organic carbon whose distribution is affected by the vertical root distribution [Jobbágy 
and Jackson, 2000]. 
We perform two global offline runs forced by the atmospheric data from the 
NCEP/NCAR Reanalysis [Kalnay et al., 1996; Kistler et al., 2001] to assess the effect in 
surface hydrology by the new hydraulic scheme. One is the standard CLM2 and the other 
is the CLM2 with the proposed TSR. For simplicity, we denote the standard CLM2  run 
as ORG and the other as MOD in the following. Results for 7 years from January 
1985 to December 1995 are produced from both runs. The initial condition for both uses 
the equilibrium state of MOD which was obtained by a 10-yr spinup period. All the 
output variables are monthly averages. 
Figure 2.13 shows differences between the estimated surface porosity using the 
original scheme versus that using the modified scheme. The surface porosities by MOD 
are distinctly larger than that by ORG in regions dominated by forests, i.e. the Amazon 
basin and the Congo basin, by above 0.15 cm3/cm3 of difference, showing the 
contribution of soil macropore contribution to the total porosity in MOD. Because the 
macroporosity decays rapidly with the soil depth, at 1 m soil depth, the porosity by MOD 
becomes slightly lower than that by ORG by about 0.05 cm3/cm3 in most regions except 
in the tropics. The difference is attributed to the different porosity-soil textural 
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relationship of ORG and that of MOD.  
Table 2.13 compares the annual water budget at the land surface by MOD and 
ORG respectively for 14 vegetated land regions. The values presented are 3-yr averages 
from 1992 to 1994. The simulated canopy evaporation and ground evaporation differ 
little between the two cases. The evaporation over Amazon, i.e. 50% of annual 
precipitation, is overestimated due primarily to the treatment of precipitation as large 
scale precipitation. Such a treatment overestimates canopy intercepted water amount 
during raining period, thus exaggerates the canopy surface evapotranspiration. Compared 
to ORG, MOD generally decreases the runoff generation and increases the transpiration 
through the canopy. The most prominent changes are in tropical regions that have the 
highest annual precipitations, e.g. Amazonia, central Africa and Brazil, in which about 
4% of annual precipitation that is lost as runoff in the ORG is contributed to increase 
transpiration. MOD increases the annual transpiration in the Amazonia by about 50% of 
that of the ORG. Regions outside of the tropics show much less difference in all their 
hydrological fields in the two runs as expected fro lower annual precipitation because soil 
macropores have little effect on water if the soil moisture is less than the microporosity.  
The Amazon basin and the Congo basin are selected for further discussion. The 
Amazon simulated values are the averages of the simulated points within the squares of 
10ûS to equator latitude and 70ûW to 50ûW longitude. The Congo basin values are the 
averages within 10ûS to 5ûN and 70ûE to 50ûE. Both have a primary vegetation type of 
evergreen forest with fractional coverage larger than 85%, so that both have increased 
porosity at the surface contributed by macropores in MOD. 
The annual pattern of the precipitation forcing over the Amazon (figure 2.14) 
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shows an alternative dry season, i.e., from May to September, and wet season, i.e., from 
October to April. The precipitation seasonality is substantial with a monthly average rate 












































































































































































































































































































































































































































































































































































































































































































precipitation in the Congo Basin shows two peaks in a year with a very severe dry period 
around June and a less severe dry period in December and January. The wet periods are 
between the two dry periods. The second annual wet period of about 6 mm/day has 
slightly higher precipitation than the first one.   
Figure 2.15 compares the simulated transpiration by MOD and ORG respectively 
for the two regions. CLM determines transpiration to occur only through dry leaves so 
that its monthly average during wet periods is smaller than that during dry periods. MOD 
show larger transpiration rates as well as extended transpiration period in both regions 
compared to the ORG for all simulation years. The Amazon has a maximum monthly 
value around 1.5 mm/day in MOD and around 1 mm/day in ORG while the Congo has 
around 1mm/day and 0.6 mm/day respectively. The increase of their maximums is 
consistent with their increase of annual transpiration.   
Compared to the ORG, The surface runoff (figure 2.16) in both regions are 
reduced by MOD. The decrease of runoff is less evident in Congo than in Amazon and is 
most prominent during periods of highest precipitation in both in a year. The reduction of 
surface runoff indicates that MOD allows more water to penetrate into soil in the wet 
season. This is associated with the increased porosity and the saturated hydraulic 
conductivity at the surface provided by MOD. 
Shown in figure 2.17 and 2.18 are the simulated soil water storage for upper 
layers (surface - 1 m depth), and lower layers (2 m  4 m depth) from MOD and ORG for 
both regions respectively. The upper water store in MOD is higher than that in ORG 
during wet periods and is comparable or lower during dry periods in both regions. The 
higher water storage is associated with the increased total porosity contributed by 
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macropores, so that more water can be loaded into the surface soil at saturation during 
precipitation. The slightly decrease in surface water store in dry periods is attributed to 
the slightly lower value of the water content at the permanent wilting point in MOD than 
that in ORG as to match the global observation data in the IGBP-DIS database. The lower 
water storages from MOD and ORG show much larger difference than that of the upper 
layers. In both regions, the storage throughout the simulation period is substantially larger 
in MOD than that in ORG. The initial water storage is too high for the ORG run, so it 
keeps decreasing until reaches a lower equilibrium content after about 3 years. The 
increased lower-layer storage is attributed to the increased hydraulic conductivity after 
eliminating the conductivity decay-factor in MOD, so that water can reach deeper soil 
and store longer for plant extraction in dry season instead of lateral drainage. In the case 
of ORG in both regions, their lower-layers are maintained at constant low water contents, 
far lower than the field capacity. That is not available to plants. 
Figure 2.19 compares the subsurface runoff from both runs for both regions. The 
subsurface runoff occurs below the soil surface and depends on both soil moisture and 
hydraulic conductivity. The annual pattern of both runs in good agreement with each 
other, but the peak values of a year are decreased by MOD by a small amount in Amazon 
and by more one in Congo basin, which is associated with its smaller increase in the total 
soil water storage than that in Amazon. The less intensive precipitation during dry period 
in Congo also contributes to its larger decrease of runoff. In Amazon, years, e.g. 1992 
and 1993, with less precipitation have a larger decrease in subsurface runoff than have 
normal years.  
The above results show that the new scheme captures the net effect of soil 
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macropores to allow the water incident at the surface to penetrate downward faster and be 
retained longer in deeper soils where the macropores are rare. The surface runoff is thus 
decreased. The increased soil water penetration increases both wet and dry season water 
storage and makes more water available for transpiration especially during the dry 
season. Although the simulated runoff generation is decreased by the new scheme, its 
annual cycle and magnitude is still reasonably captured by the assumed macropore profile 
along the depth. The new scheme gives a more realistic description of the effects of soil 
macropores on the soil hydrology than does the original scheme.  
2.3.6 Conclusion 
 The section proposes a practical scheme to represent the effect of soil macropores 
on the soil-water hydraulic properties for use in climate models. This scheme is based on 
the basic idea that the macropores introduce an inflection in the soil-water retention and 
conductivity curves in the moisture range near saturation and that the water fills soil 
pores systematically from the smallest to the largest according to the capillary theory. 
The whole soil porous space is divided into two regions: the matrix region and the 
macropore region, each with its own porosity. The retention and conductivity for each are 
calculated separately and combined in a logical way. The introduced parameters were 
either derived from global soil databases or arbitrarily defined based on current 




         
Figure 2.13. Differences of the estimated surface (upper) and 1m depth (lower) 












     















    
















































   





















Development of an integrated land/ecosystem model 
 
3.1 Introduction 
The land surface-atmosphere interactions are realized not only through the effect 
of the biophysical and physiological properties of the vegetation and soils on the surface 
energy, water and momentum exchanges but also through their exchange of greenhouse 
gases such as the carbon dioxide as well as the dynamic responses of the land ecosystems 
to the changing environment. These aspects need to be considered together in climate 
models to capture the feedbacks between the biosphere and the atmosphere.  
Land surface models usually prescribe the dynamics of the vegetation and soil 
properties as model inputs. Simulating the ecosystem processes, on the other hand, 
requires climate conditions to model the ecosystem functioning and the vegetation 
structure. Dickinson et al. [1998, 2002] modified the previous Biosphere-Atmosphere 
Transfer Scheme (BATS) with the ecosystem carbon and nitrogen cycling processes that 
occur on time scales of weeks to seasons. Through these ecosystem processes dynamic 
features of the leaf canopy and photosynthesis are provided interactively for the surface 
physical system.  
In this study, we adopt the ecosystem descriptions in Dickinson et al. [1998, 
2002] to the recently developed Community Land Model (CLM) and to assess in the 
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framework of a climate system model the simulation accuracy of the ecosystem carbon 
and nitrogen cycles as well as the impact of the enhanced considerations of the ecosystem 
responses to environment on the land surface climatology variables.  
 The developed model is named CLM-C/N. The next section introduces the 
fundamental model-structure of the CLM-C/N and the parameterizations of the simulated 
land surface processes. The physiological and ecological processes are reviewed in detail 
while the surface physical processes are summarized in a simple manner. 
During the last several years, the establishment of global or regional inter-
disciplinary experiments, such as the FLUXNET and the Anglo-Brazilian Amazonian 
Climate Observation Study (ABRACOS), has led to numerous sites with flux-tower 
measurements across the world. Many of these sites provide measured surface flux data 
of both energy and carbon over continuous periods and make it possible to test the 
integrated land/ecosystem models such as the CLM-C/N against observations more 
extensively over a large geographic area. The new model was first tested at four selected 
sites representing different ecosystems and climate regimes. Associated adjustments were 
made to its ecosystem parameterizations. It is then coupled with the NCAR Community 
Climate System Model, version 2 (CCSM2) [Blackmon et al., 2001] using observed sea 
surface temperature to assess the effect of the better description on the climatology of 
land surface variables. The simulated global carbon cycle and nitrogen cycle using the 
coupled model are also presented. 
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3.2 Model description 
3.2.1 Model structure 
The code architecture of the CLM-C/N is based on the standard structure of the 
CLM for easy implementation in the CCSM. All codes were written in Fortran90 
computing language. The model consists of two relatively independent modules: the 
biophysical-physiological module (BPM) and the ecosystem module (EM). The BPM 
contains parameterizations of the surface physical processes including the energy, water 
and momentum balances and parameterizations of the physiological processes. The EM 
contains the ecosystem carbon and nitrogen cycling processes taking the carbon 
assimilation and climate attributes that affect the ecological processes such as the leaf and 
soil temperature, soil moisture and the light-limited rate of the carbon assimilation as 
input from the BPM. The computed LAI and the content of the Rubisco nitrogen are 
output to the BPM from the EM at each simulation timestep to provide the biophysical 
and biochemical feature of the vegetation needed for calculation of the surface energy 
and water balances. The BPM and the EM are coupled in a synchronous manner. Their 
schematic coupling is shown in figure 3.1. Keeping the biophysical and biochemical 
simulations in separate modules allows the ecological aspects to be switched on or off 
conveniently. If we use prescribed LAI and photosynthesis capacity (Vmax) instead of 
predicting them based on the outputs of the EM, the coupling is removed and the coupled 
model reverts back to the previous CLM.  
The simulation structure for physical attributes uses the approach in the CLM 
version 2 as described in Dai et al. [2003]. In summary, the vertical structure consists of 
one vegetation layer, 10 unevenly spaced vertical soil layers, and up to 5 snow layers. 
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Each soil layer can have its own temperature and moisture. Horizontally, every surface 
grid cell can be subdivided into any number of tiles. Each tile contains a single land cover 
type with an area fraction of the gird cell. There is no lateral interaction between tiles. 
The simulation of the ecological attributes uses a simplified soil vertical structure to 
consider an integrated soil layer around the roots. 
Physical prognostic variables include the temperatures of canopy and each soil 
layer, and the moisture of each soil layer. Ecological prognostic variables include the 
carbon and nitrogen state of each defined C/N pool. They are calculated for each tile and 
areally-weighted averages are computed for each grid. The model needs grid averaged 
atmospheric forcing of surface pressure, air temperature, precipitation, solar and long-
wave radiation, wind velocity and air humidity as the driving force. Some soil and 
vegetation properties are needed to be prescribed for each tile to determine soil and 
vegetation type related parameters. The required surface-data include the soil texture, 
vegetation type and the fraction of that vegetation type in each tile. The LAI does not 
need to be prescribed in the CLM-C/N. 
3.2.2 The biophysical-physiological module 
This module describes the surface water and energy balances and their transfer 
processes. These are primarily based on the parameterizations of the CLM, version 2 
(CLM2) except for the simulation of the stomatal resistance and the photosynthesis. 
Detailed descriptions of the CLM2 formulations were presented in Dai et al. [2003]. In 
the following, we first briefly review the major model physical algorithms. The modified 
physiological scheme in the CLM-C/N is then described in detail.   
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layer. Precipitation is initially intercepted by canopy according to the canopy density. 
Part of the intercepted water is evaporated back to the atmosphere. The water that reaches 
the ground as through-fall or drop-fall from canopy is partly lost as surface runoff and 
partly percolates downward, according to surface hydraulic conductivities. The 
downward water transport in the soil is computed using Richards equation. The soil 
water is returned to the atmosphere by either evaporation from the soil surface or by 
transpiration through root uptake. The calculations of the surface and subsurface runoff 
incorporated the TOPMODEL [Beven, 1982] concept as the approach by Stieglitz et al. 
[1997]. The resistance diagram is used to calculate the evapotranspiration. The 
transpiration rate is determined by the leaf boundary resistance and the stomatal 
resistance, which is calculated in the physiological sub-module and is linked to leaf 
photosynthesis based on an empirical relationship. Solar radiation is balanced by the 
sensible and latent heat flux at canopy and by soil heat conduction. The temperatures of 
foliage and each soil layer are computed as results of the energy balance. 
           The CLM calculates the photosynthesis and stomatal resistance in a manner 
similar to the NCAR LSM [Bonan, 1995] and SiB2 [Sellers et al., 1996b] using 
parameterizations of photosynthesis and empirical relationships between carbon 
assimilation and stomatal resistance to infer stomatal resistances. The CLM-C/N adopts 
the calculation in Dickinson et al. [2002] as it fits to data not only for stomatal resistance 
but also for carbon assimilation rates. The detailed formulations used in the CLM-C/N 
are presented in the following. 
a) The leaf-level stomatal resistance and photosynthesis 



















= ,        (3.1) 
where rs is the leaf stomatal resistance, m an empirical parameter assumed 9 for all 
species, An leaf photosynthesis, Cs the CO2 concentration at the leaf surface in Pa, Vpd the 
water vapor pressure deficit in millibar, ps atmospheric pressure at surface (Pa) and rsmax 
the maximum stomatal resistance when An = 0.  
 The leaf carbon assimilation is based on the biochemical approach of Farquhar et 
al. [1980] and Collatz et al. [1990, 1991], i.e., the net assimilation rate is determined by 
the minimum of three rates determines leaf carbon assimilation: the light-driven rate wj, 
and the Rubisco catalysis and photosynthate export rates, wc and we, respectively as well 
as the leaf light respiration and is expressed as 
dmleafecjn RwwwA _),,min( −= .        (3.2) 
The light-driven rate wj is assumed to be linear in absorbed visible light, as most 
appropriate for low-light levels, and so the only form of light saturation included is that 
implied by the Rubisco-controlled rates. Hence, 
PARjj ww ϕ*0=  ,                                (3.3) 
where φPAR is the absorbed PAR by leaves, wj0 is a coefficient to covert the light to 
photosynthesis with a light use quantum efficiency of 8%. The wj0 is also a leaf 













w ,      (3.4)    
where, the constant 0.425 is the units conversion coefficient times the quantum 
efficiency of 0.08. κ is the ratio of CO2 of a prescribed reference concentration at leaf 
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surface to that at the Rubisco site, calculated by balancing carbon fluxes with carbon 
assimilation from the Ball-Berry relation with a prescribed transfer conductance for 
diffusion through the leaf as given in Poorter and Evans (1998). The internal resistance is 
assumed proportional to leaf thickness, which is given by the parameter specific leaf 
area (SLA). The value of κ is typically between 1 and 2 and smaller for larger SLA 
values. Its relationship to the SLA for some a prescribed conditions is shown in figure 
3.2.  
The leaf temperature tlef dependency uses the general Q10 with a Q10 value of 2.2 
as  
)]25(08.0exp[)( CTTf °−⋅= .       (3.5) 
Q10 is a commonly-used term describing the relative increase in the rate of a biological 
process for a temperature increase of 10ûC. 
The rate at which Rubisco can assimilate carbon wc at 360 ppmv atmospheric CO2 













Vw ,                     (3.6) 
where Vmax is the maximum assimilation rate possible at the ambient CO2 concentrations. 









⋅= ,       (3.7) 
The as is the slope for correlating the Vmax with Rubisco-related leaf nitrogen in units of 
g/m2, specified as 200 µmol C/g N. The temperature dependence of the Vmax to leaf 





Figure 3.2. The dependence of the parameter κ in equation (3.4) on specific leaf area 





























The export-limited rate we is assumed to be the same as used by Collatz et al. 
[1991], 
max5.0 Vwe ⋅= .          (3.8) 
The description of the daytime leaf respiration (Rleaf_dm) is to be given in next 
section as in equation (3.27). 
b) Scaling from leaf level to canopy level  
The CLM treats a canopy as a single layer with varying sunlit and shaded 
fraction. The scaling of the Vmax is the same as the scaling of light within the canopy. As 
the Vmax is associated with the canopy nitrogen distribution, which doesnt acclimate to 
the radiance immediately, the CLM-C/N uses the layered canopy structure with different 
treatments for the leaves exposed to direct solar and the leaves in shade when scaling up 
the leaf-level photosynthesis and stomatal conductance to the canopy level as referred to 
Dickinson et al. [1998].  The canopy is divided into four layers with a spherical 
distribution for the leaf orientation. A fraction of attenuated direct sun is transformed in 
the canopy to downward scattered radiation using a downward scattering coefficient of 
0.1. The sunlit fraction leaf area in each canopy layer is integrated into a single canopy 










,       (3.9) 
where L is the leaf area index (LAI); λ is the canopy transmission coefficient to direct 
beam of  the photosynthetically active radiation (PAR) and is assumed as 
ηλ /5.0= ,        (3.10) 
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where η is the cosine of solar zenith angle; 0.5 is the average leaf cross-section per LAI. 
The shaded fraction of each layer is the layer fraction of canopy excluding the sunlit 
fraction in each layer and is given by 
isunisha ff ,, 4
1 −= ,         (3.11) 
where fsun,i is the scaled sun fraction of each layer based on the direct solar attenuation 
profile. The canopy profile of the Rubisco-related nitrogen is assumed as 
Lk
rubLrub
neNN −⋅= 0,, ,       (3.12) 
where Nrub,0 is the Rubisco-related nitrogen content at top of the canopy, Nrub,L that under 
leaf area index L, and kn is a nitrogen extinction coefficient and is assumed 0.6 for all 
vegetation. The average Nrub content per leaf area for each canopy fraction is calculated 
based on the nitrogen profile from the total canopy Nrub.  Thus the canopy level net 
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.     (3.13) 
Figure 3.5 compares the simulated mean leaf stomatal resistance and the 
photosynthesis rate by the standard CLM photosynthesis scheme with those by the 
scheme described above for a canopy under the same environmental conditions. The 
simulated stomatal resistances by both agree well with each other. The CLM estimated 
photosynthesis under the given condition is higher than that by the modified scheme in 
particular around noon when the solar radiance has been saturated in the modified case 
but not in the CLM case. Another reason for the different in the two schemes is that the 
CLM does not take into account the light respiration while the modified scheme does. 






Figure 3.4. Distributions of direct solar and leaf Rubisco-nitrogen within canopy during 


















































































Figure 3.5. Comparison of the Calculated photosynthesis (upper) and stomatal resistance 
(lower)  by canopy scaling scheme by CLM2 and by CLM-C/N under conditions of PAR 
= 300 W/m2 at noon, LAI = 4, Vmax = 40 umoles C/m2/s, and leaf temperature of 25ûC 













3.2.3 The ecological module 
The ecological module consists of box-model approach of coupled ecosystem 
carbon cycle and nitrogen cycle and is adopted primary from Dickinson et al. [1998, 
2002] but with some modifications. For each vegetated model tile, the states of each 
carbon and nitrogen pool and the fluxes between these pools are computed at every 
timestep. A summary of their original descriptions and formulations is presented first in 
the following. The modification made to the original parameterization is given afterward.   
3.2.3.1 Carbon cycle 
The atmospheric CO2 as the carbon source enters the ecosystem carbon cycle 
through leaf photosynthesis. The carbon assimilation integrated over canopy is calculated 
in the biophysical-physiological module and input into the ecosystem module at each 
simulation timestep. The assimilated carbon is partly released back to the atmosphere and 
partly allocated into different plant compartments to increase biomass. Meanwhile, plant 
tissues die or fall by many environmental factors. The debris of plants and soil organic 
carbon release carbon to the atmosphere through soil respiration. The atmospheric CO2 is 
assumed constant for timescales of interest, i.e. several hours to several years. Long term 
cycling of global carbon are not taken into account in this study. The difference between 
the ecosystem carbon gain and carbon release is the net exchange of carbon between the 
ecosystem and the atmosphere. The simulated carbon-cycling processes between the 
carbon pools used here are described below.  
a) Carbon reservoir and allocation 
Five reservoirs for the ecosystem carbon cycle are defined. They are 
photosynthate, leaf, wood, root and soil organic carbon. The soil carbon is divided into a 
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fast and slow pool. The latter has a lifetime that is long compared to a year and is taken to 
be inert, and serves as a net carbon sink. The conceptual photosynthate pool accounts for 
all the plant respiration to avoid an unrealistic day-night fluctuation in LAI when the net 
leaf carbon assimilation becomes negative because of dominance of respiration. It also 
provides a rapid leaf growth at the beginning of a growing season by converting stored 
starches back to sugars. The transfer of photosynthate to leaf structure is given as, 
pplp CFkC ⋅⋅=_ ,      (3.14) 
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0 ,    (3.16) 
where the dependence on LAI allows the allocation to go directly to the leaves in the limit 
of small LAI and the Cp0 is a reference photosynthate constant to allow the Cp for full 
canopy to equilibrate to a value at which about half of carbon assimilation is needed to 
pay respiratory costs. 
According to the equation (3.16), the initial development of leaves, i.e., small 
LAI, consumes photosynthate for maximum growth. After a full canopy is developed, 
such conversion ceases because further leaf production beyond maintenance would be 
wasted as much or more incremental carbon loss by respiration as that gained by 
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photosynthesis. Scd is a parameter of combined cold stress Sc and drought stress Sd as 
given by 
dccd SSS +=  ,                  (3.17) 
))(exp( 0leafleafc ttS −−= ,                                             (3.18) 
))1(100exp( −⋅= sd WS ,                 (3.19) 
where, tleaf is canopy temperature, tleaf0 is a critical value below which leaf loss by cold 
stress is rapid, and Ws is a water stress term, estimated from the energy status, i.e., the 









sW ,       (3.20) 
where, ψ(θ) is the matric potential at current water content θ, ψ0 is the air-entry potential 
and ψwilt is the soil wilting potential (= -1500 kPa). At values of Ws above 1, permanent 
wilting occurs for vegetation. These stress terms, equations (3.18) to (3.20) have been 
reformulated to give more realistic results as discussed in section 3.2.3.4. 
The fraction of carbon to leaf is given as according to the leaf area index LAI, 
npl SLff ⋅−⋅−= )2.0exp()1( .    (3.21) 
The allocation to leaves decreases with increasing LAI to limit leaf growth to values near 
the maximum observed. Sn is a nitrogen stress factor that converts a fraction of 1-Sn of 










−= ,                 (3.22) 
where hp is a factor to reduce soil ion uptake by light-limited canopy, and is assumed to 








h −−= ,                (3.23)  
where wj and wc are the carboxylation rate limited by light and by Rubisco respectively 
and are defined by equations (3.3) and (3.6), such that root physiological uptake of 
nitrogen ion is reduced at low light or equivalently, high Rubisco, to 10% of it high light 
value. 
The allocation of the rest of assimilated carbon to roots and wood is according to 











= ,     (3.24) 
where Cw is the wood carbon storage, Cr is the root carbon storage, Rwr is the predefined 
approximate ratio of wood to root carbon as inferred from observations, and bf is an 
adjustable constant close to but less than 1.0 ( here bf = 0.9). With equation (3.24) the 







































b) Plant autotrophic respiration 
The assimilated carbon is in part released back to atmosphere through the 
autotrophic respiration. The autotrophic respiration is the respiration cost to support the 
needs of plant. It can be divided according to the functional usage of the released energy 
into two different physiological processes: growth respiration Rg and maintenance 
respiration Rm. Growth respiration is defined as the amount of carbohydrates respired in 
processes that result in a net gain in plant mass. Maintenance respiration is the respiration 
needed to provide energy to support all other plant functioning. The growth respiration is 
modeled as proportional to the net carbon assimilation. The proportionality is assumed to 
be 30% for plants in the current model. Different maintenance-respiration 
parameterizations are used for different vegetation parts. The leaf respiration during the 
day Rleaf_dm is assumed a function of leaf nitrogen content. The leaf respiration during the 
evening Rleaf_nm is assumed slightly higher than that during the day with a Rubisco-related 
consumption. Their average leaf-level rates in µmole/m2/s are expressed as,       
lleafleafcdmleaf NtfRR ⋅⋅= )(_ ,      (3.27a) 
and, 
rubleafleafcdmleafnmleaf NtfRRR ⋅⋅⋅+= )(2__ ,    (3.27a) 
respectively.  
The maintenance respiration rate of the roots Rroot_m is based on the root nitrogen 
content Nr as, 
rsoilrootcmroot NtfRR ⋅= )(_ ,                 (3.28) 
where Rrootc is a constant coefficient. Its soil-temperature tsoil dependence uses the Q10 of 
2.2 as defined in equation (3.5). The wood respiration is 
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wleafwoodcmwood CtfRR ⋅= )(_ .       (3.29) 
        The plant autotrophic respiration is the sum of the growth respiration and the 
maintenance respiration, 
mgauto RRR += ,      where      (3.30) 
cg XR ⋅= 3.0 ,          and      (3.31) 
mwoodmrootmleafm RRRR ___ ++= ,     (3.32) 
where, Rleaf_m is Rleaf_dm during the day and Rleaf_nm during the night. 
 
c) Soil heterotrophic respiration 
The fast soil carbon accumulates the carbon that is lost from the plant by leaf and 
root turnover, and by leaf loss from cold and drought stress, and is lost by soil 
heterotrophic respiration. The heterotrophic respiration Rhetero is the release of CO2 to the 
atmosphere from decay and breakdown of litter and soil organic matter. It is estimated 
from the soil organic content Cs and a coefficient Rsoilc that is regulated by soil 
temperature and moisture, 
ssoilchetero CRR ⋅= , and                (3.33) 
)exp(1()(0 soilsdrycsoilsoilcsoilc SRtfRR ⋅−−⋅=     (3.34) 
where Rsoilc0 is a constant coefficient, and the soil temperature dependence f(tsoil) uses 
equation (3.5). The last term represents the dryness of soil in limiting the soil respiration. 
The Rsdryc is a coefficient denoting degree of drying that reduces soil respiration and is 
assumed a constant value of 40; Ssoil is the root zone soil water relative saturation. The 
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exponential form indicates that the soil respiration rate will not be affected by the soil 
moisture until soil gets extremely dry, i.e., when Ssoil is below 0.1.    
d) Plant carbon loss and phenology 
       While plants gain carbon by forming new tissues, they also lose carbon through 
processes including herbivory or mechanical loss, death by senescence and death by 
environmental stresses such as cold and drought stresses and harvest removal for 
agricultural systems. The losses by senescence, herbivory or mechanical means are 
grouped into a turnover coefficient for each plant parts. The leaf turnover coefficient is 
given as 
)]15.0(01.03.0[0 +⋅⋅⋅+⋅= rubcltlt NLkk ,      (3.35) 
where klt0 is a prescribed rate and Lc is the specific leaf area (SLA). The above 
description allows for the shorter lifetimes of thinner leaves, i.e., leaves with larger 
specific leaf area, and the greater attractiveness of high-nitrogen leaves to herbivores.  
The root turnover coefficient is defined as a prescribed value that is regulated by soil 
temperature as 
)(0 soilrtrt tfkk ⋅= ,         (3.36) 
where the temperature dependence f(tsoil) uses equation (3.5). The wood turnover 
coefficient kwt is prescribed as a constant to account for natural turnover as well as loss 
through lumber extraction.  
Agricultural removal coefficients of leaf klh and root krh are prescribed as non-zero 
constants for agricultural systems and zero for natural systems. Agricultural loss serves as 
a net sink of the ecosystem carbon cycle. Leaf loss coefficients of cold and drought stress 
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are formulated as a constant coefficient ks multiplied by a stress factor Scd as given in 
equation (3.17). 
e) Carbon cycling equations and ecosystem carbon budget 
The active carbon pools include photosynthate carbon Cp, carbon stored in leaves 
Cl, carbon in wood Cw, carbon in roots Cr and fast soil carbon Cs. Their states are 

























−⋅+⋅+⋅= )( .     (3.41) 
The ecosystem level carbon uptake during photosynthesis is termed gross primary 
production GPP. GPP is partly lost during autotrophic respiration. The rest is the net 
carbon uptake by plant, or the net primary production NPP. NPP if positive is used to 
produce new plant tissues and increase plant biomass. The continuous positive NPP 
period of a year is referred to as the growing season. The ecosystem carbon budget in 
different terms can be represented as, 
cXGPP = ;       (3.42) 
autoRGPPNPP −= ;      (3.43) 
heteroRNPPNEE −= .      (3.44) 
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The NEE is the net ecosystem carbon exchange. The cumulative NEE over a long term, 
e.g., over a year, represents the net increase of the carbon storage of the ecosystem. 
 The LAI L is determined by the leaf carbon multiplied by the SLA Lc as 
cl LCL ⋅= .       (3.45) 
3.2.3.2 Nitrogen cycle  
 The ecosystem nitrogen cycle and carbon cycle are tightly coupled with nearly 
fixed C/N ratios for each organ of vegetation and the soil organic material. There is also a 
close relationship between nitrogen supply and increase in biomass. The energy and the 
molecular structures need the incorporation of nitrogen which is derived from carbon 
metabolism and photosynthesis. The photosynthesis is dependent on nitrogen-containing 
compounds such the Rubisco, as has been addressed in the previous section. 
a) Nitrogen reservoirs and plant uptake 
   Three nitrogen reservoirs are models for the nitrogen cycling processes: the plant 
nitrogen Np, soil organic nitrogen Ns and soil mineral nitrogen Nm. Vegetation utilizes 
inorganically bound nitrogen. Nitrogen is taken up from the soil as either nitrate (NO3-) 
or ammonium ions (NH4+).  The nitrogen uptake coefficient is assumed as 
),min(0 trmm kk λλ×=  ,      (3.46)        
where km0 is a base uptake rate, and λr, λ t are nondimentional rates of ion uptake by high 
and low affinity transport at the root interface, and by physical transport by ion diffusion 
and bulk flow respectively. The rate λr is assumed the same form for all species and for 































maxλ  ,    (3.47) 
 
 96
where rref  is a reference root radius and rr is the characteristic root radius assumed here 
to be rref, and where Cr and Cro are the root carbon and a reference value, Nm is either the 
concentration of NH4-  or NO3+ normalized by 1.0 g/m2, and Km, Kl and Imax are 
nondimensional root physiological parameters, and hp represents reduction of root uptake 
by light-limited canopy, and is formulated as in equation (3.23). The transport term λ t is 
defined separately for each ion to be of the form 
etdt λλλ += ,         (3.48) 






















wλ ,    (3.49) 
where Di is ion diffusion coefficient in saturated soil here assumed to be Dref, which is a 
reference value. wr is the root zone soil relative saturation so that it ranges from 0 to 1 
with smaller roots needing less mass for the same diffusion uptake. The product of root 
carbon and inverse radius squared is proportional to root length. The ET-driven bulk flow 







⋅=λ ,      (3.50) 
where ET0 is a reference value for the rate of transpiration ET. Because ammonium is less 
soluble, it is crudely allowed for here by multiplying the ammonium concentrations by 
0.3.  
b) Plant nitrogen sub-pools and the loss of plant nitrogen  
The nitrogen taken up by roots is carried to leaves and incorporated into carbon 
compounds in amino groups, forming amino acids and amides. The nitrogen balances and 
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carbon balances are strongly interdependent. Thus, nitrogen content of a plant is linked to 
carbon content with a nearly fixed C/N ratio for each plant part. Four plant nitrogen sub-
pools are defined: leaf structural nitrogen Nls, leaf Rubisco nitrogen Nrub, leaf nitrogen 
other than structural and Rubisco Nlo and root nitrogen Nr. The leaf structural and root 
pools are determined from leaf and root carbon as 
lnnclls CfrN ⋅−⋅= )1(  ,  and      (3.51) 
 rnncrr CfrN ⋅−⋅= )1( ,      (3.52) 
where rncl and rncr are ratio of nitrogen to carbon for leaf structure and for root 
respectively, and fn is the fraction of the leaf structural and root nitrogen that has been 
moved to the Nrub pool because of shortage, and is assumed 
)2exp(2.0 rubn Nf ⋅−= .      (3.53) 
The Rubisco nitrogen Nrub pool is assumed the difference between the total plant nitrogen 
and the leaf structural plus root nitrogen regulated by ratio of leaf structural nitrogen to 





NNN )( −= ,      (3.54) 
where, rpl NNN −= . This expression assumes that all nonstructural leaf nitrogen is put 
into Rubisco when total leaf nitrogen is not much larger than that needed to supply the 
minimum structural requirement, otherwise only part is put in Rubisco.  Such treatment is 
to avoid extra cost of respiration through overloading of Rubisco nitrogen when the LAI 
and structural nitrogen requirement is small at the beginning of growing season.   
The loss of plant nitrogen to litter and soil denoted as ∆Ns is associated with the 
plant carbon loss, i.e., leaf and root turnover as well as the leaf stress loss,  
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 )()( rublsltcdsrrrts NNkSkNkN +⋅+⋅⋅+⋅=∆ γ ,    (3.55) 
where, Nr and Nl are root and leaf nitrogen respectively, 1-γr is a re-translocation 
coefficient for leaves (i.e., fraction of recapture into the plant when the leaf dies), 
assumed to be 0.5 following Aber et al. [1997], krt and klt are the root and leaf turnover 
rates, and cds Sk ⋅ is the cold and drought mortality rate.  
c) Soil organic N mineralization 
The N mineralization ∆Nm  is the converting rate of soil organic nitrogen to soil 
mineral nitrogen. This process recycles the nitrogen in litter into active form and is given 
by  
    smobsoilcm NIRN ××=∆ ,        (3.56) 
where Rsoilc is the soil fast carbon pool respiration rate coefficient and Imob reduces 
mineralization of N through the immobilization by bacteria for low ratios of Ns/Cs, that is, 
the Ns is largely recaptured by bacteria when Ns is less than 0.05 of Cs. This effect is 












I 05.0exp .      (3.57) 
d) Nitrification and denitrification 
The mineral nitrogen of nitrate and ammonium ion can convert their forms to each other 












tfkk sssoilnini ,     (3.58) 
b
ssoildnodn wtfkk ××= )( ,                 (3.59) 
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where f(tsoil) is the rooting-zone soil-temperature dependence using equation (3.5), ws is 
the root-zone soil-water relative saturation and b is the Clapp-Hornberger parameter, such 
that equation (3.59) scales with the inverse of the  soil water potential. Equation (3.58) 
hypothesizes that at low +4NH  the rate becomes small and proportional to
+
4NH . 
Although the denominator of equation (3.58) is speculative in detail, some such slowing 
of nitrification at low ammonium levels may be needed in natural systems to reduce 
nitrogen loses to maintain observed levels of soil nitrogen. 
e) Nitrogen sources and sinks 
The annual supply of N in natural systems at present is about half natural and half 
anthropogenic. The major nitrogen sources include the atmospheric deposition, the 
biological fixation and fertilization. The major sinks are the ammonia volatilization and 
leaching of nitrate ions through runoff. The rate of sources and sinks are defined in a 
simple manner. 
 Fertilizer production and consumption is assumed an average anthropogenic 
source term for the dry-land and irrigated agricultural grid squares, taking for these 
127105.2 −−−×= sgmS fert   .      (3.60) 
 Natural systems are assumed to be fertilized by microbiological fixation, with an 
assumed supply (at 298K and low-nitrate concentrations) of 12710.1 −−−×= smgSbf , and 
to a lesser extent, by a constant rate wet and dry deposition from the atmosphere of  
128105.1 −−−×= smgS wd ,       (3.61) 
[ ])exp()()1()( 3−×−××−×+= NOTffSSnaturalS fpfbfwde βσ .     (3.62) 
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The nitrogen fixation varies with fractional vegetation, with the fraction of assimilated 
carbon not put into the photosynthate pool, and with a simple negative feedback response 
to excess soil nitrate with βf = 0.5. Fixation ceases during periods of drought when the 
photosynthate carbon reservoir is unable to provide the energy cost.  
The ammonia volatilization rate is assumed to have a small constant coefficient of 
10-9 s-1. Such slow volatilization holds for natural systems. The larger agricultural losses 
to ammonia emission are lumped with the prescription of the agricultural net source term. 
The runoff loss rate is estimated for nitrate ions 
0/WRk offro =   ,      (3.63) 
where Roff is the runoff in units of mm s-1, and W0 = 200 mm is an assumed average soil 
water store. Runoff loss of ammonium ions and loss from biomass burning are neglected.   
f) Nitrogen cycling equations 
  The cycling equations for prognostic variables of plant nitrogen Np, soil organic 
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3.2.3.3 Changes in the ecological module from Dickinson et al. [1998, 2002]  
The coefficient of the cold and drought caused leaf death is formulated in 
Dickinson et al. as an assumed value of 7102 −× s-1 multiplied by a stress factor of cold 
and drought as given in equations (3.18) and (3.19). The stress term partly controls the 
phenology of the carbon cycle in particular of deciduous vegetation species. The 
exponential terms introduce strong stress-effect when the temperature or soil moisture is 
below critical values as to cause substantial drop of leaf mass in a quite short period of 
time, e.g., with a temperature below critical value for 10ûC, the full canopy of foliage will 
die within 4 minutes. The drought caused leaf death is even more abrupt. However, it has 
been found that forests have strong capability to tolerate short term environmental 
stresses including both cold and dry stresses [Larcher, 1995].   
The instantaneous critical leaf temperature is replaced by daily average leaf 
temperature so that occasional night time coldness or a short-term of cold weather will 
not affect the leaf mass and the leaf area index too immediately.  
The drought stress term is replaced by the soil-water regulation term on leaf 
carbon assimilation adopted from the CLM2. The photosynthesis capacity as in equation 
(3.7) is multiplied by this factor given as  










wiltP ,      (3.68) 
where, P is a dryness factor indicating the reduction of the carbon assimilation and ranges 
between 0 for stomata fully closed to 1 for no water limitation. ψ and θ are soil-water 
matric potential and soil volumetric water content respectively. ψwilt is the matric 
potential at permanent wilting point. It is a constant of -1500 kPa. ψ0 is the air-entry 
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potential. Compared to the original scheme provided by Dickinson et al. [1998] that 
assumes a rapid increase of leaf mortality by soil water stress, the above modified scheme 
lets the soil moisture to affect the rate of carbon assimilation and hence influence the leaf 
biomass gradually through the unbalances between the carbon assimilation and carbon 
release, so that a sudden change of LAI under temporary drought can be avoided. The 
modified scheme is more consistent with some measured features as shown in figure 3.6 
than the previous treatment. 
 
 
                      
 Figure 3.6. Effect if drought on the net photosynthesis of one-year-old seedlings of Abies 
balsamea (after Larcher [1995]).   
 
3.2.4 Model parameters 
All the biophysical parameters use values provided in the standard CLM as listed 
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in Dai et al. [2003] and Bonan et al. [2002]. The parameters required for both the 
ecological module and the physiological sub-module of the CLM-C/N are primarily 
referred to Dickinson et al. [2002] and summarized below.  
a) Vegetation type independent parameters 
 
Table 3.1 List of coefficients and fluxes for carbon and nitrogen pools. 
Symbol Definition Value 
Coefficients for carbon pools in s-1 
klt Leaf turnover coefficient Eq. (3.35 ) 
klt0 Characteristic value to calculate klt 8103 −×  
krt Root turnover Eq. ( 3.36) 
krt0 Characteristic value to calculate krt 8104 −×  
kwt Wood turnover 9101 −×  
klh Leaf harvest 8106 −×  
krh Root harvest 8103 −×  
ks Base value to calculate coefficient 
of leaf loss due to cold and drought 
stresses.  
7102 −×  
Rsoilc Soil respiration coefficient Eq. (3.33) 
Rsoilc0 Base value to calculate Rsoilc 8104 −×  
Rleafc Base value to calculate leaf 
maintenance respiration coefficient. 
6105 −×  
Rrootc Base value to calculate root 
maintenance respiration coefficient. 
6104 −×  
Rwoodc Base value to calculate wood 
maintenance respiration coefficient. 
10105 −×  
kp Maximum coefficient of 
photosynthate transfer from pool to 
leaf as used. 
6105 −×  
Coefficients for nitrogen pools in s-1 
km N uptake coefficient for NO3- and 
NH4+ 
Eq. (3.46) 
km0 Base value to calculate km 6105 −×  
kni Nitrification coefficient for NH4+ Eq. (3.58) 
kni0 Base value to calculate kni 6101 −×  
kdni Denitrification coefficient for NO3- Eq. (3.59) 
kdn0 Base value to calculate kdni 6105.2 −×  
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kv Ammonium ion volatilization 
coefficient 
9101 −×  
Prescribed rates of nitrogen sources in g N /m2/s 
Sbf N biological fixation rate at 25ûC 7104 −×  
Swd N wet and dry deposition 8105.1 −×  




Table 3.2 Prescribed parameters for calculating physiological and ecological processes.  
Parameters to calculate leaf photosynthesis and stomatal resistance  
Symbol Definition Value Units 
M Ball-Berry factor to compute stomata 
resistance from photosynthesis 
9 - 
rsmax Maximum stomatal resistance  20000 s/m 
Other prescribed parameters 
rncl Leaf structural N to C ratio 0.03 - 
rncr Root N to C ratio 0.024 - 
Cro Characteristic root mass used in Eq. (3.47) 250  g C/m2 
ET0 Characteristic transpiration used in Eq. (3.50) 4105.1 −×  mm/s 
γr Fraction of leaf of N not retranslocated used 
in Eq. (3.55) 
0.5 - 
 
b) Vegetation type-related parameters 
Three parameters need to be defined as type-specific: the specific leaf area (SLA) 
Lc, the wood to non-wood ratio Rwr and the critical leaf temperature, tleaf0, below which 
leaf dies rapidly. Lc for forests and crops plant function types is derived from values for 
associated biomes in Dickinson et al. [2002], and for grasses and shrubs are from White 
et al. [2000]. Rwr is assumed constant of 30 for forests, 3 for shrubs and 0 for grasses and 
crops as defined in Dickinson et al. [2002]. It is used to determine the relative allocation 
of assimilation carbon to roots versus wood. tleaf0 is the primary control of the annual 
canopy dynamics of deciduous plants.  
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3.3 Model tests at single sites 
The CLM-C/N is first tested at four sites with different plant species from 
different climate regions before coupled into the climate model. The standard CLM have 
been evaluated with extensive offline tests using a variety of observational data by Dai et 
al. [2003] that adequately showed the performance of the physical processes. One  
 
Table 3.3 Plant functional types for CLM2 and their associated parameters.  
PFT Lc 
(m2m-2) 
Rwr tleaf0  
(k) 
Temperate needleleaf evergreen 
forest 
10 30 263 
Boreal needleleaf evergreen forest 10 30 230 
Boreal Needle leaf deciduous forest 30 30 278 
Tropical broadleaf deciduous forest 25 30 282 
Temperate broadleaf evergreen forest 25 30 263 
Tropical broadleaf deciduous forest 30 30 282 
Temperate broadleaf deciduous forest 30 30 282 
Boreal broadleaf deciduous forest 30 30 272 
Temperate broadleaf evergreen shrub 16 3 263 
Temperate broadleaf deciduous shrub 25 3 282 
Boreal broadleaf deciduous shrub 25 3 272 
Arctic C3 grass 40 - 262 
Non-arctic C3 grass 40 - 272 
C4 grass 50 - 282 
Crop 50 - 282 




advantage of the CLM-C/N is that it can simulate the surface energy, water and carbon 
fluxes together. Here, the simulated surface fluxes, the canopy cover and the 
photosynthetic capacity as well as the ecosystems at four sites representing different 
forest ecosystems are presented. The simulated fluxes are compared with the flux-tower 
measurement on both diurnal and annual scales.  
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3.3.1 Site description 
Sites selected in this experiment covers climate regime from boreal to tropical 
regions and forest function type of evergreen needleleaf, evergreen broad leaf, and 
deciduous broad leaf. They are standard sites in either the FLUXNET project or the 
ABRACOS project. The FLUXNET is a global network of micrometeorological tower 
sites that use eddy covariance methods to measure the exchanges of carbon dioxide 
(CO2), water vapor, and energy between terrestrial ecosystem and atmosphere. At 
present, over 200 tower sites are operating on a long-term and continuous basis. 
Researchers also collect data on site vegetation, soil, hydrologic, and meteorological 
characteristics at the tower sites (available online in http://www.eosdis.ornl.gov/ 
FLUXNET/).  
a) Oak Ridge (temperate deciduous broadleaf forest) 
This is a FLUXNET site. It is located on the Walker Branch Watershed, near Oak 
Ridge, Tennessee (35û 57' N, 84û 17' W).  It has a mixed-species deciduous broadleaf 
forest. The start and end date of growing season are late April and mid-October 
respective with a total length of around 200 days.  Its soil is silt loam. This site is 
simulated for a period of four years from January, 1995 to December, 1998. The annual 
precipitation is 1682 mm in 1996, and 1435 mm, 1616 mm in 1997 and 1998 
respectively. Its annual mean temperature is around 14ûC. Meteorological attributes 
including air temperature, air humidity, precipitation and wind speed and the surface 
energy and NEE are continuous measured at a 36 m tower on a half-hour basis during the 
simulation period.  Solar radiation (direct and diffuse) is measured above the canopy. A 
clay content of 20% and sand content of 24% is provided by Hanson et al. [1998].  
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b) Tharandt (temperate evergreen needleleaf forest)  
The site is located 20 km southwest of Dresden, Germany (50û 58' N; 13û 34' E). 
Its dominant vegetation type is evergreen needleleaf. The stand age is approximately 120 
years old. The average canopy height is about 26 m.  The maximum LAI over a year is 
generally above 7, e.g. 7.6 in year 2000. The average annual precipitation from 1997 to 
1999 is 824 mm. The average air temperature is 7.5ûC. The soil type is loamy brown 
earth. Both its weather station and eddy covariance measurements are at 42 m. The period 
modeled in this study is from January 1996 to December 1999 for 3 years. Continuous 
meteorological and flux measurements for this period are available on a half-hour basis. 
Soil clay and sand contents of 15% and 30% are estimated based on the soil texture. 
c) Boreas NSA (Boreal evergreen needleleaf forest) 
        This study site is situated on the relatively flat terrain of the Canadian Shield, near 
the northern edge of the boreal forests, in the zone of discontinuous permafrost. Its forest 
is dense 10 m tall black spruce.  Carbon-rich peat soils underlie the site. The tower above 
the canopy is located at the latitude of 55û 52 N and longitude of 98û 29 W. The soil 
clay and sand percentages are estimated from the soil texture of sandy clay. The 3 year 
period from January, 1995 to December, 1998 for 3 years is simulated.  A 30-m tall tower 
extends 10 m above the canopy. From the tower, eddy-correlation flux measurements for 
NEE and energy fluxes are collected every half hour.  
d) Reserva Jaru (Tropical evergreen broadleaf forest) 
Reserva Jaru (10û 05' S, 61û 55' W) is an ABRACOS site. It is located about 80 
km north of Ji-Parana in Rondonia, Brazil and at 120 m above sea level. The site has a 
pronounced dry season between June and August, often with periods of several weeks 
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without rain. The wettest period is December to April. The dominant vegetation type is 
tropical evergreen broadleaf forests. Its forest climate measurements were made from the 
top of a 52 m high tower since October 1991 [McWilliam et al. 1996; Roberts et al., 
1996]. We use the meteorological observation from January, 1992 to December 1993 for 
2 years as the simulation period. The timestep is an hour for the site. Its soil clay and sand 
contents are the averages of measured values at the surface and at 1 m depth [Wright et 
al., 1996]. The soil is rich in macropores in the surface layers so that its infiltration 
capacity is high [Yang et al. 2000].   
3.3.2 Results and discussions 
 We run the model at each site with local observed meteorological forcing of air 
temperature, precipitation, surface net radiation, air humidity and wind speed. The 
atmospheric CO2 and O2 concentrations use 360 ppmv and 21 ppv respectively. The 
initial values of the soil moisture and the carbon and nitrogen pools use equilibrium 
values obtained by running the model with the atmospheric forcing repeated for several 
times. The goal of these simulations is not to match the observation but to validate the 
model performance. Therefore, all the parameters are based on values given in table 3.1 
and 3.2 unless otherwise stated. Site-specific parameters are listed in table 3.4. The 
running timestep is 30 minutes for the FLUXNET sites and 1 hour for the Reserva Jaru. 
A full vegetation-coverage is imposed.  
The simulated results are presented and discussed specifically for each site. 
Different experiments were conducted in each case as to explore the model performance 
and the difference between the simulation and the observation, through which the 
sensitivity of the model to some important parameters are presented.  The long term 
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evolution, i.e., over a year, of the surface fluxes presented below are 10-day running 
averages of the daily average to smooth the day to day variation. The short term one uses 















































































































































































































































































a) Oak Ridge 
Figure 3.7 compares the 4-year modeled and the measured daily averages of the 
sensible heat (SH), the latent heat (LE), the soil conduction heat fluxes (G) and the net 
ecosystem exchange of carbon (NEE) which is the net carbon flux between the surface 
and the atmosphere and when positive indicating net carbon release of the ecosystem and 
negative net carbon uptake to the ecosystem. The annual cycles of all fields are well 
captured by the model. The underestimation of the sensible heat flux and overestimation 
of the soil heat conduction that happen before the beginning of or after the end of the 
growing season are associated with an underestimated aerodynamic transfer coefficient 
for less dense canopies as has been discussed by Zeng et al. [2004]. The annual pattern of 
the simulated LE is primarily controlled by its annual precipitation as well as the 
dynamics of its canopy cover. The deciduous forests at the site have small LAI during 
winter time and large LAI during summer time. 
The simulated LAI (figure 3.8) captured the phenology of the vegetation at the 
site very well for each year except that the predicted LAI magnitude in its peak values, 
e.g., maximum of 7 to 9, overall is overestimated compared to field observed annual 
maximums, e.g., maximum of 5.5 in 1996 and 6 in 1997 [Wilson and Baldoccih, 2001]. 
This is due to the difference between the prescribed and the field  specific leaf area 
(SLA), i.e., 30 m2/kg C versus 13.4 m2/kg C [FLUXNET web]. The prescribed SLA is 
based on the average of a plant function type. In reality, it has large varieties between 
species, stand ages as well as the locations of plants. A larger SLA as in the model 
indicates larger leaf area produced by the same amount of leaf production and a higher 
efficiency to assimilate light.   
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Both the simulated heat and carbon fluxes have large intra-annual fluctuations, in 
particular in summer 1995 and late fall 1998. Both periods show a large decrease of the 
LE during a short period of time associated with a large decrease of ecosystem carbon 
uptake, implying that the photosynthesis during such periods is significantly 
underestimated. These features are highly unrealistic compared to the observation. The 
control of soil moisture on carbon assimilation has been found to be the primary 
contributor to the underestimation as both abovementioned period are corresponded with 
low values of simulated soil moisture regulation factor P as defined in equation 3.68 
(figure 3.9). P at 1 and 0 indicates no soil-water stress on carbon assimilation and full 
closure of stomates respectively. Given that forests have the ability to uplift deep soil 
water if its transpiration needs is limited, we assume the P for all forests always above 
0.3 to eliminate the extreme dryness caused photosynthesis ceases. Figure 3.10 presents 
the simulated surface fluxes after the adjustment on P. The intra-annual fluctuations of 
LE and NEE are largely suppressed and their agreement with observation is much better 
than as shown in Figure 3.7.  
Figure 3.11  and 3.12 show the simulated 4-yr evolutions of each carbon and 
nitrogen pool respectively to show the model performance to model ecosystems. Each 
simulated pool has pronounced seasonality and interannual variation. The model captures 
the equilibrium states of the ecosystem without any significant drift from year to year for 
each pool. For this temperature deciduous forest site, the leaf, root and wood accumulate 
carbon during spring to fall and loss carbon in winter. Most of the assimilated carbon is 
initially allocated to leaf to increase absorption of solar radiation. Thus, the leaf biomass 
increases very fast at the beginning of each growing season but slows down when a large 
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leaf mass is achieved. Leaf mortality occurs around November when daily temperature 
falls below the critical point. The root and wood biomass change more gradually than 
leaves. The annual turnover of the wood is small compared to that of leaves and roots. 
The simulated maximum leaf and root pools, i.e. about 250 and 420 g C/m2 as well as the 
root increment, i.e. 100150 g C/m2/yr are reasonable compared to field measurement, 
i.e. leaf pool of 230 g C/m2, root pool of 360 g C/m2 [Curtis et al., 2002] and root 
increment of 100 g C/m2/yr [DeAngelis et al., 1997]. The fast soil carbon pool exhibits a 
seasonal pattern that reverse of that of the plant. It decreases during the growing season 
when the soil respiration exceeds the turnover from plants and increases rapidly when 
growing season ceases corresponding to the mass mortality of leaves.  
Because the CLM-C/N links the C and organic N in plant and soil fast pools with 
a nearly fixed C/N ratio, the simulated Plant N and soil organic N have the same variation 
as those of C. The simulated soil NH4+ and NO3+ both show strong dependences on plant 
uptake with an obvious decease at the beginning of the growing season when the plant 
requirement for nitrogen is the strongest. Figure 3.13 and 3.14 show the daily average 
rates sources and sinks of the soil NH4+ and NO3+ pools respectively for 1998. The NH4+ 
is largely determined by the rate of mineralization, nitrification and plant uptake. The 
external source term is small compared to the mineralization rate. The annual nitrification 
is comparable to the annual plant uptake with it being slightly weaker in spring and 
stronger in fall, as associated with the plant needs and temperature dependence of the 
nitrification. For the soil nitrate pool, the nitrification and plant uptake are the most 
critical processes. The external sink of denitrification loss is negligible while the runoff 
loss is at times substantial. The simulated results show that the recycling of the nitrogen 
 
 114
within the ecosystem is more important to the soil mineral nitrogen than external sources 
and sinks at the site.  
 A period of 7 days starting in June 1 in 1998 is presented in figure 3.15 to 
compare the modeled diurnal evolution of surface fluxes with observations. This short 
term prediction adequately captures the diurnal evolution of the surface fluxes. However, 
LE is underestimated around noon-time, in particular in days when solar radiation is 
strong, e.g. June 1, 3 and 5, associated with underestimation of NEE. This may be a 
consequence of an underestimation of the ratio of diffuse to direct solar radiation. The 
model assumes 70% of incident solar as direct radiation and 30% as diffuse because their 
ratio is not measured, so that there is limited light for leaves under shade to assimilate 
even at noon when the radiation is strong. The assumed diffuse ratio is likely low for the 
aerosol laden hazy condition of the southeastern US especially after precipitation and 
thus likely results in an underestimation of mid-day photosynthesis and transpiration.  
b) Tharandt 
Figure 3.16 compares the simulated versus observed SH, LE, G and NEE for the 
3-year simulation period. Their annual cycles are well captured except in each year there 
is lower net ecosystem carbon uptake in fall and a slight larger uptake in spring by 
simulation than observed and the simulated winter time G shows significantly larger 
fluctuation than observations. The latter occurs during periods when air temperature are 
below freezing point (figure 3.17) and may be cause by the model treatment of frozen 
soil. As this is beyond the scope of this study, we do not further discuss it here. 
The NEE is the balance of the photosynthesis and respiratory carbon releases by 
plants and soil. The difference between simulation and observation can be attributed to 
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either overestimated photosynthesis or underestimated respiration or both. Figure 3.18 
shows the daily average carbon fluxes of photosynthesis (GPP) and respiration (Rs) for 
the 3 simulation years. The modeled Rs lags GPP by about a month, which is the primary 
cause of the modeled and observed NEE difference because the seasonal pattern of 
measured GPP and Rs for the site does not show such a lag [Falge et al., 2002]. 
Compared to measured annual carbon fluxes at the site for year 1998 (table 3.5), GPP and 
Rs are overestimated with the later overestimated by more than 463 and 635 gC/m2/yr 
respectively, which results in an underestimation of the NPP. The simulated leaf area 
index (figure 3.19) for the site is smaller than the measured values, i.e. maximum of 6 in 
1997 to 1999 and 7.6 in 2000 (from FLUXNET website). 
Figure 3.20 compares the seasonality of canopy absorption of PAR and the 
simulated Rubisco nitrogen. Experiments have found that the photosynthetic capacity 
acclimates to canopy light conditions over periods of 5 to 15 days to maintain optimum 
assimilation of light [Kull and Jarvis, 1995]. The acclimation of Rubisco nitrogen to light 
is  reasonably simulated by the model.   
The diurnal pattern of simulated heat and carbon fluxes are shown in figure 3.21 
for a 7 day period starting May 29, 1999. The estimations agree very well with the 
observations in both raining and clear periods. A slight underestimation of the LE during 
noon-time is also shown at the site. The NEE simulation adequately captures the diurnal 
carbon evolution and day to day variation.  
c) Boreas NSA 
 This is a boreal evergreen needleleaf forest site. Simulations for the long term 
evolution over the four simulation years of the SH, LE and NEE are shown in figure 3.22. 
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The soil conduction heat flux was not measured for the simulation period. Because the 
measured net solar radiation can not be balanced by the observed sensible and latent heat 
fluxes, there are periods in which both LE and SH are overestimated, e.g. winter time and 
late growing season in each year.  
The simulated large carbon release in winter results from the underestimation of 
snow coverage of the canopy due to the large net radiation forcing. The net ecosystem 
uptake of carbon during the growing season is considerably overestimated. A comparison 
of the simulated annual carbon fluxes with field measured value in 1996 (table 3.5) 
[Goulden et al., 1996], shows the overestimation of the annual net ecosystem uptake is 
due primarily to the underestimation of the soil respiration. The predicted soil respiration 
is only about half of that measured, giving an underestimation of 296 g C/m2/yr while the 
autotrophic respiration is larger than its measured value by 90 gC/m2/yr. The modeled 
carbon annual assimilations for each year in 1996 to 1998 are comparable with 
measurements within 20%. The significant underestimation of the soil respiration results 
in a considerable net carbon uptake at the site for the simulation period while the 
measurements show either a source in some years, i.e. in 1995 and 1997, or a small sink 
in others, 1996 and 1998. Both temperature dependence of soil respiration and neglect of 
slow soil release of carbon can be attributed to the underestimation of the soil respiration 
because the slow soil carbon pool is large compared to the fast pool at the boreal forest 
area [Bajtes, 1996].  
Figure 3.23 shows the simulated LAI. The model simulated the LAI dynamics and 
magnitude very well the field measured values, e.g. maximum value of 4.2 m2/m2 in 1994 
[Steele et al., 1997]. The modeled LAI is an index of the green leaves that are free of 
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snow coverage. Its smooth winter pattern indicates that no snow coverage is modeled.  
d) Reserva Jaru 
This tropical evergreen forest site has alternative dry and wet seasons. Its high 
temperature maintains a fast turnover rate of the plant and soil organic matter. The soil 
has many macropores.  It has been found that the soil hydraulic scheme in the standard 
CLM2 causes significant error in estimating the soil water balances at the site. Therefore, 
we modified the hydraulic scheme to that described in the Liu and Dickinson [2003] for 
this site. The flux tower observations at this site are not continuous. The simulated 
surface fluxes are compared to two periods of measurement: August 8 to October 4, 1992 
and April 4 to July 26, 1993.  
Figure 3.24 presents a comparison of modeled versus observed sensible and latent 
heat fluxes at each time step of the two experimental periods. The latent heat fluxes are 
well simulated, but less so the simulation of the sensible heat fluxes. The cause of this 
problem is unclear but certainly is not related to the ecosystem processes because similar 
features exist in the standard CLM2 results.  
           Figure 3.25 shows the short term evolution of the surface carbon fluxes. The 
observed NEE is the sum of the CO2 turbulent flux and the within canopy CO2 storage 
variation at each time step [Grace et al., 1996]. The diurnal variation is adequately 
captured by the model. The overestimated mid-day NEEs in some days, i.e. May 27 to 
30, are associated with intensive precipitation.    
 Its simulated annual carbon fluxes  are shown in Table 3.5. The annual GPPs of 
the site are 3435 g C/m2 for both simulation years. This magnitude is similar to the 
measurement at a evergreen forest site nearby, i.e. 3249 g C/m2 [Falge et al., 2002]. Both 
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sites have similar annual NEE. More than half of the carbon obtained by the leaves are 
consumed to retain the activity of the plant functioning. The simulated NPP is 1344 and 
1339 g C/m2 for 1992 and 1993 respectively. The simulated net ecosystem exchange of 
carbon of above 750 g C/m2 for both years overestimates the net carbon uptake compared 
to the observed 580 ±100 g C/m2 in 2000 [Kruijt, 2002]. 
3.3.3 Conclusion 
 The CLM-C/N has been tested at 4 forests sites with different environments. The 
model simulates the seasonal development of vegetation cover reasonably in both its 
absolute magnitude and seasonal cycle except at the Oak Ridge site, where the assumed 
SLA is too large compared to the field values, indicating the importance of the SLA for 
modeling accurate values of the LAI. The dynamics of leaf Rubisco nitrogen as 
acclimation to environmental irradiant condition is reasonably captured by the model. 
The simulated latent heat and photosynthesis fluxes are reasonable compared to measured 
values, indicating also that the predicted value of photosynthetic capacity is reasonable. 
 The simulated nitrogen cycle shows that majority of the plant nitrogen needs 
come from its recycling within the ecosystem. The external sources and sinks may play a 
role in changing the nitrogen cycle in the long run but do not contribute as much to the 
seasonal variability of the soil mineral nitrogen supply as the recycling. However, the 
runoff loss of nitrate can be a primary control factor for the soil nitrate ion concentration 
during wet period. 
The carbon assimilation rate under adequate irradiance depends largely on how 
much of the radiation is direct versus diffuse. Thus, it is important to determine the 
diffuse fraction of incident solar radiation at top of the canopy in order to estimate the 
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assimilation rate accurately.  The soil moisture dependence of the carbon assimilation is 
another important issue for proper prediction. An assumption is imposed to the current 
model to avoid extreme dryness  to cease carbon uptake for forest vegetation types given 
that the strong ability of forests to tolerate drought stresses.    
The simulated results also suggest that there are significant discrepancies between 
the modeled and observed respiration including both plant autotrophic respiration and 
soil heterotrophic respiration. The current temperature dependence of respiration needs 




















Figure 3.7. Comparison of the long term evolution of observed and CLM-C/N modeled 
fluxes of surface sensible heat (SH), latent heat (LE), soil heat conduction flux(G) and net 
ecosystem exchange of carbon (NEE) at Oak Ridge. The presented values are 30-day 






























Figure 3.9. The predicted carbon assimilation regulation by soil moisture. Zero indicates 
extreme soil dryness, corresponded to full closure of stomates and cease of carbon 





















































   
  
Figure 3.11. CLM-C/N modeled seasonal development of ecosystem carbon cycle at Oak 
Ridge. Four carbon pools are presented  (from top to bottom panel): leaf, root, wood and 





















Figure 3.12. CLM-C/N modeled seasonal development of ecosystem nitrogen cycle at 
Oak Ridge. Four nitrogen pools are presented  (from top to bottom panel): soil nitrate ion, 

























Figure 3.15. Comparison of observed (dashed line) and CLM-C/N modeled (solid line) 
surface heat and carbon fluxes from 1 June -7 June,1998 at Oak Ridge. The bottom panel 












Figure 3.16. The same as figure 3.10 but at Tharandt and from January, 1997 to 































Figure 3.18. CLM-C/N modeled seasonal cycle of the photosynthesis GPP (solid line) 









































Figure 3.20. The modeled relationship between the absorption of PAR (dashed line) and 



















       










      
   
Figure 3.22. The same as figure 3.10 but for Boreas NSA and without comparison of soil 

































Figure 3.24 Comparison of observed and modeled surface sensible heat flux (upper 
panel) and latent heat flux (lower panel) at Reserva Jaru for 2 periods in 1992 and 1993: 








Figure 3.25. Comparison of observed (solid line) and modeled (dashed line) NEE from 
May 9 to May 31, 1993 at Reserva Jaru. The lower part of the panel shows the 



































































































































































































































































































































































































































































3.4 Results from inclusion in CCSM 
 We perform climate model simulations using the National Center for Atmospheric 
Research (NCAR) Community Climate System Model, version 2 (CCSM2) [Blackmon et 
al., 2001] at about 2.8û resolution using observed sea surface temperature from January 
1986 to December 1994 for 9 years. Initial conditions for the carbon/nitrogen pools and 
other land and atmospheric attributes were obtained by running the coupled model with 
repeated SST forcing until equilibrium is reached. Results from CCSM2 coupled to the 
CLM2 with the same SST forcing and initial condition are used for comparison. For 
simplicity, simulation of CCSM coupled with CLM-C/N and CLM2 will be referred to as 
CLM-C/N and CLM2 respectively. The predefined global distribution of the primary 
plant function type and its fraction in each grid are shown in figure 3.26. 
 The performance of the coupled CLM2 and Community Climate models have 
been discussed in several papers [Bonan et al., 2002; Zeng et al., 2002]. Here, we 
emphasize changes introduced by the enhanced consideration of ecosystem to assess how 
the interactions between physical and ecosystem are captured by the CLM-C/N. The 
CLM-C/N differs from the CLM2 in affecting the climatology through two biological 
factors: LAI and photosynthetic capacity (Vmax). Both are prescribed in the CLM2 but 
predicted in the CLM-C/N. 
Figure 3.27 shows the global distribution of the LAI modeled by CLM-C/N and 
the difference between the modeled LAI and that prescribed in CLM2 for northern winter 
(DJF) and summer (JJA) respectively. Monthly values of the simulation are averages 
from 1986 to 1991. The prescribed monthly LAI was derived from 1-km Advanced Very 
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High Resolution Radiometer (AVHRR) data for April 1992 to March 1993 [Bonan et al., 
2002]. The simulated LAI (2a and 2b) has largest values in the tropics throughout the 
year with above 7 in Amazonia and central Africa. Areas in the mid and high latitude in 
northern hemisphere have strong seasonality with LAIs close to zero for all areas except 
the boreal forests zone between 50û -60ûN.  The simulated LAI largely reflects the land 
cover and the climate regime. The differences between the simulated LAI and prescribed 
LAI for both seasons (2c and 2d) are most prominent in the tropics. Their simulated LAIs 
are larger than those prescribed by at least 3 in both seasons. The observations suffer 
from values of LAI over 4 not detectable because of too little contribution by more leaves 
to the observed reflectance. They also appear to be low because of cloud contamination. 
Compared to the prescribed LAI, the CLM-C/N has lower LAI over crop lands in their 
growing season including eastern United State, central Europe and southern south 
America and slightly higher LAIs over Eastern Asia and northern high latitude areas 
(>50ûN). These difference fields are similar to those found in comparing the derived LAIs 
from a new satellite observation, the MODIS, with the AVHRR-derived LAI [Tian et al., 
2004a] except that the simulated LAIs over tropical regions are substantially larger than 
both satellite product. MODIS observations saturate at an LAI of 6. The simulated LAIs 
in tropics are within the range of field measurements, e.g. 6-16 for tropic rainforests with 
8 as the most frequent values [Schulze, 1982].  
Figure 3.28 and 3.29 compare the simulated surface temperature and precipitation 
from both runs for winter and summer respectively. The precipitation (4a and 4b) 
difference is insignificant over all regions, while the surface temperature (3a and 3b) is 
decreased by the CLM-C/N by several degrees over southern Africa and the Brazil 
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savanna and increased by the same over central Europe northern summer (JJA). These 
changes in the surface temperature are primarily contributed by the changes in leaf area 
from CLM2 to CLM-C/N because similar differences were observed when comparing the 
surface temperature simulated by the CLM2-CCSM using MODIS LAI and that using the 
standard AVHRR LAI [Tian et al., 2004b].  
Figure 3.30 shows the areally-weighted latitudinal distribution of the estimated 
carbon cycle annual means. The highest carbon assimilation rates occur near the equator 
(10ûS to 10ûN), followed by a smaller peak between 35û and 45ûS; and a yet smaller peak 
between 50û and 60ûN. The simulated plant respiration shows a similar distribution 
pattern except that the northern high latitude peak is not as obvious as that in the carbon 
assimilation. The NPP as the difference between the assimilated carbon and plant 
respiration is strongest in the tropic and the mid latitude in the southern hemisphere. The 
NPP in northern high latitude regions is slightly higher than that in the northern mid 
latitude regions. The respiration and the NPP are comparable for regions beyond the 
tropics, while the most of the carbon assimilated in the tropics is released back to the 
atmosphere as respiration. The latitudinal pattern of simulated annual NPP reflects the 
relative distribution and productivity of biomass. The NPP generally increases from dry 
and cold biomes to warm, moist biomes. The result is comparable with the latitudinal 
distribution of the mean annual NPP from 16 ecosystem models [Hibbard and Sahagian], 
e.g. 1000 g C/m2 for the tropics, 400 for the northern high latitude and 600 for the 
southern mid-latitude regions.  
To get more insight into how the CLM-C/N models the ecosystem responses and 
effect on climate, we selected 4 regions for further discussion. Amazon (10ûS-0 and 50-
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75ûW represents tropical evergreen forests. Northern Europe (60-70ûN and 20-70ûE) 
represents boreal forests. Western United States (30-50ûN and 110-120ûW) represents 
temperate grassland and southern south America (25-60ûS and 50-80ûW) represents 
temperate mixed wood and crop land. Monthly mean from 1988 to1993 of the simulation 
are presented. 
 The modeled LAIs (figure 3.31) over the four comparison regions all show 
prominent seasonal and interannual variability. Among them, the Amazon has the largest 
LAI magnitude with small seasonal variability corresponding to its vegetation cover type. 
Northern Europe has strong seasonality with peak values in a year above 4 and winter 
values about 1. The LAIs over the two temperate grass and woodlands are smaller 
compared to that over forests during the growing season. The small LAIs over western 
US are related to its summer dryness. The interannual variation of modeled LAIs 
corresponds well with that of precipitation (figure 3.32). For instance, the decrease of 
precipitation in 1991-1992 El Nino over Amazon results in lower LAI in 1992 there than 
other years.   
 Figure 3.33 shows the seasonal development of modeled carbon assimilation 
(GPP) and ecosystem respiration by the CLM-C/N for the four selected regions over the 
comparison period. Their annual carbon assimilations are largely balanced by annual 
carbon releases. For the Amazon, the carbon assimilation is larger than the respiration 
during the wet season, i.e. October to March, but smaller during dry season, at which 
time the GPP is limited by the soil dryness while the respiration is not limited because of 
the high temperature. Both carbon assimilation and respiration over northern Europe 
show strong seasonal variations compared to that of Amazon, which agrees well with 
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field observation that  boreal forests have larger seasonal amplitudes of GPP and 
respiration [Falge et al., 2002]. The seasonal GPP and respiration over the western US 
and northern Europe are slightly out-of-phase with the respiration peak lagging carbon 
assimilation peak by about a month. Such a pattern does not appear in the Amazon and 
southern South America. The modeled ecosystem respiration does not take into account 
the carbon release from slow soil carbon pools. The annual budget of the modeled GPP 
over all the four regions is slightly larger that that of modeled respiration because of 
permanent storage in such a slow carbon pool. 
The rate of carbon assimilation is controlled by multiple factors and thus it is 
difficult to relate it to the photosynthetic capacity which is proportional to the content of 
Rubisco N in the CLM-C/N.  Plants invest assimilated N to Rubisco based on the 
availability of nitrogen and the optimization to environmental situation in particular the 
irradiance, so as to avoid overload. Thus, its seasonality should follow that of solar 
radiation when not limited by soil supply. Figure 3.34 presents the seasonal development 
of both solar radiation and Rubisco N together for the four selected regions. Both 
attributes are represented as fractions of their annual maximum. It shows that the Rubisco 
N acclimates to environment radiation quickly during the growing season over all regions 
except Amazon where the Rubisco N decreases during wet season. This decrease of 
Rubisco N results from the large structural cost of N in the period, indicating that the 
Rubisco N becomes limited during the wet season. It is also associated with large nitrate 
ion loss through runoff during the wet season.  
 Figure 3.35 shows the seasonal cycle of ammonium and nitrate soil ions over the 
four regions being compared. The soil mineral nitrogen is relatively stable from year to 
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year over Amazon, Northern Europe and western US and less so over southern South 
America due to assumed fertilization for croplands. The simulated nitrate ion 
concentration is mostly lower than the ammonium for the four regions associated with 
large runoff loss and quick uptake by plants. Their peaks correspond well with the dry 
period of a year. Northern Europe shows the largest absolute value and seasonal 
amplitude of soil ammonium ion concentration of the regions. This is associated with its 
relatively low and large seasonal-amplitude of temperature because both mineralization 
and nitrification processes are strong temperature dependent. 
 Figure 3.36 and 3.37 show the modeled canopy transpiration and Rubisco 
nitrogen content  for the 4 regions. The transpiration and Rubisco N are closely correlated 
very well in particular in Northern Europe and southern South America. The control of 
nitrogen on photosynthesis is clearly illustrated by their similar seasonal cycle and year-
to-year variation. For the Amazon, a large Rubisco N content is maintained throughout 
the year corresponding to its high photosynthetic activity. However, the soil moisture 
limitation is much stronger than the nitrogen limitation on photosynthesis, so that the 
Rubisco nitrogen appears to overload during the dry period. Similar pattern appear in the 
simulated transpiration and Rubisco N over western US.  
 Figure 3.38 shows the seasonal cycle of the simulated leaf and root biomass. 
Their annual patterns are adequately captured by the CLM-C/N, compared to the 
observed live fine root mass for different biomes (Jackson et al., 1997), i.e. 0.17 kg C/m2 
for tropic rainforest, 0.11 for boreal forest, 0.14 for woodland and shrubland and 0.42 for 
temperature grassland. The root mass over western US is substantially underestimated 
and that over Northern Europe overestimated. The result is consistent with the 
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simulations presented in Dickinson et al. [2002]. They have interpreted the discrepancies 
between modeled and observed root mass as due primarily to the root turnover 




























           
Figure 3.26. The global distribution of the CLM2 prescribed primary plant function type 








   
 
Figure 3.27. The modeled LAIs for northern winter (a) and summer (b) and the difference 













Figure 3.28. The difference between the simulated surface (2m height) temperature by the 
CLM-C/N-CAM and that by the CLM2-CAM for winter (a) and summer (b) respectively. 





Figure 3.29. The difference between the simulated precipitation from CLM-C/N-CAM 
and that from CLM2-CAM for winter (a) and summer (b) respectively. Dotted areas 









                
Figure 3.30. CLM-C/N annual zonal mean of photosynthesis (P), autotrophic respiration 














      
Figure 3.31. CLM2-C/N modeled LAI from 1988 to 1993 for 4 regions. The primary 
PFTs are tropic evergreen forest over Amazon Basin; boreal forest over northern Europe; 





















































Figure 3.34. Seasonal evolution of CLM-C/N modeled incident solar radiation and 





































































Figure 3.38. CLM-D/N modeled leaf biomass and root biomass over the four regions 































4.1 Research review and primary results 
Land surface processes depend largely on soil and vegetation properties. The 
determinations of their magnitude and dynamics in land surface models (LSM) are 
important for accurate predictions of the heat, water, momentum and mass exchanges 
between land surface and the atmosphere. This thesis is one of many studies that aim to 
improve the parameterizations of soil and vegetation in LSMs. Our emphases are on two 
specific themes: 1) assessing and representing the effects of soil macropores on the soil 
hydraulic properties in LSMs for more accurate simulations of soil moisture and surface 
hydrology; and 2) integrating existing advances in understanding and modeling the land-
surface biophysical and eco-physiological processes into the latest climate model 
framework for modeling climate and carbon cycle, taking into account the interactive role 
of land vegetation and ecosystems.  
Although the significance of the effects of soil macropores on soil-water 
hydraulic properties have been widely recognized, most LSMs still use conventional 
texture-based hydraulic schemes that neglect these effects. Water-flow in the soil has 
high degree of dependency on its hydraulic properties; thus, we hypothesized that the 
neglect of macropores may results in serious errors in the simulated soil moisture and 
through it in the simulated surface hydrology.  Our goals for the first theme were to 
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identify these effects and to represent them in LSMs in practical way.  
To assess the macropore effects, we compared the simulated soil moisture and 
surface evapotranspiration (ET) of the standard Community Land Model (CLM), which 
uses a hydraulic scheme without macropore consideration, with those of the CLM with a 
modified hydraulic scheme that accounts for some effects of soil macropores. The results 
of this comparison showed that the inclusion of macropores affects the simulation of soil 
moisture and surface hydrology substantially. Their influence can be incorporated into 
land models by adding a second function to the pore-size distribution. With inclusion of 
the soil macropore effect on soil hydraulic conductivities, the estimation of the soil 
moisture for well-structured soils is much more accurate by allowing more water 
percolate down into soil column instead of being lost as surface runoff during the wet 
season. The increased water storage during wet season supplies the dry season 
evapotranspiration with an extended period and less limitation. 
A more practical hydraulic scheme with macropore considerations was proposed 
as the existing schemes usually require too many input parameters and thus are not 
applicable for large-scale simulations. The proposed scheme was based on the physical 
attributes of the water in soil capillary pores in that it fills pores systematically from the 
smaller to the larger ones and the statistics of several global soil databases. The 
developed scheme has been tested against collected measurements of hydraulic 
conductivities from various soils. The new scheme has better prediction in the near-
saturation range than the conventional one does. Another finding is that additional 
measurement points of hydraulic properties can further improve the prediction accuracy 
in the whole moisture range. 
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The implementation of the new hydraulic scheme in LSMs requires the 
macroporosity at each location as model input. We found that there is a close correlation 
between the macroporosity and the root abundance of a soil through statistical analysis of 
global data sets. Because root abundance can be generally inferred from the vegetation 
types, the geographic distribution of soil macropores can be derived from that of 
vegetation types when measurement is unavailable. Thus, the soil properties are related to 
the vegetation properties. We also found that an arbitrary assumption of vertical-decay of 
saturated hydraulic conductivity can be adequately substituted by the physically 
meaningful definition of vertical-decay of macroporosity. Such a macropore distribution 
is consistent with the observed relationship between roots and macropores as well as the 
observed vertical distributions of roots and soil organic carbon content, which is also a 
good indicator of soil macropores.  
Global offline simulation of the CLM implemented with the developed hydraulic 
scheme forced by atmospheric data was performed. The preliminary results indicate that 
the proposed scheme captures the basic effects of macropores on the soil water and its 
transport. Some of these effects are allowing faster downward percolation of water, 
decreasing runoff generation and increasing water storage in deep soil layers and thus 
dry-period transpiration. The proposed hydraulic scheme can be the initiation of more 
extensive consideration of soil macropores in LSMs. 
 The second theme addresses the development of an integrated land/ecosystem 
model by extending the biophysically based CLM with explicit descriptions of the 
ecosystem carbon/nitrogen biochemical cycling processes. This development endeavors 
to meet the increasing need to understand the interactions between the climate and land 
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ecosystems. The integrated model (CLM-C/N) takes into account the interactions 
between the ecosystem and climate over the time-scales from several hours to several 
years through modeling the vegetation cover and leaf photosynthetic capacity 
dynamically as parts of the coupled carbon and nitrogen cycles. It has a much broader 
application potentials when implemented in climate system models than the CLM does as 
it models not only the fluxes of water, energy and momentum but also the biochemical 
exchanges of carbon and nitrogen between the atmosphere and land ecosystems.  
The CLM-C/N retains the biophysical parameterizations as formulated in the 
CLM and physiological and ecological parameterizations as in Dickinson et al. 
[1998,2002] except that of cold and drought stresses on the carbon cycle, which has been 
modified in this study to be more consistent with field observations. The results from 
tests of the CLM-C/N at 4 forest sites with different environments showed that the model 
captures the seasonal and interannual dynamics of LAI and the nitrogen control on 
carbon assimilation adequately across different environment. It also reasonably 
reproduces seasonal and diurnal evolutions of the surface heat and carbon fluxes together 
for most sites. The simulated carbon and nitrogen cycles showed pronounced seasonal 
cycle with the size of each defined pool within its expected range. The CLM-C/N also 
models the dynamic feature of leaf Rubisco nitrogen and shows that it tends to adjust to 
the environmental irradiance well. 
The simulated nitrogen cycle indicates that the annual plant nitrogen supply is 
primarily attributed to the recycling of ecosystem nitrogen instead of external sources. 
However, the nitrogen loss through runoff can be substantial and dominate the soil 
mineral nitrogen concentration momentarily. This is plausible, considering the timescale 
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applied to the model, i.e., several hours to several years. The simulated carbon cycle 
suggests that the carbon assimilation depends not only on the intensity of irradiance but 
also the diffuse/direct solar fraction. Several data sets showed that the model 
underestimated carbon assimilation around noon because of overestimation of direct solar 
fraction.  
The tests also identified several areas of improvement for the CLM-C/N. In 
particular, the soil moisture limitation on carbon assimilation is exaggerated, at least over 
forested regions. Possible causes include improper parameterization of the soil stress 
term, underestimated root depth, lack of consideration of the ability of roots to uplift soil 
water, inaccuracy of soil moisture simulation, etc. A temporary fix was imposed to the 
CLM-C/N as to constrain the soil moisture influence on carbon assimilation for forests 
with a lower limit. Extensive evaluation of the model is necessary to find a permanent 
solution.  Another area is the simulation of plant and soil respirations. The data sets 
suggested that the soil respiration from slow soil pool accounts for a significant portion of 
the ecosystem carbon release to the atmosphere over boreal areas but less over temperate 
and tropical areas. Thus, it is critical to take into account the carbon release contribution 
by slow soil carbon when estimating the net ecosystem exchange between the land and 
the atmosphere, especially over high-latitude regions. Another area that may cause 
simulation errors, is the formulation of the temperature dependence of respiration terms. 
   Global simulation of the CLM-C/N, coupled to a climate model, the Community 
Climate System Model (CCSM), was performed to assess the simulated global pattern. It 
was forced by prescribed interannually varying sea-surface temperatures. The results are 
somewhat consistent with the tests at single sites. In general, the simulated global 
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distribution of LAI is reasonable across various ecosystems. For instance in the Amazon, 
the simulated LAI is better in both magnitude and seasonal cycle than that obtained from 
the AVHRR satellite data. Global distribution of modeled NPP is in good agreement with 
that of other models.  
Some other conclusions of the global simulation include 1) that the CLM-C/N 
simulates the temperature dependence of respirations over temperate regions less 
accurately than those over other regions; 2) the soil mineral nitrogen concentrations are 
associated largely with temperature and precipitation as well as the uptake rate of plants. 
Tropical forest regions with large annual precipitation have low soil mineral nitrogen 
concentrations with relatively higher values in the dry season and lower values in the wet 
season. Boreal regions have the largest annual amplitude of soil mineral nitrogen 
concentration corresponded to their large seasonal variation of temperature; and 3) the 
root turnover parameterization of the model remains uncertain and causes 
underestimation of root biomass for grasses in temperate regions.  
4.2 Future research 
 Many aspects of this thesis work can be further extended and explored in the 
future. A few major ones are listed in the following.  
1) The proposed macropore scheme can be further improved with increased soil 
measurements globally. The prediction of soil hydraulic properties largely 
depends on the soil data utilized. It has been found that it is preferable to use field 
measurements for natural soils. The derived scheme from one region is more 
reliable when used for soils in the same region than soils in rather other regions 
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[Tomasella, 1999], and increased measurement points can improve prediction 
accuracy. Thus, the global-scale soil measurement can contribute substantially to 
the development of the hydraulic estimation in LSMs.   
2) The macropore investigation in this study only considers pores within the 
capillary range. In nature, large pores such as animal burrow, root channels and 
large cracks are usually out of such range and often are continuous over 
significant distances and allow flow to bypass parts of soil matrix [Beven, 1991].  
Their effect on the surface hydrology especially on the runoff generation in 
watershed scale can be substantial. Thus, it is highly desirable to consider these 
macropores and their effect on soil water-flow in LSMs.   
3) Runoff scheme in LSMs contains a number of tuned parameters. With 
introduction of the soil macropores in LSMs, some of these parameters need to be 
re-evaluated and given physical meanings. More insight will be gained and derive 
reasonable and meaningful parameters will be derived if LSMs with the proposed 
macropore scheme are tested against river discharge data at watershed scale.   
4) The CLM-C/N can be further improved using observations of more attributes and 
more sites, in particular those with non-forest vegetation types.  The soil water 
dependence of carbon assimilation is a serious issue, as it influences not only the 
carbon cycle but also the surface ET fluxes. It is promising to integrate the two 
studies in this thesis together in the same model as the proposed new hydraulic 
scheme aimed to improve the soil moisture simulation.  
5) The CLM-C/N simulates the carbon and nitrogen cycles when ecosystems reach 
equilibrium. It is plausible when to simulate climate-ecosystem interactions in 
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short spans. Long-term interactions need to consider the anthropogenic alterations 
on global biogeochemical carbon and nitrogen cycles such as land cover change 
by deforestation and the increasing atmospheric nitrogen source by atmospheric 
deposition, and the slow ecosystem adjustment to environment such as varying 
temperature dependence of plant and soil respirations and increasing carbon 
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