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We develop a new perturbation method to study the dynamics of massive tensor fields on extremal
and near-extremal static black hole spacetimes in arbitrary dimensions. On such backgrounds, one
can classify the components of massive tensor fields into the tensor, vector, and scalar-type compo-
nents. For the tensor-type components, which arise only in higher dimensions, the massive tensor
field equation reduces to a single master equation, whereas the vector and scalar-type components
remain coupled. We consider the near-horizon expansion of both the geometry and the field vari-
ables with respect to the near-horizon scaling parameter. By doing so, we reduce, at each order of
the expansion, the equations of motion for the vector and scalar-type components to a set of five
mutually decoupled wave equations with source terms consisting only of the lower-order variables.
Thus, together with the tensor-type master equation, we obtain the set of mutually decoupled equa-
tions at each order of the expansion that govern all dynamical degrees of freedom of the massive
tensor field on the extremal and near-extremal static black hole background.
I. INTRODUCTION
One of the most challenging problems in modern cosmophysics is to identify the dark sector of our universe. A
number of appealing dark sector candidates have been proposed, including ultralight-bosons and axion-like particles
in string theory-motivated models [1–4]. It is desirable to exploit current and future astrophysical observations, such
as the newly-born gravitational wave astronomy, to hunt for the dark sector particles. In particular, as a source of
gravitational waves from extremely strong gravity region, astrophysical black holes can be an excellent laboratory for
understanding dark sector physics, as well as for testing various theories of gravity. This can be done, for example,
by observing the phenomena called “superradiant instability” or “black hole bomb” [5] which can occur through the
interaction between a rotating black hole and some ultralight bosonic fields [1]. It is therefore important to analyze
the dynamics of various kinds of massive bosonic fields in black hole spacetimes [6–18] (See also [19–31] for related
works on the superradiant instability. Also related is the interesting possibility of hairy black holes [32–35].)
A number of analyses for the dynamics of scalar, electromagnetic, and gravitational fields have been made, thanks
to the separability of the corresponding Teukolsky wave equations on the Kerr black hole background. However, for
massive vector fields (“Proca” or massive spin-1 particles) and massive tensor fields (i.e., massive spin-2 particles),
the gauge-freedom is no longer available and their equations of motion in a curved background are complicated with
intricately coupled dynamical variables so that even their separability is far from obvious. (See Ref. [36] for recent
progress in the separability of Proca equations in the Kerr background and the original proposal of the new ansatz
for Maxwell fields [37].) For this reason, most studies for these massive fields in black hole spacetimes have been
performed by resorting to numerical computations [38–41]. However, in order to verify the accuracy of numerical
calculations as well as to understand precisely the behavior of massive fields in black hole spacetimes, it is important
to develop some analytic approach for studying the massive field dynamics.
Such a complexity for massive fields is in fact the case not only on rotating black hole backgrounds but also on static
black hole spacetimes [42–44]. It is also worth noting that even in a static black hole, if it is charged, then superradiant
scattering can occur for charged fields (see, e.g., a review [45] and references therein). Therefore in order to get insights
into the rotating case, as well as to explore further applications in black hole physics, it is of considerable interest in
developing a useful formalism for the analytic study of massive vector and tensor field dynamics in a static black hole
∗Electronic address: vitor.cardoso@ist.utl.pt
†Electronic address: igata@rikkyo.ac.jp
‡Electronic address: akihiro@phys.kindai.ac.jp
§Electronic address: kodaiueda01@gmail.com
2background. Such a formalism–besides the astrophysical context–may also be useful in the context of string theories
and holographic scenarios, in which asymptotically AdS black holes and various effectively massive fields play a role.
For massive vector fields, such a formalism has recently been developed in static, extremal and near-extremal black
holes [46]. The purpose of the present paper is to generalize the formalism of Ref. [46] to the case of massive tensor
fields on the same type of static black hole spacetimes.
In this paper, following the strategy of Ref. [46], we first consider as our backgrounds, a generic class of warped
product metrics g¯µν that include static black holes in general D-dimensions and massive tensor fields hµν that obey
linear wave equations on the background g¯µν . One may view either that both g¯µν and hµν obey the same massive
gravity theory with hµν being a linearized perturbation off of g¯µν , or that the background g¯µν is given by, say, general
relativity, while hµν is a test/probe field which lives in the dark sector or which acquires the mass term effectively
by, e.g., string compactifications. We can classify the linear massive tensor field hµν on the background geometry g¯µν
into three different types: the tensor-, vector-, and scalar-types. For each type of the variables, by separating the
“angular” coordinates, we reduce the equations of motion for hµν to a set of equations on a two-dimensional spacetime
spanned by the time and radial coordinates. At this stage, the equations of motion for hµν are still intricately coupled.
As the next step, we restrict our attention to extremal and near-extremal black holes. It is known that such a black
hole admits the so-called near-horizon geometry obtained by taking a scaling limit of the neighborhood of the event
horizon [47]. The near-horizon geometry in general possesses enhanced isometries higher than the isometries of its
original black hole [48] and has been extensively studied in various contexts [49–52], including e.g., stability of extremal
black holes [53–60] and applications of the AdS-CFT correspondence [61–65].
We show that on the near-horizon geometry, the equations of motion for the massive tensor field hµν reduce to a
set of mutually decoupled master equations. Then, by viewing the scaling parameter, say λ, as a small perturbation
parameter, we expand both the field variable hµν and the background metric g¯µν in power series in λ about λ = 0 as
hµν = h
(0)
µν + λh
(1)
µν + λ
2h(2)µν + · · · , (1)
g¯µν = g¯
(0)
µν + λg¯
(1)
µν + λ
2g¯(2)µν + · · · , (2)
with the leading metric g¯
(0)
µν = g¯µν |λ=0 being the near-horizon geometry. By doing so, one can successively analyze
the dynamics even in far region away from the horizon. Finally, we show that at each order of λ (and for each type
of perturbations), the equations of motion reduce to a set of decoupled equations with source terms given by the
lower-order variables.
In the next section, we describe a warped product spacetime in D = m+ n-dimensions as our background, provide
some geometric formulas used in the subsequent sections, and write down the equations of motion for massive tensor
fields in our warped product background, thereby establishing our notation. Then, in Sec. III, we decompose massive
tensor fields into three different types: the tensor-, vector-, and scalar-type with respect to the n-dimensional base
space. By introducing harmonic tensors defined on the n-dimensional base space for each type of variables, we reduce
the equations of motion for massive tensor fields to equations in m-dimensional spacetime. Sections II and III largely
follow Refs. [66, 67]. In Sec. IV, as a concrete background example we consider 4-dimensional extremal and near-
extremal Reissner–Nordstrom black hole. By taking the near-horizon limit and expanding both the background and
the field variables with respect to the near horizon scaling parameter as explained above, we derive a set of decoupled
master wave equations at each order of the near-horizon expansion. In Sec. V, the same method applies to more
generic class of static extremal and near-extremal black holes. Section VI is devoted to summary and discussion. We
give some concrete expressions of some formulas in Appendix.
II. MASSIVE TENSOR FIELDS IN A GENERIC WARPED PRODUCT SPACETIME
With an eye to a wide variety of applications in fundamental physics, we shall start with a fairly generic class of
warped product background spacetimes, provide some geometric formulas, and write down the equations of motion
for massive tensor fields in our background.
A. Background geometry
Consider D = (m + n)-dimensional spacetime (M, g¯µν) that is given as a warped product of an m-dimensional
spacetime (Nm, gab) and an n-dimensional space (Kn, γij) with the metric form
g¯µνdx
µdxν = gab(y)dy
adyb + r2(y)γij(z)dz
idzj , (3)
3where ya and zi are local coordinates in Nm and Kn, respectively. Accordingly, we hereafter use the greek indices to
denote geometric quantities onM, the latin indices in the range a, b, c, . . . on Nm, and the latin indices in the range
i, j, k, . . . on Kn. We may occasionally use the latin indices to denote the corresponding coordinate components of
geometric quantities on M. We assume that (Kn, γij) be an Einstein space so that its Ricci tensor Rˆij is given by
Rˆij = K(n− 1)γij , (4)
where K is some constant and hereafter set to be normalized as K = 0,±1.
Let ∇¯µ, Da, and Dˆi be the covariant derivatives associated with g¯µν , gab, and γij , respectively. Then, we find that
the nonvanishing components of the Christoffel symbol associated with g¯µν are given by
Γ¯ abc = Γ
a
bc , Γ¯
a
ij = −r(Dar)γij , Γ¯ iaj = Dar
r
δij , Γ¯
i
jk = Γˆ
i
jk , (5)
where Γ abc and Γˆ
i
jk are the Christoffel symbols associated with gab and γij , respectively. We also find that the
nonvanishing components of the curvature tensor R¯µνλσ onM are related to the curvature tensors Rabcd on Nm and
Rˆijkl on Kn as
R¯abcd = R
a
bcd , R¯
a
ibj = −rDaDbrγij , R¯ijkl = Rˆijkl − (Dcr)(Dcr)
(
δikγjl − δilγjk
)
. (6)
Note that when (Kn, γij) is a constant curvature space, Rˆijkl = K
(
δikγjl − δilγjk
)
with K corresponding to its
sectional curvature. The nonvanishing components of the Ricci curvature R¯µν := g¯
αβRµανβ are given by
R¯ab = Rab − nDaDbr
r
, R¯ai = 0, R¯ij =
[
(n− 1)K − (Dcr)(D
cr)
r2
− D
cDcr
r
]
g¯ij , (7)
where Rab := g
cdRacbd. The scalar curvature R¯ is
R¯ = R− (n+ 1)D
cDcr
r
+ n(n− 1)K − (Dcr)(D
cr)
r2
, (8)
where R := gabRab.
B. Equations for massive tensor fields in a generic warped product spacetime
We consider the following equations of motion for massive tensor field hµν with the mass-squared µ
2,
¯hµν + 2R¯αµβνh
αβ − R¯αµhαν − R¯ανhαµ − µ2hµν = 0 , (9)
accompanied with the conditions:
∇¯νhνµ = 0 , (10)
hµµ = 0 , (11)
where ¯ = ∇¯µ∇¯µ. The massive tensor field hµν possesses (D − 2)(D + 1)/2 independent components. The action
and derivation of the above equations for massive tensor fields are given in Refs. [68, 69] (See also Ref. [15]). As
mentioned before, one can view the above massive tensor field as a probe field propagating on a spacetime given by
the standard Einstein gravity or as a linear perturbation of a solution to some nonlinear massive gravity theory, such
as the nonlinear massive gravity [70, 71].
By using the formulas (5) and (6), the (a, b)-, (a, j)-, and (i, j)-components of Eq. (9) are written, respectively, as
DcDchab +
∆ˆ
r2
hab + n
Dcr
r
[
Dchab − Dar
r
hbc − Dbr
r
hac
]
− 2
r2
[
Dar
r
Dˆihbi +
Dbr
r
Dˆihai
]
+ 2Racbdh
cd
−Rcahcb −Rcbhca + n
r
[(DcDar)hcb + (D
cDbr)hca ]− µ2hab + 2
[
(Dar)(Dbr)
r2
− DaDbr
r
]
g¯ijhij = 0 , (12)
42
Dcr
r
Dˆjhac + rD
cDc
(
haj
r
)
+ n(Dcr)Dc
(
haj
r
)
− (Dcr)(D
cr)
r2
haj −
[
µ2 − ∆ˆ
r2
]
haj − 2
r2
Dar
r
Dˆihij
−
[
−D
cDcr
r
+ (n− 1)K − (Dcr)(D
cr)
r2
]
haj −
[
(n+ 2)
(Dar)(D
cr)
r2
− (n+ 2)DaD
cr
r
+Rca
]
hcj = 0 , (13)
2g¯ij
[
(Dar)(Dbr)
r2
− D
aDbr
r
]
hab + 2
Dar
r
(Dˆihaj + Dˆjhai) + r
2DcDc
(
hij
r2
)
+ n
Dar
r
r2Da
(
hij
r2
)
+ 2r2Rˆikjlh
kl − 2g¯ij (D
cr)(Dcr)
r2
hkk +
[
∆ˆ
r2
+ 2
DcDcr
r
+ 2(n− 1)(D
cr)(Dcr)
r2
− 2(n− 1)K
r2
− µ2
]
hij = 0 , (14)
where ∆ˆ = γijDˆiDˆj. Note that the indices of h
kl and hkk in Eq. (14) are raised by g¯
ij . The constraints (10) and (11)
are decomposed as
1
rn
Db(rnhab) +
1
r2
Dˆihai − Dar
r
g¯ijhij = 0 , (15)
1
rn
Da(rnhai) +
1
r2
Dˆjhji = 0 , (16)
haa + h
i
i = 0 . (17)
III. DECOMPOSITION OF TENSOR FIELDS AND EQUATIONS OF MOTION
In general, the components of any second rank symmetric tensor field onM = Nm×Kn can be decomposed into the
three different types—called the tensor, vector, and scalar-type—according to their tensorial behavior on Kn [66, 67].
By introducing harmonic tensors on Kn and expanding the tensor field variables in terms of them, one can reduce the
equations of motion for each type of the tensor fields into a set of equations on Nm. For simplicity, throughout this
paper we shall omit the index for labeling the harmonics and the summation symbol with respect to the index.
A. Tensor-type component
We first consider the tensor-type components of hµν which can be expanded in terms of the harmonic tensor fields
Tij on Kn defined by
∆ˆLTij = λLTij , Dˆ
i
Tij = 0 , T
i
i = 0 , (18)
where λL is the eigenvalue of the Lichnerowitz operator ∆ˆL on Kn. Note that ∆ˆL is related to the Laplace–Beltrami
operator ∆ˆ on Kn as
∆ˆLTij = −∆ˆTij − 2RˆikjlTkl + 2K(n− 1)Tij . (19)
Therefore when (Kn, γij) is a constant curvature space and Tij is the eigentensor of ∆ˆ with eigenvalue k2T (i.e.,
(∆ˆ + k2T)Tij = 0), we have λL = k
2
T + 2nK as discussed in Refs. [72, 73]. Note also that the number of independent
components of Tij is (n− 2)(n+ 1)/2 and only when n > 3, the tensor harmonics are nontrivial.
In terms of Tij , the tensor-type components of hµν can be expanded as
hab = 0, hai = 0, hij = 2r
2HTTij , (20)
where HT is a scalar on (Nm, gab). Then we obtain a nontrivial equation for HT from Eq. (14)[
DcDc + n
Dcr
r
Dc + 2
DcDcr
r
+ 2(n− 1)(D
cr)(Dcr)
r2
− µ2 − λL
r2
]
HT = 0 . (21)
The tensor-type component admits only a single scalar field HT on Nm, and thus, together with the harmonic tensor
field Tij , describes (n− 2)(n+1)/2 independent components among the (m+n− 2)(m+n+1)/2 dynamical degrees
of freedom for hµν .
5B. Vector-type component
Next we consider the vector-type components of hµν . We introduce the harmonic vector fields Vi on Kn which
satisfy
(△ˆ+ k2V)Vi = 0 , DˆiVi = 0 , (22)
where the eigenvalue k2V is given, for instance, when Kn is the unit n-sphere, by k2V = l(l + n− 1)− 1 , l = 1, 2, . . . .
The number of independent components of Vi is n − 1 and only when n > 2, Vi is nontrivial. We also define the
symmetric tensor Vij by
Vij = − 1
2kV
(DˆiVj + DˆjVi) , (23)
which satisfies
∆ˆLVij = [k
2
V − (n− 1)K]Vij . (24)
The vector-type components of hµν can be expanded in terms of Vi as
hab = 0, hai = rfaVi, hij = 2r
2HTVij , (25)
where (fa, HT) are a vector and a scalar field on (Nm, gab). We find that Eqs. (12), (15), and (17) are identically
satisfied. From Eqs. (13), (14), and (16) we obtain
1
rn
Da(rn+1fa) +
k2V − (n− 1)K
kV
HT = 0 , (26)
[
DcDc + n
Dcr
r
Dc +
DcDcr
r
− µ2 − k
2
V + (n− 1)K − (n− 2)(Dcr)(Dcr)
r2
]
fa
+
[
(n+ 2)
DaD
cr
r
− (n+ 2)(Dar)(D
cr)
r2
−Rac
]
fc − 2Dar
r2
k2V − (n− 1)K
kV
HT = 0 , (27)
[
DcDc + n
Dcr
r
Dc + 2
DcDcr
r
− µ2 − k
2
V + (n− 1)K − 2(n− 1)(Dcr)(Dcr)
r2
]
HT − 2 kV
r2
(Dar)fa = 0 . (28)
We can eliminate HT from Eq. (27) by use of Eq. (26). Then we have[
DcDc + n
Dcr
r
Dc +
DcDcr
r
− µ2 − k
2
V + (n− 1)K − (n− 2)(Dcr)(Dcr)
r2
]
fa
+
[
(n+ 2)
DaD
cr
r
+ n
(Dar)(D
cr)
r2
+ 2
Dar
r
Dc −Rac
]
fc = 0 . (29)
Since we have only a single constraint (26), the vector-type components (fa, HT) together with Vi describe m(n− 1)
dynamical degrees of freedom for hµν .
C. Scalar-type component
We introduce the harmonic scalar fields on Kn by
(△ˆ+ k2S)S = 0 . (30)
We also define
Si = − 1
kS
DˆiS , Sij =
1
k2S
DˆiDˆjS+
1
n
γijS . (31)
The scalar-type components of hµν can be expanded by
hab = fabS, haj = rfaSj , hij = 2r
2 (HLγijS+HTSij) , (32)
6where (fab, fa, HL, HT) are a tensor, a vector, and two scalar fields on (Nm, gab). The transverse-traceless condi-
tions (15), (16), and (17) reduce to
faa + 2nHL = 0, (33)
1
rn
Db(rnfab) +
kS
r
fa − 2nDar
r
HL = 0, (34)
1
rn
Da(rn+1fa)− 2kSHL + 2n− 1
n
k2S − nK
kS
HT = 0. (35)
The field equations (12) and (13) lead to
DcDcfab − k
2
S
r2
fab + n
Dcr
r
[
Dcfab − Dar
r
fbc − Dbr
r
fac
]
− 2kS
r2
[(Dar)fb + (Dbr)fa ] + 2Racbdf
cd
−Racfcb −Rcbfca + n
r
[(DcDar)fcb + (D
cDbr)fca ]− µ2fab + 4n
[
(Dar)(Dbr)
r2
− DaDbr
r
]
HL = 0, (36)
rDcDcfa + n(D
cr)(Dcfa)−
[
µ2 +
k2S − (n− 2)(Dcr)(Dcr)
r2
− D
cDcr
r
]
rfa − 2kS
r
(Dcr)fac
−
[
(n+ 2)
(Dar)(D
cr)
r2
− (n+ 2)DaD
cr
r
+Ra
c
]
rfc − 4Dar
r
[
−kSHL + n− 1
n
k2S − nK
kS
HT
]
= 0. (37)
We can eliminate HL from Eq. (36) by use of Eq. (33) and can also eliminate HL and HT from Eq. (37) by use of
Eq. (35). Then, we obtain
DcDcfab − k
2
S
r2
fab + n
Dcr
r
[
Dcfab − Dar
r
fbc − Dbr
r
fac
]
− 2kS
r2
[(Dar)fb + (Dbr)fa ] + 2Racbdf
cd
−Racfcb −Rcbfca + n
r
[(DcDar)fcb + (D
cDbr)fca ]− µ2fab − 2
[
(Dar)(Dbr)
r2
− DaDbr
r
]
f cc = 0, (38)
DcDcfa +
n
r
(Dcr)(Dcfa) + 2
Dar
r
Dcfc −
[
µ2 +
k2S − (n− 2)(Dcr)(Dcr)
r2
− D
cDcr
r
]
fa − 2kS
r2
(Dcr)fac
+
[
n
(Dar)(D
cr)
r2
+ (n+ 2)
DaD
cr
r
−Rac
]
fc = 0. (39)
Equation (14) provides two equations. One of them corresponds to the trace part:
DcDcHL + n
Dcr
r
DcHL −
[
µ2 +
k2S + 2(D
cr)(Dcr)
r2
− 2D
cDcr
r
]
HL
+
[
(Dar)(Dbr)
r2
− D
aDbr
r
]
fab +
2kS
n
Dcr
r2
fc = 0, (40)
and the other corresponds to the traceless part:
DcDcHT + n
Dcr
r
DcHT −
[
µ2 +
k2S − 2(n− 1)(Dcr)(Dcr)
r2
− 2D
cDcr
r
]
HT − 2kSD
cr
r2
fc = 0. (41)
Since Eqs. (33), (34), and (35) may be viewed as m + 2 constraints on m(m + 1)/2 +m + 1 + 1 components of
(fab, fa, HL, HT ), the scalar-type components with a scalar field S describem(m+1)/2 independent components of hµν .
Thus, the tensor-, vector-, and scalar-type components all together describe (n−2)(n+1)/2+m(n−1)+m(m+1)/2 =
(m+ n− 2)(m+ n+ 1)/2 dynamical degrees of freedom for the massive tensor field hµν on our (m+ n)-dimensional
spacetime, as should be so. All the equations obtained so far hold in a fairly generic class of background geometries
given by the metric (3). In the following sections, we set m = 2 so that our background metric (3) describes static,
extremal (and near-extremal) black hole. Then we apply the near-horizon expansion scheme in order to reduce the
above equations to a set of decoupled equations for each tensorial type.
7IV. 4-DIMENSIONAL REISSNER–NORDSTROM BLACK HOLE
In this section, we consider, as a concrete example, 4-dimensional extremal (and near-extremal) Reissner–Nordstrom
black hole, and applying the near-horizon expansion mentioned before, we derive a set of decoupled equations for the
vector and scalar-type. Note that there does not exist the tensor-type component in the four-dimensional case n = 2.
Note also that in the standard black hole perturbation theory, the vector- and scalar-type are sometime called the
axial (or odd)-mode and polar (or even)-mode, respectively.
A. The background metric
Let us assume that m = n = 2, K = 1, and γijdz
idzj = dΩ2(2) be the unit two-sphere metric. Then, the four-
dimensional Reissner–Nordstrom metric is given in the (ingoing) Eddington–Finkelstein coordinates ya = (v, x), r =
r+(1 + x), as
ds2 = −F (x)dv2 + 2r+dvdr + r2+(1 + x)2dΩ2(2) , F (x) :=
x(x+ σ)
(1 + x)2
, (42)
where the constant r+ denotes the radius of the event horizon located at x = 0. The constant σ is called the extremality
parameter and related to the inner-horizon radius r− as
r− = r+(1− σ) , (43)
so that when σ ≪ 1, the metric (42) is referred to as near-extremal and when σ = 0 as extremal black hole. Further,
by taking the scaling transformation,
x→ λx , v → r+
λ
v , σ → λσ , (44)
with the scaling parameter λ > 0, the metric (42) becomes
g¯µνdx
µdxν = r2+
[
−F (x)dv2 + 2dvdx+ (1 + λx)2dΩ2(2)
]
, F (x) =
x(x + σ)
(1 + λx)2
. (45)
The Ricci tensor of N 2 is given by
Ra
b = −F
′′(x)
2r2+
δa
b. (46)
We use units in which r+ = 1 in what follows. On the background metric, (45), we examine the equations of motion
for massive tensor perturbations given in the previous section. We shall perform the analysis in the vector- and
scalar-type components, separately.
B. Vector-type component
We first consider the equations for the vector-type components. The explicit form of Eq. (26) is expressed as[
F∂2x + 2∂v∂x + F
′∂x − µ2 − k
2
V + 1
(1 + λx)2
]
HT +
2λ
1 + λx
(F ∂x + ∂v + F
′)HT − 2kVλ
(1 + λx)2
(Ffx + fv)
+
2λ2F
(1 + λx)2
HT = 0. (47)
The a = (x, v) components of Eq. (29) are respectively expressed as
F ∂2xfx + 2∂x∂vfx + 2F
′∂xfx +
2λ
1 + λx
[2∂vfx + 3F
′fx + 2F∂xfx + ∂xfv ] + F
′′fx −
[
µ2 +
k2V + 1
(1 + λx)2
]
fx
+
2λ2
(1 + λx)2
(Ffx + fv) = 0, (48)
8F ∂2xfv + 2∂v∂xfv + F
′∂vfx −
[
µ2 +
k2V + 1
(1 + λx)2
]
fv +
2λ
1 + λx
[∂vfv + F∂xfv + F
′fv ] = 0. (49)
We assume that the field variables HT and fa can be expanded in power series in λ as
HT =
∞∑
l=0
λl · Φ(l)V1, fx =
∞∑
l=0
λl · Φ(l)V2, fv =
∞∑
l=0
λl · Φ(l)V3. (50)
With these expressions, expanding Eqs. (47), (48), and (49) in terms of λ, we obtain
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
α1 Φ
(l−m)
V1 + L
(m)
α2 Φ
(l−m)
V2 + L
(m)
α3 Φ
(l−m)
V3
]
= 0, (51)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
β2 Φ
(l−m)
V2 + L
(m)
β3 Φ
(l−m)
V3
]
= 0, (52)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
γ2 Φ
(l−m)
V2 + L
(m)
γ3 Φ
(l−m)
V3
]
= 0 . (53)
Here, the differential operators L
(m)
αI (I = 1, 2, 3) in Eq. (51) are defined by
L
(m)
α1 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂v∂x + (m+ 1)(2x+ σ)x
m∂x + 2(δm0 − 1)xm−1∂v
− (m+ 1)(k2V + 1)xm −
m(m+ 1)(m+ 5)
3
xm − m(m+ 1)(m+ 2)
3
σxm−1 − δm0µ2
]
, (54)
L
(m)
α2 := (−1)m ·
m(m+ 1)(m+ 2)
3
kV(x+ σ)x
m, (55)
L
(m)
α3 := (−1)m · 2kVmxm−1, (56)
the differential operators L
(m)
βI (I = 2, 3) in Eq. (52) are defined by
L
(m)
β2 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂x∂v + 4(δm0 − 1)xm−1∂v + 4(m+ 1)xm+1∂x + 2(m+ 1)σxm∂x
− (m+ 1)(k2V + 1)xm −
2
3
(m+ 3)(m2 − 1)xm − m(m+ 1)(2m+ 1)
3
σxm−1 − δm0µ2
]
,
(57)
L
(m)
β3 := (−1)m ·
[
2(δm0 − 1)xm−1∂x + 2(δm0 +m− 1)xm−2
]
, (58)
and the differential operators L
(m)
γI (I = 2, 3) in Eq. (53) are defined by
L
(m)
γ2 := (−1)m ·
[
(m+ 1)(m+ 2)xm+1∂v + (m+ 1)
2σxm∂v
]
, (59)
L
(m)
γ3 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂v∂x + 2(δm0 − 1)xm−1∂v −m(m+ 1)(x+ σ)xm∂x
− (m+ 1)(k2V + 1)xm −
2
3
m(m+ 1)(m+ 2)xm − m(m+ 1)(2m+ 1)
3
σxm−1 − δm0µ2
]
. (60)
Since all the coefficients of λl must vanish, we obtain the equations for Φ
(l)
VI (I = 1, 2, 3) in the form

L
(0)
α1 0 0
0 L
(0)
β2 0
0 L
(0)
γ2 L
(0)
γ3




Φ
(l)
V1
Φ
(l)
V2
Φ
(l)
V3

 = −
l∑
m=1


L
(m)
α1 L
(m)
α2 L
(m)
α3
0 L
(m)
β2 L
(m)
β3
0 L
(m)
γ2 L
(m)
γ3




Φ
(l−m)
V1
Φ
(l−m)
V2
Φ
(l−m)
V3

 . (61)
9Thus, at the leading-order, we have two mutually decoupled, homogeneous master equations for the two master
variables (Φ
(0)
V1 ,Φ
(0)
V2) on the near-horizon geometry g¯
(0)
µν :
L
(0)
α1Φ
(0)
V1 = 0 , L
(0)
β2Φ
(0)
V2 = 0 . (62)
Once these two variables have been solved, the third variable Φ
(0)
V3 can be determined by the two. Similarly, at
l(> 1)th-order, we have two mutually decoupled inhomogeneous equations for the two master variables (Φ
(l)
V1,Φ
(l)
V2)
and the third equation can be used to determine the remaining variable Φ
(l)
V3. Since the source terms are given
by the lower-order variables, once the leading-order master variables (Φ
(0)
V2 ,Φ
(0)
V2) have been obtained, one can solve
successively any order of the vector-type components of Eqs. (61) above. The two variables (Φ
(l)
V1,Φ
(l)
V2) at each order
together with the harmonic vector Vi describe two dynamical degrees of freedom, which the vector-type component
should be responsible for describing.
C. Scalar-type component
We turn to consider the scalar-type components (38)–(41). First, the explicit form of the (a, b) = (x, x)-, (x, v)-,
and (v, v)-components of Eq. (38) are expressed, respectively, as
F∂2xfxx + 2∂v∂xfxx + 3F
′∂xfxx +
2λ
1 + λx
(F∂xfxx + ∂vfxx)− 8λ
2
(1 + λx)2
fvx − 4kSλ
(1 + λx)2
fx
+
[
3F ′′ − µ2 − k
2
S
(1 + λx)2
− 6λ
2F
(1 + λx)2
+
4λF ′
1 + λx
]
fxx = 0 , (63)
F∂2xfxv + 2∂v∂xfxv + F
′∂vfxx + F
′∂xfxv +
2λ
1 + λx
(F∂xfxv + ∂vfxv) +
[
(F ′)2
2
− FF ′′ + λFF
′
1 + λx
]
fxx
+
[
−µ2 − k
2
S
(1 + λx)2
− 2λ
2F
(1 + λx)2
+
4λF ′
1 + λx
]
fxv − 2λ
2
(1 + λx)2
fvv − 2kSλ
(1 + λx)2
fv = 0 , (64)
F∂2xfvv + 2∂x∂vfvv − F ′∂xfvv + 2F ′∂vfxv +
2λ
1 + λx
(F∂x + ∂v)fvv +
[
−µ2 − k
2
S
(1 + λx)2
+ F ′′
]
fvv
+
[
F ′′F 2 − F (F
′)2
2
− λF
2F ′
1 + λx
]
fxx +
[
2FF ′′ − (F ′)2 − 2λFF
′
1 + λx
]
fxv = 0 . (65)
Next, the a = x- and a = v-components of Eq. (39) are expressed, respectively, as
F ∂2xfx + 2∂x∂vfx +
[
2F ′ +
4λF
1 + λx
]
∂xfx +
4λ
1 + λx
∂vfx +
2λ
1 + λx
∂xfv − 2kSλ
(1 + λx)2
(F fxx + fvx)
+
[
F ′′ +
6λF ′
1 + λx
− µ2 − k
2
S
(1 + λx)2
+
2λ2F
(1 + λx)2
]
fx +
2λ2
(1 + λx)2
fv = 0 , (66)
F∂2xfv + 2∂v∂xfv +
2λF
1 + λx
∂xfv + F
′∂vfx +
2λ
1 + λx
∂vfv − 2kSλ
(1 + λx)2
(Ffxv + fvv)
−
[
µ2 +
k2S
(1 + λx)2
− 2λF
′
1 + λx
]
fv = 0 . (67)
Thirdly, Eqs. (40) and (41) are expressed, respectively, as
(F ∂2x + 2∂v∂x + F
′∂x)HL +
2λ
1 + λx
(F ∂x + ∂v)HL −
[
µ2 +
k2S
(1 + λx)2
+
2λ2F
(1 + λx)2
− 2λF
′
1 + λx
]
HL
+
λ2F 2
(1 + λx)2
fxx +
2λ2F
(1 + λx)2
fxv +
λ2
(1 + λx)2
fvv − λFF
′
2(1 + λx)
fxx − λF
′
1 + λx
fxv +
kSλ
(1 + λx)2
(F fx + fv) = 0 , (68)
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(F ∂2x + 2∂v∂x + F
′∂x)HT +
2λ
1 + λx
(F ∂x + ∂v)HT −
[
µ2 +
k2S
(1 + λx)2
− 2λ
2F
(1 + λx)2
− 2λF
′
1 + λx
]
HT
− 2kSλ
(1 + λx)2
(F fx + fv) = 0 . (69)
Now we assume that HT, HL, fa, fab are expanded as the following series in λ:
HT =
∞∑
l=0
λl · Φ(l)S1 , HL =
∞∑
l=0
λl · Φ(l)S2 , fx =
∞∑
l=0
λl · Φ(l)S3 , fxx =
∞∑
l=0
λl · Φ(l)S4 , (70)
fv =
∞∑
l=0
λl · Φ(l)S5 , fxv =
∞∑
l=0
λl · Φ(l)S6 , fvv =
∞∑
l=0
λl · Φ(l)S7 . (71)
Expanding Eqs. (63)–(68) in λ, we obtain
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
δ3 Φ
(l−m)
S3 + L
(m)
δ4 Φ
(l−m)
S4 + L
(m)
δ6 Φ
(l−m)
S6
]
= 0 , (72)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
ζ4 Φ
(l−m)
S4 + L
(m)
ζ5 Φ
(l−m)
S5 + L
(m)
ζ6 Φ
(l−m)
S6 + L
(m)
ζ7 Φ
(l−m)
S7
]
= 0 , (73)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
η4 Φ
(l−m)
S4 + L
(m)
η6 Φ
(l−m)
S6 + L
(m)
η7 Φ
(l−m)
S7
]
= 0 , (74)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
γ3 Φ
(l−m)
S3 + L
(m)
γ4 Φ
(l−m)
S4 + L
(m)
γ5 Φ
(l−m)
S5 + L
(m)
γ6 Φ
(l−m)
S6
]
= 0 , (75)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
ǫ3 Φ
(l−m)
S3 + L
(m)
ǫ5 Φ
(l−m)
S5 + L
(m)
ǫ6 Φ
(l−m)
S6 + L
(m)
ǫ7 Φ
(l−m)
S7
]
= 0 , (76)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
β2 Φ
(l−m)
S2 + L
(m)
β3 Φ
(l−m)
S3 + L
(m)
β4 Φ
(l−m)
S4 + L
(m)
β5 Φ
(l−m)
S5 + L
(m)
β6 Φ
(l−m)
S6 + L
(m)
β7 Φ
(l−m)
S7
]
= 0 , (77)
∞∑
l=0
λl ·
l∑
m=0
[
L
(m)
α1 Φ
(l−m)
S1 + L
(m)
α3 Φ
(l−m)
S3 + L
(m)
α5 Φ
(l−m)
S5
]
= 0 . (78)
Here the differential operators L
(m)
αI (I = 1, 3, 5) in Eq. (78) are defined by
L
(m)
α1 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂v∂x + 2(m+ 1)x
m+1∂x + (m+ 1)σx
m∂x − δm0µ2
+ 2(δm0 − 1)xm−1∂v − (m+ 1)k2Sxm −
m(m+ 1)(m+ 5)
3
xm − m(m+ 1)(m+ 2)
3
σxm−1
]
, (79)
L
(m)
α3 := (−1)m ·
m(m+ 1)(m+ 2)
3
kS(x+ σ)x
m ,
(80)
L
(m)
α5 := (−1)m · 2mkSxm−1 . (81)
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The differential operators L
(m)
βI (I = 2, . . . , 7) in Eq. (77) are defined by
L
(m)
β2 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂v∂x + 2(m+ 1)x
m+1∂x + (m+ 1)σx
m∂x
+ 2(δm0 − 1)xm−1∂v − δm0µ2 − (m+ 1)k2Sxm −m(m+ 1)2xm −m2(m+ 1)σxm−1
]
, (82)
L
(m)
β3 := (−1)m ·
[
−m(m+ 1)(m+ 2)
6
kS(x+ σ)x
m
]
, (83)
L
(m)
β4 := (−1)m ·
m(m+ 1)(m+ 2)(m+ 3)
2 · 5! [2(2m+ 3)x+ (4m+ 1)σ ] (x+ σ)x
m, (84)
L
(m)
β5 := (−1)m ·
(−mkSxm−1) , (85)
L
(m)
β6 := (−1)m ·
m(m+ 1)
6
[2(2m+ 1)x+ (4m− 1)σ ]xm−1, (86)
L
(m)
β7 := (−1)m · (δm0 +m− 1)xm−2 . (87)
The differential operators L
(m)
γI (I = 3, 4, 5, 6) in Eq. (75) are defined by
L
(m)
γ3 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂x∂v + 4(δm0 − 1)xm−1∂v + 4(m+ 1)xm+1∂x + 2(m+ 1)σxm∂x
− 2
3
(m2 − 1)(m+ 3)xm − m(m+ 1)(2m+ 1)
3
σxm−1 − (m+ 1)k2Sxm − δm0µ2
]
,
(88)
L
(m)
γ4 := (−1)m ·
m(m+ 1)(m+ 2)
3
kS(x+ σ)x
m,
(89)
L
(m)
γ5 := (−1)m ·
[
2(δm0 − 1)xm−1∂x + 2(δm0 +m− 1)xm−2
]
, (90)
L
(m)
γ6 := (−1)m · 2mkSxm−1 . (91)
The differential operators L
(m)
δI (I = 3, 4, 6) in Eq. (72) are defined by
L
(m)
δ3 := (−1)m · 4mkSxm−1 , (92)
L
(m)
δ4 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂v∂x + 2(m+ 1)(m+ 3)x
m+1∂x + (m+ 1)(2m+ 3)σx
m∂x
+ 2(δm0 − 1)xm−1∂v − (m+ 1)k2Sxm +
2
3
(m+ 1)(m2 + 11m+ 9)xm
+
2
3
m(m+ 1)(m+ 5)σxm−1 − δm0µ2
]
, (93)
L
(m)
δ6 := (−1)m · 8(1−m− δm0)xm−2 . (94)
The differential operators L
(m)
ǫI (I = 3, 5, 6, 7) in Eq. (76) are defined by
L
(m)
ǫ3 := (−1)m ·
[
(m+ 1)(m+ 2)xm+1 + (m+ 1)2σxm
]
∂v , (95)
L
(m)
ǫ5 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂v∂x −m(m+ 1)(x+ σ)xm∂x + 2(δm0 − 1)xm−1∂v − δm0µ2
− (m+ 1)k2Sxm −
2
3
m(m+ 1)(m+ 2)xm − m(m+ 1)(2m+ 1)
3
σxm−1
]
, (96)
L
(m)
ǫ6 := (−1)m ·
m(m+ 1)(m+ 2)
3
kS(x + σ)x
m , (97)
L
(m)
ǫ7 := (−1)m · 2mkSxm−1 . (98)
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The differential operators L
(m)
ζI (I = 4, 5, 6, 7) in Eq. (73) are defined by
L
(m)
ζ4 := (−1)m ·
[
(m+ 1)(m+ 2)xm+1∂v + (m+ 1)
2σxm∂v
− (m+ 1)(m+ 2)(m+ 3)
120
[
6m(m+ 4)x2 + 3m(4m+ 11)σx+ (6m2 + 9m− 10)σ2] xm] , (99)
L
(m)
ζ5 := (−1)m · 2mkSxm−1 , (100)
L
(m)
ζ6 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂v∂x + 2(δm0 − 1)xm−1∂v + 2(m+ 1)xm+1∂x
+ (m+ 1)σxm∂x − (m+ 1)k2Sxm −
m(m+ 1)(5m+ 7)
3
xm
− m(m+ 1)(5m+ 1)
3
σxm−1 − δm0µ2
]
, (101)
L
(m)
ζ7 := (−1)m · 2(1−m− δm0)xm−2 , (102)
and the differential operators L
(m)
ηI (I = 4, 6, 7) in Eq. (74) are defined by
L
(m)
η4 := (−1)m ·
(m+ 1)(m+ 2)(m+ 3)(m+ 4)(m+ 5)
7![
2m(m+ 6)x2 +m(4m+ 17)σx+ (2m2 + 5m− 21)σ2
]
(x+ σ)xm+1 , (103)
L
(m)
η6 := (−1)m ·
[
2(m+ 1)(m+ 2)xm+1∂v + 2(m+ 1)
2σxm∂v
+
(m+ 1)(m+ 2)(m+ 3)
60
[
6m(m+ 4)x2 + 3m(4m+ 11)σx+ (6m2 + 9m− 10)σ2]xm] , (104)
L
(m)
η7 := (−1)m ·
[
(m+ 1)(x+ σ)xm+1∂2x + 2δm0∂x∂v − 2(m+ 1)2xm+1∂x − (m+ 1)(2m+ 1)σxm∂x
+ 2(δm0 − 1)xm−1∂v − (m+ 1)k2Sxm + (m+ 1)2
[
(m+ 2)xm +mσxm−1
]− δm0µ2
]
. (105)
Since all the coefficients of λl must vanish, we obtain the equations for Φ
(l)
SI (I = 1, 2, . . . , 7) in the form

L
(0)
α1 0 0 0 0 0 0
0 L
(0)
β2 0 0 0 0 0
0 0 L
(0)
γ3 0 0 0 0
0 0 0 L
(0)
δ4 0 0 0
0 0 L
(0)
ǫ3 0 L
(0)
ǫ5 0 0
0 0 0 L
(0)
ζ4 0 L
(0)
ζ6 0
0 0 0 L
(0)
η4 0 L
(0)
η6 L
(0)
η7




Φ
(l)
S1
Φ
(l)
S2
Φ
(l)
S3
Φ
(l)
S4
Φ
(l)
S5
Φ
(l)
S6
Φ
(l)
S7


= −
l∑
m=1


L
(m)
α1 0 L
(m)
α3 0 L
(m)
α5 0 0
0 L
(m)
β2 L
(m)
β3 L
(m)
β4 L
(m)
β5 L
(m)
β6 L
(m)
β7
0 0 L
(m)
γ3 L
(m)
γ4 L
(m)
γ5 L
(m)
γ6 0
0 0 L
(m)
δ3 L
(m)
δ4 0 L
(m)
δ6 0
0 0 L
(m)
ǫ3 0 L
(m)
ǫ5 L
(m)
ǫ6 L
(m)
ǫ7
0 0 0 L
(m)
ζ4 L
(m)
ζ5 L
(m)
ζ6 L
(m)
ζ7
0 0 0 L
(m)
η4 0 L
(m)
η6 L
(m)
η7




Φ
(l−m)
S1
Φ
(l−m)
S2
Φ
(l−m)
S3
Φ
(l−m)
S4
Φ
(l−m)
S5
Φ
(l−m)
S6
Φ
(l−m)
S7


.
(106)
At the leading-order, we have four mutually decoupled, homogeneous equations for (Φ
(0)
S1 , Φ
(0)
S2 , Φ
(0)
S3 , Φ
(0)
S4 ). Further-
more, from the transverse-traceless conditions (33), (34), and (35), we have
2ΦS6 + FΦS4 + 4ΦS2 = 0 , (107)(
∂x + 2
r′
r
)
ΦS7 +
(
∂v + F∂x + F
′ + 2
r′
r
F
)
ΦS6 +
kS
r
ΦS5 = 0 , (108)(
∂x + 2
r′
r
)
ΦS6 +
(
∂v + F∂x +
3
2
F ′ + 2
r′
r
F
)
ΦS4 +
kS
r
ΦS3 − 4r
′
r
ΦS2 = 0 , (109)(
∂x + 3
r′
r
)
ΦS5 +
(
∂v + F∂x + F
′ + 3
r′
r
F
)
ΦS3 − 2kS
r
ΦS2 +
k2S − 2K
kS
ΦS1
r
= 0 . (110)
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Equations (107) and (109) imply that ΦS4, ΦS6 are determined by (ΦS2, ΦS3), and Eq. (110) implies that ΦS5 can
be determined by (ΦS1, ΦS2, ΦS3). Then, ΦS7 can also be determined via (108). Therefore, we can view the three
variables (Φ
(0)
S1 , Φ
(0)
S2 , Φ
(0)
S3 ) as the leading-order master variables, which are governed by the homogeneous master wave
equations on the near-horizon geometry:
L
(0)
α1Φ
(0)
S1 = 0 , L
(0)
β2Φ
(0)
S2 = 0 , L
(0)
γ3Φ
(0)
S3 = 0 . (111)
Once these three variables have been solved, the remaining variables (Φ
(0)
S4 ,Φ
(0)
S5 ,Φ
(0)
S6 ,Φ
(0)
S7 ) can be determined by the
three as explained above. Similarly, at l(> 1)th-order, we have three mutually decoupled inhomogeneous equations
for the three master variables (Φ
(l)
S1 , Φ
(l)
S2 , Φ
(l)
S3), and the remaining equations can be used to determine the variables
Φ
(l)
SJ , J = 4, 5, 6, 7. Since the source terms are given by the lower-order variables, once the leading-order master
variables Φ
(0)
SI , I = 1, 2, 3 have been obtained, one can solve successively any order of the scalar-type components. The
three variables Φ
(l)
SI , I = 1, 2, 3 at each order together with the harmonic scalar S describe three dynamical degrees of
freedom, which the scalar-type components should be responsible for describing.
D. General solutions to the leading-order master equations
We provide the general solutions to the leading-order master equations in the extremal and near-extremal Reissner–
Nordstrom backgrounds. Assuming the time dependency Φ ∝ e−iωv, the leading-order five equations–Eqs. (62) for
the vector-type and Eqs. (111) for the scalar-type–reduce to the following two ordinary differential equations:[
x(x + σ)
d2
dx2
+ (2x+ σ − 2iω) d
dx
− (A+ µ2)
]
Φ
(0)
Λ = 0 , (112)[
x(x + σ)
d2
dx2
+ 2(2x+ σ − 2iω) d
dx
− (B + µ2 − 2)
]
Φ
(0)
Λ = 0 , (113)
where Λ collectively denotes V1,V2, S1, S2, S3. More precisely, Φ
(0)
V1 , Φ
(0)
S1 , and Φ
(0)
S2 obey the first Eq. (112) with
A = k2V+1, k
2
S and k
2
S, respectively, while Φ
(0)
V2 , Φ
(0)
S3 the second Eq. (113) with B = k
2
V+1, k
2
S respectively. Note that
in accord with the time coordinate scaling v → v/λ, the frequency ω is scale transformed as ω → λω. Equations (112)
and (113) are precisely the same as Eqs. (79) and (80) of Ref. [46], respectively. We can immediately solve these
equations and obtain the general solutions to Eq. (112) as,
for σ 6= 0, Φ(0)Λ = C1 · 2F1
(
−ν + 1
2
, ν +
1
2
, 1 + 2i
ω
σ
; 1 +
x
σ
)
+C2 · (x+ σ)−2iω/σ2F1
(
−ν + 1
2
− 2iω
σ
, ν +
1
2
− 2iω
σ
, 1− 2iω
σ
; 1 +
x
σ
)
, (114)
for σ = 0, Φ
(0)
Λ =
1√
x
e−iω/x [C1 · Iν (iω/x) + C2 ·Kν (iω/x)] , (115)
where 2F1, Iν , and Kν denotes, respectively, the hypergeometric function, and the modified Bessel functions with
ν :=
√
A+ µ2 + 1/4, and where C1, C2 are arbitrary constants. They are the same as Eqs. (81) and (84) of Ref. [46],
respectively. For Eq. (113), we obtain
for σ 6= 0, Φ(0)Λ = C1 · 2F1
(
−ν + 3
2
, ν +
3
2
, 2 + 2i
ω
σ
; 1 +
x
σ
)
+C2 · (x+ σ)−1−2iω/σ2F1
(
−ν + 1
2
− 2iω
σ
, ν +
1
2
− 2iω
σ
,−2iω
σ
; 1 +
x
σ
)
, (116)
for σ = 0, Φ
(0)
Λ = C1 · x−5/2e−iω/x · {ωIν+1 (−iω/x) + i [(ν + 1/2)x− iω] Iν (−iω/x)}
+ C2 · x−5/2e−iω/x · {−ωKν+1 (−iω/x) + i [(ν + 1/2)x− iω]Kν (−iω/x)} , (117)
where ν :=
√
B + µ2 + 1/4. See also Eqs. (82) and (85) of Ref. [46], respectively.
The higher l(> 1)th-order equations for Φ
(l)
Λ , Λ = V1,V2, S1, S2, S3 all take schematically the following form
L(0)Φ
(l)
Λ = S
(l)
Λ , (118)
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where L(0) denotes the second-order differential operators appeared in the left-hand sides of Eqs. (112) and (113),
and where the source term S
(l)
Λ in the right-hand side consists only of the lower-order variables Φ
(l−m)
Λ , (1 6 m 6 l).
Now that we have the general solutions Φ
(0)
Λ to the leading-order master equations, once the boundary conditions of
interest are determined, one can construct the Green functions, formally expressed as G(0) = L(0)−1, by the standard
argument and then obtain higher-order solutions at any order as Φ
(l)
Λ = G
(0)S
(l)
Λ .
V. GENERAL EXTREMAL AND NEAR-EXTREMAL BLACK HOLES
In this section, we generalize our previous analyses to the case of D = 2 + n-dimensional general black holes with
two horizons at r = r±. The general form of the metric in Eddington–Finkelstein-type coordinates is given by
1
r2+
g¯µνdx
µdxν = −F (λx)dv2 + 2dvdx+ 1
r2+
r2(λx)γijdz
idzj , (119)
F (λx) = x(x + σ)g(λx) , (120)
where x = 0 corresponds to the event (outer) horizon, λ denotes the scaling parameter, σ := (r+ − r−)/r+ the
extremality parameter as before, and where g(λx) > 0 is a generic, regular and positive (nonvanishing) function. As
in the Reissner–Nordstrom case, by taking the limit λ → 0, we obtain the near-horizon geometry for the extremal
(σ = 0) and near-extremal (σ 6= 0) black holes. Hereafter we normalize r+ = 1.
We expand the background metric functions, F (λx) and r(λx) in terms of λ as
g(λx) =
∞∑
l=0
λl · g(l) , r(λx) =
∞∑
l=0
λl · r(l) , (121)
where g(l), r(l) are assumed to be smooth functions of x with the leading-order g(0), r(0) being some constants. For
later convenience, we also introduce the following quantity ∆
(l)
(abc;def) defined by
ra(r′)b(r′′)cgd(g′)e(g′′)f =
∞∑
l=0
λl ·∆(l)(abc;def) , (122)
where the prime ′ denotes the derivative by x and a, b, c, d, e, f each takes one of the values 0, 1, 2. The concrete
expressions of ∆
(l)
(abc;def) are given in Appendix.
A. Tensor-type component
Let us first consider the tensor-type component of the massive tensor field perturbations. This is the case when
D = 2+n > 5 since the harmonic tensor fields Tij on Kn are not identically vanishing only when n > 3. The explicit
form of Eq. (21) on this background is of the form
r2
[
F ∂2x + 2∂v∂x + F
′∂x
]
HT + nrr
′(F ∂x + ∂v)HT + 2r(r
′F ′ + r′′F )HT
+ 2(n− 1)r′2FHT − (µ2r2 + λL)HT = 0. (123)
Let us assume that HT is expanded as series in λ as
HT =
∞∑
l=0
λl · Φ(l)T . (124)
By using this expression and Eq. (122), we can expand Eq. (123) in λ
∞∑
l=0
λl ·
l∑
m=0
L(m)T Φ(l−m)T = 0 , (125)
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where L(m)T is defined by
L(m)T := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + n∆(m)(110;000)∂v
+
[
(2x+ σ)∆
(m)
(200;100) + x(x + σ)∆
(m)
(200;010) + nx(x+ σ)∆
(m)
(110;100)
]
∂x + 2(2x+ σ)∆
(m)
(110;100)
+ 2x(x+ σ)
[
∆
(m)
(110;010) +∆
(m)
(101;100) + (n− 1)∆(m)(020;100)
]
− µ2∆(m)(200;000) − δm0λL. (126)
Since all the coefficients of λl must vanish, we have
L(0)T Φ(l)T = −
l∑
m=1
L(m)T Φ(l−m)T . (127)
Thus, for the leading-order, we have the homogeneous wave equation for the single scalar variable Φ
(0)
T and for higher
l-th order, we have the inhomogeneous wave equation for Φ
(l)
T with the source term consisting only of the lower-order
variables Φ
(l−m)
T .
B. Vector-type components
Next we consider the vector-type components. The explicit form of Eq. (28) on this background is of the form
r2F ∂2xHT + 2r
2∂v∂xHT + (r
2F ′ + nrr′F )∂xHT + nrr
′∂vHT − 2kVr′(Ffx + fv)
+
[−µ2r2 − k2V − (n− 1)K + 2rr′F ′ + 2rr′′F + 2(n− 1)r′2F ]HT = 0. (128)
The a = x and a = v components of Eq. (29), respectively, take the following forms:
r2F∂2xfx + 2r
2∂x∂vfx + 2r
2F ′∂xfx + rr
′ [(n+ 2)(F ∂xfx + ∂vfx) + 2∂xfv ] +
[
(n+ 2)rr′′ + nr′2
]
fv
+
[−µ2r2 − k2V − (n− 1)K + r2F ′′ + (n+ 4)rr′F ′ + (n+ 3)rr′′F + 2(n− 1)r′2F ] fx = 0 , (129)
r2F ∂2xfv + 2r
2∂v∂xfv + r
2F ′∂vfx + nrr
′(∂vfv + F∂xfv)
+
[−µ2r2 − k2V − (n− 1)K + 2rr′F ′ + (n− 2)r′2F + rr′′F ] fv = 0 . (130)
We expand HH and fa as series in λ
HT =
∞∑
l=0
λl · Φ(l)V1, fx =
∞∑
l=0
λl · Φ(l)V2, fv =
∞∑
l=0
λl · Φ(l)V3. (131)
Expanding Eqs. (128)–(130) in λ, together with the formula (122), we have
∞∑
l=0
λl ·
l∑
m=0
[
L(m)α1 Φ(l−m)V1 + L(m)α2 Φ(l−m)V2 + L(m)α3 Φ(l−m)V3
]
= 0, (132)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)β2 Φ(l−m)V2 + L(m)β3 Φ(l−m)V3
]
= 0, (133)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)γ2 Φ(l−m)V2 + L(m)γ3 Φ(l−m)V3
]
= 0, (134)
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respectively. Here the differential operators L(m)αI (I = 1, 2, 3) in Eq. (132) are defined by
L(m)α1 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + (2x+ σ)∆(m)(200;100)∂x + x(x+ σ)
[
∆
(m)
(200;010) + n∆
(m)
(110;100)
]
∂x
+ n∆
(m)
(110;000)∂v + 2x(x+ σ)
[
∆
(m)
(110;010) +∆
(m)
(101;100) + (n− 1)∆(m)(020;100)
]
+ 2(2x+ σ)∆
(m)
(110;100)
− µ2∆(m)(200;000) − δm0
[
k2V + (n− 1)K
]
,
(135)
L(m)α2 := −2kVx(x+ σ)∆(m)(010;100), (136)
L(m)α3 := −2kV∆(m)(010;000), (137)
the differential operators L(m)βI (I = 2, 3) in Eq. (133) are defined by
L(m)β2 := x(x + σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂x∂v + (n+ 2)∆(m)(110;000)∂v + 2(2x+ σ)∆(m)(200;100)∂x
+ x(x+ σ)
[
2∆
(m)
(200;010) + (n+ 2)∆
(m)
(110;100)
]
∂x + (2x+ σ)
[
2∆
(m)
(200;010) + (n+ 4)∆
(m)
(110;100)
]
+ x(x+ σ)
[
(n+ 4)∆
(m)
(110;010) + (n+ 3)∆
(m)
(101;100) + 2(n− 1)∆(m)(020;100) +∆(m)(200;001)
]
+ 2∆
(m)
(200;100) − µ2∆(m)(200;000) − δm0
[
k2V + (n− 1)K
]
, (138)
L(m)β3 := 2∆(m)(110;000)∂x + (n+ 2)∆(m)(101;000) + n∆(m)(020;000), (139)
and the differential operators L(m)γI (I = 2, 3) in Eq. (134) are defined by
L(m)γ2 :=
[
(2x+ σ)∆
(m)
(200;100) + x(x+ σ)∆
(m)
(200;010)
]
∂v, (140)
L(m)γ3 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + n∆(m)(110;000)∂v + nx(x+ σ)∆(m)(110;100)∂x
+ x(x+ σ)
[
2∆
(m)
(110;010) + (n− 2)∆(m)(020;100) +∆(m)(101;100)
]
+ 2(2x+ σ)∆
(m)
(110;100)
− µ2∆(m)(200;000) − δm0
[
k2V + (n− 1)K
]
. (141)
Since all the coefficients of λl must vanish, we obtain the equations for Φ
(l)
VI (I = 1, 2, 3)

L(0)α1 0 0
0 L(0)β2 0
0 L(0)γ2 L(0)γ3




Φ
(l)
V1
Φ
(l)
V2
Φ
(l)
V3

 = −
l∑
m=1


L(m)α1 L(m)α2 L(m)α3
0 L(m)β2 L(m)β3
0 L(m)γ2 L(m)γ3




Φ
(l−m)
V1
Φ
(l−m)
V2
Φ
(l−m)
V3

 , (142)
where we have used that L(0)α2 , L(0)α3 , L(0)β3 vanish because the background reduces to the near-horizon geometry at the
leading-order of λ-series. We note that as in the Reissner–Nordstrom case, the equations for the two scalar variables
(Φ
(l)
V1,Φ
(l)
V2) are mutually decoupled wave equations with the source terms consisting only of the lower-order variables.
Thus, once we have solved the leading-order homogeneous wave equations, we can successively solve the equations
above at, in principle, all order.
C. Scalar-type components
Let us finally consider the scalar-type components. First we find that each component of Eq. (38) takes the following
form:
r2F∂2xfxx + 2r
2∂v∂xfxx + (3r
2F ′ + nrr′F )∂xfxx + nrr
′∂vfxx + 2(n+ 2)(rr
′′ − r′2)fxv − 4kSr′fx
+
[−µ2r2 − k2S + 3r2F ′′ + 2nrr′F ′ − 2(n+ 1)r′2F + 2(n+ 1)rr′′F ] fxx = 0 , (143)
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r2F∂2xfxv + 2r
2∂v∂xfxv + r
2F ′∂vfxx + r
2F ′∂xfxv + nrr
′(F ∂xfxv + ∂vfxv) +
[
r2F ′2
2
− r2FF ′′ + rr′FF ′
]
fxx
+
[−µ2r2 − k2S + (n+ 2)rr′F ′ − nr′2F + nrr′′F ] fxv + n(rr′′ − r′2)fvv − 2kSr′fv = 0 ,
(144)
r2F∂2xfvv + 2r
2∂x∂vfvv + r
2F ′(2∂vfxv − ∂xfvv) + nrr′(F ∂xfvv + ∂vfvv) +
[−µ2r2 − k2S + r2F ′′] fvv
+
[
r2F 2F ′′ − r
2FF ′2
2
− rr′F 2F ′
]
fxx +
[
2r2FF ′′ − r2F ′2 − 2rr′FF ′] fxv = 0 . (145)
The above equations are, respectively, the (a, b) = (x, x)-, (x, v)-, and (a, b) = (v, v)-components of Eq. (38).
Next, we find that each component of Eq. (39) takes the following form:
r2F∂2xfx + 2r
2∂v∂xfx +
[
2r2F ′ + (n+ 2)rr′F
]
∂xfx + (n+ 2)rr
′∂vfx + 2rr
′∂xfv − 2kSr′(Ffxx + fvx)
+
[
nr′2 + (n+ 2)rr′′
]
fv +
[−µ2r2 − k2S + r2F ′′ + (n+ 4)rr′F ′ + 2(n− 1)r′2F + (n+ 3)rr′′F ] fx = 0 , (146)
r2F ∂2xfv + 2r
2∂x∂vfv + r
2F ′∂vfx + nrr
′∂vfv + nrr
′F ∂xfv − 2kSr′(Ffxv + fvv)
+
[−µ2r2 − k2S + 2rr′F ′ + rr′′F + (n− 2)r′2F ] fv = 0 . (147)
These two equations are, respectively, a = x- and a = v-component of Eq. (39).
Finally, we find that the explicit forms of Eqs. (41) and (40) are
r2
[
F ∂2x + 2∂v∂x + F
′∂x
]
HT + nrr
′(F ∂x + ∂v)HT − 2kr′(Ffx + fv)
+
[−µ2r2 − k2S + 2(n− 1)r′2F + 2r(r′F ′ + r′′F )]HT = 0 , (148)
r2(F ∂2x + 2∂v∂x + F
′∂x)HL + nrr
′(F ∂x + ∂v)HL + r
′2(F 2fxx + 2Ffxv + fvv)− rr′F ′
[
Ffxx
2
+ fxv
]
− rr′′(F 2fxx + 2Ffxv + fvv) + 2kS
n
r′(Ffx + fv) +
[−µ2r2 − k2S − 2r′2F + 2r(r′F ′ + r′′F )]HL = 0 . (149)
Now we assume that we can expand fab, fa, HL, and HT as series in λ
HT =
∞∑
l=0
λl · Φ(l)S1 HL =
∞∑
l=0
λl · Φ(l)S2 , fx =
∞∑
l=0
λl · Φ(l)S3 , fxx =
∞∑
l=0
λl · Φ(l)S4 , (150)
fv =
∞∑
l=0
λl · Φ(l)S5 , fxv =
∞∑
l=0
λl · Φ(l)S6 , fvv =
∞∑
l=0
λl · Φ(l)S7 . (151)
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Expanding Eqs. (143)–(149) in λ and using the formula (122), we obtain
∞∑
l=0
λl ·
l∑
m=0
[
L(m)δ3 Φ(l−m)S3 + L(m)δ4 Φ(l−m)S4 + L(m)δ6 Φ(l−m)S6
]
= 0, (152)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)ζ4 Φ(l−m)S4 + L(m)ζ5 Φ(l−m)S5 + L(m)ζ6 Φ(l−m)S6 + L(m)ζ7 Φ(l−m)S7
]
= 0, (153)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)η4 Φ(l−m)S4 + L(m)η6 Φ(l−m)S6 + L(m)η7 Φ(l−m)S7
]
= 0 , (154)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)γ3 Φ(l−m)S3 + L(m)γ4 Φ(l−m)S4 + L(m)γ5 Φ(l−m)S5 + L(m)γ6 Φ(l−m)S6
]
= 0, (155)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)ǫ3 Φ(l−m)S3 + L(m)ǫ5 Φ(l−m)S5 + L(m)ǫ6 Φ(l−m)S6 + L(m)ǫ7 Φ(l−m)S7
]
= 0, (156)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)α1 Φ(l−m)S1 + L(m)α3 Φ(l−m)S3 + L(m)α5 Φ(l−m)S5
]
= 0, (157)
∞∑
l=0
λl ·
l∑
m=0
[
L(m)β2 Φ(l−m)S2 + L(m)β3 Φ(l−m)S3 + L(m)β4 Φ(l−m)S4 + L(m)β5 Φ(l−m)S5 + L(m)β6 Φ(l−m)S6 + L(m)β7 Φ(l−m)S7
]
= 0. (158)
Here, the differential operators L(m)αI (I = 1, 3, 5) in Eq. (157) are defined by
L(m)α1 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + n∆(m)(110;000)∂v + (2x+ σ)∆(m)(200;100)∂x
+ x(x+ σ)
[
∆
(m)
(200;010) + n∆
(m)
(110;100)
]
∂x + 2x(x+ σ)
[
(n− 1)∆(m)(020;100) +∆(m)(110;010) +∆(m)(101;100)
]
+ 2(2x+ σ)∆
(m)
(110;100) − µ2∆(m)(200;000) − δm0k2S, (159)
L(m)α3 := −2kSx(x+ σ)∆(m)(010;100), (160)
L(m)α5 := −2kS∆(m)(010;000), (161)
the differential operators LβI (I = 2, . . . , 7) in Eq. (158) are given by
L(m)β2 := x(x + σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + n∆(m)(110;000)∂v + (2x+ σ)∆(m)(200;100)∂x
+ x(x+ σ)
[
∆
(m)
(200;010) + n∆
(m)
(110;100)
]
∂x + 2x(x+ σ)
[
∆
(m)
(110;010) −∆(m)(020;100) +∆(m)(101;100)
]
+ 2(2x+ σ)∆
(m)
(110;100) − µ2∆(m)(200;000) − δm0k2S, (162)
L(m)β3 :=
2kS
n
x(x + σ)∆
(m)
(010;100), (163)
L(m)β4 := x2(x+ σ)2
[
∆
(m)
(020;200) −
1
2
∆
(m)
(110;110) −∆(m)(101;200)
]
− x(x + σ)(2x+ σ)
2
∆
(m)
(110;200), (164)
L(m)β5 :=
2kS
n
∆
(m)
(010;000), (165)
L(m)β6 := x(x + σ)
[
2∆
(m)
(020;100) − 2∆(m)(101;100) −∆(m)(110;010)
]
− (2x+ σ)∆(m)(110;100), (166)
L(m)β7 := ∆(m)(020;000) −∆(m)(101;000), (167)
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the differential operators L(m)γI (I = 3, 4, 5, 6) in Eq. (155) are defined by
L(m)γ3 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + (n+ 2)∆(m)(110;000)∂v + 2(2x+ σ)∆(m)(200;100)∂x
+ x(x + σ)
[
2∆
(m)
(200;010) + (n+ 2)∆
(m)
(110;100)
]
∂x + (2x+ σ)
[
2∆
(m)
(200;010) + (n+ 4)∆
(m)
(110;100)
]
+ x(x + σ)
[
∆
(m)
(200;001) + (n+ 4)∆
(m)
(110;010) + 2(n− 1)∆(m)(020;100) + (n+ 3)∆(m)(101;100)
]
+ 2∆
(m)
(200;100) − µ2∆(m)(200;000) − δm0k2S, (168)
L(m)γ4 := −2kSx(x + σ)∆(m)(010;100), (169)
L(m)γ5 := 2∆(m)(110;000)∂x + n∆(m)(020;000) + (n+ 2)∆(m)(101;000), (170)
L(m)γ6 := −2kS∆(m)(010;000), (171)
the differential operator L(m)δI (I = 3, 4, 6) in Eq. (152) are defined by
L(m)δ3 := −4kS∆(m)(010;000), (172)
L(m)δ4 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + n∆(m)(110;000)∂v + 3(2x+ σ)∆(m)(200;100)∂x
+ x(x+ σ)
[
3∆
(m)
(200;010) + n∆
(m)
(110;100)
]
∂x + (2x+ σ)
[
6∆
(m)
(200;010) + 2n∆
(m)
(110;100)
]
+ x(x+ σ)
[
3∆
(m)
(200;001) + 2n∆
(m)
(110;010) − 2(n+ 1)∆(m)(020;100) + 2(n+ 1)∆(m)(101;100)
]
− µ2∆(m)(200;000) − δm0k2S + 6∆(m)(200;100), (173)
L(m)δ6 := 2(n+ 2)
[
∆
(m)
(101;000) −∆(m)(020;000)
]
, (174)
the differential operators L(m)ǫI (I = 3, 5, 6, 7) in Eq. (156) are defined by
L(m)ǫ3 :=
[
(2x+ σ)∆
(m)
(200;100) + x(x+ σ)∆
(m)
(200;100)
]
∂v, (175)
L(m)ǫ5 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂x∂v + n∆(m)(110;000)∂v + nx(x+ σ)∆(m)(110;100)∂x + 2(2x+ σ)∆(m)(110;100)
+ x(x + σ)
[
2∆
(m)
(110;010) + (n− 2)∆(m)(020;100) +∆(m)(101;100)
]
− µ2∆(m)(200;000) − δm0k2S,
(176)
L(m)ǫ6 := −2kSx(x+ σ)∆(m)(010;100), (177)
L(m)ǫ7 := −2kS∆(m)(010;000), (178)
the differential operators L(m)ζI (I = 4, 5, 6, 7) in Eq. (153) are defined by
L(m)ζ4 := x(x+ σ)∆(m)(200;010) + (2x+ σ)∆(m)(200;100) +
σ2
2
∆
(m)
(200;200) + x(x + σ)(2x+ σ)
[
∆
(m)
(110;200) −∆(m)(200;110)
]
+ x2(x+ σ)2
[
1
2
∆
(m)
(200;020) −∆(m)(200;101) +∆(m)(110;110)
]
, (179)
L(m)ζ5 := −2kS∆(m)(010;000), (180)
L(m)ζ6 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂v∂x + n∆(m)(110;000)∂v
+ (2x+ σ)∆
(m)
(200;100)∂x + x(x+ σ)
[
n∆
(m)
(110;100) +∆
(m)
(200;010)
]
∂x + (n+ 2)(2x+ σ)∆
(m)
(110;100)
+ x(x+ σ)
[
(n+ 2)∆
(m)
(110;010) − n∆(m)(020;100) + n∆(m)(101;100)
]
− µ2∆(m)(200;000) − δm0k2S, (181)
L(m)ζ7 := n
[
∆
(m)
(101;000) −∆(m)(020;000)
]
, (182)
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and the differential operators L(m)ηI (I = 4, 6, 7) in Eq. (154) are defined by
L(m)η4 := −
σ2
2
x(x + σ)∆
(m)
(200;300) + x
2(x+ σ)2(2x+ σ)
[
∆
(m)
(200;210) −∆(m)(110;300)
]
+ x3(x+ σ)3
[
∆
(m)
(200;201) −
1
2
∆
(m)
(200;120) −∆(m)(110;210)
]
, (183)
L(m)η6 := 2
[
(2x+ σ)∆
(m)
(200;100) + x(x + σ)∆
(m)
(200;010)
]
∂v + 2x(x+ σ)(2x+ σ)
[
∆
(m)
(200;110) −∆(m)(110;200)
]
+ x2(x+ σ)2
[
2∆
(m)
(200;101) −∆(m)(200;020) − 2∆(m)(110;110)
]
− σ2∆(m)(200;200), (184)
L(m)η7 := x(x+ σ)∆(m)(200;100)∂2x + 2∆(m)(200;000)∂x∂v + n∆(m)(110;000)∂v − (2x+ σ)∆(m)(200;100)∂x
+ x(x+ σ)
[
n∆
(m)
(110;100) −∆(m)(200;010)
]
∂x + 2(2x+ σ)∆
(m)
(200;010) + x(x+ σ)∆
(m)
(200;001)
+ 2∆
(m)
(200;100) − µ2∆(m)(200;000) − δm0k2S. (185)
Since all the coefficients of λl must vanish, we have

L(0)α1 0 0 0 0 0 0
0 L(0)β2 0 0 0 0 0
0 0 L(0)γ3 0 0 0 0
0 0 0 L(0)δ4 0 0 0
0 0 L(0)ǫ3 0 L(0)ǫ5 0 0
0 0 0 L(0)ζ4 0 L(0)ζ6 0
0 0 0 L(0)η4 0 L(0)η6 L(0)η7




Φ
(l)
S1
Φ
(l)
S2
Φ
(l)
S3
Φ
(l)
S4
Φ
(l)
S5
Φ
(l)
S6
Φ
(l)
S7


= −
l∑
m=1


L(m)α1 0 L(m)α3 0 L(m)α5 0 0
0 L(m)β2 L(m)β3 L(m)β4 L(m)β5 L(m)β6 L(m)β7
0 0 L(m)γ3 L(m)γ4 L(m)γ5 L(m)γ6 0
0 0 L(m)δ3 L(m)δ4 0 L(m)δ6 0
0 0 L(m)ǫ3 0 L(m)ǫ5 L(m)ǫ6 L(m)ǫ7
0 0 0 L(m)ζ4 L(m)ζ5 L(m)ζ6 L(m)ζ7
0 0 0 L(m)η4 0 L(m)η6 L(m)η7




Φ
(l−m)
S1
Φ
(l−m)
S2
Φ
(l−m)
S3
Φ
(l−m)
S4
Φ
(l−m)
S5
Φ
(l−m)
S6
Φ
(l−m)
S7


,
(186)
where we have used that the background reduces to the near-horizon geometry at the leading-order of λ-series.
The structure of the above set of equations are the same as that of the Reissner–Nordstrom case. Namely, we have, at
the leading-order, four mutually decoupled, homogeneous equations for (Φ
0)
S1, Φ
(0)
S2 , Φ
(0)
S3 , Φ
(0)
S4 ). As is also the Reissner–
Nordstrom case, by using the transverse-traceless conditions (33), (34), and (35), we find that (Φ
(0)
S4 ,Φ
(0)
S5 ,Φ
(0)
S6 ,Φ
(0)
S7 )
can be determined in terms of (Φ
(0)
S1 , Φ
(0)
S2 , Φ
(0)
S3 ). Therefore we can view the three variables (Φ
(0)
S1 , Φ
(0)
S2 , Φ
(0)
S3 ) as the
leading-order master variables, governed by the homogeneous master wave equations on the near-horizon geometry,
schematically expressed as
L(0)Φ(0) = 0 . (187)
We also have, at l(> 1)th-order, three mutually decoupled inhomogeneous equations for (Φ
(l)
S1 , Φ
(l)
S2 , Φ
(l)
S3), schematically
expressed in the form
L(0)Φ(l) = S(l) , (188)
where the source term S(l) consists only of the lower-order variables Φ(l−m), and the remaining equations can be
used to determine Φ
(l)
SJ , J = 4, 5, 6, 7. Therefore, as in the Reissner–Nordstrom case, once the leading-order master
variables Φ
(0)
SI , I = 1, 2, 3 have been obtained, we can successively obtain the solutions at any order of λ.
VI. SUMMARY AND DISCUSSION
In this paper we have developed a new perturbation method to solve linear massive tensor (spin-2) fields hµν in
a fairly generic class of D = (2 + n)-dimensional static, extremal and near-extremal black hole spacetimes. Within
our perturbation framework, we have derived, for the first time, a set of mutually decoupled master equations for the
massive tensor field on such a black hole background. When D > 5, the massive tensor field can be classified into the
tensor-, vector-, and scalar-type according to their behavior on Kn, and one can treat each tensorial type separately.
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We have introduced tensor harmonics Tij ,Vi, and S on the Einstein space Kn, separated the “angular variables” and
reduced the massive tensor field equations to the sets of equations on the 2-dimensional spacetime N 2 spanned by
the Killing time and radial coordinates ya = (v, x). At this stage, the reduced equations of motion were still coupled.
We then restricted our attention to the extremal and near-extremal black hole backgrounds, which admit the near-
horizon geometry obtained by taking the scaling limit λ→ 0. Then, we performed the near-horizon expansion of both
the background metric and the field variables with respect to λ and derived the set of mutually decoupled master
equations on N 2: Eq. (127) for the tensor-type, Eqs. (106) for the vector-type, and Eqs. (186) for the scalar-type.
At each order of λ (say, l-th order), the tensor-type has the single master variable Φ
(l)
T , the vector-type has the two
master variables (Φ
(l)
V1,Φ
(l)
V2), which can determine the remaining one Φ
(l)
V3, and the scalar-type has the three master
variables (Φ
(l)
S1 , Φ
(l)
S2 , Φ
(l)
S3), which can determine the remaining four variables Φ
(l)
SJ , J = 4, 5, 6, 7. Thus, we obtained
the six master variables Φ
(l)
T , (Φ
(l)
V1,Φ
(l)
V2), and (Φ
(l)
S1 , Φ
(l)
S2 , Φ
(l)
S3). Collectively denoting these master variables by Φ
(l),
we have found that the massive tensor field equations are reduced to the decoupled set of equations, schematically
expressed in the form
L(0)Φ(l) = S(l) , (189)
where L(0) is the derivative operator on the near-horizon geometry N 2, and where the source term S(l) consists only
of the lower-order variables Φ(l−m). For the leading-order l = 0, this reduces to the homogeneous wave equations
with vanishing source term. Thus, once we have solved the leading-order master equations, by constructing Green’s
function of L(0), we can successively solve the above equations (189). Together with the tensor harmonics Tij ,Vi, and
S on Kn, the master variables Φ(l) = {Φ(l)T ,Φ(l)V1,Φ(l)V2,Φ(l)S1 , Φ(l)S2 , Φ(l)S3} on N 2 describe the all n(n + 3)/2 dynamical
degrees of freedom for hµν . As a concrete case, we have performed the above analysis in the four-dimensional extremal
and near-extremal Reissner–Nordstrom black hole background. In this four-dimensional background, we have only
the vector- and scalar-type components as the tensor-type components become trivial. Thus, we have five master
scalar variables, Φ(l) = {Φ(l)V1,Φ(l)V2,Φ(l)S1 , Φ(l)S2 , Φ(l)S3} at each order. We have given the general solutions for the leading
order master equations (62) and (111).
In this paper, we focused on formulating our perturbation method. For applications in astrophysical problems,
clearly an important task is to generalize the present method to the extremal and near-extremal Kerr black hole back-
ground. Another interesting problem may be to use our perturbation method to study in detail the stability of static
extremal and near-extremal black holes in asymptotically AdS spacetimes in the context of AdS-CFT correspondence.
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Appendix: Concrete expressions of ∆
(m)
(abc;def)
In this appendix, we provide, for some typical cases, the concrete expressions of ∆
(m)
(abc;def) introduced by Eq. (122),
rar′br′′cgdg′eg′′f =
∞∑
m=0
λm ·∆(m)(abc;def) . (190)
Hereafter we denote k := a+ b+ c+ d+ e+ f .
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• ra (a 6= 0, b = · · · = f = 0)
∆
(m0)
(a00;000) =
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
r(m0−m1) · · · r(mk−2−mk−1)r(mk−1)
=
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
[
a−1∏
p=1
r(mp−1−mp)
]
r(mk−1). (191)
• rar′b (b 6= 0, c = · · · = f = 0)
∆
(m0)
(ab0;000) =
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
[
r(m0−m1) · · · r(ma−1−ma)
] [
r′(ma−ma+1) · · · r′(ma+b−2−ma+b−1)
]
r′(mk−1)
=
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
[
a∏
p=1
r(mp−1−mp)
][
b−1∏
q=1
r′(ma+q−1−ma+q)
]
r′(mk−1). (192)
• rar′br′′c (c 6= 0, d = · · · = f = 0)
∆
(m0)
(abc;000) =
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
[
a∏
p=1
r(mp−1−mp)
][
b∏
q=1
r′(ma+q−1−ma+q)
] [
c−1∏
s=1
r′′(ma+b+s−1−ma+b+s)
]
r′′(mk−1). (193)
• rar′br′′cgd (d 6= 0, e = f = 0)
∆
(m0)
(abc;d00) =
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
[
a∏
p=1
r(mp−1−mp)
][
b∏
q=1
r′(ma+q−1−ma+q)
][
c∏
s=1
r′′(ma+b+s−1−ma+b+s)
]
×
[
d−1∏
t=1
g(ma+b+c+t−1−ma+b+c+t)
]
g(mk−1). (194)
• rar′br′′cgdg′e (e 6= 0, f = 0)
∆
(m0)
(abc;de0) =
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
[
a∏
p=1
r(mp−1−mp)
][
b∏
q=1
r′(ma+q−1−ma+q)
][
c∏
s=1
r′′(ma+b+s−1−ma+b+s)
]
×
[
d∏
t=1
g(ma+b+c+t−1−ma+b+c+t)
] [
e−1∏
u=1
g′(ma+b+c+d+u−1−ma+b+c+d+u)
]
g′(mk−1). (195)
• rar′br′′cgdg′eg′′f (f 6= 0)
∆
(m0)
(abc;def) =
m0∑
m1=0
· · ·
mk−2∑
mk−1=0
[
a∏
p=1
r(mp−1−mp)
][
b∏
q=1
r′(ma+q−1−ma+q)
][
c∏
s=1
r′′(ma+b+s−1−ma+b+s)
]
×
[
d∏
t=1
g(ma+b+c+t−1−ma+b+c+t)
] [
e∏
u=1
g′(ma+b+c+d+u−1−ma+b+c+d+u)
]
×
[
f−1∏
v=1
g′′(ma+b+c+d+e+v−1−ma+b+c+d+e+v)
]
g′′(mk−1). (196)
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