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Milestoning is a theory and an algorithm to compute kinetics and thermodynamics of complex
molecular systems. It makes it possible to study general processes on rugged energy land-
scapes on timescales not approachable by straightforward Molecular Dynamics (microseconds
and milliseconds). The algorithm is based on monitoring progress along a set of discrete states
(Milestones) using short-time microscopic trajectories that capture local dynamics. These dis-
crete states can be (for example) hypersurfaces perpendicular to a reaction coordinate. Transi-
tion times between Milestones are recorded to produce Local-First-Passage-Time-Distributions
(LFPTD). The theory is based on a non-Markovian integral equation for the probability flow
between Milestones. The integral equation is equivalent to the Generalized Master equation.
No specific model is assumed for the microscopic dynamics. The theory uses the LFPTD to
compute the overall kinetic and thermodynamic. Complex transitions in proteins were inves-
tigated (allosteric transition in Scapharca hemoglobin, the recovery stroke in myosin). In the
present review only the simple example of alanine dipeptide is discussed.
1 Introduction
Atomically detailed simulations provide useful information on biomolecular processes us-
ing a single unified model. Specifically, Molecular Dynamics (MD) algorithms are avail-
able to compute efficiently thermodynamic and equilibrium behavior. However, MD is
limited when studying non-equilibrium processes and kinetics. Straightforward and typ-
ical trajectories of condensed phase systems rarely exceed hundreds of nanoseconds, far
too short to investigate the kinetics of many interesting biophysical systems. Examples are
of conformational transitions, ion permeation, protein folding and more. Extending the
time scale of molecular simulations is therefore an important research direction and has
attracted the attention of many investigators.
It is useful to classify processes of long time dynamics into two categories: Dynamics
which are (i) activated or (ii) diffusive (figure 1). Significant progress has been made in al-
gorithm design and theory development for activated processes2, 14, 8, 6, 11. In activated pro-
cesses rare short time trajectories pass over significant free energy barriers and determine
the overall kinetics. Progress has been slower for diffusive processes (or a mixture of acti-
vated and diffusive processes) in which the times of the individual transitional trajectories
are intrinsically long. Diffusion on rugged energy landscapes is not necessarily associated
with a narrow transition domain between stable states. A narrow transition domain is typi-
cal in activated processes and facilitates the use of short time trajectories to probe reactive
events. If we probe an activated system at different time slices, in the majority of the ob-
servations we do not observe something new. The system remains in the reactant state until
a rapid (but rare) transition is initiated to the product state. In contrast, probing diffusive
processes show spatial progress in sequential observations. Milestoning is a theoretical
and computational approach that aims at diffusive or mixed processes. Nevertheless, it can
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Figure 1. A schematic representation of an (i) acti-
vated and (ii) diffusive energy landscape that leads to
different (corresponding) types of dynamics.
also handle activated processes and therefore suggests a uniform technology for the two
types of dynamics.
A conceptual approach to long time dynamics is that of coarse graining in space and
time. Indeed a number of groups have followed this idea, and have proposed fitting pa-
rameters of a kinetic model13, 1 or of the diffusion equation16 based on atomically detailed
simulations. For example, it is assumed that rate constants (exponential relaxations in time)
describe transitions between the states of a Master equation. Power law and stretched ex-
ponential kinetics were found in biophysical kinetics7. Moreover, there is no rigorous
mapping from an atomically detailed description of the system to a diffusion equation and
the decision of what exactly to fit is not unique.
In contrast to the phenomenological modeling of the Master equation there is a rig-
orous approach to spatial and temporal coarse graining by Zwanzig and Mori. It is the
Generalized Langevin Equation17 or equivalently the Generalized Master Equation10. A
memory kernel (and not a rate constant) describes the impact of the “bath”. Unfortunately,
the numerical calculations of the memory kernel of the Generalized Master Equation are
difficult, motivating the use of the simpler and less rigorous Master Equation. At the core
of the Milestoning approach one finds an algorithm to circumvent the difficulty in com-
puting the memory kernel. The function we compute is formally equivalent but easier to
estimate numerically than the rate kernel. Therefore the Milestoning approach is equivalent
to the Generalized Master Equation and is based on a rigorous theory of non-equilibrium
processes.
2 Milestoning
2.1 Theory
We describe below the approach of Milestoning. The Milestoning theory follows from an
intuitive expression in which we capture the characteristics of the microscopic dynamics
in a non-Markovian kernel, and then solve the dynamics within the assumption of local
equilibrium.
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Figure 2. Examples of concrete realizations of the
Milestoning idea: (i) Hypersurfaces (thick lines) per-
pendicular to a reaction coordinate (dashed line),
(ii) hypersurfaces along reaction coordinates (thick
dashed line) connecting local free energy minima be-
tween local free energy minima, and (iii) a grid over
a few collective variables (illustrated for two). The
Milestones are the boundaries of the squares. A po-
tential transition at one interface it denoted with the
double-ended arrow.
Let the vector describing the atomically detailed system be X ∈ RN . We have at our
disposal an operator D that generates trajectories such that D [X (0) , t] = X (t) where t
is the time. Depending on the type of dynamics at hand X is a coordinate or a phase-space
vector. The numerical application of D is usually made in small time steps and is repeated
many times to produce a long time trajectory X (t) = DN [X (0) ,∆t] ,∆t = t/N . The
generation of the trajectories is by far the most expensive calculation at hand (also in Mile-
stoning). Typically we will be interested in an ensemble of reactive trajectories that transi-
tion from a state of reactant to a state of product. The direct sampling of the transition (i.e.
computing X (t) ∈ product while X (0) ∈ reactant) is assumed too expensive to pursue
with direct use of D (of course, if it is not too expensive an exact solution of the problem
is always better than a solution based on approximations or physical assumptions).
We now discuss the coarse grained model that we use to analyze the microscopic data
and extend the time scale of the simulation. We partition the space and define discrete states
s. Two of these states s = 0 and s = L are the reactants and products respectively. Other
L − 1 states s = 1, ..., L− 1 are called “Milestones”. A realization of the space partition
and “Milestones” is of (i) hypersurfaces perpendicular to a reaction coordinate, (ii) local
free energy minima, and (iii) a grid over a reduced set of collective variables (figure 2).
The examples discussed in the present manuscript (and in our published papers6, 4, 15) are
of hypersurfaces perpendicular to reaction coordinates. However, the formulation below
applies just as well to (ii) and (iii).
The probability of being at Milestone s at time t is Ps (t). To compute Ps (t) we derive
from atomically detailed simulations the transition probability density Ks,s′ (τ). It is the
probability of making a transition from state s into state s′ after an “incubation/waiting”
time τ in the state s. The incubation time captures memory effects in which the transition
probability between s and s′ depends on the time spent already in s. It is the only micro-
scopically derived function that we need for Milestoning. Note that we assume that the
transition probability is independent of the absolute time. This assumption is not valid in
systems that strongly deviate from equilibrium or a stationary state. We argued and illus-
trated4, 15 that it is much easier to compute the above matrix than to perform the complete
simulations from reactants to products. Scaling arguments in support of the expected speed
up are presented in the section Algorithm. This matrix is finally used in a probabilistic non-
Markovian framework to obtain the overall kinetics of the system.
For further development it is convenient to define another function Qs (t). It is the
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probability density that a trajectory will make a transition into s at time t. With Ks,s′ (τ)
and the definition of Qs (t) at hand, equation (1) below simply balances transition proba-
bilities. The system is initiated at zero time and starting probabilities are injected into the
Milestones. At later times we consider transitions between the states. To make a transition
into s from one of the nearby s′ it is necessary to transition first to s′, wait (or incubate) at
s′ for time τ and then transition into s. The probability density of making a transition into
s′ at time t − τ is Qs′ (t− τ ). The probability density of making a transition from s′ to
s after waiting time τ is Ks,s′(τ). Finally, a summation over all states s′ that are directly
connected to s, and over all incubation times τ gives equation (1) below.
Qs (t) = δ
(
t− 0+)Ps (0) + t∫
0
∑
s′
Ks,s′ (τ)Qs′ (t− τ) · dτ (1)
It is a matrix-vector equation in s space and an integral equation in time. The unknown
is the vector of functions Qs (t). This equation is called in physics CTRW (Continuous
Time Random Walk) and was used in phenomenological modeling of transport9. We are
connecting this equation with atomically detailed simulations and use it to study long time
phenomena. Microscopic dynamics is used to compute Ks,s′ (τ).
Our interest focuses on Ps (t), the probability of being at s at time t. With Qs (t)
determined from equation (1 ) we write Ps (t) as the integral of probabilities to make a
transition into s at an earlier time t′ and to remain at s (avoid transitions to other states s′)
until time t. Summation over all channels s′ gives
Ps (t) =
t∫
0
Qs (t
′)
1−∑
s′
t−t′∫
0
Ks′,s (τ) · dτ
 dt′ (2)
Equations (1) and (2) are very general. They do not assume concr ete dynamics or mecha-
nism, only that a transition matrix (with memory) can be defined (and computed) between
states that represent the system. The solution of (1) and (2) is now a topic in applied mathe-
matics and was obtained with different approaches6, 12, 15. The most obvious one is to solve
the integral equation (equation (1)) by small time steps. Since the number of degrees of
freedom was greatly reduced and the functions considered are much smoother with respect
to time compared to MD, the computational efforts are still negligible compared to the
calculations of the trajectories.
Qs (0) = Ps (0)/∆t
Qs (∆t) = Qs (0) +
∑
s′
Ks,s′ (∆t) ·Qs′ (0) ·∆t
Qs (2∆t) = Qs (0) +
∑
s′
[Ks,s′ (∆t) ·Qs′ (∆t) +Ks,s′ (2 ·∆t) ·Qs′ (0)]
.......
(3)
Another solution is based on Laplace transforms on (1) and (2) and algebraic manipu-
lation of the transforms12. We quote only one result. Define the off diagonal matrix(
Kˆ
)
s,s′
(t) = Ks,s′ (t) , s 6= s′, the time integral 〈f〉 ≡
∞∫
0
f (t) dt and an average over
an ensemble of trajectories by f¯ . A useful measure for the kinetic properties of the system
is the overall first passage time. It is defined as the time required for a trajectory initiated
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at the reactant to reach the product state for the first time. The ensemble average of the
overall first passage time τ¯ is given by
τ¯ = I ·
〈
τ · Kˆs,s′ (τ)
〉[
I −
〈
Kˆs,s′ (τ)
〉]−1
· εi (4)
where I is the identity matrix and εi is a unit vector in the direction of the initial Milestone
i. The last Milestone is set to be absorbing.
2.2 Algorithm
It is important to emphasize that the theory described in the previous section is “equation
free”. We do not assume Langevin, Brownian or Newtonian mechanics. All reasonable
forms of dynamics can be used to generate numerical values of the transition matrix. We
compute the transition matrix as discussed below and we do not fit parameters to a partic-
ular coarse-grained dynamical model.
The only task of the microscopic dynamics is to compute the transition matrix
Ks,s′ (τ). This matrix is used in equation (1-4) to determine the overall rate and the evo-
lution of the system in time. To facilitate the calculation and make it highly efficient com-
pared to straightforward MD we restrict our attention to systems that satisfy the following
requirements:
Condition (i): The system is in a stationary state (called ρs for Milestone s). Only a few
variables may be left non-stationary.
Condition (ii): Trajectories that arrive at Milestone s′ are distributed in the hyperplane
according to the stationary distribution ρs′ .
If the system is in equilibrium, or sufficiently close to it then assumption (i) is
obviously satisfied. If the equilibrium is canonical then the probability density is
ρs ≃ exp [−βU (X)], X ∈ s. This is the weight that was used in the alanine dipeptide
example discussed in this paper. Alternatively, it is possible to have the system at a station-
ary (time-independent) but non-equilibrium state. An example is of a stationary flow of
liquid in a confined environment. The second condition is subtler than the first. It requires
the states s to be well separated in time so that the distribution of trajectories arriving to
s′ is the same as the stationary distribution of condition (i), i.e. ρs′ . For example, this
condition is satisfied if the time scale for the transition is longer that the time scale to
reach local equilibrium at each of the Milestones. In practice it is possible to monitor and
vary the transition time scales by placing the Milestones sufficiently apart with the second
condition in mind. Of course, the choice of Milestoning should make the transition times
between Milestones much shorter than the overall time scale of the reaction. Otherwise,
Milestoning is not advantageous to MD.
The calculation of Ks,s′(τ) is done by sampling trajectories between a specific pair of
states s and s′. The trajectories are initiated at s according to the stationary distribution ρs
and their termination times at s′ are recorded. These distributions are binned to estimate the
probability that the system will transition between s and s′ after incubation time τ . They
are called the Local-First-Passage-Time-Distribution (LFPTD), and are also the matrix
elements Ks,s′(τ). The LFPTD is normalized such that fs,s′ =
∞∫
0
Ks,s′ (τ) dτ is the
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Figure 3. Sampling equilibrium distributions in the
Milestones (hyperplanes perpendicular to the reaction
coordinate) of the transition in alanine dipeptide. The
distributions are projected onto a two-dimensional sur-
face of internal coordinates (φ, ψ). Note that all simu-
lation includes all coordinates of the dipeptide’s atom
and the coordinates of periodic box, solvating water
molecules.
fraction of trajectories that were initiated at s and terminate at s′
(∑
s′
fs,s′ = 1
)
.
What is the gain in studying the kinetic with Milestones instead of using straightfor-
ward MD? This important question was discussed extensively15. Practical gains were
clearly illustrated in the examples of 4, 15. For completeness we quote an argument for
computational speedup expected for diffusive processes15. The required computational re-
sources are proportional to the number of force evaluations and therefore to the lengths of
trajectories that reach the product state. Consider a reaction in which the system diffuses
freely for a length L. The time to react using straightforward trajectories is proportional to
L2. In Milestoning we chop the complete length L to (say) N pieces. The time to diffuse
through one piece is (L/N)2. There are N pieces and therefore the time to destination
in Milestoning is (L/N)2 · N = L2/N . We obtain a speed up proportional to the num-
ber of Milestones used. Exponential speedup for systems with free energy barrier can be
illustrated as well15.
In the next paragraph we discuss a concrete example. We consider progress along a
reaction coordinate measured by passing hypersurfaces (Milestones) orthonormal to it. In
figure 2.ii we sketch a terminating trajectory between Milestones s and s−1. An ensemble
of such trajectories is used to compute the probability densities Ks,s−1 (τ) and the overall
rate according to equation (4).
2.3 Example: Folding of a Solvated Dipeptide
We review a detailed calculation of the kinetics of a solvated dipeptide15. All the calcu-
lation described below were performed with the MOIL program which is in the public
domain5. The Milestones were constructed from adiabatic energy surface of the ψ di-
hedral angle. The energy of the peptide in vacuum was minimized with the φ dihedral
angle constrained to 150o the ψ dihedral angle constrained to values between -180o and
+180o degrees with a step size of 2.5 degrees. The minimizations provided a total of 144
structures (and potential Milestones) that we denote by s = 1, ..., 144. Milestones, which
are hyperplanes perpendicular to the reaction coordinate, are defined by the coordinate of
the minimized structures Xs, and the numerically estimated normals to the hyperplanes
qs ≡ Xs+1−Xs−1|Xs+1−Xs−1| .
The different configurations were solvated in water boxes of volume (20A˚)3 and 248
water molecules. Molecular dynamics simulations constrained to each of the hyperplanes3
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Figure 4. A typical example for a local first passage
time distribution in a solvated alanine dipeptide. The
example below is for a seven milestone partitioning
of the reaction coordinate. The computed transition
is from Milestone six to five (the indices below refer
to the total of 144 Milestones that we considered us-
ing numerous variations15 . The calculation with seven
Milestones gives the correct rate. Even on this very
simple example we obtain significant speedup. The
average transition time between any two Milestones in
the seven Milestone run is about 3.6 picoseconds. A
cost of a single trajectory that passes all Milestones
from the first to the last will be 3.6 × 6 = 21.6 pi-
coseconds. This is about 3 times shorter than the cor-
rect first passage time of about 60 picoseconds.
were used to sample equilibrium distributions in the Milestones. In figure 3 we display a
projection of the simulations on a (φ, ψ) map. Since the hyperplanes are defined in Carte-
sian space the projection on the space of internal coordinates show significant “width”. We
verified that the simulations create exact hyperplanes in Cartesian space.
M τ¯(ps) τ˜(fs)
144 500(3.1) 31.2
74 261(1.2) 57.7
73 330(1.6) 58.3
37 104(0.63) 129
19 62(0.47) 373
11 53(0.50) 1,305
7 62(0.73) 3,581
5 68(0.93) 10,902
3 64(1.04) -
Table 1. A summary of runs for alanine dipeptide con-
formational transition from an alpha helix to an ex-
tended chain conformation. The first column is the
number of Milestones. The case of three Milestones
(last row) is exact. The second column is the esti-
mated overall first passage time and the third column
the average LFPTD (τ˜ - equation (5)). The runs differ
in the number of Milestones used. When the number
of Milestones is larger then the speedup is more sig-
nificant. However if the number of Milestones is too
large the local equilibrium assumption is violated and
the rate is inaccurate. We compare the velocity de-
correlation time (400 femtoseconds) with the average
transition time between Milestones. If the number of
Milestones is larger than 19 then the LFPTD is shorter
than 400 femtoseconds and the rate is wrong. If the
numbers of Milestones is smaller than 19 the results
are quite accurate.
In the next step we initiate MD trajectories starting from the configurations sampled
at each of the Milestones, s. The trajectories were integrated to termination at Milestones
s ± 1. The distributions of termination times are the elements of the transition matrix
Ks,s±1 (t). A typical result is shown in figure 4. Initially we have used 144 Milestones.
However, in this case the termination times are very short and they do not satisfy the
condition about relaxation to equilibrium (condition (ii)). A useful test for relaxation is the
velocity decorrelation time that we found in that case to be about 400 femtoseconds (figure
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8 of 15). A typical transition time between Milestones, estimated as the following average
τ˜ ≡ 1
L
∑
s
τ¯s =
1
L
∞∫
0
τs · (Ks,s+1 (τ) +Ks,s−1 (τ)) dτ (5)
The typical transition time must be larger than the velocity de-correlation time. In table 1
we show that this condition is satisfied only for a number of milestones smaller than 19.
All the calculations with a number of milestones smaller or equal to 19 approximate well
the exact rate.
This calculation illustrates that Milestoning provides accurate results for a non-trivial
but exactly solvable model. It was also shown that it is significantly more efficient. Com-
paring directly simulation time, we have concluded in our publication that in this example
Milestoning was more efficient by a factor of about 9. In other calculations of larger more
complex systems (e.g. the allosteric transition in Scapharca hemoglobin), the speedup was
a factor of about 1,000.
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