In this paper, homological methods together with the theory of formal languages of theoretical computer science are proved to be effective tools to determine the growth and the Hilbert series of an associative algebra. Namely, we construct a class of finitely presented associative algebras related to a family of context-free languages. This allows us to connect the Hilbert series of these algebras with the generating functions of such languages. In particular, we obtain a class of finitely presented graded algebras with nonrational algebraic Hilbert series.
Introduction
The Hilbert series (or growth series) of graded and filtered structures is one of the most important invariants for infinite dimensional algebraic objects. In particular for associative algebras, such series is the most natural tool for finding the growth. For a number of important classes of algebras, Hilbert series are of special form, so that they are useful to characterize Koszul algebras, Noetherian algebras, some classes of PI algebras, algebras of small homological dimensions (such as noncommutative complete intersection) and many other algebras (see, for instance [16, 22] ).
For many important classes, the Hilbert series is a rational function. It was Hilbert himself who proved this property for (finitely generated) commuta-tive algebras. Govorov [6] proved in 1972 that finitely presented monomial algebras have rational Hilbert series. After that, the rationality of Hilbert series has been proved for a number of classes of associative algebras, such as, for example, prime PI algebras [3] and relatively free PI algebras [4] .
Moreover, Ufnarovski have introduced [21] a general class of algebras with rational Hilbert series by connecting the theory of algebras with the theory of formal languages of theoretical computer science. The regular languages are the ones that are recognized by finite-state automata and it is well-known that such languages have rational generating functions (see, e.g., [17] ). A finitely generated algebra defined by a monomial set of relations is called automaton (or Ufnarovski automaton) if the set of relations forms a regular language, see details in Subsection 2.2. Moreover, the set of normal words of such an algebra is also a regular language. Since regular languages are known to have rational generating functions, the Hilbert series of automaton algebras are always rational. Moreover, the finitely presented monomial algebras are automaton, so that the Govorov's rationality theorem follows from this result as a particular case. Optimal algorithms to compute the rational (univariate and multivariate) Hilbert series of an automaton algebra are due to La Scala and Tiwari [10, 12] .
Govorov had conjectured in 1972 that all finitely presented graded algebras have rational series. However, a couple of counterexamples were found by Shearer [20] in 1980 and Kobayashi [13] in 1981. We remark that the corresponding non-rational Hilbert series were algebraic functions, that is, roots of polynomials with coefficients in the rational function field. At the same time, classes of finitely presented universal enveloping algebras with intermediate growth (having hence transcendental Hilbert series) were also discovered in [22] . Examples of such algebras have been recently introduced also by Koçak [14, 15] . Other examples of finitely presented algebras with transcendental Hilbert series are recently given in [8, 19] . Note that for important classes of algebras (such as Koszul algebras or graded Noetherian algebras) the question about rationality of Hilbert series is still open.
Whereas a number of algebras with either rational or transcendental Hilbert series are known, there are only few examples of algebras with nonrational algebraic Hilbert series. We have therefore defined the class of homologically unambiguous algebras [11] . These are the monomial algebras such that their relations together with the monomial bases of their homologies are unambiguous context-free languages (see details in Subsection 2.3). If such an algebra has finite homological dimension, then its Hilbert series is algebraic. An example of a finitely presented graded algebra with non-rational algebraic Hilbert series is constructed in [11] . This is in fact an algebra such that the associated monomial algebra is homologically unambigous.
In this paper, we give a general method to construct a finitely presented algebra of finite homological dimension (in fact, we provide three of them) such that for the associated monomial algebra, both the set of relations and the monomial bases of the homologies are context-free languages. Namely, for each context-free language L which is a homomorphic image of the Dyck language over a finite alphabet, we construct a finitely presented algebra such that its Hilbert series is calculated in terms of the generating function H L (z) of the language L.
The paper is organized as follows. In Section 2, we briefly recall the notions of Hilbert series of associative algebras, monomial algebras, and context-free languages. In Section 3, we discuss a construction that assigns a finitely presented algebra to such a language and give explicit formulae for the homologies and the Hilbert series of the algebra. Finally, we describe several examples of such algebras with particular choices of L. These are new examples of finitely presented graded algebras with non-rational algebraic Hilbert series.
Preliminaries

Associative algebras and their Hilbert series
The free monoid generated by a set X is denoted by X * . Following theoretical computer science, we call the elements of X * words and the subsets of X * languages.
Let A be a unital associative algebra over a field k generated by a finite subset X. The words and languages then correspond to elements and subsets of A which we denote by the same symbols.
Let us define a degree function on A by putting deg
The Hilbert series of A is then defined as the formal power series
We assume now that the reader is familiar with the theory of noncommutative Gröbner bases which are also called Gröbner-Shirshov bases (see, for instance, [5, 18, 22] ). We recall here some basic foundations. Let I be a twosided ideal of the free associative algebra F = k X such that A = F/I. Suppose we have a multiplicative well-ordering ≺ on X * . This gives a monomial ordering on F . Then, let 0
The GS-basis U is called minimal if the monomial basis lm(U ) is such. We call LM(I) the leading monomial ideal of I. If J = LM(I), one defines the corresponding monomial algebra B = F/J.
If the algebra A is graded, then it is is easy to prove that HS(A) = HS(B). Moreover, the same is true for non-graded algebras if the ordering is degreecompatible, that is, w 1 ≺ w 2 provided that deg w 1 < deg w 2 . So, to compute the Hilbert series of the general algebra A it is sufficient to calculate it for the associated monomial algebra B.
The homology and Hilbert series of monomial algebras
In this sections, we recall some basic facts about monomial algebras and their homology. We have discussed this topic in details in [11] . For a complete introduction, we refer the reader to [9, 22] . Let A = k X / L be an associative algebra generated by a finite set X = {x 1 , . . . , x n } subject to a monomial set of relations L 1 ⊂ X * . We assume that this set of relations is minimal, that is, the language L 1 is subword-free.
The homology Tor A · (k, k) of monomial algebras are calculated via so-called chains [1, 2] . More precisely, we have Tor A 0 (k, k) = k, while for n ≥ 0 the graded vector space Tor A n+1 (k, k) is isomorphic to the span of a language L n called the language of n-chains of the monomial algebra A. Denote L = X * L 1 X * and X + = X * \ {1}. Then, for all t ≥ 1 it holds that
In particular, L 0 = X, and for t = 1 we get L 1 both on the left-and righthand sides.
Note that the classical definition of chains is recursive and the above one is based on the Govorov's formulae for homologies of associative algebras [7] . We discuss these definitions in [11] .
Given a degree function on X * , one can define a generating function of any language W ⊂ X * by H W (z) = w∈W z deg w . Then, the Hilbert series of the graded vector space Tor A n+1 (k, k) is equal to H Ln (z). ¿From the exact sequence corresponding to the minimal free resolution of the A-module k, one gets the following formula for its Hilbert series:
(1)
Automaton algebras and homologically unambiguous algebras
The automaton algebras were introduced by Ufnarovski [21] . In our terms, one can defined them as follows.
Definition 1.
A monomial algebra is called automaton, if the following equivalent conditions hold: (i) the set S of nonzero words in A is a regular language;
(ii) the set of relations L 1 is a regular language; (iii) the chain languages L n are regular, for all n.
We refer the reader to [10, 12, 21, 22] for details on automaton algebras. In particular, the Hilbert series of each automaton algebra is a rational function. It can be calculated using the methods of formal language theory as the generating function of the regular language S (see [10, 11, 12] ). If an algebra A has a non-rational Hilbert series, it cannot be automaton. So, for such algebras the condition that the corresponding languages are automaton should be weakened. A more general class of languages is the class of context-free (c-f for short) languages. Unfortunately, there does not exist an algorithm to calculate the generating function of any c-f language. However, for some classes of c-f languages such algorithms do exist. The most important result in this direction is a theorem by Chomsky and Schützenberger stating that the generating function of each unambiguous c-f language is an algebraic function. Moreover, the theorem provides a way to construct a system of algebraic equations which defines the generating function. For a detailed description of these methods, see [11, 17] ).
A monomial algebra is called (homologically) unambiguous if all chain languages L n are unambiguous c-f. We refer the reader to [11] for the discussion and examples of such algebras. Note that unlike the automaton case, it is not sufficient to check this condition for L 1 [11, Example 5.4 ]. If the unambiguous algebra A has finite homological dimension, then it follows from (1) that the Hilbert series H A (z) is an algebraic function.
Suppose that a finitely generated algebra A is not monomial. If the associated monomial algebra A is unambiguous, then H A (z) is algebraic. In [11] , we have provided an example of a finitely presented algebra of that kind such that its Hilbert series is not rational.
3 Finitely presented algebras associated to context-free languages
The general construction
Let us describe a class of finitely presented associative algebras. Each algebra of this class is related to an arbitrary context free language L which is a homomorphic image of a Dyck language D n = D n (a 1 , b 1 , . . . , a n , b n ). Recall that D n consists of the words with balanced parentheses of n possible kinds, where a i is the opening parenthesis and b i is the closing parenthesis of the i-th pair. Note that a classical theorem by Chomsky and Schützenberger provides that each context-free language is an intersection of such a language L with a regular one, so that this class of languages is quite general.
Let A be an algebra generated by the set X of variables a i , b i , a j i , b j i , x, e, y, t k , where i, j run in {1, . . . , n} and k runs in {1, . . . , m}. The relations are defined for each i, j, l ∈ {1, . . . , n} as follows:
We denote by R the set of the above relations. where P n = (D n e) * is the language consisting of the empty word and the words of the form e i0 w 1 e i1 . . . w s e is for all s, i 0 ≥ 0 , i 1 , . . . , i s > 0 and w 1 , . . . , w s ∈ D n .
Proof. First, note that the relations (i)-(iii) form the minimal Gröbner basis of the ideal generated by them. Indeed, the first term of each relation is equal to its leading monomial. The only overlapping of them are between the ones of the first four types of relations (ii) and the leading monomials ot the first two types of relations (iii). In all cases, the resulting s-polynomials are reduced to zero. For example, the intersection of the leading monomials of a j i b l − a i b j l and b l y − yφ(b l ) gives an s-polynomial
which is immediately reduced to zero by the last two elements of (iii). All other cases of overlapping are similar. Now, we are ready to prove that the Gröbner basis mentioned in the theorem consists of the relations (i)-(iv) and a subset of xP n yLe. We proceed by the induction on the length d of the leading monomial of a Gröbner basis element which we denote by g. The induction base d = 2 follows immediately.
Let d ≥ 3. The element g is obtained as a complete reduction of an s-polynomial based on the elements having leading monomials with lower lengths. By the induction, the only possible (new) overlappings of such leading monomials are between the relations of type (i) and some element g ′ ∈ xP n yLe of the Gröbner basis. Let g ′ = xpyev (with p ∈ P n , v ∈ L). Then, g is the complete reduction of one of the s-polynomials
Here s 2 belongs to xP n yLe, so that we can assume that g is the complete reduction of s 1 .
If p = 1, then s 1 = xa i i yve is reduced to 0 by (iii). Suppose that p ∈ D n e; then either p = e or p =pb j e for some subwordp and some j. In the first case, s 1 = xa i i eyve is reduced to g = xyφ(a i b i )ve ∈ xyLe ⊂ xP n yLe. In the second case, s 1 = xa i ip b j eyve is reduced by (ii) to the monomial xa ip b j b i yve. This monomial is reduced by (iii) to the monomial g = xyφ(w)ve, where w = a ip b j b i ∈ D n . We see that in this case again g ∈ xyLe.
Now, let p = 1 and p ∈ P n \ D n e. We have p = wep ′ for some w ∈ D n , p ′ ∈ P n e. Then, the complete reduction g = xa i wb i p ′ yve of s 1 = xa i i wep ′ yve belongs to xP n eyL. Now, it remains to prove that all elements of the set xP n yLe belong to the minimal Gröbner basis. Indeed, let us define a homomorphism α : {a i , b i , e | i = 1, . . . , n} * → {a i i , b 1 1 , e | i = 1, . . . , n} * by putting α : a i → a i i , b i → b 1 1 , e → b 1 1 . Then, for each two words v ∈ D n , w ∈ P n the element xwyve is the complete reduction of the word α(wv)xye. Since this word α(wv)xye is divisible by the monomial (iv), it belongs to the ideal R , so that the (normal) element xwyφ(v)e belongs to the minimal Gröbner basis, for all v ∈ D n , w ∈ P n .
Note that the generating series of the languages D n and P n (with the standard degree functions) are is not rational. This algebra is homologically unambiguous.
Example 2.. Now, let L be the language consisting of all words on t 1 and t 2 with the same number of t 1 -s and t 2 -s. It is the image of D 2 under the homomorphism φ : a 1 → t 1 , b 1 → t 2 , a 2 → t 2 , b 2 → t 1 . So, here d = 1 (so that the algebra A is graded with the standard grading) and n = m = 2. Then, the Hilbert series of A is
where H L (z) = n≥0 2n n z 2n = 1/ √ 1 − 4z 2 .
Example 3.. Finally, let L be the language over the 26 capital letter alphabet consisting of all words with balanced pairs of the words "BEG", "END" and of the words "FOR, END". It is the image of D 2 under the homomorphism φ : a 1 → BEG, b 1 → EN D, a 2 → F OR, b 2 → EN D. Then, we have n = 2, m = 26, d = 3. Since all generators of L have the same length 3, the algebra A is graded with the Hilbert series
In the explicit form, we have therefore
