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Abstract 
It is well known that two-weight codes result in strongly regular graphs if the code is pro- 
jective. In this paper optimal (84,6,54) and (98,6,63) quasi-cyclic two-weight codes over GF(3) 
are presented. These codes were constructed using heuristic optimization with a local search, a 
technique which has been successfully employed to obtain many optimal codes. Based upon the 
code parameters, the existence of two strongly regular graphs is established. 
Keywords: Two-weight codes; Strongly regular graphs; Quasi-cyclic odes; Heuristic search 
techniques 
1. Introduction 
Most useful error correcting codes are linear, so they can be represented as the 
rowspace of a k × n matrix G with coefficients, gi,j E GF(q), 
go, 0 go, 1 go, 2 go, 3 
gl,0 gl.1 gl,2 gl,3 
g2, 0 g2, ~ gz 2 g2, 3 
gk-l,O gk-l, ! gk--l,2 gk--l,3 
G = 
go, n - I  
go, n - I  
go, n-1 
gk - l ,n - I  
The codewords of this (n,k) code can be formed by generating all qk combinations of 
the rows of G. Let Ai be the number of codewords of Hamming weight i in C. Then 
the numbers Ao,A1 . . . . .  An are called the weight distribution of C, 
~ Ai = qk. 
i=0 
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One of the most fundamental nd challenging problems in coding theory is to construct 
a linear (n,k) code over GF(q) achieving the maximum possible minimum Hamming 
distance, dmin, which is defined as the smallest i > 0 such that Ai ~ O. Denote this 
as dq(n,k). A related problem is that of determining the largest n such that an (n,k) 
code exists with dmin = d, and is denoted as nq(k,d). We define an optimal inear 
code as one which achieves the maximum possible minimum distance for a given set 
of parameters. 
The search for optimal codes began with Shannon's famous theorem [14] which 
proves that (n,k) codes exist with a sufficiently large dmin so that the probability of er- 
ror can be made arbitrarily small, if the channel capacity is not exceeded. Unfortunately, 
his proof gives no clues as to how to construct such codes. The Gilbert-Varshamov 
bound [12] gives a lower bound on drain for an (n,k) linear code, but few classes of 
codes are known which attain this bound. The class of quasi-cyclic (QC) codes has 
been shown [11] to meet a modified version of the Gilbert-Varshamov bound, therefore 
it is not surprising that it contains many optimal codes [6-9] 
In general, to find an optimal (n,k) linear code requires an almost exhaustive search, 
which falls into the class of NP-hard combinatorial optimization problems [1]. Often 
the structure of the code can be exploited to reduce the computational complexity. 
This is true of the class of QC codes. By restricting the search to QC codes, and 
using a heuristic algorithm based on a local search, good codes of large dimension can 
be found with a reasonable amount of computational effort. Techniques for heuristic 
combinatorial optimization include greedy algorithms, genetic algorithms and simulated 
annealing [1]. Although the codes so constructed are not guaranteed to be optimal, 
comparison with a known bound such as in the tables maintained by Brouwer [2] can 
determine if a given code achieves the maximum possible minimum distance. One of 
the more useful algebraic bounds is the Griesmer bound [15]. It provides a lower bound 
on the length, n, of a linear code for a given k, d and q, 
k- I  
nq(k,d)>/Gq(k,d)=~-~I~ ], (1) 
i=0 
where Ix 1 denotes the smallest integer greater than or equal to x. For the problem 
considered in this paper, if d is the maximum minimum distance found for an (n,k) 
QC code, it is optimal if G(k,d + 1 ) > n. The two QC codes presented in this paper 
are optimal based on (1). 
The next section introduces QC codes. Section 3 gives the construction algorithm, 
and in Section 4, the new two-weight QC codes are presented. 
2. Quasi-cyclic codes 
Perhaps the best known and understood class of codes is the class of cyclic codes, 
which possess an easily analyzed structure. However, it is this same structure which 
restricts the minimum distance of cyclic codes. It therefore seems reasonable to consider 
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a broader class of codes while still retaining some structure to aid in the search for 
good codes. 
QC codes are a generalization of cyclic codes whereby a cyclic shift of a codeword 
by p positions results in another codeword. It can be shown that p must be a divisor 
of n [5]. With a suitable permutation of coordinates, many QC codes can be charac- 
terized in terms of m × m circulant matrices, so the blocklength, n, is a multiple of m, 
n = mp. The generator matrix can then be represented as 
G = [Co, C1, C2 . . . . .  Cp_l]. (2) 
Ci is an m × m circulant matrix of the form 
C = 
CO CI C2 • . . Cm_ 1 
Cm- I  CO C1 " " " Cm-2  
Cm- -2  Cm-1  Co " " " Cm- -3  
[. Cl 6"2 6" 3 • . . C O 
(3) 
where each successive row is a right cyclic shift of the previous one. These codes are 
a subclass of the more general 1-generator QC codes [13], which is in turn a subclass 
of all QC codes. The algebra of m × m circulant matrices over GF(q) is isomorphic to 
the algebra of  polynomials in the ring f [x] /x 'n - 1 if Ci is mapped onto the polynomial, 
ci(x ) = COl -~- Cli x -~- c2ix 2 --~ . . .  --~ Cm_l,i xm-l ,  formed from the entries in the first row 
of Ci [12]. The ci(x) are called the defining polynomials of the QC code. Thus G can 
also be defined by 
a = (co(x ) ,  C l (X ) ,  c2 (x ) ,  c3 (x  ) . . . . .  Cp_ l (X) ) .  (4) 
2.1. Degenerate QC codes 
If the cj(x) representing a circulant matrix 6', contains a factor of x" - 1, then Ci is 
singular. If all the ci(x) in a QC code contain a factor of x m - 1, then the QC code is 
called degenerate [5]. Degenerate QC codes are also 1-generator QC codes [13], and 
are a generalization of the rate l /p  QC codes defined above. The order of a 1-generator 
QC code, G, is defined as 
X m - -  1 
h(x) (5) 
gcd{x" - 1,Co(X),Cl(X) . . . . .  Cp- l (x)}'  
and k, the dimension of G, is equal to the degree of h(x). If  h(x) has degree m, the 
dimension of  G is m, and (2) is a generator matrix for G. If deg(h(x)) = k < m, a 
generator matrix for G can be constructed by deleting r = m-k rows of (2). These are 
called r-degenerate QC codes. In this paper, gcd{x m - 1,c0(x),cl(x) . . . . .  Cp_l(x)} = 
x- l ,  so thatk=m- l .  
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3. Constructing quasi-cyclic codes 
The first step in the construction is to obtain a set of defining polynomials. An 
efficient algorithm for generating this set of polynomials, based on Gray codes, can 
be obtained by modifying the algorithm given in [4]. These polynomials are a set of 
equivalence class representatives of a partition of the set, A, of polynomials of degree 
m - 1 or less, with Iml = qm elements. Two polynomials c j (x)  and ci(x) belong to the 
same cyclic class if 
c j (x)  = x lc i (x)  mod (x m - 1 ), 
for some integer, l > 0. Defining polynomials which belong to the same cyclic class 
are said to be equivalent. The number of classes is [10] 
Tqan = Z Nq, j, 
jim 
where 
gq,m l d~]m (d)  d =--  kt q ,  m 
and/l(m) is the Mobius function defined by 
1 if m= 1; 
/~(m) = if m is divisible by a square; 
( )k if m is the product of k distinct primes. 
The total number of polynomials is 
qm= Z jNq,  j" 
Jim 
The Nq, m are  the well known Dedekind numbers. It is evident that the number of 
circulant matrices of dimension m is Tq,,,,. For example, if m = 3 and q = 3, 
N3,1 ---3, N3,3 =8,  
so that T3,3 = 11, corresponding to the defining polynomials 0, 1,2,x + 1,2x + 2, 
x +2,2x + 1,x 2 +x  + 2,x 2 + 2x + 2,x 2 +x+ 1,2x 2 +2x  +2. 
In constructing QC codes, nonmonic polynomials can be eliminated, since the 
Hamming weight of i ( x )c i (x )mod (x m - 1) is equal to the Hamming weight of 
i (x)aci(x)  mod (x m - 1 ) Va E GF(q) \{0}, so that el(x) and aci(x) are considered to be 
equivalent. Eliminating the nonmonic polynomials leaves 6, and since 
2x(x 2 + 2x + 2 ) mod x 3-1  =x 2+x+2,  
x2+2x+2 and X2q-Xq-2 are also considered to be equivalent. Thus only five polynomials 
remain which must be considered in constructing a QC code. 
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Denote the number of nonequivalent monic defining polynomials, one from each 
equivalence class, as Qq, m. For the example, this number is Q3.3 --- 5, which attains 
the lower bound 
Qq, m~Nq, I/q + ~-~ Nq, k/(q - 1), 
l. k', 
k4t 
(6) 
given in [6]. One c~(x) from each equivalence class is chosen as the representative 
defining polynomial. For r-degenerate QC codes, only the Qq,,, ci(x) which contain 
the necessary factors of x m - 1 are required. For all examples examined, this number, 
denoted as Qq .... .  has been found to be less than Qq, m,r, as  shown below: 
m 
3 
4 
5 
6 
g3,m T3, m Q3,m Q3, m+l,l 
8 11 5 3 
18 24 13 8 
48 51 25 18 
116 130 67 48 
To find a best rate (m - r)/pm degenerate QC code, one would have to examine 
codes. 
To further limit the number of potential codes to be examined, the search can 
be restricted to a subset of the Qq.,~.r polynomials. Since the number of polynomials 
for a given q and m can be determined a priori, a polynomial can be included in 
the search set if a uniform random variable distributed in [0, 1] is less than the 
threshold 
Qs 
Qq.m.r 
where Q.~ is the size of the polynomial subset required. 
3.1. The construction alyorithm 
After constructing the set of Qs defining polynomials, the weight distributions of 
the corresponding circulant matrices, C,, must be computed. This task can be simpli- 
fied since the Hamming weight of i j(x)c,(x) rood (x" - 1 ) is equal to the weight of 
i j(x)axtc,(x) mod (x m-  1) Vl, a such that 0 < I < m,a EGF(q) \{0}. After eliminating 
all redundancies, the remaining weights are arranged in a matrix, 
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D = 
il(x) 
i2(x) 
!A x ) 
~(x) 
cj(x) c2(x)  . . .  ck (x )  . . .  Cy(X) 
WII W12 
W21 W22 
wjj wj2 
Wzl wz2 
WIk 
W2k 
wjk 
Wzk 
Wly 
W2y 
Wjy 
Wzy 
where i j (x)  is the jth information polynomial, ck(x) is the kth generator polynomial 
and wjk is the Hamming weight of i j ( x )ck (x )mod (x m - 1). The complete weight 
distribution for any QC code composed of these ck(x) can be constructed from D. 
The search for a rate (m-  r ) /pm QC code can be initialized with an arbitrary code 
by randomly choosing p columns of D. The minimum distance of this code is the 
minimum of the row sums of the p columns of D, since the weight of a minimum 
distance codeword must be contained in these sums. To improve the code, a new ck(x) 
must be found to replace one presently in the code so that the minimum distance, or 
the smallest row sum of the p columns, is increased• This simple greedy algorithm 
was found to be very effective• It allowed a broad and efficient search by keeping 
the computational complexity of each iteration low. A random selection can be used 
to determine the exchange when the minimum distance does not increase. However, 
for the problem considered here, a good choice was found to be a code with a small 
number of minimum weight codewords. To cover a larger region of the code space, 
the search can be restarted with a random code periodically• 
3.2. Example  - -  an opt imal (8, 3, 5) QC code over GF(3) 
Since X 4 -- 1 = (x - 1 )(x + 1 )(X 2 + 1 ), degenerate QC codes can be constructed by 
ensuring that all ci(x) contain a factor of x 4 - 1. Let x 4 - l /h(x)  be x -  1, so that 
k = 3. With m = 4, Q3,4 -~ 13. Then the possible ci(x) are: 
X 2 
X 2 
X 2 
X 2 
x 3 + x 2 
X 3 + X 2 
x 3 + x 2 
X 3 _ X 2 
x+l  
x -1  
x2+ 1 
x 2 -  1 = (x+ 1) (x -  1) 
+x+ 1 = (x--  l ) (x- -  1) 
+x-1  
- -x+ 1 = (x+ 1)(x+ 1) 
- -x - -1  
+x+l  = (x2+l ) (x+l )  
+x- -1  
- -x - -  1 = (x+l ) (x+ 1) (x- -  l )  
+x- -  1 = (x 2+ l ) (x--  1) 
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Of the five polynomials with a factor x - 1, two are redundant (those with degree 
equal to k = 3), as they produce the same weights with k = m-  1 as other poly- 
nomials in this set. The remaining polynomials are then co(x) = x -1 ,  c l (x)  - -x  2 -1  and 
c2(x) = x 2 + x + 1. Another means of determining these three polynomials is to 
multiply the Q3.3 = 5 polynomials for q = m = 3 by (x - 1) to obtain 
x - I  
x 2 - 1 
x2+x+l  
x 3 - 1 
x3+x+l  
Two of these are 
(x -  1 )(x 3 +x+ 1 ) 
scribe the weight 
is the 
= (x÷l ) (x -1 )  
= (x -  l ) (x -  l) 
= (x 2÷x÷l ) (x -  1) 
= (x 2÷x-  1 ) (x -  1) 
redundant since x 3 - 1 is a cyclic shift of x -  1 (multiplied by - 1 ), and 
mod x 4 -1  = x 2 +x+ 1. Five codewords are required to completely de- 
distribution of QC codes composed from these polynomials, so that D 
following 5 × 3 matrix: 
O(x) 
100 
110 
210 
101 
c~(x) 
2100 2010 
2 2 
2 4 
3 4 
4 0 
121 4 2 
1110 
The generator matrix for the (8, 3, 5) code is found by choosing two columns of D, 
[21oo 111o] 
G = [Co(X);C2(X)] = |0210 0111 . 
[0021 1011 
The corresponding weight distribution is 
Weight Count 
0 1 
5 16 
6 8 
8 2 
which can easily be found from D. 
4. The degenerate two-weight QC codes over GF(3) 
Since x 7 - 1 = (x - 1 )(X 6 ÷ X 5 + X 4 + X 3 ÷ X 2 + X + 1 ) over GF(3), degenerate ternary 
QC codes .can be constructed by ensuring that all ci(x) contain one of these factors of 
x 7 - 1. Both of  the codes given here are degenerate QC codes with x - 11ci(x), so that 
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k = 6. In this case there are 48 possible circulant matrices, and only 52 codewords 
are required to compute the weight distribution. Only a few seconds of computer time 
was required to obtain the codes using the method previously described. 
4.1. The (84,6,54) QC code 
The generator m~rix is 
'0212121 0201111 
1021212 1020111 
2102121 1102011 
1210212 1110201 
2121021 1111020 
1212102 0111102 
0021012 
2002101 
1200210 
0120021 
1012002 
2101200 
The weight distribution is 
Weight Count 
0 1 
54 560 
63 168 
0211212 
2021121 
1202112 
2120211 
1212021 
1121202 
0020211 
1002021 
1100202 
2110020 
0211002 
2021100 
0000201 
1000020 
0100002 
2010000 
0201000 
0020100 
0022122 
2002212 
2200221 
1220022 
2122002 
2212200 
2201202 
2220120 
0222012 
2022201 
1202220 
0120222 
0212211 
1021221 
1102122 
2110212 
2211021 
1221102 
0212202 
2021220 
0202122 
2020212 
2202021 
1220202 
0002001 
1000200 
0100020 
0010002 
2001000 
0200100 
0201201 
1020120 
0102012 
2010201 
1201020 
0120102 
4.2. The (98,6,63) QC Code 
The generator 
"0212112 
2021211 
1202121 
1120212 
2112021 
1211202 
0000021 
1000002 
2100000 
0210000 
0021000 
0002100 
matrix for 
0222102 
2022210 
0202221 
1020222 
2102022 
2210202 
0020211 
1002021 
1100202 
2110020 
0211002 
2021100 
this code is 
0221211 
1022121 
1102212 
2110221 
1211022 
2121102 
0020112 
2002011 
1200201 
1120020 
0112002 
2011200 
0202101 
1020210 
0102021 
1010202 
2101020 
0210102 
0021021 
1002102 
2100210 
0210021 
1021002 
2102100 
0211101 
1021110 
0102111 
1010211 
1101021 
1110102 
0211122 
2021112 
2202111 
1220211 
1122021 
1112202 
0020202 
2002020 
0200202 
2020020 
0202002 
2020200 
0021201 
1002120 
0100212 
2010021 
1201002 
2120100 
0002121 
1000212 
2100021 
1210002 
2121000 
0212100 
0221112- 
2022111 
1202211 
1120221 
1112022 
2111202 
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The weight distribution is 
Weight Count 
0 1 
63 532 
72 196 
4.3. The strongly regular graphs 
Consider a graph G with N vertices. The adjacency matrix, A, of G is an N x N 
matrix with entries 
1 if vertex i is adjacent to vertex j, 
aij = 0 otherwise. 
The number of edges incident on a vertex x is called the valency, v(x). A graph G, 
is called regular if the valency of every vertex is the same, v(x) = K. G is called a 
strongly regular graph with parameters (N,K, 2,#) if 
(1) G is regular with valency K, 
(2) any two adjacent vertices x and y have 2 common neighbours, 
(3) any two nonadjacent vertices x and y have # common neighbours. 
The eigenvalues of A are K, r, and s, where r and s are given by 
r,s = 1(2 - # + X/(2 - #)2 + 4(K - #)). 
The multiplicity of K is 1. The multiplicities of r and s are f and 9, respectively, 
given by 
1 (  (n -  1 ) (#-  2 ) -  2K "] S,g=~ n- l+ ~--~---2)2~-/~-~)/. 
Based on the parameters of the new codes, the parameters of the new strongly regular 
graphs, as defined in [3], are given in Table 1. 
Table 1 
Graph Parameter (84, 6, 54) (98, 6, 63) 
N= qk 729 729 
K= n(q -  1) 168 196 
2 = K(K + 3) - (K + 1)q(wl + w2) + q2wlw2 27 43 
= K(K + 1) - Kq(wl + w2) + q2wlw2 42 56 
r 6 7 
s --21 --20 
f 560 532 
g 168 196 
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5. Summary 
Two new optimal two-weight quasi-cyclic odes have been constructed which result 
in new strongly regular graphs. They are rate (m - 1 )/pm codes constructed by deleting 
a row from the circulant matrices of rate m/pm QC codes, based on all ci(x) having 
the same factor x - 1. A simple greedy heuristic ombinatorial optimization algorithm 
was used to construct these codes because an exhaustive search was intractable. These 
results suggest hat the class of QC codes, and the subclass of degenerate QC codes, 
will yield many more good codes. 
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