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INVERSE PROBLEMS FOR NONLINEAR MAXWELL’S EQUATIONS
WITH SECOND HARMONIC GENERATION
YERNAT M. ASSYLBEKOV AND TING ZHOU
Abstract. In the current paper we consider an inverse boundary value problem of elec-
tromagnetism with nonlinear Second Harmonic Generation (SHG) process. We show the
unique determination of the electromagnetic material parameters and the SHG susceptibil-
ity parameter of the medium by making electromagnetic measurements on the boundary.
We are interested in the case when a frequency is fixed.
1. Introduction
The beginning of the field of nonlinear optics is often taken to be the discovery of
second-harmonic generation by Franken et al. in 1961, shortly after the demonstration of
the first working laser by Maiman in 1960. Nonlinear optical phenomena occur when the
response of a material to an incident optical field depends nonlinearly on the strength of
the optical field. For example, second-harmonic generation occurs as a result of the part
of the atomic response that scales quadratically with the strength of the applied optical
field. Consequently, the intensity of the light generated at the second-harmonic frequency
tends to increase as the square of the intensity of the applied laser light.
Ever since the invention of laser, fascinating new fields have emerged, among which
nonlinear optics has the broadest scope. Applications of the nonlinear optical phenomena
includes obtaining coherent radiation at a wavelength shorter than that of the incident
laser, through the frequency doubling effect of SHG. Moreover, in the second-harmonic
imaging microscopy (SHIM), a second-harmonic microscope obtains contrasts from varia-
tions in a specimen’s ability to generate second-harmonic light from the incident light while
a conventional optical microscope obtains its contrast by detecting variations in optical
density, path length, or refractive index of the specimen. The SHIM is also exploited in
imaging flux residues (see the work in Chen Lab at the University of Michigan). Although
nonlinear optical effects are in general very weak, the significant enhancement of SHG was
shown using diffraction gratings or periodic structures, see [23, 24].
In this paper, we consider an inverse boundary value problem for Maxwell’s equations
with second harmonic generation. Let Ω be a bounded domain in R3 with smooth boundary.
We consider the propagation of light through a nonlinear optical medium occupying Ω by
beginning with Maxwell’s equations without free charges{ ∇×E + ∂tB = 0
∇×H − ∂tD = 0.
where E(t, x), H(t, x) are electric and magnetizing fields, D is the electric displacement
and B is the magnetic field. For a non-magnetic material with nonlinear polarization, we
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have the constitutive relation
B = µH D = εE + P
where µ, ε are electric permittivity and magnetic permeability, respectively, and the polar-
ization P depends nonlinearly1 on the electric field E. In the process of second-harmonic
generation (SHG), the nonlinear polarization P = (Pl) takes the form
Pl(t, x) =
∑
jk
χ
(2)
jklEjEk
where χ(2) is the second order susceptibility parameter. When a beam with time-harmonic
electric field
E(t, x) = E(x)e−iωt + c.c.
is incident upon such a medium (e.g., a noncentrosymmetric crystal), new waves are gen-
erated at zero frequency and at frequency 2ω. Writing the solution (E(t, x), H(t, x)) to
include these terms
E(t, x) = 2Re
{
Eω(x)e−iωt
}
+ 2Re
{
E2ω(x)e−i2ωt
}
H(t, x) = 2Re
{
Hω(x)e−iωt
}
+ 2Re
{
H2ω(x)e−i2ωt
}
,
and assuming that the susceptibility parameter is isotropic χ(2) = (χ
(2)
l )
3
l=1, then we obtain
the time-harmonic system
(1.1)

∇× Eω − iωµHω = 0,
∇×Hω + iωεEω + iωχ(2)Eω · E2ω = 0,
∇× E2ω − i2ωµH2ω = 0,
∇×H2ω + i2ωεE2ω + i2ωχ(2)Eω ·Eω = 0.
Here we can assume that µ and ε depend on the frequency ω. For more discussion on the
mathematical modeling of the second harmonic generation in nonlinear optics, we refer the
readers to [3, 4, 1].
The inverse problem is to uniquely determine both the linear pair (µ, ε) and the second
order susceptibility parameter χ(2) using the boundary measurements of the electricmag-
netic fields, taking the form of the admittance map defined in (1.2). Physically, this
corresponds to measuring the tangential components of electric fields and magnetic fields
for both frequencies ω and 2ω on the boundary (surface) of the medium Ω.
The type of inverse boundary value problem was first formulated by Caldero´n [5] for the
linear conductivity equation ∇ · γ(x)∇u = 0 when he sought to determine the electrical
conductivity γ(x) of a medium by making boundary measurements of electric voltage and
current. The unique determination was proved in [29] in dimension n ≥ 3 by solving
the problem of determining an electric potential q(x) in a Schro¨dinger operator −∆ + q
from the boundary Dirichlet and Neumann data. Since then, the inverse problem has
been extensively studied in various generalized cases, including those for other elliptic
1There exists a linear term in the polarization, which we assume to be scalar and merge into the term
εE so that our P only has nonlinear terms.
INVERSE PROBLEMS FOR NONLINEAR MAXWELL EQUATIONS 3
PDE’s such as the magnetic Schro¨dinger equations, linear elasticity equations and so on.
The inverse boundary value problem for linear time-harmonic Maxwell’s equations was
first formulated in [25] and later fully solved in [21, 22], adopting a similar approach of
implementing special complex phased exponential solutions, as in solving those for above
mentioned scalar equations.
In dealing with the inverse problems for nonlinear PDEs, such inverse boundary value
problems have been considered for various semilinear and quasilinear elliptic equations and
systems (see [9, 10, 12, 11, 26, 28, 27, 8]) based on a first order linearization approach. Re-
cently the higher order linearization of the boundary map has been applied in determining
the full nonlinearity of the medium for certain elliptic PDE’s. See [7, 16, 15, 17, 18, 19].
The method was also successfully applied to solve inverse problems for nonlinear hyper-
bolic equations on the spacetime [14], where in contrast the underlying problems for linear
hyperbolic equations are still open. Shortly before these results, in our paper [2], we first
adopt the method to solve the inverse problems for time-harmonic Maxwell’s equations with
Kerr-type nonlinearity, where the nonlinear term takes the form χ(3)|E|2E with χ(3)(x) be-
ing the third order nonlinear susceptibility parameter and E representing the electric field.
In this type, the fields of different frequencies are not assumed coupled.
In this paper, we first present the well-posedness of the boundary value problem for
the time-harmonic nonlinear second harmonic generation Maxwell’s equations when the
boundary data is small. Then we solve the inverse problem to determine the parameters,
with the focus mainly on the second order susceptibility parameter χ(2)(x).
1.1. Direct problem. First we consider the boundary value problem for the nonlinear
Maxwell equations (1.1). We suppose that ε, µ ∈ C1(Ω) are complex-valued functions with
positive real parts and χ(2) ∈ C1(Ω;C3).
The boundary conditions are expressed in terms of tangential trace,
t : C∞(Ω;C3)→ C∞(∂Ω;C3) t(w) = ν × w|∂Ω, w ∈ C∞(Ω;C3),
where ν is the unit outer normal vector to ∂Ω. Then t has its extension to a bounded
operatorW 1,p(Ω;C3)→ W 1−1/p,p(∂Ω;C3) for p > 1. Here and in what follows, W 1,p(Ω;C3)
and W 1−1/p,p(∂Ω;C3) are standard Sobolev spaces on Ω and ∂Ω, respectively.
To describe the boundary conditions, we introduce the spaces
W 1,pDiv(Ω) = {u ∈ W 1,p(Ω;C3) : Div(t(u)) ∈ W 1−1/p,p(∂Ω;C3)},
TW
1−1/p,p
Div (∂Ω) = {f ∈ W 1−1/p,p(∂Ω;C3) : Div(f) ∈ W 1−1/p,p(∂Ω;C3)},
where Div is the surface divergence on ∂Ω. These spaces are Banach spaces with norms
‖u‖W 1,pDiv(Ω) = ‖u‖W 1,p(Ω;C3) + ‖Div(t(u))‖W 1−1/p,p(∂Ω;C3),
‖u‖
TW
1−1/p,p
Div (∂M)
= ‖f‖W 1−1/p,p(∂M) + ‖Div(f)‖W 1−1/p,p(∂M).
It is not difficult to see that t(W 1,pDiv(M)) = TW
1−1/p,p
Div (∂M). Our first main result is
the following theorem on well-posedness of the nonlinear Maxwell equations (1.1) with
prescribed small t(Eω) and t(E2ω) on ∂Ω.
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Theorem 1. Let Ω be a bounded domain in R3 with smooth boundary and let 3 < p ≤
6. Suppose that ε, µ ∈ C1(Ω;C) are complex-valued functions with positive real parts
and χ(2) ∈ C1(Ω;R3). For every ω ∈ C, outside a discrete set Σ ⊂ C of resonant
frequencies, there is ǫ > 0 such that for a pair (fω, f 2ω) ∈
(
TW
1−1/p,p
Div (∂M)
)2
with∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
< ǫ, the Maxwell’s equations (1.1) has a unique solution (Eω, Hω, E2ω, H2ω) ∈(
W 1,pDiv(Ω)
)4
satisfying t(Ekω) = fkω for k = 1, 2 and∑
k=1,2
‖Ekω‖W 1,pDiv(Ω) + ‖H
kω‖W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
,
for some constant C > 0 independent of (fω, f 2ω).
Remark 1. We can also add nonlinear magnetic polarization terms to the equations. The
analysis will be the same.
1.2. Inverse problem. For ω > 0 with ω /∈ Σ, we define the admittance map Λω,2ω
ε,µ,χ(2)
as
(1.2) Λω,2ω
ε,µ,χ(2)
(fω, f 2ω) =
(
t(Hω), t(H2ω)
)
,
for (fω, f 2ω) ∈
(
TW
1−1/p,p
Div (∂Ω)
)2
with
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
< ǫ, where (Eω, Hω, E2ω, H2ω) ∈(
W 1,pDiv(Ω)
)4
is the unique solution of the system (1.1) with t(Ekω) = fkω, (k = 1, 2), guar-
anteed by Theorem 1. Moreover, the estimate provided in Theorem 1 implies that the
admittance map satisfy
‖Λω,2ω
ε,µ,χ(2)
(fω, f 2ω)‖(
TW
1−1/p,p
Div (∂Ω)
)2 ≤ C ∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
< Cǫ.
The inverse problem is to determine ε, µ and χ(2) from the knowledge of the admittance
map Λω,2ω
ε,µ,χ(2)
.
Our second main result is for the inverse problem as follows.
Theorem 2. Let Ω be a bounded domain in R3 with smooth boundary and let 3 < p < 6.
Suppose that εj, µj ∈ C3(Ω;C) with positive real parts and χ(2)j ∈ C1(Ω;C3), j = 1, 2. Fix
ω > 0 outside a discrete set of resonant frequencies Σ ⊂ C and fix sufficiently small ǫ > 0.
If
Λω,2ω
ε1,µ1,χ
(2)
1
(fω, f 2ω) = Λω,2ω
ε2,µ2,χ
(2)
2
(fω, f 2ω)
for all (fω, f 2ω) ∈
(
TW
1−1/p,p
Div (∂Ω)
)2
with
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
< ǫ, then ε1 = ε2,
µ1 = µ2, χ
(2)
1 = χ
(2)
2 in Ω.
For the SHG type of nonlinear Maxwell’s equations, after first order linearization of the
boundary admittance map with respect to the boundary input, we can quickly recover µ
and ε by solving the corresponding inverse problem for the linear equations (see [21, 22]).
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The difficulty lies in reconstructing the susceptibility parameter χ(2). By calculating the
second order term of the asymptotic expansion of the admittance map, one derives a key
integral identity for the parameter χ(2) multiplied by the product of three linear solutions.
The general idea here is to plug in the complex geometrical optics (CGO) solutions that
are constructed in solving the inverse problems for linear equations, in order to obtain the
Fourier transform of the parameter. When the nonlinearity is of Kerr-type as discussed in
[2], the integral identity involves products of the parameter χ(3) with four linear solutions.
By plugging in the CGO solutions constructed as in [13] or [6] using the reduction to a
second order Helmholtz Schro¨dinger system technique, the sum of four complex phases and
the product of four amplitudes can be managed to give the desirable Fourier transform.
However, with products of three solutions as in the SHG case, the special formats of these
solutions do not allow us to choose proper complex phases and amplitudes for the CGO’s
to get the Fourier transform from the product. Instead, we turn to [21] for their CGO
solutions, with carefully chosen complex phases and amplitudes, and we could successfully
reduce the integral into the Fourier transform of components of χ(2).
The paper is organized as following. In Section 2, we prove the well-posedness of the
direct problem (Theorem 1). In Section 3, we compute the asymptotic expansion of the
admittance map Λω,2ω
µ,ε,χ(2)
. To solve the inverse problem, the reconstruction of µ and ε is a
direct corollary of the result for linear equations. Then we prove the unique determination
of χ(2) in Section 4, which completes the proof of Theorem 2.
Acknowledgements. The research of TZ is supported by the NSF grant DMS-1501049.
The authors would like to thank Prof. Gunther Uhlmann for suggesting the problem and
to thank Prof. Gang Bao for helpful discussions on the second harmonic generation.
2. Well-posedness of the direct problem
To prove existence and uniqueness result for the nonlinear equations, we first need the
results for both the homogeneous and inhomogeneous linear equations, given in [2, Sec-
tion 3.1].
Lemma 1. Let Ω be a bounded domain with a smooth boundary and 2 ≤ p ≤ 6 and let
ε, µ ∈ C1(Ω;C) be complex functions with positive real parts. There is a discrete subset Σ
of C such that for all ω /∈ Σ and for a given f ∈ TW 1−1/p,pDiv (∂Ω) the Maxwell’s equation
∇× E − iωµH = 0, ∇×H + iωεE = 0
has a unique solution (E,H) ∈ W 1,pDiv(Ω)×W 1,pDiv(Ω) satisfying t(E) = f and
‖E‖W 1,pDiv(Ω) + ‖H‖W 1,pDiv(Ω) ≤ C‖f‖TW 1−1/p,pDiv (∂Ω),
for some constant C > 0 independent of f .
For the boundary value problem of inhomogeneous linear equations, we define
W 1,pD (Ω) := {u ∈ W 1,p(Ω;C3) : t(u) = 0}.
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and
W p(∇×,Ω) := {u ∈ Lp(Ω;C3) : ∇× u ∈ Lp(Ω;C3)},
W p(∇·,Ω) := {u ∈ Lp(Ω;C3) : ∇ · u ∈ Lp(Ω;C)}
endowed with the norms
‖u‖W p(∇×,Ω) := ‖u‖Lp(Ω;C3) + ‖∇ × u‖Lp(Ω;C3),
‖u‖W p(∇·,Ω) := ‖u‖Lp(Ω;C3) + ‖∇ · u‖Lp(Ω;C).
Then we have
Lemma 2. Let 2 ≤ p ≤ 6 and let ε, µ ∈ C1(Ω;C) be complex-valued functions with positive
real parts. Suppose that Je, Jm ∈ W p(∇·,Ω) and ν · Je|∂Ω, ν · Jm|∂Ω ∈ W 1−1/p,p(∂Ω). There
is a discrete subset Σ of C such that for all ω /∈ Σ the Maxwell’s system
∇× E − iωµH = Jm, ∇×H + iωεE = Je
has a unique solution (E,H) ∈ W 1,pD (Ω)×W 1,pDiv(Ω) satisfying
‖E‖W 1,pDiv(Ω) + ‖H‖W 1,pDiv(Ω) ≤ C(‖ν · Je|∂Ω‖W 1−1/p,p(∂Ω) + ‖ν · Jm|∂Ω‖W 1−1/p,p(∂Ω))
+ C(‖Je‖W p(∇·,Ω) + ‖Jm‖W p(∇·,Ω))
for some constant C > 0 independent of Je and Jm.
In addition, using the Sobolev embedding W 1,p(Ω) →֒ C(Ω) when p > n, we obtain
‖fg‖W 1,p(Ω) = ‖fg‖Lp(Ω) + ‖f∇g + g∇f‖Lp(Ω)
≤ C {‖f‖L∞(Ω) (‖g‖Lp(Ω) + ‖∇g‖Lp(Ω))+ ‖g‖L∞(Ω)‖∇f‖Lp(Ω)}
≤ C‖f‖W 1,p(Ω)‖g‖W 1,p(Ω).
Therefore, when p > 3, W 1,p(Ω;C3) is an algebra and the nonlinear terms in Maxwell’s
equations (1.1) are in appropriate function spaces.
Proof of Theorem 1. Suppose fkω ∈ TW 1−1/p,pDiv (∂Ω) with k = 1, 2 such that∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
< ǫ,
with ǫ > 0 to be determined. By Lemma 1, there is a unique (Ekω0 , H
kω
0 ) ∈ W 1,pDiv(Ω) ×
W 1,pDiv(Ω) solving
∇× Ekω0 − ikωµHkω0 = 0, ∇×Hkω0 + ikωεEkω0 = 0, t(Ekω0 ) = fkω, k = 1, 2.
and satisfying∑
k=1,2
‖Ekω0 ‖W 1,pDiv(Ω) + ‖H
kω
0 ‖W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
.
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Then (Eω, Hω, E2ω, H2ω) is a solution to (1.1) if and only if (Eω ′, Hω ′, E2ω ′, H2ω ′) defined
by (Ekω, Hkω) = (Ekω0 , H
kω
0 ) + (E
kω ′, Hkω
′
) for k = 1, 2 satisfies
(2.1)

∇× Eω ′ − iωµHω ′ = 0,
∇×Hω ′ + iωεEω ′ + iωχ(2)
(
Eω0 + E
ω ′
)
· (E2ω0 + E2ω ′) = 0,
∇× E2ω ′ − i2ωµH2ω′ = 0,
∇×H2ω ′ + i2ωεE ′ + i2ωχ(2) (Eω0 + Eω ′) · (Eω0 + Eω ′) = 0,
t(Ekω
′
) = 0, k = 1, 2.
By Lemma 2, there is a bounded linear operator
Gε,µkω : W 1,p(Ω;C3)×W 1,p(Ω;C3)→ W 1,pD (Ω)×W 1,pDiv(Ω)
mapping (Je, Jm) ∈ W 1,p(Ω;C3)×W 1,p(Ω;C3) to the unique solution (E˜, H˜) of the problem
∇× E˜ − ikωµH˜ = Jm, ∇× H˜ + ikωεE˜ = Je, t(E˜) = 0.
Define Xδ to be the set of (e
ω, hω, e2ω, h2ω) ∈ W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω) such
that ∑
k=1,2
‖ekω‖W 1,p(Ω;C3) + ‖hkω‖W 1,pDiv(Ω) ≤ δ,
where δ > 0 will be determined later. Define an operator A on Xδ as
A(eω, hω, e2ω, h2ω) :=
(Gε,µω (0, iωχ(2)(Eω0 + eω) · (E2ω0 + e2ω)),Gε,µ2ω (0, i2ωχ(2)(Eω0 + eω) · (Eω0 + eω))) .
We wish to show that for sufficiently small ǫ > 0 and δ > 0, depending on the frequency
ω, the operator A is a contraction on Xδ.
Remark 2. Note that the operator does not depend on hω and h2ω in this case. However,
it can be generalized to cover the case with second order magnetic nonlinearity.
First, A maps Xδ into itself. Indeed, when p > 3, we have
‖A(eω, hω,e2ω, h2ω)‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω)
≤ Cω(‖χ(2)(Eω0 + eω) · (E2ω0 + e2ω)‖W 1,p(Ω;C3) + ‖χ(2)(Eω0 + eω) · (Eω0 + eω)‖W 1,p(Ω;C3))
≤ Cω‖Eω0 + eω‖W 1,p(Ω;C3)
(‖E2ω0 + e2ω‖W 1,p(Ω;C3) + ‖Eω0 + eω‖W 1,p(Ω;C3))
≤ Cω(‖Eω0 ‖2W 1,p(Ω;C3) + ‖E2ω0 ‖2W 1,p(Ω;C3) + ‖eω‖2W 1,p(Ω;C3) + ‖e2ω‖2W 1,p(Ω;C3)).
Therefore,
(2.2)
‖A(eω, hω,e2ω, h2ω)‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω)
≤ Cω
(
ǫ
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
+ δ‖(eω, hω, e2ω, h2ω)‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω)
)
≤ Cω(ǫ2 + δ2).
Taking ǫ > 0 and δ > 0 sufficiently small ensures that A maps Xδ into itself.
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Next, we show that A is a contraction onXδ. For (e
ω
1 , h
ω
1 , e
2ω
1 , h
2ω
1 ), (e
ω
2 , h
ω
2 , e
2ω
2 , h
2ω
2 ) ∈ Xδ,
we have
‖iωχ(2)(Eω0 + eω2 ) · (E2ω0 + e2ω2 )− iωχ(2)(Eω0 + eω1 ) · (E2ω0 + e2ω1 )‖W 1,p(Ω;C3)
≤ Cω‖(Eω0 + eω2 ) · (e2ω2 − e2ω1 ) + (eω2 − eω1 ) · (E2ω0 + e2ω1 )‖W 1,p(Ω;C3),
and
‖i2ωχ(2)(Eω0 + eω2 ) · (Eω0 + eω2 )− i2ωχ(2)(Eω0 + eω1 ) · (Eω0 + eω1 )‖W 1,p(Ω;C3)
≤ Cω‖(2Eω0 + eω2 + eω1 ) · (eω2 − eω1 )‖W 1,p(Ω;C3).
Together, these imply
‖A(eω2 , hω2 , e2ω2 , h2ω2 )− A(eω1 , hω1 , e2ω1 , h2ω1 )‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω)
≤ Cω
{
(‖Eω0 ‖W 1,p(Ω;C3) + ‖eω2‖W 1,p(Ω;C3))‖e2ω2 − e2ω1 ‖W 1,p(Ω;C3)
+
(‖E2ω0 + e2ω1 ‖W 1,p(Ω;C3) + ‖2Eω0 + eω2 + eω1‖W 1,p(Ω;C3)) ‖eω2 − eω1‖W 1,p(Ω;C3)}
≤ Cω
(∑
k=1,2
‖Ekω0 ‖W 1,p(Ω;C3) +
∑
k,j=1,2
‖ekωj ‖W 1,p(Ω;C3)
) ∑
k=1,2
‖ekω2 − ekω1 ‖W 1,p(Ω;C3)
≤ Cω(ǫ+ δ)‖(eω2 , hω2 , e2ω2 , h2ω2 )− (eω1 , hω1 , e2ω1 , h2ω1 )‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω).
This verifies that A is a contraction when Cω(ǫ+ δ) < 1.
Now, using the contraction mapping theorem, there exists a unique fixed point
(Eω ′, Hω ′, E2ω
′
, H2ω
′
) ∈ Xδ
of A. It solves (2.1) when 3 < p ≤ 6 and δ > 0, ǫ > 0 are small enough. Using (2.2), one
can see that
‖(Eω ′,Hω ′, E2ω ′, H2ω ′)‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω)
= ‖A(Eω ′, Hω′, E2ω ′, H2ω ′)‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω)
≤ Cω
(
ǫ
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
+ δ‖(Eω ′, Hω′, E2ω ′, H2ω ′)‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω)
)
.
Choosing Cωδ < 1
2
, we obtain the estimate
‖(Eω ′, Hω ′, E2ω ′, H2ω ′)‖W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
.
Finally, (Eω, Hω, E2ω, H2ω) = (Eω0 , H
ω
0 , E
2ω
0 , H
2ω
0 )+(E
ω ′, Hω ′, E2ω ′, H2ω ′) solves (1.1) with
t(Ekω) = fkω (k = 1, 2) and satisfies the estimate∑
k=1,2
‖Ekω‖W 1,pDiv(Ω) + ‖H
kω‖W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
.
The proof of Theorem 1 is thus complete.
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3. Asymptotics of the admittance map
Let Ω be a bounded domain in R3 with smooth boundary and let 3 < p ≤ 6. Suppose
that ε, µ ∈ C1(Ω;C) are complex functions with positive real parts and χ(2) ∈ C1(Ω;C3).
Fix ω > 0 outside a discrete set of resonant frequencies. Suppose that (fω, f 2ω) ∈
TW
1−1/p,p
Div (∂Ω) × TW 1−1/p,pDiv (∂Ω) and s ∈ R is small enough. By Theorem 1, there is
a unique solution (Eωs , H
ω
s , E
2ω
s , H
2ω
s ) ∈
(
W 1,pDiv(Ω)
)4
of (1.1) such that t(Ekωs ) = sf
kω with
k = 1, 2 and
(3.1)
∑
k=1,2
‖Ekωs ‖W 1,pDiv(Ω) + ‖H
kω
s ‖W 1,pDiv(Ω) ≤ C|s|
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
.
By Lemma 1, there is a unique (Eω1 , H
ω
1 , E
2ω
1 , H
2ω
1 ) ∈
(
W 1,pDiv(Ω)
)4
solving
∇× Ekω1 − ikωµHkω1 = 0, ∇×Hkω1 + ikωεEkω1 = 0, t(Ekω1 ) = fkω, k = 1, 2.
such that
(3.2)
∑
k=1,2
‖Ekω1 ‖W 1,pDiv(Ω) + ‖H
kω
1 ‖W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
.
Also, by Lemma 2 there is a unique solution (Eω2 , H
ω
2 , E
2ω
2 , H
2ω
2 ) ∈ W 1,pD (Ω) ×W 1,pDiv(Ω) ×
W 1,pD (Ω)×W 1,pDiv(Ω) for
∇× Ekω2 − ikωµHkω2 = 0, k = 1, 2,
∇×Hω2 + iωεEω2 + iωχ(2)Eω1 ·E2ω1 = 0,
∇×H2ω2 + i2ωεE2ω2 + iωχ(2)Eω1 · Eω1 = 0.
satisfying∑
k=1,2
‖Ekω2 ‖W 1,pDiv(Ω) + ‖H
kω
2 ‖W 1,pDiv(Ω) ≤ C
(‖ |χ(2)Eω1 · E2ω1 ‖W 1,p(Ω;C3) + ‖χ(2)Eω1 · Eω1 ‖W 1,p(Ω;C3))
≤ C
(
‖Eω1 ‖W 1,p(Ω;C3)‖E2ω1 ‖W 1,p(Ω;C3) + ‖Eω1 ‖2W 1,p(Ω;C3)
)
,
hence
(3.3)
∑
k=1,2
‖Ekω2 ‖W 1,pDiv(Ω) + ‖H
kω
2 ‖W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖2
TW
1−1/p,p
Div (∂Ω)
.
Now we define (F ωs , G
ω
s , F
2ω
s , G
2ω
s ) ∈ W 1,pD (Ω)×W 1,pDiv(Ω)×W 1,pD (Ω)×W 1,pDiv(Ω) by
(3.4) (Ekωs , H
kω
s ) = s(E
kω
1 + sF
kω
s , H
kω
1 + sG
kω
s ), k = 1, 2.
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First, by (3.1) and (3.2), it satisfies∑
k=1,2
|s|2‖F kωs ‖W 1,p(Ω;C3) + |s|2‖Gkωs ‖W 1,pDiv(Ω)
≤
∑
k=1,2
‖Ekωs ‖W 1,pDiv(Ω) + ‖H
kω
s ‖W 1,pDiv(Ω) + |s| ‖E
kω
1 ‖W 1,pDiv(Ω) + |s| ‖H
kω
1 ‖W 1,pDiv(Ω)
≤ C|s|
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
.
Therefore,
(3.5)
∑
k=1,2
|s|‖F kωs ‖W 1,p(Ω;C3) + |s|‖Gkωs ‖W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖
TW
1−1/p,p
Div (∂Ω)
.
Next, plugging (3.4) in the nonlinear Maxwell’s equations, we obtain
∇× F kωs − ikωµGkωs = 0, k = 1, 2,
∇×Gωs + iωεF ωs + iωχ(2)
(
Eω1 · E2ω1 + sEω1 · F 2ωs + sF ωs · E2ω1 + s2F ωs · F 2ωs
)
= 0,
∇×G2ωs + i2ωεF 2ωs + i2ωχ(2)
(
Eω1 · Eω1 + 2sEω1 · F ωs + s2F ωs · F ωs
)
= 0,
t(F kωs ) = 0, k = 1, 2.
Set
(3.6) P kωs := F
kω
s − Ekω2 , Qkωs := Gkωs −Hkω2 , k = 1, 2.
Then (P ωs , Q
ω
s , P
2ω
s , Q
2ω
s ) satisfies
∇× P kωs − ikωµQkωs = 0, k = 1, 2,
∇×Qωs + iωεP ωs + iωχ(2)
(
sEω1 · F 2ωs + sF ωs · E2ω1 + s2F ωs · F 2ωs
)
= 0,
∇×Q2ωs + i2ωεP 2ωs + i2ωχ(2)
(
2sEω1 · F ωs + s2F ωs · F ωs
)
= 0,
t(P kωs ) = 0, k = 1, 2,
which implies
∑
k=1,2
‖P kωs ‖W 1,p(Ω,C3) + ‖Qkωs ‖W 1,pDiv(Ω)
≤ C|s|
(∑
k=1,2
‖Ekω1 ‖W 1,pDiv(Ω)
)(∑
k=1,2
‖F kωs ‖W 1,p(Ω,C3)
)
+ C|s|2
∑
k=1,2
‖F kωs ‖2W 1,p(Ω;C3).
(3.7)
Then by (3.2) and (3.5), we have∑
k=1,2
‖P kωs ‖W 1,p(Ω,C3) + ‖Qkωs ‖W 1,pDiv(Ω) ≤ C
∑
k=1,2
‖fkω‖2
TW
1−1/p,p
Div (∂Ω)
,
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which by (3.6) and (3.3) provides
∑
k=1,2
‖F kωs ‖W 1,p(Ω;C3) + ‖Gkωs ‖W 1,pDiv(Ω)
≤ C
∑
k=1,2
‖fkω‖2
TW
1−1/p,p
Div (∂Ω)
+
∑
k=1,2
‖Ekω2 ‖W 1,p(Ω;C3) + ‖Hkω2 ‖W 1,pDiv(Ω)
≤ C
∑
k=1,2
‖fkω‖2
TW
1−1/p,p
Div (∂Ω)
.
(3.8)
We plug this back into (3.7) to finally obtain∑
k=1,2
‖F kωs −Ekω2 ‖W 1,p(Ω,C3) + ‖Gkωs −Hkω2 ‖W 1,pDiv(Ω)
≤ C|s|
∑
k=1,2
‖fkω‖3
TW
1−1/p,p
Div (∂Ω)
+ C|s|2
∑
k=1,2
‖fkω‖4
TW
1−1/p,p
Div (∂Ω)
≤ Cf |s|
(3.9)
for |s| small enough and some constant Cf > 0 depending on (fω, f 2ω).
Denote by Λω,2ωε,µ the admittance map Λ
ω,2ω
ε,µ,0 for linear Maxwell’s equations, i.e.,
Λω,2ωε,µ (f
ω, f 2ω) = (t(Hω1 ), t(H
2ω
1 )).
We obtain the following asymptotic expansion of the admittance map.
Proposition 1. Suppose that (fω, f 2ω) ∈ TW 1−1/p,pDiv (∂Ω)×TW 1−1/p,pDiv (∂Ω) with 3 < p ≤ 6.
Then
(3.10) s−1[Λω,2ω
ε,µ,χ(2)
(sfω, sf 2ω)− sΛω,2ωε,µ (fω, f 2ω)]→ 0,
and
(3.11) s−2[Λω,2ω
ε,µ,χ(2)
(sfω, sf 2ω)− sΛω,2ωε,µ (fω, f 2ω)]→
(
t(Hω2 ), t(H
2ω
2 )
)
,
both in TW
1−1/p,p
Div (∂Ω) × TW 1−1/p,pDiv (∂Ω) as s→ 0.
Proof. From (3.4) we have
Λω,2ω
ε,µ,χ(2)
(sfω, sf 2ω)− sΛω,2ωε,µ (fω, f 2ω) = s2
(
t(Gωs ), t(G
2ω
s )
)
.
Then by boundedness of t from W 1,pDiv(Ω) onto TW
1−1/p,p
Div (∂Ω) and by (3.8),
‖s−1[Λω,2ω
ε,µ,χ(2)
(sfω, sf 2ω)− sΛω,2ωε,µ (fω, f 2ω)‖TW 1−1/p,pDiv (∂Ω)×TW 1−1/p,pDiv (∂Ω) ≤ C|s|
∑
k=1,2
‖Gkωs ‖W 1,pDiv(Ω)
≤ Cf |s|.
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Taking s→ 0, this implies (3.10). Similarly, by (3.9),
‖s−2[Λω,2ω
ε,µ,χ(2)
(sfω, sf 2ω)−sΛω,2ωε,µ (fω, f 2ω)]−
(
t(Hω2 ), t(H
2ω
2 )
) ‖
TW
1−1/p,p
Div (∂Ω)×TW
1−1/p,p
Div (∂Ω)
≤ C
∑
k=1,2
‖Gkωs −Hkω2 ‖W 1,pDiv(Ω)
≤ Cf |s|,
which proves (3.11). 
By (3.10) in the Proposition 1 and the result in [22], the uniqueness of µ, ε ∈ C3(Ω;C)
in Theorem 2 is proved from the injectivity of the map
(µ, ε) 7→ Λω,2ωµ,ε .
Remark 3. One can see that the proof applies to the case when µ and ε also depend on
the frequency. That is, given (εω, µω, ε2ω, µ2ω) ∈ (C2(Ω;C3))4 with positive real-parts, the
admittance map
Λω,2ω
εω,µω ,ε2ω,µ2ω ,χ(2)
: (fω, f 2ω) 7→ (t(Hω), t(H2ω))
for the Maxwell’s system
∇×Eω − iωµωHω = 0,
∇×Hω + iωεωEω + iωχ(2)Eω · E2ω = 0,
∇×E2ω − i2ωµ2ωH2ω = 0,
∇×H2ω + i2ωε2ωE2ω + i2ωχ(2)Eω ·Eω = 0
t(Ekω) = fkω, k = 1, 2.
uniquely determines (εω, µω, ε2ω, µ2ω) ∈ (C2(Ω;C3))4 since the linear admittance map after
first order approximation decouples to two linear admittance maps for linear Maxwell’s
equations associated to frequencies ω and 2ω.
4. Proof of Theorem 2
In this section we continue the proof of Theorem 2 by showing χ
(2)
1 = χ
(2)
2 . To that end,
we shall use complex geometrical optics solutions in an integral identity (4.4).
4.1. An integral identity. Now, by (3.11) in Proposition 1, we obtain t(Hkω2,1) = t(H
kω
2,2)
for k = 1, 2, where (Eω2,j, H
ω
2,j, E
2ω
2,j, H
2ω
2,j) ∈ W 1,pD (Ω) × W 1,pDiv(Ω) × W 1,pD (Ω) × W 1,pDiv(Ω),
j = 1, 2, is the unique solution to
(4.1)

∇× Ekω2,j − ikωµHkω2,j = 0, k = 1, 2,
∇×Hω2,j + iωεEω2,j + iωχ(2)j Eω1 · E2ω1 = 0,
∇×H2ω2,j + i2ωεE2ω2,j + i2ωχ(2)j Eω1 ·Eω1 = 0,
t(Ekω2,j ) = 0, k = 1, 2.
INVERSE PROBLEMS FOR NONLINEAR MAXWELL EQUATIONS 13
with (Eω1 , H
ω
1 , E
2ω
1 , H
2ω
1 ) ∈ W 1,pDiv(Ω)×W 1,pDiv(Ω)×W 1,pDiv(Ω)×W 1,pDiv(Ω) is a solution to
(4.2) ∇× Ekω1 − ikωµHkω1 = 0, ∇×Hkω1 + ikωεEkω1 = 0, k = 1, 2.
satisfying t(Ekω1 ) = f
kω with k = 1, 2. Let (E˜ω, H˜ω, E˜2ω, H˜2ω) ∈ W 1,pDiv(Ω) ×W 1,pDiv(Ω) ×
W 1,pDiv(Ω)×W 1,pDiv(Ω) be a solution to
(4.3) ∇× E˜kω − ikωµH˜kω = 0, ∇× H˜kω + ikωεE˜kω = 0, k = 1, 2.
Using integration by parts,∑
k=1,2
∫
∂Ω
t(Hkω2 ) · (ν × t(E˜kω)) dS =
∑
k=1,2
∫
Ω
∇×Hkω2 · E˜kω −Hkω2 · ∇ × E˜kω dx
=
∫
Ω
∑
k=1,2
−ikωεEkω2 · E˜kω − iω
(
χ(2) · E˜ω) (Eω1 ·E2ω1 )
− i2ω(χ(2) · E˜2ω)(Eω1 · Eω1 )− ∑
k=1,2
Hkω2 ·
(
ikωµH˜kω
)
dx,
then∑
k=1,2
∫
∂Ω
t(Hkω2 ) · (ν × t(E˜kω)) dS =
∫
Ω
∑
k=1,2
Ekω2 ·
(−∇× H˜kω)− iω(χ(2) · E˜ω) (Eω1 · E2ω1 )
− i2ω(χ(2) · E˜2ω)(Eω1 · Eω1 )+ ∑
k=1,2
(∇×Ekω2 ) · H˜kω dx
=
∫
∂Ω
∑
k=1,2
t(Ekω2 ) · (ν × t(H˜kω)) dS
+
∫
Ω
−iω(χ(2) · E˜ω) (Eω1 · E2ω1 )− i2ω(χ(2) · E˜2ω)(Eω1 · Eω1 ) dx
=
∫
Ω
−iω(χ(2) · E˜ω) (Eω1 · E2ω1 )− i2ω(χ(2) · E˜2ω)(Eω1 · Eω1 ) dx
For χ
(2)
j , j = 1, 2, we have∑
k=1,2
∫
∂Ω
t(Hkω2,j ) · (ν × t(E˜kω)) dS = −iω
∫
Ω
χ
(2)
j ·
[ (
Eω1 ·E2ω1
)
E˜ω + 2
(
Eω1 · Eω1
)
E˜2ω
]
dx.
Then by that t(Hkω2,1) = t(H
kω
2,2) for k = 1, 2, we have the key identity
(4.4)
∫
Ω
(
χ
(2)
1 − χ(2)2
)
·
[ (
Eω1 · E2ω1
)
E˜ω + 2
(
Eω1 · Eω1
)
E˜2ω
]
dx = 0
for solutions to (4.2) and (4.3).
4.2. Construction of complex geometrical optics solutions. In this section, we con-
struct appropriated solutions to the linear equations (4.2) and (4.3) in order to plug in the
integral identity (4.4). We adopt the approach in [21]. For the completeness of the work,
we present the main steps here.
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Given ζ ∈ C3 such that ζ · ζ = κ2, the Faddeev kernel is defined as
(4.5) gζ(x) = (2π)
−3
∫
eiξ·x
|ξ|2 − 2iζ · ξ dξ.
Then G (x) = eζ·xgζ(x) is a fundamental solution to the operator −(∆ + κ2) and
G =
κ2
ω
(
1 + ∇∇·
κ2
i
ωε0
∇×
− i
ωµ0
∇× 1 + ∇∇·
κ2
)
G
is a fundamental solution to the Maxwell’s operator L − ω in vacuum, where
L =
(
0 i
ε0
∇×
− i
µ0
∇× 0
)
, κ2 = ω2µ0ε0.
Here the operators ∇∇· and ∇× are interpreted as matrix operators acting on scalar
functions
∇∇· =
 ∂11 ∂12 ∂13∂21 ∂22 ∂23
∂31 ∂32 ∂33
 , ∇× =
 0 −∂3 ∂2∂3 0 −∂1
−∂2 ∂1 0
 .
As a result, Maxwell’s equations for (E,H) in the whole space
∇× E − iωµH = 0, ∇×H + iωεE = 0
read
(4.6) (L − ω)
(
E
H
)
= ω
(
ε˜E
µ˜H
)
where ε˜ = (ε − ε0)/ε0 and µ˜ = (µ − µ0)/µ0. Given above fundamental solutions, the
solutions we are looking for in turn solve the integral equation
(4.7)
(
E
H
)
=
(
E0
H0
)
+ ω
∫
G(· − y)
(
ε˜(y)E(y)
µ˜(y)H(y)
)
dy
for some vacuum solutions (E0, H0) to
(L − ω)
(
E0
H0
)
= 0.
Specifically, we choose
E0(x) = e
ζ·xAζ, H0(x) = e
ζ·xBζ
where ζ × Aζ = ωµ0Bζ and ζ × Bζ = −ωε0Aζ . In particular, if ζ · Aζ = 0, one only needs
to choose Aζ =
1
−ωε0 ζ ×Bζ .
By [21, Theorem 2.5], for µ, ε ∈ C3(Ω,C), the equation (4.6), or equivalently (4.7),
admits a unique solution (E,H) of the form
E(x) = eζ·x(Aζ +R(x)), H(x) = e
ζ·x(Bζ +Q(x)),
with R(x) and Q(x) in L2−δ(R
3;C3) for δ ∈ [1/2, 1], where
L2δ(R
3;Cn) :=
{
f ∈ L2loc(R3;Cn)
∣∣∣ ‖f‖δ = (∫
R3
(1 + |x|2)δ|f(x)|2 dx
)1/2
<∞
}
.
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Then by [21, Lemma 2.4], (R(x), Q(x)) satisfies the equation
(4.8)
(
R
Q
)
=
(
J
K
)
+M−1Gζ
(
M(V − q)
(
R
Q
))
where
(4.9)
(
J
K
)
= (M−1M0 − 1)
(
Aζ
Bζ
)
+M−1Gζ
(
M(V − q)
(
Aζ
Bζ
))
,
M =
(
ε1/2 0
0 µ1/2
)
, M0 =
(
ε
1/2
0 0
0 µ
1/2
0
)
,
and
V =
(
ω2(µε− µ0ε0) +∇2 log ε iωε ∇(µε)×− iω
µ
∇(µε)× ω2(µε− µ0ε0) +∇2 logµ
)
, q =
(
∆ε1/2
ε1/2
0
0 ∆µ
1/2
µ1/2
)
.
The operator Gζ is the convolution of components with the Faddeev kernel gζ defined in
(4.5). It is a bounded operator from L2δ(R
3;C6) to L2−δ(R
3;C6) for δ ∈ (1/2, 1) with the
decaying property (see [21, Proposition 2.1])
(4.10) ‖Gζf‖−δ ≤ C|ζ |‖f‖δ, f ∈ L
2
δ(R
3;C6).
The proof of such decay can be found in [29].
Denote E = eζ·xe and H = eζ·xh, that is, e(x) = Aζ + R(x) and h(x) = Bζ +Q(x). By
(4.8) and (4.9), we have
(4.11) M
(
e
h
)
= M0
(
Aζ
Bζ
)
+Gζ
(
M(V − q)
(
e
h
))
.
Using the decaying estimate (4.10) for Gζ , for |ζ | large, (4.11) admits a solution by Neu-
mann series
(4.12)
(
e
h
)
=M−1M0
((
Aζ
Bζ
)
+
(
R˜
Q˜
))
=
(
ε
1/2
0 ε
−1/2(Aζ + R˜)
µ
1/2
0 µ
−1/2(Bζ + Q˜)
)
where R˜, Q˜ ∈ L2−δ(R3;C3) satisfying
‖R˜‖−δ, ‖Q˜‖−δ ≤ C(|Aζ |+ |Bζ |)|ζ | , δ ∈ (1/2, 1)
where C > 0 is independent of |ζ |. Note that R and Q do not satisfy this decaying property
since (
R
Q
)
=
 (ε1/20 ε−1/2 − 1)Aζ + ε1/20 ε−1/2R˜(
µ
1/2
0 µ
−1/2 − 1
)
Bζ + µ
1/2
0 µ
−1/2Q˜
 .
Moreover, by [20, Lemma 2.11 (b)],we have that the solution (E,H) = (eζ·xe, eζ·xh),
with (e,h) given by (4.12), belongs to H2(Ω;C3)×H2(Ω;C3), and
(4.13) ‖R˜‖Hs(Ω;C3), ‖Q˜‖Hs(Ω;C3) ≤ C(|Aζ|+ |Bζ|)|ζ |1−s , s ∈ [0, 1].
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By Sobolev embedding, we have (E,H) ∈ W 1,p(Ω;C3) × W 1,p(Ω;C3) for 2 ≤ p ≤ 6.
Then by Maxwell’s equations and Div(t(E)) = ν · (∇ × E), we obtain that (E,H) ∈
W 1,pDiv(Ω)×W 1,pDiv(Ω). Finally, one can obtain the estimates
(4.14) ‖R˜‖Lp(Ω;C3), ‖Q˜‖Lp(Ω;C3) ≤ C(|Aζ|+ |Bζ |)|ζ | 6−p2p
using the inequality 0 ≤ 3p−6
2p
≤ 1, Sobolev embedding and (4.13). To summarize, we
obtain
Proposition 2. Let Ω be a bounded domain in R3 with smooth boundary and 2 ≤ p ≤ 6.
Suppose that ε, µ ∈ C3(Ω;C) with positive real parts in Ω. Then for ζ ∈ C3 with ζ · ζ =
κ2 = ω2µ0ε0, and Aζ, Bζ satisfying ζ × Aζ = ωµ0Bζ and ζ × Bζ = −ωε0Aζ , with |ζ | large
enough, the Maxwell’s equations
∇× E = iωµH, ∇×H = −iωεE
has a solution (E,H) ∈ W 1,pDiv(Ω;C3)×W 1,pDiv(Ω;C3) of the form
E(x) = eζ·xε1/20 ε
−1/2(Aζ + R˜), H(x) = e
ζ·xµ1/20 µ
−1/2(Bζ + Q˜)
where R˜, Q˜ satisfy (4.14).
Remark 4. In the following we choose ζ and Aζ satisfying ζ · ζ = κ2 and ζ ·Aζ = 0. Then
ζ × (ζ × Aζ) = −κ2Aζ , which is equivalent to ζ × Aζ = ωµ0Bζ and ζ × Bζ = −ωε0Aζ .
4.3. Proof of Theorem 2: Part II. Recall that we assume 3 < p < 6. For arbitrary
ξ ∈ R3\{0}, choose coordinates such that ξ = ξ1e1. Set
ζω1 = i
ξ1
2
e1 −
√
ξ21
4
+ τ 2 e2 + i
√
τ 2 − κ2 e3 ∼ τ(−e2 + ie3).
ζ2ω1 = −iξ1e1 + 2
√
ξ21
4
+ τ 2 e2 + 2i
√
τ 2 − κ2 e3 ∼ τ(2e2 + 2ie3),
ζ˜ω = −iξ1
2
e1 −
√
ξ21
4
+ τ 2 e2 + i
√
τ 2 − κ2 e3 ∼ τ(−e2 + ie3),
ζ˜2ω = iξ1e1 + 2
√
ξ21
4
+ τ 2 e2 + 2i
√
τ 2 − κ2 e3 ∼ τ(2e2 + 2ie3).
Then we have
ζω1 · ζω1 = ζ˜ω · ζ˜ω = κ2, ζ2ω1 · ζ2ω1 = ζ˜2ω · ζ˜2ω = 4κ2 = (2ω)2µ0ε0
and
ζω1 + ζ
2ω
1 + ζ˜
ω = −iξ, 2ζω1 + ζ˜2ω = 0.
Then we pick
Aω1 =

1
−i ξ1
2
−i
√
τ2−κ2
−
√
ξ2
1
4
+τ2
1
 , A2ω1 =

1
1
i
ξ1
2
−
√
ξ2
1
4
+τ2
i
√
τ2−κ2
 , A˜2ω =
 00
0

INVERSE PROBLEMS FOR NONLINEAR MAXWELL EQUATIONS 17
One can verify
ζω1 · Aω1 = ζ2ω1 · A2ω1 = ζ˜2ω · A˜2ω = 0.
For A˜ω, we have two choices
A˜ω =

0
1√
ξ21
4
+τ2
i
√
τ2−κ2
 or A˜ω =

1
1
iξ1
2
+
√
ξ21
4
+τ2
i
√
τ2−κ2
 .
Then A˜ω · ζ˜ω = 0.
Then by Proposition 2, we have solutions to the linear equations (4.1) and (4.3) given
by
Eω1 = e
ζω1 ·xε1/20 ε
−1/2(Aω1 +R
ω
1 ),
E2ω1 = e
ζ2ω1 ·xε1/20 ε
−1/2(A2ω1 +R
2ω
1 ),
E˜ω = eζ˜
ω·xε1/20 ε
−1/2(A˜ω + R˜ω),
E˜2ω = eζ˜
2ω ·xε1/20 ε
−1/2(A˜2ω + R˜2ω),
where
‖Rω1 ‖Lp(Ω;C3), ‖R2ω1 ‖Lp(Ω;C3), ‖R˜ω‖Lp(Ω;C3), ‖R˜2ω‖Lp(Ω;C3) ≤
C
τ
6−p
2p
.
Since we assume p < 6, plugging these solutions into the integral identity (4.4) and us-
ing the generalized Ho¨lder’s inequality and above decay property for the terms involving
remainders, we obtain as τ →∞∫
e−iξ·xaχΩ
(
χ
(2)
1 − χ(2)2
)
·
 01
i
 dx = 0 and ∫ e−iξ·xaχΩ (χ(2)1 − χ(2)2 )·
 11
i
 dx = 0.
Here and in what follows, a := ε
3/2
0 |ε|−1ε−1/2. Hence, we obtain
F
aχΩ(χ(2)1 − χ(2)2 ) ·
 01
i
 (ξ) = 0 and F
aχΩ(χ(2)1 − χ(2)2 ) ·
 11
i
 (ξ) = 0
for all ξ ∈ R3\{0}, where F is the Fourier transform. Since a is assumed non-vanishing
everywhere, this implies
(χ
(2)
1 − χ(2)2 ) ·
 01
i
 = 0 in Ω and (χ(2)1 − χ(2)2 ) ·
 11
i
 = 0 in Ω
Therefore, for complex-valued χ
(2)
1 − χ(2)2 , this verifies
(4.15) (χ
(2)
1 − χ(2)2 )1 = 0 and
{
Re(χ
(2)
1 − χ(2)2 )2 − Im(χ(2)1 − χ(2)2 )3 = 0
Re(χ
(2)
1 − χ(2)2 )3 + Im(χ(2)1 − χ(2)2 )2 = 0
in Ω.
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Lastly, in above choices of ζω1 , ζ
2ω
1 , ζ˜
ω, ζ˜2ω, Aω1 , A
2ω
1 , we switch the components of e2
and e3; then choose
A˜ω =

0√
ξ2
1
4
+τ2
i
√
τ2−κ2
1
 .
We obtain
F
aχΩ(χ(2)1 − χ(2)2 ) ·
 0i
1
 (ξ) = 0,
for all ξ ∈ R3\{0}, which shows that{
Re(χ
(2)
1 − χ(2)2 )2 + Im(χ(2)1 − χ(2)2 )3 = 0
Re(χ
(2)
1 − χ(2)2 )3 − Im(χ(2)1 − χ(2)2 )2 = 0
in Ω. Together with (4.15) this implies (χ
(2)
1 − χ(2)2 )2 = (χ(2)1 − χ(2)2 )3 = 0 in Ω. Therefore,
χ
(2)
1 = χ
(2)
2 in Ω and this completes the proof of Theorem 2.
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