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is determined by three key factors [1] 
where SE stands for spectral efficiency. The traditional way to manage the traffic growth is to allocate more frequency spectrum and to reduce the cell sizes by deploying more base stations (BSs). Consequently, contemporary cellular networks are already densely deployed in the urban parts of many countries and there is little bandwidth left in the sub-6 GHz bands that are attractive for wide-area coverage [2] . In contrast, the growth in SE, measured in bit/s/Hz/cell, has been rather modest over the past decades. To continue the network technology evolution, it is thus vital to make major improvements in SE. The SE represents the number of bits of information that can be reliably communicated per sample (channel use) and is an increasing function of the signal-to-interference-and-noise ratios (SINRs) of the communication links. Hence, the SE between a BS and a user equipment (UE) is limited by the channel's signal attenuation and interference from other transmissions that take place at the same time and frequency. The signal attenuation can be reduced by using high-gain antennas at the BS to form fixed beams toward the cell center, while interference can be managed by scheduling UEs orthogonally in the time-frequency domain. These approaches have served us well, but are now being changed to allow for higher SE in future 5G networks [3] .
The most promising wireless technology to improve the SE is Massive MIMO (multiple-input multiple-output) [4] . This physical-layer technology equips each BS with an array of many active antennas, which are used to spatially multiplex many UEs; that is, to communicate with them on the same time-frequency resource. By combatting the signal attenuation and interference through spatial signal processing, such as uplink (UL) receive combining and downlink (DL) transmit precoding, the SE per cell can be improved by orders-ofmagnitude over classical cellular networks. Massive MIMO is essentially a scaled-up version of the space-division multiple access (SDMA) concept from the 1990s [5] , [6] , with many more antennas and more aggressive spatial multiplexing than we could imagine before T. Marzetta's seminal paper from 2010 [7] . Massive MIMO has since then gradually changed from being a controversial theoretical concept with an extremely large number of BS antennas to a mainstream technology that has found its way into the 5G New Radio standard [3] . The first 64-antenna Massive MIMO BSs have been added to the Ericsson AIR, Huawei AAU, and Nokia AirScale product lines and commercially deployed [8] . This manifests that Massive MIMO is no longer a promising concept but a reality for cellular networks (below 6 GHz).
There is a rich body of scientific papers that analyze Massive MIMO and a handful of well-cited overview articles [4] , [9] [10] [11] , but the vast majority make two simplifying assumptions:
1) The propagation channels to the multiantenna BSs are spatially uncorrelated; 2) The signal processing schemes originally conceived for single-cell operation are heuristically applied to multicell scenarios. These assumptions make the SE analysis and optimization analytically tractable [12] , but there are three major caveats:
1) Practical Massive MIMO channels are spatially correlated, as seen from measurement campaigns [13] [14] [15] [16] and physical arguments [1, Sec. 2], [17] ; 2) Huge gains can be obtained by developing signal processing schemes for multicell operation [18] [19] [20] ; 3) The inter-cell interference, particularly the phenomenon of pilot contamination, becomes a critical limiting factor due the aforementioned simplifying assumptions. There is a thin, but solid, line of theoretical research that has avoided some or all of these caveats [20] [21] [22] [23] [24] [25] , but its development has been relatively slow due to the less tractable analysis. The important insights and key messages from this line of research, which complements and sometimes contradicts the common views, are easily missed since they constitute a minor fraction of the vast literature on Massive MIMO. Nevertheless, this research has now become mature, thanks to fundamental works such as [21] [22] [23] [24] , [26] and the recent developments in [19] , [20] , [25] that have provided the last important pieces to the puzzle. That is why it is a good time to summarize these results and insights.
This tutorial article reviews the basics of Massive MIMO in Section II. Then, in Section III we explain the importance of considering spatially correlated channels and designing signal processing schemes that take the spatial correlation and multicell interference into account. We then demonstrate the way to quantify the SE and finally present recent results on the fundamental SE limits of Massive MIMO, which are not determined by pilot contamination (as is the case for spatially uncorrelated channels [7] , [12] ) but the ability to acquire accurate channel statistics. The lack of these insights has not prevented the first deployments of Massive MIMO, but will guide the evolution of the technology towards what we call Massive MIMO 2.0.
II. WHAT IS MASSIVE MIMO IN THIS ARTICLE?
The term "Massive MIMO" lacks a concise and universal definition. Marzetta's original paper [7] demonstrates that the acquisition of channel state information (CSI) is the limiting factor in communication systems with many antennas. The paper further shows that a system with an unlimited number of antennas should operate in time-division duplex (TDD) mode and exploit channel reciprocity to acquire all the necessary CSI from a finite number of UL pilot signals. However, the paper does not call this "Massive MIMO" and provides no definition to be used in practical systems. Massive MIMO has anyway become a buzzword and the telecom industry prefers to treat it as synonymous with SDMA (or multiuser MIMO) with more than ten BS antennas, in order to quickly reach the market with Massive MIMO branded products. To demonstrate how the technology can be taken to the next level, in this article we will consider a stricter definition: This definition is in line with the canonical form of Massive MIMO for sub-6 GHz bands in [1] and includes Marzetta's original setup from [7] as a special case as M → ∞. It is also in line with real-time Massive MIMO testbeds [27] , [28] , field trials [29] , and recent commercial deployments [8] . In fact, we selected the ranges M ≥ 64 and K ≥ 8 since the existing sub-6 GHz products have 64 antennas and support multiplexing of 8 streams, while the testbeds support even larger M and K. These products constitute the first technology generation, which we refer to as Massive MIMO 1.0. Note that our definition does not specify a particular frequency range, but only the use of fully digital transceivers, which are currently used in sub-6 GHz bands and will be used at higher frequencies in the next few years from now [30] . We refer the reader to [31] , [32] for alternative MIMO concepts tailored to frequency-division duplex (FDD) mode 1 and to [33] , [34] for overviews of MIMO communications with analog or hybrid analog-digital transceivers. These research topics are important for mmWave communications, where the channels might contain a sparse set of spatial components and fully digital transceivers will take some more time to develop. Nevertheless, they are outside the scope of this article, which considers TDD and fully digital transceivers that can be used at sub-6 GHz as well as mmWave bands.
For brevity, we only consider single-antenna UEs, but the results can be readily applied to UEs with multiple antennas by viewing them as virtual UEs that transmit separate signals, representing different data streams [1, Sec. 1.3] .
A. The Transmission Protocol and Spatially Uncorrelated Channel Model
The BS can only make efficient use of its multiple antennas if it knows the wireless channels of the UEs. Since they change 1 The conclusions and insights of this paper are valid in the uplink of both TDD and FDD. The main challenge with FDD is the estimation/feedback overhead, which becomes prohibitive in mobile scenarios. This is why Massive MIMO operates in TDD mode, but if the overhead can be managed, the same conclusion would appear in the downlink of FDD. Fig. 1 . The time-frequency plane is divided into coherence blocks over which the channel response is time-invariant and frequency-flat. The τc samples of each block are used in a TDD fashion for UL pilots, UL data, and DL data.
over time and frequency, a TDD protocol is used where the UL and DL transmissions fit into the coherence block of the channel; see Fig. 1 . This represents the time-frequency block in which the channels can be approximated as time-invariant and flat-fading. In doing so, each channel is the same in the UL and DL directions and can be estimated at the BS using only UL pilots, which are known deterministic signals sent by the UEs. The number of complex-valued samples τ c = T c B c in a coherence block is, according to the Nyquist-Shannon sampling theorem, determined by the coherence time T c and coherence bandwidth B c of propagation channels. Both depend on several factors such as the delay spread of the propagation environment (i.e., how frequency-selective the channel is), UE mobility, and carrier frequency [12] . Typical values for τ c ranges from hundreds (with high-mobility and high-channel dispersion) to thousands of samples (with low-mobility and low-channel dispersion). As shown in Fig. 1 , the τ c samples are used for three purposes: 1) τ p samples for UL pilots; 2) τ u samples for UL data; 3) τ d samples for DL data. The pilots and data are transmitted at different times and the TDD protocol is synchronized across the cells. There are other variations of the TDD protocol, for which we refer the interested reader to [35] [36] [37] .
A common assumption is τ p = Kf ≤ τ c , so that we can create a pilot book Φ ∈ C τp×τp of Kf mutually orthogonal pilot sequences of length τ p ; for example, using a Walsh-Hadamard matrix [1] . These are divided into f disjunct groups with K = τ p /f pilots each, where the integer f is called the pilot reuse factor. Each cell is associated with one of the f groups, according to a predefined pilot reuse pattern, as illustrated in Fig. 2 . Hence, the K UEs in a cell use mutually orthogonal pilots and these pilots are reused in a fraction 1/f of the L cells. For simplicity, the UEs are numbered in such a way that UE k in two pilot-sharing cells uses the same pilot.
We denote φ jk ∈ C τp the pilot sequence used by UE k in cell j and assume that it is transmitted with power ρ ul . This implies φ T jk φ * jk = τ p ρ ul . We call P j ⊂ {1, . . . , L} the group of cells that utilize the same pilot set as cell j, such that
Hence, the pilot sequence φ jk is orthogonal to all other UEs' pilots, except for UE k in cell l ∈ P j \ {j}.
We denote by h j lk ∈ C M the channel between UE k in cell l and BS j. This channel has traditionally often been modeled
where the Gaussian distribution accounts for the random small-scale fading realization in each coherence block, while β j lk describes the macroscopic large-scale fading (e.g., geometric attenuation and shadow fading). The channel model in (3) is called uncorrelated Rayleigh fading, since the elements of h j lk are uncorrelated (and also independent) and have Rayleigh distributed magnitudes. This implies that h j lk has no dominant spatial directivity-the signals are equally likely to arrive to the BS from any direction-which is practically questionable. This model has been (and still is) very popular in the Massive MIMO literature since it is analytically tractable and leads to neat, understandable closed-form SE expressions [12] .
As said earlier, to make efficient use of its antennas, it is crucial for a BS to learn channels. It is particularly important for BS j to have estimates of the channels {h j jk : k = 1, . . . , K} from the UEs in its own cell. These estimates are obtained from the received pilot signal Y p j ∈ C M×τp at BS j, which is given by
where the first term accounts for the desired pilots from within the cell, the second term is interference, and N 
with ψ j jk
. The normalized mean-squared error (NMSE) is given by
Interference from UEs using the same pilot
Since the interference generated by the pilot-sharing UEs increases the NMSE in (6) , it also reduces the channel estimation quality. This "pilot interference" is often called pilot contamination and behaves differently from the noise; it not only reduces the estimation quality, but has an additional impact on the SE since (5) contains the channels of pilot-sharing UEs. This effect will later be discussed in detail. 
B. Basic Signal Processing
We analyze the achievable SE, focusing for now on the UL. Similar to (4), the received signal y j ∈ C M at BS j during UL data transmission is modeled as
Intra-and inter-cell interference
where
with ρ ul being the transmit power. For the sake of discussion, all UEs transmit with the same power. Although better performance can be achieved by using some power allocation strategy, this does not have any fundamental impact on the scaling behaviors. We refer the interested reader to [1, Sec. 7.1] .
To detect the signal s jk from UE k, BS j selects the receive combining vector v jk ∈ C M to separate the desired signal from the interference and noise. This vector is multiplied with (7) to obtain
are maximum-ratio (MR) and zero-forcing (ZF) combining [12] :
with MR combining
with ZF combining (9) with
M×K containing the estimates of the intra-cell channels in cell j. MR and ZF are both suboptimal but have been considered since the beginning of SDMA and applied to Massive MIMO since the early works. MR has low computational complexity and maximizes the power of the desired signal, but neglects the existence of interference. ZF has higher complexity (due to the inversion of a K × K matrix) but can partially suppress intra-cell interference. In a single-cell scenario with perfect CSI, MR and ZF are asymptotically optimal at low and high SNRs, respectively [38] . In fact, both schemes were conceived for single-cell operation; that is, they rely only on the channel estimates from UEs in the own cell and ignore the existence of other cells. We will see that this is a major drawback.
The SE that a UE can achieve is upper bounded by the channel capacity. Thus, an achievable SE is any number that is below the capacity. While the classical "Shannon formula" cannot be applied when the receiver has imperfect CSI, there are well-established capacity lower bounds that can be used. One popular choice is the use-and-then-forget (UatF) bound [1] , [12] , whose name comes from the fact that the channel estimates are used for designing the receive combining vectors and then effectively "forgotten" before the signal detection.
where γ ul jk can be interpreted as the SINR and is given by
The expectations are computed with respect to all sources of randomness and the pre-log factor τu τc accounts for the fraction of samples per coherence block used for UL data.
The achievable SE above has been widely used in Massive MIMO for the following main reasons. Firstly, it can be applied with any combining scheme and channel estimator. Secondly, it is analytically tractable, in the sense that the expectations can be computed in closed form in some special cases [12] , as shown next.
Corollary 1: If MR combining is used with uncorrelated Rayleigh fading, the SINR in (11) of Theorem 1 becomes The SINR in (12) has a simple interpretation. The numerator represents the desired signal power, which increases linearly with M , known as the array gain. The first term in the denominator is a summation over all UEs in the network and is referred to as non-coherent interference, because it is independent of M . The second term only involves the UEs in the other cells using the same pilot and is a consequence of pilot contamination. This term is called coherent interference since it increases linearly with M , just as the signal term. This phenomenon occurs since the channel estimate in (5) is a linear combination of pilot-sharing UEs' channels.
A similar closed-form SINR expression as (12) can be obtained with ZF (see [12] ) with the difference that some of the non-coherent interference terms are reduced and the signal and coherent interference terms scale with M −K (rather than with M ). This is because ZF sacrifices K spatial dimensions to suppress intra-cell interference. Since the SINR has the same simple structure in these well-studied cases, one might suspect that this is always the case in Massive MIMO, but we will later show that it is a deceiving generalization.
C. Basic Spectral Efficiency Analysis
To quantify the UL SE in a consistent way throughout this article, we consider a running example with 16 asymmetric cells (and wrap around) as illustrated in Fig. 2 . The key parameters are given in Table I . The UEs are uniformly and independently distributed in each cell, at distances larger than 35 m from the BS. The results are averaged over 100 UE distributions, with 50 channel realizations each. There are f K pilots in each coherence block and the remaining samples are used for UL data transmission, i.e., τ u = τ c −f K. Fig. 3 shows the UL sum SE per cell as a function of M with MR and ZF combining, and f = 1. By going from M = 10 to M = 250, the SE improves substantially with both schemes. With ZF, it passes from 5.21 to 41.94 bit/s/Hz/cell, and from 7.21 to 25.89 bit/s/Hz/cell with MR. Although an exact comparison is not possible, we note that these numbers are substantially higher than the sum UL SE of 2.8 bit/s/Hz/cell achieved by basic LTE systems; see [1, Remark 4.1] . Both MR and ZF provide higher SE per cell than that already for M ≥ 16. The SE is increased by more than 10× with ZF when M ≥ 64, which reduces to 5× with MR. This provides evidence that the Massive MIMO technology is capable of improving the SE by an order of magnitude. To understand the difference between MR and ZF, Fig. 4 considers the weakest UE in an arbitrary cell, which is the one with the lowest received signal power. The average signal and interference powers are shown, normalized with respect to the noise power. We consider M = 100 and f = 1. The non-coherent interference is the largest term in the SINR when using MR. In contrast, it is the coherent interference caused by the pilot-sharing UEs that dominates when using ZF. The reason is not that the coherent interference has grown-it is roughly the same as with MR-but ZF is able to effectively suppress the non-coherent interference. With MR, the non-coherent interference power dominates since it does not suppress any interference. ZF sacrifices a few dB of signal power to suppress the non-coherent interference by 30 dB, which explains the large SE difference in Fig. 3 and demonstrates that signal processing schemes that target interference suppression are crucial to get the most out of Massive MIMO. Moreover, we notice that a new limiting factor can appear when a previous one has been resolved. It has been claimed that coherent interference can be avoided by increasing the pilot reuse factor f . On the contrary, in this simulation, the SE actually reduces as f increases, since the improved estimation quality and reduced coherent interference are not compensating for the fact that the pre-log factor (τ c − f K)/τ c in (10) decreases with f . As we will show later on, signal processing schemes developed for multicell operation are required to truly benefit from having f > 1. 
D. Is Pilot Contamination the Final Frontier?
Massive MIMO was originally characterized as a multiuser MIMO system operating in the "Marzetta limit" where M → ∞ while the number K of UEs is fixed [7] . Unlike the traditional "large-system limit" that had been studied before in which M, K → ∞ with a fixed ratio, the Marzetta limit has the practical benefit that the f K pilot resources, required for channel estimation, remain finite even in the asymptotic limit. As discussed in Section V-C in more detail, this asymptotic regime has received much attention in the literature, not because M will be nearly infinite in practice, but to understand the scaling behavior and ultimate performance limits. With MR and uncorrelated Rayleigh fading, the following result was proved in [7] and follows directly from Corollary 1. 
This corollary shows that the SINR converges to a limit where the impact of noise and non-coherent interference vanishes, making the coherent interference caused by pilot contamination the only remaining performance-limiting factor. The same limit is achieved by ZF and sophisticated variations thereof [22] , [26] , and also when studying the DL with a similar methodology.
Based on these results, the research community has speculated, or taken for granted, that pilot contamination constitutes a fundamental SE limitation. More specifically, the following claims have been repeated many times in the literature (including by the authors of this article):
• Due to pilot contamination, the SE saturates as M → ∞; • MR is asymptotically optimal; • More sophisticated schemes than MR can only improve the SE for finite values of M . There are two good reasons to question these claims. Firstly, they are supported by a single anecdotal model, namely uncorrelated Rayleigh fading. Practical channels are spatially correlated [39] , while uncorrelated channels appear under extremely strict physical requirements [1] , which are certainly not satisfied in practice. Secondly, the signal processing schemes that have dominated the literature (such as MR and ZF), were initially designed for single-cell operation, and used without questioning in multicell contexts. A few early works (e.g., [22] ) discussed the possibility for a BS to use channel estimates from UEs in other cells to develop "multicell" interference-suppression schemes, but conjectured that this would not be helpful because of their low estimation quality. The multicell approach was first analyzed for Massive MIMO in [24] , [26] , but only for uncorrelated Rayleigh fading where a finite SE limit was observed as M → ∞. Two important questions are thus: 1) What is the role of spatial correlation in Massive MIMO? 2) How is the SE affected by spatial correlation and by the use of multicell interference-suppression schemes? Both questions will be addressed in this tutorial and, interestingly, will allow us to conclude that coherent interference behaves very differently once we move away from the uncorrelated fading assumption.
III. SPATIALLY CORRELATED CHANNELS
As any M -dimensional vector, the channel h As seen from this definition, the conditions for a channel to be spatially uncorrelated are very strict. This explains why all practical channels are spatially correlated, even if some are "more" correlated than others. There are (at least) three physical explanations for spatial correlation:
1) The propagation environment produces more multipath components to the BS from some spatial directions than from others; 2) The BS antennas have spatially dependent antenna patterns and varying polarization.
3) The array geometry is creating spatially under-or oversampling. These factors contribute to making practical channels spatially correlated.
A. Correlated Rayleigh Fading
A tractable way to model spatially correlated channels with no line-of-sight path is the correlated Rayleigh fading model:
where R j lk ∈ C M×M is the spatial correlation matrix. The normalized trace β
is the average channel gain from an antenna at BS j to UE k in cell l. As with uncorrelated Rayleigh fading, the Gaussian distribution is used to model the small-scale fading variations, while R j lk describes the macroscopic propagation characteristics. In theory, the correlation matrix is fixed, while in practice it is known to change on a time-scale much larger than the coherence time of the small-scale fading. We assume that R j lk is known at the BS. Its estimation will be discussed in Section VI. The eigenstructure of R j lk determines the spatial correlation properties of the channel h j lk ; that is, which spatial directions are statistically more likely to contain signal components than others. High spatial correlation is characterized by large eigenvalues variations, but this property can generally not be utilized to conclude that one channel is more correlated than another [40] . Models for generation of R j lk can be found in [1, Sec. 7.3] and these utilize the angular spread to quantify the amount of spatial correlation.
Uncorrelated Rayleigh fading, as in (3), occurs in the special case when R j lk = β j lk I M is a scaled identity matrix, which implies that all the diagonal elements are equal and all off-diagonal are zero. Practical channels are different in both respects, as proved by numerous measurements campaigns. This will be further explained in Section III-C. 
Remark 1 (Karhunen-Loève representation): Let the eigendecomposition of R

B. Uniform Linear Arrays and Angular Representation
Although antenna arrays come in arbitrary shapes and sizes-depending on the use case, site geometry, and carrier frequency-the most widely used model in the MIMO literature is the uniform linear array (ULA). Consider UE k in cell l and suppose that its signal is received at an arbitrary BS j as the superposition of N physical signal paths, each reaching the ULA as a planar wave from a particular angle ϕ j lk (n) ∈ [0, 2π] for n = 1, . . . , N. The channel vector is then obtained as
where g j lk (n) ∈ C accounts for the gain and phase rotation of the nth physical path and a(ϕ j lk (n)) ∈ C M is the array response vector of the ULA, given by
T (18) where Δ denotes the spacing between adjacent antennas, normalized by the wavelength. Suppose the angles are i.i.d. random variables with angular probability density function f (φ) and g 
represents the total average gain of the physical paths. Notice that the Toeplitz form arises with other array geometries.
2 By using the Szegő's theorem [42] , it can be proved that the Toeplitz matrix R j lk becomes asymptotically equivalent to a circulant matrix as M → ∞. A well-known property of circulant matrices [42] is that their eigenvector matrix equals the unitary discrete Fourier transform (DFT) matrix F ∈ C M×M with elements
for l, n ∈ {1, 2, . . . , M}. The consequence is that, in the regime of large M where the Toeplitz matrix R j lk is well approximated by a circulant matrix, we can approximate U j lk in (15) with a submatrixF ∈ C N ×r , formed by a selection of r columns of F. Therefore, (15) becomes
Another consequence is that the computationally efficient fast Fourier transform (instead of the Karhunen-Loève representation in (16) Notice that the DFT approximation requires the macroscopic large-scale fading to maintain constant over the antenna array. Therefore, it cannot be used to capture near-field scattering and other phenomena that may lead to such variations. These have been observed by several measurement campaigns as shown next. 
C. A Look at Channel Measurements
Fig . 5 shows the key properties of the measured correlation matrices of two UEs selected from a measurement campaign at Fraunhofer Heinrich Hertz Institute [44] . The measurements were conducted at a 3.75 GHz carrier frequency using a bandwidth of 250 MHz. A uniform cylindrical array was used with 16 columns, 4 dual-polarized patch elements with an antenna spacing of 52 mm in the vertical direction. The total number of antennas is 128. The BS was located outdoor at a height of approximately 30 m whereas the transmitting UE moved over 13 different tracks, each of 40 m length. Fig . 5(a) shows the diagonal elements of the normalized (such that the trace is equal to M = 128) correlation matrices, each representing the average normalized channel gain between an individual BS antenna and the UE transmitting from "Track 01" and "Track 13". We used 1000 measurement samples taken over a 10 m distance to create correlation matrices. The differences between the two UE are the spatial locations and that the propagation occurs respectively in lineof-sight (LoS) and non-line-of-sight (NLoS). The power varies substantially around the average channel gain according to a random-like pattern that is unique for every UE, and the periodic behaviors are created by the cylindric array geometry. The standard deviation of the gain variations (measured in dB scale) lies between 2 and 3 dB for the different cases. An explanation for this effect is that different multipath components are seen by different parts of the array. Fig. 5(b) shows the decreasingly ordered eigenvalues of the measured correlation matrices. In both LoS and NLoS cases, the eight largest eigenvalues contribute to more than 99% of the channel gains. Hence, the measured channel vectors are approximately spanned by the corresponding eight eigenvectors, which are different for each case, although the shape of the eigenvalue curves are similar. An explanation for this effect is that the vast majority of the multipath components originate from a relatively small number of spatial directions. If the off-diagonal elements were zero in the NLoS case (corresponding to uncorrelated fading), then the yellow curve would be created by the gain variations of Fig. 5 (a), which has a quite similar behavior.
Analogous observations can be made from the measurements reported in [15] , [16] . Hence, we conclude that practical spatial correlation matrices have three main properties:
• Non-identical diagonal elements;
• Non-zero off-diagonal elements;
• A unique structure for every position of UE and BS.
D. Basic Impact of Spatial Correlation in Massive MIMO
Spatial correlation was initially viewed as detrimental in the early papers on MIMO communications, since this is the case for high-data rate communications over single-user MIMO channels [39] , [45] . However, the situation is quite different in multiuser communications where it is known that spatial correlation can be both beneficial and detrimental [46] . More precisely, the relation between the dominant eigenvectors of the UEs play an important role, in addition to the eigenvalue distribution. We will demonstrate this with an example, where we assume for simplicity that only cell j is active. Moreover, we artificially assume that each correlation matrix has r = M/K eigenvalues equal to one, while the remaining eigenvalues are zero. The correlation matrix of UE k can thus be represented as
where the columns of U k ∈ C M×r are the unit-norm eigenvectors corresponding to the r non-zero eigenvalues. We will investigate two extreme cases: when U k is different for every UE and when it is the same.
In the first case, we assume that U H k U i = 0 r×r ∀k = i, which implies that the individual correlation matrices are all mutually orthogonal. Multiplying y j in (7) by the eigenvector matrix
where (22) is the system model of an r-antenna single-user channel with e j jk being the uncorrelated Rayleigh fading channel vector and U H k n j is the noise. Hence, thanks to the structure of the spatial correlation matrices, the multiuser channel is divided into K interference-free single-user channels, each having r "antennas" instead of M . The interference removal makes spatial correlation very beneficial in this case.
In the second case, we assume that all UEs share the same correlation matrix R
M×r . Under these circumstances, we have
Unlike (23), this is a K-user channel with r uncorrelated "antennas". Hence, due to the common spatial correlation matrix, we effectively lose many of the antennas without gaining anything back in terms of interference removal, which is clearly an undesirable effect of spatial correlation.
E. Linear Independence and Orthogonality of Matrices
Spatial correlation can apparently be beneficial in Massive MIMO if the UEs have sufficiently different spatial correlation matrices. Two difference measures play a key role in this article and will now be defined.
A set of linearly independent vectors is such that no vector in the set can be written as a linear combination of the others. When applied to correlation matrices, this concept generalizes to the following definition.
Definition 3: Consider the correlation matrix R ∈ C M×M . This matrix is linearly independent of the correlation matrices
The linear independence condition in (25) implies that R cannot be written as a linear combination of R 1 , . . . , R N . All these matrices can have full rank, but different eigenvalues and/or eigenvectors. The asymptotically linear independence condition in (26) is more restrictive since it both requires linear independence and that the subspace in which the matrices differ has a norm that grows at least linearly with M .
Another measure of the difference between vectors is orthogonality. When applied to correlation matrices, this concept generalizes as follows.
Definition 4: Two correlation matrices
We further say that R 1 and R 2 asymptotically spatially orthogonal if
The orthogonality condition in (27) implies R 1 R 2 = 0 M×M , which means that the eigenspaces are nonoverlapping. Hence, R 1 and R 2 can only be orthogonal if they are rank-deficient.
To understand the difference between these two measures defined above, we provide the following two examples. 
Example 1: Consider two UEs with spatial correlation matrices
where F ∈ C M×M is the unitary DFT matrix defined in (20 
From Definition 3 and the law-of-large numbers, we have that
where the lower bound is obtained by setting 2 } is the non-zero variance of λ m , we conclude that R and R 1 are asymptotically linearly independent.
To determine if the correlation matrices are asymptotically spatially orthogonal, we follow Definition 4:
since the random variables λ m are positive and have non-zero variance. Hence, the matrices R and R 1 are not asymptotically spatially orthogonal. Example 2 indicates that asymptotic linear independence likely occurs, while asymptotic spatial orthogonality is unlikely. Although the channel models were artificial in the above examples, linear independence will always appear in practice due to the natural irregularities of propagation channels, which were observed in Fig. 5(b) and modeled randomly in Example 2. When it comes to spatial orthogonality, [23] , [31] used the angular representation for ULAs to prove that two correlation matrices become asymptotically spatially orthogonal if the channels from the UEs have non-overlapping angular supports. The measurement results in Fig. 5 have large eigenvalue variations, but the asymptotic orthogonality metric in (28) is still far from zero and does not decrease when going from 32 to 64 antennas. A likely explanation is that the multipath components are not confined to an angular interval, but spread over the angular domain in a random-like pattern, as shown by the measurements reported in [15, Fig. 4b ].
In conclusion, we can rely on the asymptotic linear independence when designing signal processing schemes for Massive MIMO, while spatial orthogonality only appears in special cases and, thus, we cannot rely on it in the signal processing.
IV. SIGNAL PROCESSING FOR MASSIVE MIMO 2.0
This section provides the core signal processing methods that underpin Massive MIMO 2.0, with particular emphasis on the exploitation of spatial channel correlation. We begin by revising the MMSE channel estimator to take such correlation into account. The optimal receive combining is derived and then simplified to obtain suboptimal single-cell schemes. Then, the DL precoding is dealt with and shown to resemble the UL results.
A. MMSE Channel Estimation With Spatial Correlation
Since the pilots are transmitted synchronously in all cells, BS j can use the τ p pilots to estimate both the channels from its own UEs and the channels from UEs in other cells.
The latter estimates can be used for inter-cell interference suppression. Assuming that the correlation matrices are known at the BSs (see Section VI for further details), the MMSE estimate of h j li at BS j under correlated Rayleigh fading iŝ (33) where Y p j is given in (4) and
The estimation errorh
The NMSE with spatially correlated channels takes the form (35) and is increased by the interference from pilot-sharing UEs, which enters into Q j li in (34) . Unlike the NMSE in (6) for uncorrelated fading, (35) depends not only on the average channel gains but also on the full spatial correlation matrices R j jk and R j lk for l ∈ P j . Intuitively, the NMSE should be better when the interfering UEs' have very different spatial correlation properties (e.g., different dominant eigenspaces) and this intuition can be confirmed by inspecting the expression in (35) . In the extreme case of R j jk R j lk = 0 M , one can show that the NMSE in (35) is completely unaffected by the interfering UE k in cell l. Therefore, in theory, it is possible to completely avoid pilot contamination between two UEs if their correlation matrices are spatially orthogonal. While this condition is unlikely to hold in practice (as explained earlier) a good rule-of-thumb is to assign pilots to the UEs such that tr(R j jk R j lk ) is rather small for all pilot-sharing UEs [23] . One can show that the NMSE in (35) reduces with M [1, Sec. 3], which is different from the NMSE for uncorrelated fading in (6) that is independent of M . This is a logical result since the spatial correlation matrix imposes a structure that effectively reduces the randomness; when estimating a particular element of the channel vector, the received signals on all antennas provide useful information about that element.
B. Uplink Spectral Efficiency and Optimal Receive Combining
Before looking into the optimal design of receive combining, we first generalize Corollary 1 for MR combining to the case of correlated Rayleigh fading [1, Sec. 4 ]. This will be instrumental to understand how the UL SE is affected by spatial correlation. The SINR expression in (36) resembles that of (12) in Corollary 1. Since the trace of an M × M matrix is the sum of the M diagonal elements, the signal term in the numerator
increases linearly with M . For the same reason, the interference terms tr R
remain (roughly) constant when changing M and thus their sum constitutes the non-coherent interference. On the other hand, the coherent interference is obtained by summing up the terms |tr So far, an UL SE was computed in Theorem 1 on the basis of the UatF capacity lower bound. As mentioned earlier, this has been the most popular bound in Massive MIMO because it leads to tractable SINR expressions and also because it is valid for any combining vector and channel estimator. However, when MMSE channel estimation is used, an alternative capacity bound can be used [12] , [22] .
Theorem 2: If the MMSE estimator is used to compute channel estimates for all UEs, an UL SE of UE k in cell j is
with the instantaneous effective SINR given in (38) 
This alternative bound is intuitively tighter than the UatF bound in Theorem 1, since the channel estimates are used also in the signal detection, and not only in the selection of combining vectors. Unlike the UatF bound, (37) can only be applied when the estimateĥ that is satisfied by the MMSE estimator. The bound in (37) has been analyzed in a number of articles that consider MR and other heuristic schemes that appear to perform well on uncorrelated Rayleigh fading channels. Instead of resorting to heuristics, we notice that the SINR in (38) only depends on one combining vector, v jk , and that the SINR has the form of a generalized Rayleigh quotient. Hence, the combining vector that maximizes it can be obtained as follows [20] , [24] , [26] .
Theorem 3: The instantaneous effective SINRs in (38) for the UEs in cell j are jointly maximized by the receive combining
This optimal combining scheme also minimizes the conditional MSE E{|s jk − v
}} between the data signal s jk and the received signal v H jk y j after receive combining. Hence, it would be appropriate to call it MMSE combining, but that can easily lead to confusion since the MSE-minimizing scheme takes a different form in single-cell and multicell scenarios. For that reason, [24] proposed to call (40) the multicell MMSE (M-MMSE) combining scheme. The 'multicell' notion refers to the fact that V M−MMSE j is computed by utilizing both the intra-and inter-cell channel estimates that can be computed locally at BS j, using the existing pilot signaling. Intuitively, M-MMSE suppresses the strong interfering signals from wherever they may originate, in contrast to ZF that only considers interference from within the own cell. No cooperation between the cells is needed to implement M-MMSE, even if the name might give that impression.
The structure of V 6 . Illustration of how the variance of the received signal is distributed over different spatial directions (in terms of angles) and how M-MMSE combining finds the optimal direction for signal reception. Originally, M-MMSE combining maximizes the SINR by finding a non-trivial spatial direction with the best tradeoff between high signal variance and low interference/noise variance. After whitening the received signal, M-MMSE combining corresponds to using the spatial direction that jointly maximizes the signal variance and minimizes the interference/noise variance. 
jk y j , from which the optimal receive combining A −1 jkĥ j jk can be identified. In summary, M-MMSE combining is obtained by whitening followed by MR combining. The whitening process is illustrated in Fig. 6 . The M-MMSE vector is easily identified from the whitened signal (shown to the right), while this is not the case when inspecting the original signal (shown to the left). τ p + LKM 3 complex multiplications. Note that the "channel estimation" column accounts for the computation of MMSE channel estimates from a BS to all UEs. Notice that alternative, but suboptimal, multicell schemes with lower complexity can be derived from M-MMSE. Two examples are the multicell ZF in [20] (with or without regularization) and the partial M-MMSE that uses only inter-cell channels causing strong interference [47] .
The use of channel estimates to UEs in other cells in M-MMSE (or other suboptimal multicell solutions) is the key distinguishing factor from the basic combining schemes, such as MR and ZF. If we artificially assume that there is no pilot contamination and restrict BS j to only compute and utilize the knowledge of the channel estimates H j j of its own UEs for the design of combining vectors, the instantaneous effective SINR in Theorem 2 reduces to
where 
This scheme has been called "MMSE combining" in [22] , [48] , [49] , among others, since it minimizes the conditional
} in the absence of pilot contamination. This demonstrates the fact that the MSE-minimizing scheme takes a different form depending on the underlying assumptions, which is a potential source of confusion. For example, V S−MMSE j was heuristically applied to scenarios with pilot contamination in [22] , [49] , in which case the name becomes misleading since it does not minimize the MSE.
Clearly, (42) coincides with M-MMSE when only a single cell is active, thus we will call it the single-cell MMSE (S-MMSE) combining as proposed by [24] .
The main difference from M-MMSE in (40) is that only the intra-cell estimates H j j are used in (42) , while
Since there is no need to compute estimates of the channels to UEs in other cells, S-MMSE has a lower computational complexity, which is quantified in Table II . The price to pay is the weaker interference suppression: if a UE at the cell edge switches to another BS, S-MMSE immediately stops suppressing its interference while M-MMSE continues as if nothing happened. This is an undesired feature of S-MMSE since the UE might still have a channel to its old BS that is better than many of the UEs that reside in the old cell.
The MR and ZF schemes in (9) can be derived as simplifications of (42) in the low and high SNR regimes, respectively [1, Sec. 4.1.1]. The computational complexities of MR and ZF are also quantified in Table II , for comparative purposes.
C. Downlink Spectral Efficiency and Transmit Precoding Design
The BS in cell l transmits the DL signal
is the DL data signal intended for UE i in cell l, assigned to a precoding vector w li ∈ C M that determines the spatial directivity of the transmission and satisfies w li 2 = 1 so that ρ dl represents the transmit power. The received signal y jk ∈ C at UE k in cell j is given by
where n jk ∼ N C (0, σ 2 dl ) is the receiver noise. Characterizing the capacity is harder in the DL than in the UL since it is unclear how the UE should best estimate the effective precoded channel (h j jk )
H w jk that it needs for decoding. An achievable SE that has received great attention in Massive MIMO can be computed by using the following hardening bound.
Theorem 4: The DL ergodic channel capacity of UE k in cell j is lower bounded by
with
where the expectations are computed with respect to the channel realizations. The pre-log factor
τc accounts for the fraction of samples per coherence block that are used for DL data.
The above lower bound has dominated since the early articles on Massive MIMO [7] , [22] , [50] and is achieved when the UE treats the mean of its precoded channel as the true one. This is a reasonable assumption for channels that exhibit channel hardening [1, Sec. 2.5], but the bound can be rather loose for channels with little or no hardening. An alternative approach consists in estimating the precoded channels in a better way, either explicitly as in [51] or implicitly as in [52] . The use of DL pilots is unnecessary since ĥ j jk H w jk is a positive scalar for all precoding schemes of interest, thus the phase is known a-priori and the magnitude can be estimated by only analyzing the received signals; this becomes easier the larger τ d is. None of these refined bounds are considered in this tutorial since (44) is sufficient to demonstrate the impact of spatial correlation. The DL SE in (45) of UE k in cell j depends on the precoding vectors {w li } of all UEs in the entire network. This stands in contrast to the UL SEs in Theorems 1 and 2 that only depend by the UE's own combining vector v jk . This makes optimal precoding design challenging in practice. A common heuristic approach relies on the UL-DL duality [53] , which holds between the UatF capacity bound in the UL and hardening bound in the DL. The duality states that the SE achieved in the UL can be achieved also in the DL, if the UL combining vectors are used as DL precoding vectors and the DL transmit power is allocated properly. The UL-DL duality motivates to select the DL precoding vectors based on the UL combining vectors as
where [v j1 . . . v jK ] = V j . By selecting V j according to one of the UL combining schemes described earlier, the corresponding precoding scheme is obtained; that is, V j = V M-MMSE j yields M-MMSE precoding, and so forth. One key advantage is that the computation of the precoding vectors at BS j requires only M K complex multiplications, which are needed to compute v jk in (46) for every UE.
V. PERFORMANCE BENEFITS OF OPTIMIZED SIGNAL PROCESSING IN MASSIVE MIMO 2.0
To quantify the SE that can be achieved in Massive MIMO with optimized signal processing and spatial channel correlation, we now compare the different UL and DL schemes by using the network setup in Fig. 2 and the system parameters in Table I . Each BS is equipped with a uniform linear array with half-wavelength antenna spacing. Each channel consists of S = 6 scattering clusters, which are modeled by the Gaussian local scattering model [1, Sec. 
where β j li is the large-scale fading coefficient (reported in Table I) • . Fig. 7(a) shows the average UL sum SE for the pilot reuse factor f = 1. M-MMSE provides the highest SE, which passes from 14.89 to 62.47 bit/s/Hz/cell as M increases. The suboptimal schemes are quite competitive when M is small, but in the Massive MIMO regime of M ≥ 64, the losses are noticeable. S-MMSE loses more than 9% in SE and ZF loses more than 18%. Interestingly, the SE of M-MMSE is 2.5 times higher than with MR. The superior SE of M-MMSE for any value of M is due to the fact that it finds the optimal tradeoff between interference suppression and coherent combining of the desired signal, as shown in Fig. 6 . Fig. 7(b) shows the average DL sum SE in the same setup with f = 1. The precoding schemes behave in a similar way as their UL counterparts. M-MMSE provides the highest SE, followed by S-MMSE and ZF. MR provides only 45-60% of the SE provided by M-MMSE. Since the trends are the same, we will for brevity focus on the UL.
From this example, it might seem that M-MMSE can only provide a 10% SE gain, but there is much more than that to be harvested. Table III reports the UL SEs for M = 100 and different pilot reuse factors. M-MMSE benefits particularly much from having f > 1. Thanks to the improved channel estimation quality, it can now better suppress the interference from UEs in the surrounding cells and the SE gain is 20%. Since the other schemes do not suppress interference from other cells, their SE reduces when f is increased. Similar trends are observed in Table III for the DL. To showcase how M-MMSE operates, Fig. 8 shows the average power (normalized by the noise power) after receive combining for the weakest UE in the cell when M = 200 and f = 2. The power is divided into desired signal, non-coherent interference, and coherent interference. The figure shows that M-MMSE substantially reduces the coherent interference as compared to the other schemes that can only reduce the non-coherent interference.
The simulation results have thus far focused on the average sum SE. To study how the spatial correlation and choice of combining scheme affect UEs in different parts of the cells, Fig. 9 shows the cumulative distribution function (CDF) of the UL SE for an arbitrary UE in the network when M = 100 and f = 2. The randomness is due to random UE locations and log-normal fading realizations. Uncorrelated and correlated Rayleigh fading channels are compared. Spatial correlation is detrimental for MR, but for all other combining schemes the CDF curves are shifted to the right by the correlation. The highest benefit from having spatial correlation is achieved Fig. 9 . CDF of the UL SE per UE with different combining schemes when M = 100 and f = 2. Uncorrelated and correlated Rayleigh fading are considered for the multicell setup in Fig. 2. with M-MMSE. This does not mean that spatial correlation is always beneficial. A UE at a given location might achieve higher SE with uncorrelated fading, which is an effect that cannot be seen from CDFs. However, as a UE moves around in the network the probability of achieving a particular SE is consistently higher under correlated fading.
A. Pilot Contamination Is Not a Fundamental Asymptotic Limitation
We now study the asymptotic SE with MR and M-MMSE combining/precoding under spatially correlated channels in the "Marzetta limit", when M → ∞. With MR combining, the following result can be proved from Corollary 3.
Corollary 4: With correlated Rayleigh fading, the SINR γ
when M → ∞, in the sense that γ
The asymptotic value of γ UL∞ jk lacks a simple expression, but it demonstrates that only coherent interference limits the SE. Unlike the case of uncorrelated fading, this interference is determined by how different R j jk is from the pilot-contaminating UEs' correlation matrices R j lk with l ∈ P l \ {j}. If R j jk is asymptotically spatially orthogonal to all of them, i.e., As discussed earlier, this is unlikely to happen in practice, therefore, the SE achieved by MR combining typically converges to a finite limit as M → ∞, even with spatially correlated channels. A similar result can be obtained in the DL [1, Sec. 4.4] , with the only difference that the set of correlation matrices that are involved in the coherent interference terms are different; UL interference comes through the UEs' channels, while DL interference comes through the BSs' channels. Unlike the case of uncorrelated fading, a UE can be subject to strong coherent interference in the UL but not in the DL, or vice versa. Consequently, the system should consider both the UL and DL SEs when assigning pilots to UEs.
Based on the asymptotic results with MR combining/precoding and the fact that similar conclusions hold for S-MMSE [22] , one may suspect that the SE with spatially correlated channels has always a finite limit due to pilot contamination (except in extreme cases with asymptotic spatial orthogonality). This suspicion was recently shown to be wrong in [20] .
Theorem 5: With correlated Rayleigh fading, the UL (DL) SE of a given UE with M-MMSE combining (precoding) grows without bound as log 2 (M ) when M → ∞, if the correlation matrix of the UE is asymptotically linearly independent of the set of correlation matrices of its pilot-contaminating UEs.
The above theorem proves that Massive MIMO is not asymptotically limited by pilot contamination when taking optimized signal processing and spatially correlated channels into consideration. Consequently, neither MR and S-MMSE, nor any other scheme that only suppresses intra-cell interference can be asymptotically optimal; even if this has been claimed in the literature since the beginning of Massive MIMO. In other words, the deceivingly simple conclusions that can be drawn from analyzing uncorrelated fading channels-particularly regarding coherent interference and pilot contamination-do not extend to practical channels, which are spatially correlated.
These results can be surprising at a first sight but a closer look reveals that they are rather intuitive. Consider BS j and let us compare the estimateĥ (49) where
is the same for both UEs. These channel estimates are strongly correlated, but the differenceĥ
is only zero for some c ∈ R if R j jk and R j li are linearly dependent, which is very unlikely as demonstrated in Example 1. This principle is illustrated geometrically in Fig. 10 . The key insight is that, for linearly independent channel estimates (or, equivalently, correlation matrices), it is possible to find a combining vector v jk that is orthogonal toĥ with the channel estimate of the desired UE. This heuristic combiner is shown in Fig. 10(b) and will make the SINR grow unboundedly with M if the correlation matrices are also asymptotically linearly independent. Since the optimal M-MMSE combining (and M-MMSE precoding) provides a higher SINR than any other scheme, including the heuristic scheme just described, it also rejects the coherent interference while retaining an array gain that is proportional to M . This is why Theorem 5 requires asymptotically linearly independent Fig. 10 . Geometric illustration of how channel estimates are related for UEs that reuse the same pilot. The channel estimates are parallel when the spatial correlation matrices are linearly dependent, while they are linearly independent when the spatial correlation matrices are linearly independent. In the latter case, the illustrated combining vector v jk rejects the coherent interference from the pilot-sharing UEs, while a non-zero part of the desired signal remains. correlation matrices. In the special case of spatially uncorrelated channels,ĥ Fig. 10(a) . This makes it impossible for BS j to find a vector v jk that is orthogonal toĥ j lk while being non-orthogonal toĥ j jk . Hence, the reason for the asymptotic limit with uncorrelated fading is that we cannot suppress interference from pilot-sharing UEs without also removing an equal fraction of the desired signal.
B. Numerical Validation of Asymptotic Analysis With Spatially Correlated Channels
To illustrate the asymptotic behavior of M-MMSE, we consider the challenging symmetric setup in [20, Fig. 3 ] with L = 4 cells and K = 2 UEs per cell. The BSs are located at the four corners of the coverage area and the UEs are located pairwise close to each other. The star-marked UEs share a pilot, while the plus-marked UEs share another one. The asymptotic behavior of the UL SE per UE is shown in Fig. 11 with M-MMSE, S-MMSE, and MR. Both S-MMSE and MR converge to asymptotic limits of around 3 bit/s/Hz per UE as M grows. In line with Theorem 5, M-MMSE provides an SE that grows without bound as log 2 (M ) (the horizontal scale is logarithmic). Hence, the 10-20% SE gains, observed in previous simulations, only represent the gap for a given number of antennas, while the asymptotic gap grows without bound.
Since any practical system will have a finite number of cells, we could alternatively alleviate the pilot contamination problem by dividing the coherence blocks orthogonally between the cells. The curve "Time splitting" considers this case in which the L = 4 cells are active in different coherence blocks, and M-MMSE is used for receive combining (which coincides with S-MMSE in this case). The SE with time splitting also grows without bound, but with a smaller slope than with M-MMSE, due to the additional pre-log factor of 1/L = 1/4. Hence, even in a small system with L = 4, it is inefficient to avoid pilot contamination by time splitting; even MR provides higher SE than time splitting in the considered range of antennas.
The lack of an asymptotic limit does not imply that pilot contamination disappears entirely by using M-MMSE. There is still a substantial SE loss caused by the estimation errors and a fraction of the signal power is sacrificed in interference suppression, but there is no convergence to a fundamental capacity limit.
C. Practical Relevance of Asymptotics in Massive MIMO 2.0
Asymptotic analyses are frequent in statistical signal processing (e.g., infinite SNR or number of samples) and in information theory (e.g., infinitely long code blocks). While some people question their usefulness, others argue that they are useful to understand the ultimate performance or to obtain tight low-complexity performance approximations. One can easily identify several compelling reasons to disregard the "Marzetta limit"; that is, the asymptotic limit where M → ∞. Firstly, deploying wireless networks with a nearly infinite M is impossible in a finite-sized world. Secondly, the conventional channel models break down when M → ∞, since one would eventually receive more power than transmitted. Thirdly, the technology will neither be cost nor energy efficient, since the cost and energy grow linearly with M , while the SE only grows logarithmically with M . Fourthly, the sum capacity is often maximized when M/K is fairly small [1] , [53] , which implies that the traditional large-system limit where M, K → ∞ with a fixed ratio is of more practical interest [54] . In light of these shortcomings: What is the purpose of the "Marzetta limit" in Massive MIMO?
The answer is that the "Marzetta limit" tells us how to design Massive MIMO 2.0; a future-proof technology capable of delivering performance far beyond what Marzetta predicted in his seminal paper. The performance difference between the various combining/precoding schemes is fairly small when considering only 64 antennas, but the benefit of M-MMSE will grow larger over time, as antennas become a commodity and are deployed everywhere.
New deployment concepts with very large surfaces of antennas have recently emerged [55] [56] [57] , for which M can be extremely large. Distributed deployments and higher carrier frequencies are two other ways to accommodate more antennas per km 2 . These concepts are further discussed in Section VIII. With this in mind, consider a wireless network with any finite number, K, of UEs that each has finite-valued data rate requirements in UL and DL. Theorem 5 proves that we can always satisfy these requirements by deploying sufficiently many antennas, even in the presence of pilot contamination. In fact, the theorem ensures that there exists a finite number of antennas, M , that allows to deliver the required SE with only τ c = 2 samples per coherence block: one for pilots and one for data. This is made possible by exploiting the spatial correlation that appears naturally in wireless channels.
VI. ACQUIRING SPATIAL CORRELATION KNOWLEDGE
The key message from the above results is that the existence and exploitation of spatial channel correlation is a game changer for Massive MIMO, particularly in future systems with hundreds or thousands of antennas. In the analysis, we have assumed that all deterministic quantities are perfectly known, which is the common practice in communication theory. Specifically, if BS j wants to implement the M-MMSE scheme in (40) , it needs to know the MMSE estimates {ĥ
The computation ofĥ j li in (33) requires knowledge of the following deterministic quantities:
ρ ul I M of correlation matrices of the pilot-sharing UEs. This knowledge is also sufficient to compute
. Any deterministic quantity of fixed dimension can be estimated to any given accuracy using a finite amount of pilot resources, which thus has a negligible impact on the system as the available communication resources (e.g., time) go to infinity. There are nevertheless reasons to question the practicality of knowing the channel statistics perfectly, particularly since all the correlation matrices have dimensions that grow with M . The channel statistics can change when a UE moves, the UE will not be active forever, and the set of interfering UEs will also change due to data traffic variations. Thus, the resources that can be spent on learning the channel statistics are often limited in practice. In this section, we first show that the key results are also valid if only partial knowledge of the correlation matrices is available. Then, we discuss methods to acquire full or partial knowledge of these matrices when M is large.
A. Spectral Efficiency With Partial Knowledge of Channel Statistics
Consider BS j and assume that it wants to estimate h 
where R 
, respectively. EW-MMSE and MMSE estimation are equivalent when the channel vectors have independent elements, but they are generally different. Each BS only needs to know the diagonal of the spatial correlation matrices to implement EW-MMSE estimation, which are easier to acquire in practice.
Another important difference from the MMSE estimator is that the estimateĥ are statistically correlated. Therefore, to design the combining vectors {v jk : k = 1, . . . , K} and quantify the UL SE with the EW-MMSE estimator, we cannot use the SE expression provided in Theorem 2 but need to use the UatF bound in Theorem 1, which can be applied with any channel estimator. Inspired by the optimality of M-MMSE combining, a heuristic choice for v jk in (11) with the EW-MMSE estimator is
Specifically, we have taken M-MMSE combining from (40) and replaced all the correlation matrices with their diagonal counterparts. Clearly, (52) coincides with M-MMSE when all the correlation matrices {R j li } are truly diagonal. The computational complexity of M-MMSE-EW is reported in Table II . The EW-MMSE estimator has a much lower computational complexity than the MMSE estimator with M-MMSE since the inverse in (51) only involves a diagonal matrix. Fig. 12 shows a bar diagram of the average UL sum SE with M-MMSE, S-MMSE, ZF, and MR combining when either the MMSE or EW-MMSE estimators are used with M = 100 and f = 2. We also consider the LS estimator, which requires no prior statistical information and computes the estimate of h
For any choice of combining scheme, the MMSE estimator provides the highest SE. The SE loss incurred by using the EW-MMSE estimator is only 8% with MR but increases to 23% with M-MMSE. Generally speaking, M-MMSE is the scheme that is most sensitive to the choice of estimation scheme; it performs poorly with the LS estimator since the norms of the inter-cell channel estimates Fig. 12 . Average UL sum SE when using MMSE, EW-MMSE, or LS channel estimators, for the network setup in Fig. 2 with M = 100 and f = 2. Four different combining schemes are considered when using different channel estimators.
are greatly overestimated with that estimator. In contrast, S-MMSE, ZF, and MR perform almost equally well with the EW-MMSE and LS estimators.
The impression from Fig. 12 is that M-MMSE gives a noticeable gain over S-MMSE only when the MMSE estimator is used, while M-MMSE combining does not perform particularly well with EW-MMSE. However, the figure only considers M = 100 and not the asymptotic behavior as M → ∞. The following result is proved in [20] .
Theorem 6: With M-MMSE-EW, the UL SE of UE k in cell j grows without bound as log 2 (M ) when M → ∞, if the diagonal correlation matrices R j,diag lk
for l ∈ P j are asymptotically linearly independent.
This theorem proves that M-MMSE-EW has the same scaling behavior as M-MMSE, if the diagonals of the correlation matrices are known and linearly independent between pilot-sharing UEs. Recall from Fig. 5b that diagonal elements of measured correlation matrices are non-uniform and UE-specific, thus the linear independence is likely satisfied in practice. A DL counterpart to Theorem 6 can also be obtained [20] .
Although the scaling behavior is the same, we have already observed in Fig. 12 that a performance loss occurs with M-MMSE-EW. This is further quantified in Fig. 13 for the setup in [20, Fig. 3 ]. The UL SE with M-MMSE-EW grows unboundedly, but there is an 32% loss in SE compared to M-MMSE when M = 10 3 . All the combining schemes achieve lower SEs with the EW-MMSE estimator (compared to the MMSE estimator in Fig. 11 ) since it neglects the correlation between the elements of channel vectors. For example, an asymptotic limit of 1.2 bit/s/Hz (instead of 3 bit/s/Hz) per UE is achieved with S-MMSE-EW and MR-EW as M grows.
B. Sample Correlation Matrices and Regularization
Before looking into the estimation of the (full or partial) correlation matrices {R j li } of the individual UE channels, we exemplify how Q j li can be acquired at BS j by using standard methods, even when M increases. Since Q j li depends on the correlation matrices of the pilot-sharing UEs, it is constant over the transmission bandwidth and evolves slowly Fig. 3 ] when using the EW-MMSE estimator. Comparisons are made with the SE with M-MMSE as obtained in Fig. 11 , by using the MMSE channel estimator.
in time compared to the fast variations of channel vectors. The measurements in [58] suggest roughly two orders of magnitude slower variations. Therefore, we may reasonably assume that Q j li does not change over τ s coherence blocks, where τ s can be at the order of thousands. In these circumstances, the classical approach is to approximate Q 
Note that the uplink pilot signals that are transmitted to estimate the channel realizations are also used for estimating the correlation matrices, thus no extra signaling is required to obtain Q j,sample li . For a particular diagonal element of Q j,sample li , the law-of-large numbers implies that the sample variance converges to the true variance as N → ∞. The standard deviation of the sample variance decays as 1/ √ N and is independent of M , thus relatively small values of N are sufficient to obtain a fairly good variance estimate. It is more challenging to obtain a sample correlation matrix 
contains the main diagonal of Q j, sample li and otherwise is zero. The diagonal elements of Q j li (η) are independent of η, while the magnitudes of the off-diagonal elements are η times smaller than in the sample correlation matrix. The regularization makes Q j li (η) a full-rank matrix for any η ∈ [0, 1) and η can be tuned (for example by using numerical methods) to purposely underestimate the off-diagonal elements when these are considered unreliable.
There are other ways to compute correlation matrices when N < M, for which we refer the interested reader to [60] , [61] .
We quantify the performance of the regularization approach by computing the NMSE defined as
F where the expectation is approximated by averaging over independent experiments. We consider the network setup in Fig. 2 without i. i.d. lognormal channel gain variations. The NMSE is averaged over 10 sets of random UE locations, and η is numerically optimized for each N . Fig. 14 reports the NMSE as a function of N when M ∈ {32, 64, 100}. The NMSE reduces monotonically with N and we need a few hundred samples, in the order of 3M , to achieve an NMSE lower than 0.1. We also report the accuracy in the estimation of only the diagonal elements of Q j li . The results show that these can be estimated very accurately using a small number of samples, which does not grow with M . Hence, the matrix Q j,diag li that is needed in the EW-MMSE estimator is easy to estimate even for large values of M , while it is more challenging to estimate the full matrix Q j li that is needed by the MMSE estimator. in (54) with the DFT and inverse DFT matrices from left and right, respectively. The results in Fig. 14 show that the DFT approximation may improve the estimation accuracy in all investigated cases when N is smaller than 200 samples. As N increases, the inaccuracy of the DFT approximation leads to an error floor, thus is eventually better to estimate the correlation matrices without imposing that structure. The switching point is at higher N when M is increased, which is expected since the DFT approximation becomes better as M increases.
In principle, the individual correlation matrices R j li , or their diagonals, can be estimated in the same way. But the issue is that we cannot use the existing pilot signaling because it is subject to pilot contamination; we somehow need to obtain observations of each UE's channel that are interference-free. While the research on this subject is in its infancy, a few methods already exist and are discussed next.
C. Methods to Estimate Individual Correlation Matrices
The simplest approach to obtain "clean" observations of h j li (without interference from pilot-sharing UEs) is to use a specific phase for learning R j li where every UE in the network uses a unique orthogonal pilot [23] . If each UE repeats this pilot in N R different coherence blocks, we need N R KL extra pilots in total. These can be spread out over the τ s coherence blocks where the channel statistics are assumed to be fixed. This approach provides BS j with N R interference-free observations of h j li in noise, from which a sample correlation (4) . The accuracy in the estimation of the diagonal elements only is also reported. As seen, they can be estimated efficiently using a small number of samples, that does not scale with M . We also report the accuracy in the estimation of the full matrix Q j li when the DFT approximation is used. matrix can be formed, possibly by using regularization to get robustness. We call this method the "R direct" approach.
Alternatively, a two-stage estimation procedure can be used [62] , where each UE is still associated with a unique orthogonal pilot, but it is the pilot-sharing UEs that transmit it instead of the UE itself. In doing so, BS j obtains N R observations that can be used to form a sample correlation matrix Q 
We call this approach "Via Q" and notice that R j, sample li → R j li as N, N R → ∞. Whenever N R < N, which is typically the case since it is expensive to allocate extra pilots for correlation matrix estimation, the estimate R j, sample li obtained by "Via Q" contains more observations of h j li than in the "R direct" approach. However, it is also perturbed by the imperfect subtraction of the interfering UEs' correlation matrices. When the estimate is inaccurate, it can be regularized as described earlier. We compare the two approaches numerically in the next section.
A different approach is explored in [63] in which each UE transmits two pilot sequences, where the second pilot is multiplied by a random phase shift. Specifically, the pilot sequence φ jk [n] ∈ C τp used by UE k in cell j in the n-th coherence block is
where φ jk is taken from a pilot book Φ ∈ C τp/2×τp/2 of τ p /2 (instead of τ p ) mutually orthogonal pilot sequences, and {ϑ l [n]} N n=1 are independent realizations from a uniform distribution between −π and +π, such that E{e
These realizations are generated pseudo-randomly in a way that allows all the BSs to compute them locally. Let Y Another approach is taken in [64] where, instead of reserving a specific phase for learning R j li , the pilot assignment is changed between different coherence blocks. Let Π l (t) ∈ {0, 1}
K×τp denotes the t-th pilot allocation to the UEs in cell l; that is, [Π l (t)] ki = 1 indicates that UE k in cell l transmits the UL pilot sequence i. Clearly, the pilot allocation matrix
KL×τp determines which UEs in the network contaminate each other. Assume that a set of T pilot allocations is used and that all the sample correlation matrices { Q 
. , Π(T )] ∈ {0, 1}
KL×τpT and the constant terms depend on { Q j,sample li (t) : t = 1, . . . T }. If T ≥ KL/τ p and the pilot allocation matrices are selected to give Π full row rank, the problem is well-posed and a unique solution exists [64] . This approach can be also used to estimate the diagonal elements of {R j li : ∀l, i} by using
D. Spectral Efficiency Evaluation With Imperfect Statistical Knowledge
To evaluate the impact that imperfect statistical knowledge has on the SE, we consider the network setup in Fig. 2 with M = 100 and f = 1. The "R direct" and "Via Q" methods are used for estimating the full or partial correlation matrices. 4 Channel statistics are assumed to be fixed over the system bandwidth B Hz and a time interval T s s. The number of coherence blocks contained into such a time-frequency block is
To quantify the value of τ s , we consider B = 20 MHz and assume that T s = 0.5 s, which corresponds to a medium/high mobility scenario in the sub-6 GHz band. With τ c = 200, this means that the channel statistics are fixed for τ s = 50000 coherence blocks, thereby showing that one can easily put 4 A fair and comprehensive comparison of the different schemes discussed in Section VI.C requires extensive simulations, which are outside the scope this paper. Hence, we have only selected those schemes that fit well the simulated cases. We refer the interested reader to [63] and [64] for a few comparisons. Fig. 15 . UL SE achieved in a given cell with M-MMSE combining when the full correlation matrices or only its main diagonal elements are estimated with the 'Via Q' and 'R direct' methods. The network setup is that of Fig. 2 with M = 100, K = 10 and pilot reuse factor f = 1. a few thousands of N R extra pilots for correlation matrix estimation and still keep the overhead low. Fig. 15(a) shows the UL sum SE that is achieved by M-MMSE with the two correlation estimation methods as a function of N R . The benchmarks are M-MMSE implemented using the MMSE estimator (with perfect correlation information) and the LS estimator (with no correlation information). We notice that a few tens of extra pilots are sufficient with both estimation methods to achieve higher SE than with LS. The "Via Q" approach outperforms the "R direct" method and requires a thousand extra pilots to achieve 92% of the SE achieved when using the MMSE estimator. This means that the gain in estimation quality clearly outweighs the extra pilot overhead. However, the overhead increases if a larger number of antennas M is considered (see Fig. 14) since the full correlation matrices are needed by M-MMSE. Fig. 15(b) considers M-MMSE-EW combining, whose implementation requires only the estimation of the diagonal elements of the correlation matrices. In this case, only a few hundreds of extra pilots are required by both methods to achieve 98% of the SE achieved by the MMSE estimator. This is a remarkable result because it does not need to grow with M , but the price to pay compared to Fig. 15a is a loss in SE.
In summary, acquiring spatial correlation information and achieving an SE close to the ideal case is possible if the UEs are active for a sufficiently large number of coherence blocks, which may need to increase with the number of antennas. In practice, however, the active UEs in a cellular network can change quite rapidly due to changes in user behaviors and the bursty nature of packet transmission. The implementation of correlation estimation methods under these conditions is a challenge that requires further research activities.
VII. ASYMPTOTICALLY-OPTIMAL SIGNAL PROCESSING SCHEMES WITH LOWER COMPLEXITY
Although M-MMSE combining is optimal, it requires to compute the M × M matrix inverse in (40) in every coherence block. Moreover, the channels estimates for all UEs in the network need to be computed. In practice, this may be too computationally demanding when M increases and the network size is large. Therefore, it is of interest to look for alternative combining schemes (and their precoding counterparts) that have lower computational burden. Inspired by the structure of the M-MMSE combiner, given by v jk = A −1 jkĥ j jk , we now assume that (61) where W jk ∈ C M×M is an arbitrary matrix to be optimized only on the basis of channel statistics rather than of channel estimates, as with M-MMSE. Assuming that the statistics change slowly in time and thus W jk can be precomputed and stored at BS j, the computation of any v jk in the form of (61) reduces to only one matrix-vector multiplication, which requires M 2 complex multiplications. This is substantially lower than the complexity of M-MMSE, which increases with M 3 . Moreover, the computation of (61) only uses the channel estimates of the UEs in the own cell.
The question is how to optimally design W jk in order to not incur a significant loss in SE when using (61) . Recently, [25] proposed to select W jk to maximize the UatF bound in Theorem 1. Plugging (61) into (11) yields
where the scalar coefficients α j lk depend only on the channel statistics and are obtained as α
∀l, i ∈ P j and e j denotes the jth vector of the canonical basis. Substituting (33) and (63) into (61) yields [65] v OBE jk Although the BS only explicitly computes the channel estimates within the own cell, (64) reveals that the combining vector of the form W jkĥ j jk that maximizes (62) is implicitly created as a linear combination of the MMSE estimates of the pilot-sharing UEs' channels, followed by a linear transformation with U j −1 that depends only on channel statistics. This is the reason why (64) is called optimal bilinear equalizer (OBE) in [25] . To quantify the computational complexity of OBE, we use (33) to rewrite (64) as
LS channel estimate (65) which shows that, in practice, OBE only needs to compute the LS channel estimates and then multiply them with the matrix Σ jk that only depends on the channel statistics. Since the LS estimator has a complexity that scales linearly with M (rather than quadratically as with the MMSE estimator), as reported in Table II , this provides a further reduction in computational complexity compared to M-MMSE combining. For completeness, Table II reports also the number of complex multiplications required for precomputing Σ jk . Specifically, the sum of the first two terms accounts for the complexity in computing Σ jk for a given set of coefficients {α j lk : ∀l ∈ P j }, while the sum of the last two terms quantifies the complexity of calculating {α j lk : ∀l ∈ P j }. As is seen, the complexity of OBE is dominated by the precomputation of statistical parameters. Under the assumption that these are precomputed and stored, OBE has a lower computational complexity than M-MMSE. The price to pay is a significant loss in SE. For the network setup in Fig. 2 , this is quantified in Fig. 16(a (61) is optimally designed, then the same asymptotic scaling behavior as with M-MMSE can be achieved. This is a remarkable result for a combining scheme that has a much lower complexity than M-MMSE. The results of Theorem 7 are exemplified in Fig. 16(b) for the scenario in [20, Fig. 3 ], where pilot contamination is particularly strong. M-MMSE provides the highest SE per UE since it is optimal. The loss incurred by using OBE is around 2-7%. The SE per UE of both schemes grow unbounded as M increases. If the diagonalized OBE (D-OBE) is considered, as obtained by using only the diagonals of correlation matrices, then similar asymptotic results are achieved under the assumption that the diagonals are known and linearly independent between pilot-sharing UEs [64, Th. 2] . In this case, Fig. 16(b) shows that the SE with D-OBE is reduced by 5-7% than with D-MMSE. Nevertheless, the performance achieved by OBE for the values of M used in current networks is not so convincing. However, as the array sizes continue to grow, we encourage further research activities into finding alternative schemes that strike a good balance between complexity and SE.
VIII. CONCLUDING REMARKS AND RESEARCH DIRECTIONS FOR BEYOND 5G
This tutorial article showed that, by deploying Massive MIMO with more and more antennas and optimized signal processing, the capacity (spectral efficiency) of cellular networks can continue to grow for decades to come. The pilot contamination phenomenon, that was initially believed to create strict asymptotic capacity limits, can be resolved by exploiting the natural spatial correlation of propagation channels and by using signal processing schemes that suppress (intra-cell and inter-cell) interference in the network. We refer to such technology evolution as Massive MIMO 2.0. Its capacity is theoretically unlimited, but is practically limited, when the number of antennas increases, by the high computational complexity and the ability to learn the spatial channel correlation matrices. These are two issues that deserve further research attention, but the previous two sections illustrated that good progress has recently been made in both directions. The described methods are model-based but can be complemented by data-driven solutions; for example, by learning the spatial correlation properties in different parts of a cell or reducing the complexity by learning suitable approximations.
We conclude this article by taking a wider look at what lies beyond 5G and discuss three new research directions in which Massive MIMO 2.0 will play an essential role.
A. Large Intelligent Surfaces
The number of antennas that fits into the conventional form factor of a BS site is fundamentally limited. Therefore, how can we approach the Marzetta limit M → ∞ in practice? One solution is to consider a very large electromagnetically active surface not deployed in a tower, but invisibly integrated into existing man-made structures, such as walls and windows. In this way, we can create arrays with huge aperture, using either a large number of discrete antenna elements or a continuous aperture with reconfigurable electromagnetic radiation properties. Different embodiments of this concept has recently appeared under the names large intelligent surfaces [55] , extremely large aperture arrays [56] , and holographic Massive MIMO [57] . Initial implementations have been made under the name holographic beamforming [66] .
When using very large surfaces, most of the users will be in the radiative near-field [57] . Therefore, the standard far-fieldbased channel models must be revised. For example, the spatial channel correlation will not only carry angular information but also depth information, which is yet another spatial dimension that can be used to separate UEs by precoding and combining. This makes it an excellent scenario where the principles of Massive MIMO 2.0 will prevail; that is, utilize spatial correlation for interference suppression. The methodology for SE analysis can be readily applied to large surfaces, thus the main research challenges are related to resource allocation, hardware design, channel modeling, acquisition of spatial correlation, as well as experimental verification. In addition to providing communication services, the unprecedented spatial resolutions provided by large surfaces can be also used for positioning of objects and sensing [67] .
A different but related concept is an intelligent reflecting surface [68] , which is not actively transmitting power but, when illuminated by the signal from a BS or UE, it can reconfigure its reflective properties to form narrow beams with desired properties. The same concept has appeared under the names intelligent walls [69] , reconfigurable reflectarrays [70] , and metasurfaces [71] . The general concept is supported by plenty of experiments [72] , although there is a wide gap between the physics and communication literature that needs to be bridged. The general idea is to gain control of the propagation environment instead of only controlling the transmitter and/or receiver. The obvious drawback is that channel estimation becomes very complicated; if the beam-search in hybrid beamforming is time-consuming, just imagine doing the same with much narrower beams and only having access to the concatenation of the channel between the UE and the surface and between the surface and the BS. Angle-domain representations of the channels combined with estimates of the UE position might be useful, if the approximation and estimation errors can be made sufficiently small. Machine learning tools may be promising to learn how to reflect the signals in different situations [57] , [73] . Since the reflective properties are frequency-independent, reflecting surfaces are mainly useful for frequency-flat channels, effectively limiting the use case to LoS scenarios. It also remains unclear in which use cases the "passive" reflecting surfaces are beneficial compared to "active" intelligent surfaces.
B. Post-Cellular Network Architectures
This article has considered cellular networks with autonomous BSs and arbitrary geometry, as illustrated in Fig. 2 . However, the general theory behind Massive MIMO is not limited to that case, but has recently been applied also to cell-free networks [74] [75] [76] . Attempts to remove cell boundaries, by introducing co-processing of communication signals at multiple BSs, have been going on for two decades [77] , [78] . Although the theoretical gains of such cell-free operation are large, the achievable gains in 4G were marginal [79] . This is why cellular Massive MIMO with autonomous BSs was adopted in 5G instead. Nevertheless, the continued network densification will make the fundamental weaknesses of the cellular paradigm evident: the signals are easily blocked when coming from a single BS, most UEs are at the cell edges and experience mediocre SNRs, and inter-cell interference is the limiting factor unless every BS is equipped with Massive MIMO 2.0, which is not practical for very dense networks.
Suppose all the BS antennas are distributed over the coverage area instead of co-located in arrays at a few elevated locations, so that the UEs are surrounded by antennas instead of having a few BSs surrounded by UEs. How can we operate such a network? The ideal solution is to let each UE be served by coherent transmission and reception from all the antennas that can make a non-negligible impact on the UE's performance [38] . That effectively leads to a user-centric postcellular network architecture. The phase-coherency is key to achieve array gains from distributed antennas and effectively focusing the signals onto only the spatial points where the UEs are. Recent papers have demonstrated substantial performance gains for cell-free operation compared to small-cell networks [74] , [75] (where each distributed antenna operates autonomously) and cellular Massive MIMO [76] . There are also experimental verifications [80] and attempts to commercialize the core concepts [81] .
The SE of a cell-free network can be easily evaluated by realizing that it can be modeled as a single-cell Massive MIMO system with strongly spatially correlated fading and some peculiar properties: 1) each pilot is reused by several UEs served by (partially) the same antennas; 2) there are widely different power allocations between antennas; and 3) each UE is only served by a subset of the antennas. The signal processing related to a particular UE can be either implemented locally (in the hardware connected to each antenna), at an edge-cloud processor, or divided between these entities [76] . Although the achievable SE follows from the Massive MIMO methodology, the post-cellular perspective opens a Pandora's box of new issues [82] : how to implement initial access, soft handover, resource allocation, adaptive modulation and coding, MMSE-like interference suppression, or synchronization in a distributed and scalable manner? These operations were previously implemented on a per-cell basis, but now require a complete overhaul. The fundamental performance limits are also unknown: is there a maximum SE, measured in bit/s per m 3 , that we can achieve when densifying the network? Can the asymptotic analysis that led the way to Massive MIMO 2.0 be applied here as well [65] ?
C. Beyond 100 GHz: Sub-THz Communications
In the quest for ever-increasing data rates, it is natural to continue looking for more bandwidth, which in turn pushes the operation towards higher frequencies than in the past. 5G is envisioned to operate in bands up to 86 GHz. However, there is at least 50 GHz of suitable spectrum in the range 90-200 GHz [83] and another 100 GHz in the range 220-320 GHz [84] . These bands have started be known as the sub-THz bands. When combined with MIMO and spatial multiplexing, an SE sufficient for breaking the 1 Tbit/s barrier is within practical reach [85] , but new waveforms and modulation schemes are needed to ease the implementation [86] . To keep the SNR constant when increasing the carrier frequency, we need to increase the number of fixed-gain antennas that are used. The area that fits one antenna at 1 GHz carrier frequency gives room for 100 antennas at 10 GHz and 10000 antennas at 100 GHz. Hence, we will reach the large-M regime where the performance gains of Massive MIMO 2.0 are huge. It is also important to bear in mind that a 10× bandwidth extension leads to 10 dB loss in SNR, which must be compensated for using even more antennas and/or limiting the operational range to a few meters. Hence, it is likely that the sub-THz bands will be only used for outdoor backhaul links using very directive antennas [87] and short-range communications [85] .
As in the case of 5G mmWave, the first implementations in sub-THz bands will look for the right balance between analog and digital processing [85] , [86] , but digital solutions will probably prevail in the long run. Although the fundamental properties developed in the Massive MIMO literature are frequency independent [1] , every aspect of the signal processing needs to be revisited when designing systems for higher frequencies. For example, the interconnect of thousands of antennas is hard, and calls for distributed or hierarchical signal processing implementations. Can methods like M-MMSE or OBE be implemented like that? Another fundamental question is how to perform effective channel estimation; the SNR per antenna will be low and the UEs will have many antennas so their pilots must be narrowly beamformed. The utilization of spatial correlation might hold the key to the solution, since only the dominant eigendirection needs to be estimated with high accuracy. Angle-domain representations might aid in the acquisition of spatial correlation but, as demonstrated in Fig. 14, it is an approximation and must be treated that way when evaluating algorithms-the influence of modeling inaccuracies probably grows with the carrier frequency. Signal blockage is another major issue in sub-THz bands but the risk that many spatially distributed antennas are simultaneously blocked is substantially lower. Therefore, distributed arrays will be necessary to achieve macro diversity against blockage. For this reason, the main use case will be in LoS-like scenarios with larger eigenvalue variations in the correlation matrices than at sub-6 GHz frequencies. This might make ZF, and variations thereof, competitive compared to M-MMSE, and give room to developing other low-complexity algorithms that can cancel intercell interference. Much work on channel modeling and characterization remains to confirm these predictions [86] , [88] . Finally, hardware impairments might be the core limiting factor at these frequencies because of the less developed technology, stronger mutual coupling (crosstalk) in compact circuits, and stronger impact of phase noise and synchronization errors [86] , [89] .
