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Resumen
El desarrollo de aplicaciones y programas multiplataforma, tanto de ca-
racter comercial como para estudios cientı´fico es un problema complicado
desde el punto de vista del coste econo´mico y temporal que supone ajus-
tar cada aplicacio´n o cada test a la mirı´ada de plataformas existentes en la
actualidad.
En este trabajo se presenta el framework mWorld, un framework mul-
tiplataforma orientado a la creacio´n de aplicaciones gra´ficas en Android,
Windows, Linux e iOS. La filosofı´a del framework consiste en la progra-
macio´n basada en aplicaciones, mo´dulos y plugins independientes, sim-
plificando el desarrollo al realizar el co´digo de la manera ma´s gene´rica po-
sible, y trasladando la complejidad del sistema operativo a pequen˜as cajas
cerradas que se cambian dependiendo del sistema operativo . Esto permi-
te la simplificacio´n de las complejidades del desarrollo multiplataforma, a
la vez que permite reutilizar diferentes librerı´as open-source en los siste-
mas operativos donde este´n disponibles, y la implementacio´n de co´digo
especifico solo en aquellos sistemas donde no haya ninguna alternativa
disponible. El renderizado de objetos tridimensionales de este framework
se realiza con un plugin basado en la librerı´a OpenSceneGraph.
Durante este trabajo se presenta el esquema de funcionamiento del fra-
mework, las pruebas de funcionamiento realizadas y, como ejemplo pra´cti-
co, el uso del framework mWorld para la generacio´n de una aplicacio´n
multiplataforma que se comunica con servicios WMS y representa capas
de terreno geolocalizado conviviendo con el ecosistema de cada una de las
plataformas y dentro de los lı´mites de memoria de los dispositivos mo´vi-
les. Finalmente se analizara´n los resultados y se presentara´n las conclusio-
nes del trabajo.
5
6
I´ndice general
1. Introduccio´n 17
2. Antecedentes 19
2.1. OpenGL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1. OpenGL ES 1.X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.1.2. OpenGL ES 2.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.3. OpenGL ES 3.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.4. WebGL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2. Android . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1. Fundamentos de la plataforma . . . . . . . . . . . . . . . . . . . . . . 28
2.2.2. Desarrollo de las aplicaciones . . . . . . . . . . . . . . . . . . . . . . . 33
2.3. OpenSceneGraph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4. VirtualPlanetBuilder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.5. CMake . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.6. Compilacio´n cruzada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.7. Renderizado de geometrı´a tridimensional en dispositivos embebidos . . 44
2.7.1. Unity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.7.2. jMonkey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7
8 I´NDICE GENERAL
2.7.3. jPCT-AE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.7.4. Simple DirectMedia Layer . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.8. Renderizacio´n de terrenos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.9. Protocolo Web Map Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.10. GDAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.11. cURL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3. Ana´lisis del problema 53
3.1. Objetivos del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2. Disen˜o de un framework multiplataforma . . . . . . . . . . . . . . . . . . . 55
3.3. Conceptos de mWorld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4. Librerı´as, plugins y drivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4.1. Librerı´as . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4.2. Plugins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.3. Drivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5. La plataforma Android . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5.1. Coexistencia de las aplicaciones en el entorno operativo . . . . . . 62
3.5.2. Compatibilidad entre dispositivos mo´viles . . . . . . . . . . . . . . 64
3.6. Planificacio´n del trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4. Desarrollo 77
4.1. mwCore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1.1. Registry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.1.2. Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.1.3. Plugins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.1.4. Driver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.1.5. Event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.1.6. OSAdapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
I´NDICE GENERAL 9
4.1.7. Ciclo de vida de la aplicacio´n mWorld . . . . . . . . . . . . . . . . . 90
4.2. mwDataAccess . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.1. Tipos de driver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.2. Driver CURL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2.3. Driver WMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2.4. Driver GDAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3. mwLauncher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.1. Desktop Launcher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.2. Android Launcher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.3.3. JNI Android Launcher . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.3.4. Native Android Launcher . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.4. Pruebas de funcionamiento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.5. Aplicacio´n de prueba de concepto . . . . . . . . . . . . . . . . . . . . . . . . 111
5. Resultados 113
5.1. Caracterı´sticas de los dispositivos de prueba . . . . . . . . . . . . . . . . . . 113
5.2. Rendimiento de mWorld para el renderizado de modelos tridimensio-
nales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.3. Resultados de la aplicacio´n de representacio´n de capas WMS . . . . . . . 116
6. Conclusiones y trabajo futuro 123
7. Agradecimientos 127
10 I´NDICE GENERAL
I´ndice de figuras
2.1. Diagrama de los procesos de la tuberı´a de procesado fija en OpenGL. . . 21
2.2. Diagrama de los procesos de la tuberı´a de procesado programable. . . . . 23
2.3. Diagrama de la tuberı´a de proceso en OpenGL ES 2.0. . . . . . . . . . . . . 25
2.4. Diagrama de los contenidos de un paquete APK. . . . . . . . . . . . . . . . 33
2.5. Diagrama del ciclo de vida de una actividad en Android. . . . . . . . . . . 36
2.6. Diagrama de clases de la estructura de una aplicacio´n OSG en Android. 39
2.7. Diagrama de clases de la estructura de una aplicacio´n OSG en Android
usando NativeActivity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1. Logo del framework mWorld. . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2. Los componentes de mWorld esta´n distribuidos entre un runtime (mw-
Launcher) la librerı´a core (mwCore) una serie de librerı´as de apoyo y
una serie de plugins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3. mwLauncher es un fichero ejecutable que encapsula la librerı´a core jun-
to a una serie de funciones que adaptan su ejecucio´n para cada plataforma 57
3.4. Diagrama de funcionamiento del runtime mWorld. El runtime ejecuta
aplicaciones y plugins compatibles que utilizan las estructuras propor-
cionadas por la librerı´a core de mWorld . . . . . . . . . . . . . . . . . . . . . 58
3.5. Diagrama de funcionamiento de una aplicacio´n que integra el runtime
mWorld. Puede realizar la ejecucio´n de aplicaciones o plugins que haya
creado o utilizar otros plugins externos . . . . . . . . . . . . . . . . . . . . . 58
11
12 I´NDICE DE FIGURAS
3.6. Diagrama de funcionamiento de una aplicacio´n que integra el runtime
mWorld. Puede realizar la ejecucio´n de aplicaciones o plugins que haya
creado o utilizar otros plugins externos . . . . . . . . . . . . . . . . . . . . . 61
3.7. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 1/11 . . . . . 66
3.8. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 2/11 . . . . . 67
3.9. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 3/11 . . . . . 68
3.10. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 4/11 . . . . . 69
3.11. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 5/11 . . . . . 70
3.12. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 6/11 . . . . . 71
3.13. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 7/11 . . . . . 72
3.14. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 8/11 . . . . . 73
3.15. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 9/11 . . . . . 74
3.16. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 10/11 . . . . 75
3.17. Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 11/11 . . . . 76
4.1. Ciclo de vida de una aplicacio´n mWorld. . . . . . . . . . . . . . . . . . . . . 91
4.2. Estructura de la aplicacio´n de concepto de mWorld. Esta aplicacio´n se
compone de una aplicacio´n principal con un visor OSG, un plugin que
gestiona el acceso y procesado de la capa WMS y una serie de drivers
para acceder y procesar los datos. . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.1. Imagen del programa mWorld utiliza´ndola capa de ortofoto de ’http://terramapas.icv.gva.es/’.
Vista lejana de Valencia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.2. Imagen del programa mWorld utilizando la capa de ortofoto de ’http://terramapas.icv.gva.es/’.
Vista cercana de Torrente. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3. Imagen del programa mWorld utilizando la capa de ortofoto de ’http://terramapas.icv.gva.es/’.
Como se puede observar en esta imagen, la carga de los trozos de te-
rreno se realiza subdividiendo las placas de terreno. Esto ocasiona que
visualmente se vean en algunos momentos diferentes niveles de detalle
al lado uno de otro hasta que se ha completado la carga del nuevo nivel. 119
I´NDICE DE FIGURAS 13
5.4. Imagen del programa mWorld utilizando la capa de ortofoto de ’http://terramapas.icv.gva.es/’.
Se esta´ utilizando el ma´ximo zoom posible de la capa. . . . . . . . . . . . . 120
5.5. Imagen del programa mWorld utilizando la capa de ortofoto de ’http://terramapas.icv.gva.es/’.
El programa ejemplo representa los tiles de terreno de forma tridimen-
sional. En la imagen, se puede ver el abatimiento del terreno. . . . . . . . 120
5.6. Gra´fica del consumo de memoria de la aplicacio´n ejemplo mWorld uti-
lizando el sistema de ajuste de memoria. El rango de uso de memoria
se ha establecido entre 45 y 65. . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
14 I´NDICE DE FIGURAS
I´ndice de tablas
5.1. Caracterı´sticas te´cnicas de los diferentes dispositivos de pruebas . . . . . 114
5.2. Estadı´sticas en frames por segundo de la representacio´n de los modelos
del set de ejemplo OSG sobre una aplicacio´n mWorld con un plugin
visor OSG en el ordenador gene´rico. . . . . . . . . . . . . . . . . . . . . . . . 115
5.3. Estadı´sticas en frames por segundo de la representacio´n de los modelos
del set de ejemplo OSG sobre una aplicacio´n mWorld con un plugin
visor OSG en el ordenador gene´rico. . . . . . . . . . . . . . . . . . . . . . . . 115
5.4. Estadı´sticas en frames por segundo de la representacio´n de los modelos
del set de ejemplo OSG sobre Android empleando el runtime JNI del
framework mWorld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.5. Estadı´sticas en frames por segundo de la representacio´n de los modelos
del set de ejemplo OSG sobre Android empleando el runtime nativo del
framework mWorld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.6. Estadı´sticas en frames por segundo de la aplicacio´n ejemplo mWorld
sobre Android. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.7. Estadı´sticas en frames por segundo de la aplicacio´n ejemplo mWorld en
plataformas de sobremesa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
15
16 I´NDICE DE TABLAS
1
Introduccio´n
En la u´ltima de´cada se ha producido un salto cualitativo en las capacidades del
hardware mo´vil. Los avances en el desarrollo del hardware, su capacidad gra´fica, y
el acceso a internet los ha situado en un lugar prominente de la sociedad. Tele´fonos
inteligentes, tabletas, mini porta´tiles o hı´bridos que combinan caracterı´sticas de estos
dispositivos; conviven, con mayor o menor e´xito, con el hardware de sobremesa.
La gran acogida de todos estos dispositivos “inteligentes” por la sociedad 2.0, la
sociedad de la informacio´n y del acceso a redes sociales, ha conseguido que, cada vez
ma´s, el desarrollo de aplicaciones para estos dispositivos forme parte de los proyectos
de software.
Para abarcar la mayor cantidad posible de plataformas sin encarecer el coste de los
proyectos se ha optado por una serie de soluciones: Aplicaciones en la nube, aplica-
ciones en forma de pa´gina web en el propio dispositivo o los frameworks multiplata-
forma. Cada una de estas alternativas tiene una serie de ventajas e inconvenientes.
Las aplicaciones en la nube requieren de una infraestructura importante para ma-
nejar las peticiones de mu´ltiples clientes, ya que a medida que los requisitos de la
aplicacio´n aumentan, los costos de computacio´n y transmisio´n de datos lo hacen pro-
porcionalmente. Finalmente, dado que el acceso a estos servicios se realiza mediante
un navegador, al igual que las aplicaciones web locales, se ha de limitar la complejidad
visual y lo´gica de la representacio´n para evitar problemas en la ejecucio´n, ya que es
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normal encontrar pe´rdidas de rendimiento al ser co´digo que se interpreta en tiempo
de visualizacio´n.
Finalmente los frameworks multiplataforma tienden a tener un mayor coste para
programar aplicaciones. Sin embargo tienden a obtener mejores resultados para apli-
caciones intensivas, ya que se benefician de implementaciones a bajo y medio nivel en
la propia plataforma sin emplear tecnologı´as intermedias que provoquen retrasos.
En este trabajo se presenta el framework mWorld, un framework multiplataforma
orientado a la creacio´n de aplicaciones gra´ficas en Android, Windows, Linux e OSX.
Para ello se emplea, como dependencia, el grafo de escena OpenSceneGraph.
El origen de este proyecto se encuentra en los trabajos realizados en el Instituto
de Automa´tica e Informa´tica Industrial (ai2) en el grupo de desarrollo de la extensio´n
3D de gvSIG, donde se realizaron los primeros trabajos de desarrollo multiplataforma
y se realizo´ la planificacio´n y los primeros disen˜os de este framework. Posteriormen-
te, por falta de continuidad presupuestaria, este trabajo se ha seguido realizando en
colaboracio´n con la empresa Mirage Technologies.
Este proyecto realizado durante el u´ltimo an˜o y medio da continuidad al proyecto
final de carrera: Representacio´n interactiva de escenas tridimensionales con OpenS-
ceneGraph en Android [Cig11]. Lo que ha permitido el mantenimiento de la librerı´a
OpenSceneGraph para Android y el desarrollo de nuevos procesos para su uso y apro-
vechamiento en diferentes tipos de proyectos comerciales y cientı´ficos.
Finalmente, en base a este trabajo, se ha realizado una aplicacio´n para estudiar el
rendimiento del framework. Esta aplicacio´n realiza la carga en tiempo de ejecucio´n de
datos no procesados previamente desde servidores WMS.
La presente memoria consta de cuatro partes: En primer lugar, se expone una vi-
sio´n sobre el estado del arte de los diferentes elementos empleados a lo largo del tra-
bajo, ası´ como ciertas metodologı´as que se han empleado a lo largo del proyecto.
La segunda parte comprende un ana´lisis de la problema´tica que supone la creacio´n
del framework mWorld, ası´ como los objetivos propuestos para su desarrollo.
Seguidamente, se realiza una exposicio´n del trabajo realizado, resaltando las partes
ma´s importantes que se han desarrollado del framework.
Posteriormente se presentan los resultados obtenidos durante el desarrollo del pro-
yecto, y para finalizar se presentan las conclusiones y las lı´neas de desarrollo futuro a
partir de este proyecto.
2
Antecedentes
Esta seccio´n cubre el estado actual del arte sobre el que se apoya el trabajo. Pri-
mero se hablara´ de la evolucio´n de dos elementos muy importantes en este trabajo,
OpenGL y Android. Seguidamente hablaremos de uno de los pilares troncales de este
trabajo, OpenSceneGraph (OSG) y una serie de herramientas y conceptos que se han
empleado en este trabajo. Hablaremos de algunas alternativas a OSG y, a continuacio´n
se tratara´ la evolucio´n histo´rica del renderizado en dispositivos embebebidos. Final-
mente se tratara´ el protocolo de servicio de mapas en la web, WMS y una serie de
librerı´as que se han empleado en el proyecto: GDAL y cURL.
2.1. OpenGL
OpenGL [Khr92] es una API disen˜ada por el Kronos Group, una asociacio´n sin
a´nimo de lucro que se dedica a la generacio´n de diferentes esta´ndares multiplatafor-
ma. En la actualidad, el mantenimiento y la creacio´n de nuevas versiones de la API
OpenGL esta´ a cargo de la OpenGL ARB que esta´ integrado por una serie de empre-
sas de CAD, software y hardware entre las que se encuentran: Nvidia, Amd, Apple,
Google, id Software, entre otras.
Desde su creacio´n se han realizado diversas modificaciones del esta´ndar para adap-
tarse a la tecnologı´a presente en cada momento, ası´ como una serie de sub-especificaciones
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para adaptarse a dispositivos embebebidos (OpenGL ES) y sistemas crı´ticos (OpenGL
SC). Aunque las caracterı´sticas de cada versio´n han variado en mayor o menor medi-
da, la API ha conservado dos caracterı´sticas muy importantes a lo largo de su recorri-
do:
La interaccio´n con la tarjeta se realiza usando un modelo cliente-servidor.
Un sistema de extensiones
El programador gra´fico no ejecuta su programa directamente sobre la tarjeta gra´fi-
ca, sino que el co´digo binario del programa establece una comunicacio´n cliente-servidor
con el sistema gra´fico correspondiente. Esta comunicacio´n, se realiza independiente-
mente de si el renderizado se efectu´a en la propia ma´quina o en una externa. Esta
concepcio´n ha permitido que la API se pudiera emplear en numerosos tipos de arqui-
tecturas que no tuvieran nada en comu´n con la tı´pica de un pc de sobremesa. Tambie´n
hay que sen˜alar que, al comunicarse a bajo nivel con las tarjetas gra´ficas u otros siste-
mas de renderizacio´n, siempre ha ofrecido un rendimiento superior a otros sistemas
como DirectX [Mic92] que requieren de diversos pasos y llamadas a trave´s del kernel
del sistema operativo.
Por otro lado, el sistema de extensiones permite emplear funcionalidades especı´fi-
cas del hardware. OpenGL es un esta´ndar y, como tal, solo puede ofrecer una base
comu´n. Para mantener una compatibilidad entre todos los hardwares que lo utilizan.
Sin embargo, el hardware suele avanzar ma´s ra´pido que la generacio´n de esta´ndares.
Aquı´ es donde entra el sistema de extensiones; permitiendo al programador consultar
en tiempo de ejecucio´n la existencia de nuevas funciones, o de funciones exclusivas
para ese hardware que sean de utilidad para el programador. Todo esto sin necesidad
de modificar la API cada vez que se an˜adı´an extensiones, y a la vez manteniendo la
compatibilidad con el hardware ya existente.
Desde su nacimiento, OpenGL no fue concebido para un lenguaje especı´fico. La
implementacio´n oficial, esta´ pensada para un lenguaje de tipo imperativo. Y es so-
bre la que esta´ basada la mayor parte de documentacio´n, que esta´ realizada en ANSI
C99. Existen versiones para lenguajes no imperativos que se limitan a enmascarar la
imperatividad intrı´nseca en la comunicacio´n de elementos a representar que realiza
OpenGL con el sistema de renderizado. Por otro lado, no se dispone de una versio´n
de la implementacio´n que siga el paradigma de la orientacio´n a objetos. No existe una
versio´n especifica para C++ o bien se emplea la implementacio´n en C o se emplea una
librerı´a en C++ que encapsule la funcionalidad. Este es el mismo caso de los bindings
que funcionan, en la actualidad, para el lenguaje Java.
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El proceso por el cual se genera una representacio´n a partir de datos geome´tricos.
Se suele llamar “tuberı´a”. Este nombre se debe al disen˜o en forma de cadena de pro-
duccio´n que tiene la API. Esta cadena de produccio´n recibe en un extremo una serie
de datos que se procesan en diversas etapas o fases, en las cuales el programador no
puede intervenir fı´sicamente. Para cada fase del proceso, el programador puede ajus-
tar, previamente, una serie de para´metros definidos en el esta´ndar. Estos, modifican el
funcionamiento de cada fase de procesado dentro de la tuberı´a.
Este disen˜o proviene de las estaciones de renderizado que se empleaban en los
orı´genes de la representacio´n gra´fica en computadores. Ese cara´cter de fijo e inamo-
vible es el que bautiza a este proceso como “Tuberı´a de procesado fija”. La figura: 2.1
muestra un resumen de los procesos que se realizaba sobre los datos desde su intro-
duccio´n hasta su representacio´n.
Figura 2.1: Diagrama de los procesos de la tuberı´a de procesado fija en OpenGL.
Durante los an˜os noventa, OpenGL adquirio´ una posicio´n de ventaja competiti-
va en detrimento de alternativas como DirectX. Esta posicio´n se debe, sobre todo, a
la constante evolucio´n que permitı´a el mecanismo de extensiones en OpenGL, que
permitı´a ofrecer a los desarrolladores las caracterı´sticas que todavı´a no habı´an sido
integradas de forma fija en el esta´ndar.
En 2008, se lanzo´ la versio´n 3.0 del esta´ndar que rompı´a con la filosofı´a de com-
patibilidad de las aplicaciones, ofreciendo dos versiones del esta´ndar a la vez como
“perfiles”. Un perfil “core” y uno “compatibility”. Esta dualidad tambie´n sigue exis-
tiendo en la versio´n 4.X del esta´ndar.
El perfil nu´cleo, se queda con un subconjunto de comandos y estados prescindien-
do de los me´todos ma´s ineficientes. Los me´todos eliminados en este perfil, se pueden
seguir empleando pero aparecen marcados como deprecados, lo cual obliga a emplear
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el perfil de compatibilidad. Los me´todos marcados como deprecados esta´n considera-
dos como me´todos que se pueden eliminar en un futuro y como tales no deben usarse
si se quiere garantizar el uso futuro del co´digo de un programa o librerı´a. Todo progra-
ma basado en el perfil nu´cleo debe cumplir obligatoriamente con el uso exclusivo de
la tuberı´a programable2.1, desapareciendo el uso intermedio que permitı´a la versio´n
2.1 de OpenGL.
La tuberı´a programable es una manera diferente de procesar la informacio´n geome´tri-
ca del usuario. La idea, detra´s del uso de esta tuberı´a, es que el programador pueda
controlar el procesado de sus datos en determinadas partes de la secuencia de forma
completa, no solo sobre unos valores prefijados. Para ello, la API expone una serie
de procesos en los cuales, el programador, puede cargar co´digo que se ejecutara´ en el
renderizado.
Estos programas, denominados shaders, se ejecutan en paralelo en las unidades de
procesamiento y aceptan una gran variedad de tipos de datos de entrada. Actualmen-
te, existen tres tipos de shaders:
Vertex Shader - Afectan el procesado por cada ve´rtice.
Geometry Shader - Afectan a nivel de primitiva geome´trica de dibujado.
Fragment Shader Afectan a nivel de pı´xeles visibles.
Recientemente se ha incorporado un tipo de shader gene´rico para el procesado
de datos general. Se les denomina “Compute Shaders”. Este tipo de shaders se ha
introducido con el objetivo de acercar la programacio´n paralela sobre tarjetas que ya
se realiza en OpenCV. Ası´ se pretende el uso de procesos de ca´lculos paralelos sin
necesitar de salir de la API de OpenGL.
El uso de los programas shaders ha supuesto un aumento en las capacidades de
decisio´n para los programadores gra´ficos permitiendo la implementacio´n de nuevas
te´cnicas y efectos que no se podı´an representar con las limitaciones de la tuberı´a fija.
2.1.1. OpenGL ES 1.X
OpenGl Embebed Systems es la respuesta de la Kronos ARB a las necesidades
de algunos miembros del consorcio como PowerVR [Ima92] para llegar a una API
esta´ndar en dispositivos embebidos o de recursos limitados. Esta versio´n busca per-
manecer lo ma´s cerca posible del esta´ndar de sobremesa ajusta´ndose a las limitaciones
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Figura 2.2: Diagrama de los procesos de la tuberı´a de procesado programable.
de memoria o potencia. Por ello en realidad OpenGL ES 1.X se creo´ como un sub-
conjunto interoperable con la definicio´n para sobremesa. A lo largo de las diferentes
versiones de OpenGL se han ido introduciendo una serie de me´todos que replicaban
funciones ya existentes pero con una mayor eficiencia. Para mantener la compatibili-
dad entre diferentes versiones, hasta la aparicio´n de los perfiles en OpenGL 3.0, no se
eliminaba ninguna funcionalidad. La sobrecarga de me´todos similares supone que los
drivers necesitan soportar ma´s elementos y, por lo tanto, tienden a consumir muchos
ma´s recursos de memoria.
Por esta razo´n, en OpenGL ES, encontramos una simplificacio´n que elimina las ver-
siones ma´s primitivas y lentas de envı´o de datos geome´tricos. Entre otros me´todos, se
prescinde de las instrucciones por ve´rtices y de las listas de comandos, conservando
u´nicamente los Vertex Array, que ofrecen un mayor rendimiento de cara al envı´o de
datos y su procesado. Tambie´n se prescinde de algunas instrucciones de consulta al
driver gra´fico, como serı´an las relativas a las matrices. Este tipo de instrucciones ge-
neran un gran cuello de botella para su escasa utilidad final. En general, desaparecen
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los comandos que tienden a ser ma´s lentos y que realizan funciones de apoyo cuyo
coste computacional no compense su uso, ası´ como algunas que se han considerado
“funciones en deshuso” por la mayorı´a de la comunidad.
En resumen, el programador encuentra una API compatible con su hermana de so-
bremesa, OpenGL 1.4 que siguiendo sus lı´neas, emplea la tuberı´a fija para realizar el
tratamiento de los datos geome´tricos. De igual forma, el esta´ndar de dispositivos em-
bebidos mantiene un sistema de extensiones para incluir funcionalidades, que no es-
tuvieran disponibles en todos los dispositivos, como es el caso de las “Ambient Box”,
sin necesidad de cambiar la API.
Hay que destacar que la versio´n 1.0 del esta´ndar impone una serie de restricciones
sobre las texturas. Se obliga a que tengan que ser cuadradas y potencias de dos. Esta
restriccio´n fue relajada en la versio´n 1.1. e incluso antes, dado que existı´an algunas
extensiones que permiten usar texturas que no cumplan la restriccio´n de taman˜o y
forma.
Por u´ltimo, hay que comentar una limitacio´n que existı´a en OpenGL ES 1.0 ya
que aunque se podı´a emplear aritme´tica de coma flotante para los gra´ficos, su uso
ralentizaba mucho el renderizado de resultados. Se recomendaba, como buena praxis,
el uso de nu´meros decimales en coma fija.
2.1.2. OpenGL ES 2.0
La versio´n 2.0 de la especificacio´n rompe totalmente la compatibilidad con la ver-
sio´n 1.X. Y, aunque existen muchas similitudes con la versio´n 2.1 y 3.0 del esta´ndar
de sobremesa, existen algunas diferencias para reutilizar el co´digo en sobremesa sin
modificaciones. Esta versio´n continua la idea de mantener la especificacio´n lo ma´s
contenida y reducida posible, por ello, en vez de optar en sistemas de perfiles o de
esquemas obliga al programador a ajustarse totalmente a la nueva especificacio´n.
Esta versio´n introduce la tuberı´a de procesado programable de una manera similar
a la que se presenta en el perfil nu´cleo de la versio´n 3.0 de sobremesa. Si bien, aquı´ el
esta´ndar elimina totalmente el uso de la tuberı´a fija y se emplea el esquema de la
figura: 2.1.2.
Entre otras caracterı´sticas notables, se incluye la desaparicio´n de los lı´mites de ta-
man˜o en las texturas y el uso, u´nicamente, de dos tipos de shaders: (1)Vertex Shaders
y (2)Fragment Shaders. El lenguaje de especificacio´n de los Shaders sigue la misma es-
pecificacio´n que en sobremesa, GLSL, si bien existen algunas diferencias y limitaciones
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Figura 2.3: Diagrama de la tuberı´a de proceso en OpenGL ES 2.0.
como la necesidad de incluir la especificacio´n de precisio´n de cada variable utilizada
en un programa shader.
2.1.3. OpenGL ES 3.0
Recientemente se ha introducido una nueva especificacio´n esta´ndar, la versio´n 3.0,
que mantiene compatibilidad con la versio´n 2.0 y adema´s introduce una serie de ca-
pacidades que esta´n presentes en las u´ltimas versiones de la versio´n de sobremesa.
Como es posibilidad de realizar mu´ltiples renderizados en texturas a la vez, el uso de
instanciacio´n mu´ltiple, etc.
2.1.4. WebGL
WebGL es la especificacio´n disen˜ada por la Kronos ARB para el desarrollo de pro-
gramas gra´ficos en navegadores web. Su objetivo es la utilizacio´n de la aceleracio´n
hardware para la visualizacio´n y representacio´n de pa´ginas web con contenido tridi-
mensional. WebGL define un enlace entre JavaScript y la API OpenGL ES 2.0, la cual
debe estar implementada en el navegador. De esta manera, un programa WebGL es ca-
paz de presentar aplicaciones tridimensionales que empleen la tuberı´a de procesado
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programable, siendo capaces de enviar co´digo ejecutable a la tarjeta gra´fica.
En la actualidad, esta´ soportado por los navegadores: Firefox, Safari, Chrome y
Opera, tambie´n a trave´s de la librerı´a webKit, lo cual permite su empleo en dispo-
sitivos convirtie´ndose en una alternativa a la propia versio´n embebida de OpenGL.
A pesar de la aceptacio´n de gran parte de la comunidad como una forma de realizar
programas con representacio´n gra´fica independiente del sistema operativo, ha sido re-
chazado por algunos sectores de la industria. En Junio de 2011 Microsoft Security Re-
search & Defense (MSRC) publico´ que consideraban la API como “dan˜ina” basa´ndose
en los informes de la empresa Context Information Security [For11] [FSJ11], dichos
informes encuentran una serie de debilidades que se podrı´an explotar de forma mali-
ciosa por parte de programadores. Sobretodo, se sen˜alan los siguientes tres problemas:
El soporte de WebGL expone de forma directa el hardware sin necesidad de
permisos.
WebGL confı´a toda la responsabilidad de seguridad en las implementaciones
independientes. Se pueden presentar agujeros de seguridad dependiendo de la
implementacio´n independientemente de la API.
Se presenta una nueva problema´tica con ataques de denegacio´n de servicio (DoS)
mediante programas gra´ficos.
La infraestructura de hardware gra´fico no esta´ preparada para defenderse ante
ataques debido a programas de ataque que empleen co´digo gra´fico para ello. Esto es
debido a que histo´ricamente los ataques en el lado del cliente no generaban grandes
riesgos de seguridad, pero al tratarse de co´digo que proviene de una web, es posible
que una web provoque un ataque DoS a todos los clientes que la visitan. Incluso con
estos problemas, WebGL se encuentra implementado en varios navegadores compati-
bles con HTML5 como Mozilla o Chrome. Los dispositivos Apple, por su parte, no lo
soportan de forma primaria en su navegador y emplean un navegador que solo deja
acceder a sitios especı´ficos para evitar los problemas de seguridad.
2.2. Android
Android es un sistema operativo libre basa´ndose en el Kernel de Linux. Esta´ di-
sen˜ado para ser empleado con dispositivos embebidos. Sus orı´genes comienzan en la
empresa Android,Inc que posteriormente fue comprada por Google. Posteriormente,
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este sistema operativo es apadrinado por la OpenHandsetAlliance(OHA). La OHA
es un consorcio de diversas empresas que se han unido para crear esta´ndares libres
para normalizar y garantizar una uniformidad y compatibilidad en el desarrollo de
dispositivos embebidos, mo´viles inteligentes, etc.
En la de´cada de los noventa, las mejoras en la capacidad de procesamiento, invito´ a
crear dispositivos mo´viles con mayores capacidades. Debido al ra´pido desarrollo de
estos, las compan˜ı´as lanzaban un gran nu´mero de modelos con grandes diferencias de
hardware y sistemas operativos. Esto provoco´ una enorme fragmentacio´n en el merca-
do complicando, enormemente, el desarrollo de aplicaciones en este tipo de hardware.
Sin ningu´n tipo de esta´ndar o sistema operativo de referencia cada aplicacio´n tenı´a que
ser disen˜ada ex profeso para el dispositivo. Con el paso del tiempo y forzados por los
costes, las compan˜ı´as comenzaron a incluir una serie de esta´ndares de facto en el mer-
cado. OpenGL, por ejemplo, se convirtio´ en el esta´ndar de facto despue´s de un largo
periodo en el que convivio´ con una serie de esta´ndares menores.
Con Android se intentaba ofrecer una posibilidad de crear un sistema operativo
totalmente libre que se convirtiese en un esta´ndar. La ventaja de este concepto es su
utilidad tanto para desarrolladores como para las empresas que fabrican el hardwa-
re. Por un lado, los desarrolladores pueden abarcar una mayor cuota de mercado, en
tanto que muchos dispositivos diferentes comparten un mismo sistema operativo, y
en el lado de los fabricantes de hardware, consiguen un ahorro y una competitividad
mayor. Al tratarse de un sistema operativo libre creado con un disen˜o de capas, los
desarrolladores u´nicamente tienen que adaptar los drivers para sus componentes, es-
to supone un gran ahorro de costos en el desarrollo y mantenimiento en un sistema
operativo propio. Por otro lado, sus dispositivos poseen una competitividad igual o
mayor de cara al consumidor, ya que las aplicaciones desarrolladas en Android no
esta´n ligadas a un modelo especı´fico, ası´ cualquier mo´vil dispone de un gran nu´mero
de aplicaciones para satisfacer las necesidades del consumidor.
Una de las primera compan˜ı´as en adoptar el sistema operativo fue HTC. El pri-
mer modelo que Google presento´ para desarrollo fue el HTC Dream, con el paso del
tiempo, ma´s compan˜ı´as se han unido a la iniciativa. Actualmente compan˜ı´as como
Motorola, LG, Samsung, Archos, Toshiba, Asus, Acer o Sony han incluido Android en
sus dispositivos. En la actualidad, Android ha sobrepasado el medio millo´n de dispo-
sitivos nuevos activados diariamente y se estima una tasa de crecimiento de un 4.4 %
semanal.
Android ha evolucionado con las necesidades que ha ido presentando el merca-
do, pasando de ser un sistema para tele´fonos mo´viles, a estar integrado en dispositi-
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vos multifuncio´n (relojes, agendas, ca´maras), consolas o tabletas. Aunque en la u´ltima
versio´n (4.X) el sistema operativo esta´ totalmente unificado para los diferentes tipos
de dispositivos, Android ha llegado a tener una versio´n exclusiva para las tabletas:
Gingerbread (3.X) que adaptaba el sistema operativo a un manejo diferente al de los
smartphones al disponer de una mayor pantalla.
La u´ltima versio´n del sistema operativo, 4.3 (Jelly Bean), que no presenta gran-
des novedades en su nu´cleo, ha sido anunciada en la conferencia I/O de 2013. Las
principales novedades son mejoras de seguridad, este´ticas de funcionamiento en la
plataforma, ası´ como la posibilidad de emplear nuevos esta´ndares de comunicacio´n,
posibilitando la creacio´n de aplicaciones que utilicen la API 3.0 de OpenGL ES.
La programacio´n en Android, gira alrededor de la ma´quina virtual Java Dalvik.
Esta ma´quina virtual, mueve todas las aplicaciones y procesos de un dispositivo en
diferentes zonas acotadas e independientes con el objetivo de obtener la mayor com-
patibilidad y seguridad posible. Aunque el lenguaje de programacio´n nativo de la
plataforma es Java/Dalvik, sin embargo, Google permite desde la versio´n 1.5 del sis-
tema la creacio´n de programas que accedan a la capa Nativa del S.O. mediante los
lenguajes C y C++.
El desarrollo del presente trabajo emplea, en mayor medida la programacio´n na-
tiva que se ofrece en Android. En la conferencia [Gal11] se explica el uso, ventajas e
inconvenientes del uso de la programacio´n nativa. Aunque se han tenido que realizar
partes que emplean la ejecucio´n virtual de Dalvik. Para optimizar convenientemente
los programas, se precisa controlar el uso de la memoria, la bu´squeda de pe´rdidas de
memoria, ası´ como las condiciones de liberacio´n del recolector de basura de Android.
Todos estos temas se encuentran tratadas ma´s ampliamente en [Dub11].
Las principales fuentes de documentacio´n sobre la plataforma Android en las que
se ha basado este proyecto son tres:
La documentacio´n propia de Google. [goo11b] [goo11a]
Las conferencias de Google IO 2010 y 2011 [goo10] [goo11c]
Foros y grupos oficiales del SDK y NDK de Android.
2.2.1. Fundamentos de la plataforma
En las bases de la OHA se declaran las diferentes ideas que sirven como base a
Android.
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El sistema operativo debe ser abierto, los desarrolladores deben poder ser capa-
ces de crear aplicaciones que empleen todas las caracterı´sticas del dispositivo sin
ninguna limitacio´n.
Todas las aplicaciones deben ser consideradas iguales. Es decir, que todas las
aplicaciones puedan competir por el acceso a los recursos del dispositivo de for-
ma ecua´nime.
Compartir informacio´n, que todas las aplicaciones sean capaces de intercambiar
informacio´n y recursos.
Desarrollo de aplicaciones simple y ra´pido.
Cumplir dichos requisitos no es una tarea simple. La primera condicio´n, requie-
re de la existencia de permisos por parte del usuario, la segunda condicio´n requiere
de una planificacio´n de procesos y de la memoria compartida, la tercera obliga que,
adema´s de los permisos de uso, exista un permiso que comunique los datos entre apli-
caciones. El u´ltimo requisito se debe entender desde el punto de vista que la tecnologı´a
de este mercado, como se ha comentado previamente, requiere de ciclos de desarrollos
cortos, esto tambie´n debe de aplicarse al propio sistema operativo.
En contra de crear un Kernel interno propio, Android emplea el Kernel Linux.
A dı´a de hoy, desde la versio´n 3.0 de Android, la versio´n empleada es la: 2.6.36. El
Kernel de Linux ha tenido un desarrollo a nivel de co´digo que le ha dado una gran
portabilidad. Existen versiones para una gran variedad de arquitecturas:
DEC Alpha
ARM
AVR32
Blackfin
ETRAX CRIS
FR-V
H8
A64
M32R
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m68k
MicroBlaze
MIPS
MN10300
PA-RISC
PowerPC
System/390
SuperH
SPARC
x86
x86 64
Xtensa.
El uso del Kernel Linux resulta de una gran ventaja, ya que no se necesita adaptar
los mecanismos internos del sistema, u´nicamente se adaptan los controladores apro-
piados para los componentes de cada hardware. Actualmente muchos de los sistemas
y chips que se emplean en los dispositivos embebidos tambie´n se encuentran en los or-
denadores de sobremesa o compartidos por muchas compan˜ı´as diferentes. Al final, las
empresas que incluyen Android en sus arquitecturas u´nicamente se han de preocupar
por configurar apropiadamente los drivers que, a su vez, preparan las empresas que
han disen˜ado cada bloque de hardware. Todo esto, supone una reduccio´n de costes
que repercute en la competitividad.
Uno de los mayores aciertos del sistema operativo Android es conseguir una pla-
taforma u´nica que tenga una aute´ntica compatibilidad entre todas las empresas que lo
acojan. Si bien la compatibilidad deberı´a ser perfecta, ya que dado el estado de co´digo
abierto, hay compan˜ı´as que pueden realizar modificaciones sobre el co´digo de forma
privada. Siempre existe una posibilidad de que una compan˜ı´a realice cambios que
separen e incompatibilicen su dispositivo con el resto.
La solucio´n que aporta Android para asegurar la compatibilidad, es la implemen-
tacio´n, como una parte esencial del sistema operativo, de una ma´quina virtual, Dalvik
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VM. Esta es una ma´quina basada en registros y que ha sido optimizada para dis-
positivos con poca memoria, para ello dispone de una serie de caracterı´sticas que la
diferencian de otras ma´quinas virtuales:
La tabla de constantes ha sido modificada para usar u´nicamente enteros de 32
bits.
El juego de instrucciones emplea un formato de 16 bits que funciona directamen-
te con las variables locales mediante un registro virtual de 4 bits. Estas mejoras
esta´n pensadas para reducir el coste de memoria por instruccio´n y su cantidad.
Otra caracterı´stica notable de la ma´quina virtual, es que incorpora un recolector de
basura para liberar la memoria que no se usa; sin embargo el concepto que sigue pa-
ra la gestio´n de memoria es singular, Android intenta ocupar el ma´ximo de memoria
posible. La memoria que no se usa es memoria desperdiciada, por ello el recolector no
intenta limpiar la memoria lo ma´s ra´pido posible, u´nicamente lo hace cuando se nece-
sita memoria para aplicaciones nuevas o con el mayor grado de importancia. La razo´n
para este comportamiento es porque aunque una aplicacio´n sea cerrada por el usua-
rio, esta no desaparece de memoria ni es finalizada, esta permanece en segundo plano
hasta que el propio sistema necesita los recursos que esa aplicacio´n esta´ ocupando.
Este comportamiento se definio´ ası´ porque en los dispositivos como los smartphones
existe una serie de aplicaciones que son lanzadas una y otra vez por parte del usua-
rio de forma muy habitual, por ejemplo, la agenda del tele´fono es una aplicacio´n que
se ejecuta de forma habitual repetidamente. De esta forma cuando el usuario intenta
volver a usarla tras una primera ejecucio´n, si su mo´vil no ha empleado demasiados
recursos en otras aplicaciones, la agenda seguira´ en memoria con el ahorro que supo-
ne tener el co´digo y los elementos de la aplicacio´n ya precargados en la memoria listos
para reanudarse.
Ası´ pues las aplicaciones en Android tienen un ciclo de vida y una idea diferente
a la aplicacio´n de sobremesa. Una aplicacio´n en Android tiene una serie de elemen-
tos ejecutables llamados actividades. Las actividades son partes de una aplicacio´n con
su propia interfaz gra´fica, salvo si se especifica de forma diferente, las actividades son
mo´dulos pseudo independientes que encapsulan la funcionalidad de diferentes partes
de la aplicacio´n. Una actividad incluye, adema´s del funcionamiento, la interfaz gra´fica.
Cada actividad es capaz de llamar a otras actividades, de esta manera, se puede pasar
a un disen˜o de actividades donde cada una de ellas, de forma independiente, realiza
una parte funcional de una aplicacio´n. Tambie´n se permite en el sistema Android lla-
mar a actividades que ya se encuentran en el dispositivo para realizar funciones que
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el programa no tiene incluidas. Un ejemplo serı´a el uso de las llamadas o de las agen-
das dentro de otros programas, esto se hace mediante invocaciones a la actividad del
dispositivo para llamar, enviar un mensaje, etc. Este tipo de comunicaciones u´nica-
mente se pueden emplear en la aplicacio´n cuando el usuario ası´ lo determina durante
la instalacio´n.
Todo el concepto de actividades y su interejecucio´n no podrı´a existir sin el frame-
work de soporte que da la propia ma´quina virtual. Cada vez que una actividad es
ejecutada, esta entra como una instancia independiente y separada. Dalvik crea una
instancia que sirve de caja de arena a cada actividad. De esta manera, toda activi-
dad incluyendo las llamadas telefo´nicas, mensajes, agendas, etc dispone de su propio
entorno sin interferir con el resto de actividades. Ası´ es como Android cumple el re-
quisito de competencia igualitaria entre las aplicaciones por los recursos, a la vez que
este encapsulamiento garantiza una mı´nima tolerancia a fallos, evitando su propaga-
cio´n fuera de la actividad que lo provoco´. Si una actividad incurre en un error grave,
este no afecta a las otras actividades. En un dispositivo, cuyo propo´sito principal es
poder utilizarlo para recibir y enviar llamadas, no es agradable tener que reiniciar tu
tele´fono para poder hacer una llamada porque se ha quedado congelado.
Lo explicado hasta este punto, abarca las ideas ba´sicas de funcionamiento que tie-
ne Android desde sus primeras versiones. Sin embargo, debido al desarrollo y a las
nuevas tendencias se han tenido que an˜adir otras ideas. El nu´mero de dispositivos y
la variedad de configuraciones ha crecido de forma significativa durante los u´ltimos
tres an˜os. Actualmente existe soporte para cinco tipos de pantalla diferentes, ası´ co-
mo mu´ltiples diferencias de densidad de pı´xeles segu´n dispositivos y resoluciones
diferentes. El problema de la compatibilidad de la aplicacio´n ya no es debido a su
funcionamiento, ahora se debe a la gran variabilidad de configuraciones de pantalla,
componentes hardware, etc. No todas las aplicaciones son capaces para estar prepara-
das para todas las variabilidades existentes.
La respuesta de Android, es la inclusio´n de requisitos mı´nimos en las aplicacio-
nes. Una aplicacio´n puede pedir unos requisitos mı´nimos al dispositivo en el que es
instalado. Para comenzar, un dispositivo que no sea compatible sera´ incapaz de en-
contrar en el repositorio de aplicaciones una que tenga un requisito mı´nimo que no
cumpla, si aun ası´ el usuario intenta instalarla manualmente, el instalador revisa las
caracterı´sticas mı´nimas e impide al usuario su instalacio´n.
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2.2.2. Desarrollo de las aplicaciones
Las aplicaciones de Android no se presentan en un ejecutable o binario. Cuando
se genera una aplicacio´n de Android, esta se empaqueta siguiendo la arquitectura de
los APK.
Figura 2.4: Diagrama de los contenidos de un paquete APK.
Los paquetes APK son archivos comprimidos que contienen toda la estructura de
una aplicacio´n. En el directorio raı´z, las aplicaciones contienen un archivo de mani-
fiesto en formato XML.
Un archivo de manifiesto tiene varias partes:
Definicio´n de la aplicacio´n
Definicio´n de las actividades
Restricciones
La definicio´n de la aplicacio´n representa el nombre, el nombre del paquete Java/-
Dalvik que contiene el co´digo y los nu´meros de versio´n de la aplicacio´n. La definicio´n
de las actividades es una lista de las diferentes clases que son derivadas de la clase Ac-
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tivity y que sera´n ejecutadas en la aplicacio´n. No se puede realizar una “intent”1 sobre
una actividad de nuestro paquete si esta no se encuentra definida en el manifiesto.
Finalmente las restricciones que se pueden aplicar en un paquete son de diverso
tipo: restricciones por taman˜os de pantalla, densidades, compatibilidad con librerı´as,
la presencia de determinados componentes hardware, formatos de compresio´n de tex-
turas, etc.
El directorio principal tiene las diversas clases compiladas en formato Java Dalvik
(.dex) y el directorio de recursos. Los recursos de una aplicacio´n se encuentran en esta
seccio´n. Y pueden estar comprimidos, o no, dependiendo del tipo de archivo. Esta
parte del empaquetado se ha ido cambiando a lo largo de las versiones. Por norma
general, se busca que los paquetes tengan el menor taman˜o posible, por ello, aunque
se permita incluir archivos en el mismo paquete, hoy en dı´a la plataforma soporta el
uso de paquetes secundarios de taman˜o indeterminado para contener los recursos y
que se descargan posteriormente de forma automa´tica.
De esta manera el desarrollador despliega la aplicacio´n en dos paquetes, uno con
la parte mı´nima para la ejecucio´n del programa y otro con todos los recursos gra´fi-
cos. De cara al usuario final este tipo de distribucio´n es muy importante ya que evita
la descarga de la mayor parte de datos cada vez que existe una actualizacio´n en la
aplicacio´n que no modifique los assets.
La plataforma Android emplea de forma repetida los ficheros de tipo XML. Se em-
plean tanto para ficheros de configuracio´n como para guardar definiciones, valores
por defecto y traducciones de la aplicacio´n. Esta es una pra´ctica aceptada y consolida-
da dentro de la API que evita mezclar el co´digo de la aplicacio´n con el texto ofreciendo
al desarrollador una forma automa´tica de gestionar la traduccio´n de aplicaciones.
Finalmente, si una aplicacio´n es nativa o requiere de alguna librerı´a adicional, el
paquete incluye las librerı´as nativas con las que se debe enlazar.
El mecanismo de paquete es usado actualmente para instalar u´nicamente las par-
tes que el dispositivo destino pueda emplear. Como se comenta en el siguiente punto,
al desarrollar en nativo, se compila para diferentes arquitecturas. Sin embargo cuando
se instala un paquete, u´nicamente se copian las librerı´as que corresponden a la arqui-
tectura del dispositivo. Esta forma de proceder ha sido extendida en la actualidad en
el mercado de Google. Se ha incluido soporte para que una u´nica aplicacio´n tenga di-
ferentes paquetes para tratar casos especı´ficos como el uso, o no, de compresio´n de
1Intent es el te´rmino empleado en Android para llamar y ejecutar una aplicacio´n de tu paquete o del
sistema operativo desde cualquier aplicacio´n
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texturas.
Una aplicacio´n, debe estar formada por la estructura expuesta con los diversos
archivos de configuracio´n adema´s del co´digo propio de la aplicacio´n, ya que Android
requiere de dichos archivos para configurar apropiadamente el entorno de ejecucio´n
de la aplicacio´n, por lo tanto esto ha de cuidarse especialmente en las aplicaciones que
se desarrollara´n en este trabajo.
Centra´ndonos ma´s especı´ficamente en el co´digo ejecutable, las aplicaciones de An-
droid no son monolı´ticas, se encuentran fraccionadas en actividades. Citando la defi-
nicio´n de Google.
“Una aplicacio´n Android se compone de una serie de actividades vagamente rela-
cionadas”
Una actividad es un proceso del programa que encapsula, a la vez, la interfaz gra´fi-
ca del proceso y su funcionalidad, y esta´ intrı´nsecamente relacionada con la interfaz
del usuario. Son procesos que deben ser visibles y ofrecer respuesta (o permitir la co-
municacio´n) a los eventos generados por el usuario. A diferencia de un proceso comu´n
de los sistemas de sobremesa como Unix o Windows, la visibilidad es uno de los facto-
res ma´s importantes para decidir el estado en el que se debe encontrar una actividad.
Tenemos que tener en cuenta que las aplicaciones en Android esta´n pensadas para
coexistir con el uso normal de un tele´fono mo´vil. Un usuario normal espera poder
emplear su agenda diaria en el tele´fono y si recibe una llamada, contestar a esta sin
que la aplicacio´n le interrumpa o sea visible. Sin embargo, atender una llamada no
significa que el usuario quiera cerrar lo que estaba haciendo. Normalmente, el usuario
no se preocupara´ de salvar sus cambios antes de coger la llamada; por lo tanto el
comportamiento que espera y desea el usuario es que la aplicacio´n permanezca a la
espera para, posteriormente, reanudar la ejecucio´n desde el punto en el que la dejo´.
Hasta ahora se ha hablado u´nicamente de las actividades, Dado que existe una
nocio´n de estado en la propia aplicacio´n y u´nicamente se emplea el concepto de que
un programa este´ ejecutando la actividad X en un punto determinado, esto implica
que el ciclo de vida no lo es a nivel de aplicacio´n sino de la “actividad”. Este ciclo se
puede ver en la ilustracio´n: 2.2.2
Una actividad creada por el usuario se crea extendiendo la clase Activity de An-
droid, la cual, tiene una serie de me´todos que se llaman automa´ticamente cuando el
sistema reconoce un cambio de estado para la actividad. Dichos me´todos pueden ser
reimplementados para cada vez que una actividad realice los ajustes necesarios para
su comportamiento.
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Figura 2.5: Diagrama del ciclo de vida de una actividad en Android.
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La vida de una actividad transcurre entre su creacio´n y su destruccio´n. Estas se
producen con las llamadas a “onCreate” y “onDestroy”. Durante la creacio´n, la ac-
tividad creara´ todos los elementos que necesite para su estado interno de ejecucio´n,
servicios, hilos, etc. En su destruccio´n, liberara´ todos los recursos que haya ocupado.
El tiempo de vida que el usuario percibe es aquel que comienza en “onStart” hasta
que llega a “onStop”. En este perı´odo, la actividad es visible por el usuario, sin embar-
go no es necesario que tenga el foco visual, ya que esta puede estar paralizada en un
segundo plano.
Finalmente el tiempo de vida que la actividad realmente es controlada por el usua-
rio abarca desde “onResume” hasta “onPause”. La pausa y la reanudacio´n son algu-
nos de los momentos ma´s habituales de una programa. Es comu´n que una actividad
se quede a la espera de una respuesta de otra actividad o se suspenda el dispositivo.
Hasta ahora se ha hablado u´nicamente de las actividades. Como se ha dicho, una
actividad necesita tener una representacio´n visual y responder ante los eventos. Esto
significa que en ningu´n momento el hijo principal de ejecucio´n de la actividad puede
bloquear la entrada de eventos. Cuando la actividad no es capaz de responder al siste-
ma durante un tiempo, la cantidad varı´a dependiendo de la implementacio´n, Dalvik
aborta la actividad por un error ANR (Activity Not Responding).
Existen determinadas aplicaciones que, debido a sus requisitos, ca´lculos comple-
jos, carga de archivos, transmisio´n de datos, tienden a ocasionar una espera dema-
siado larga provocando el error ANR. Por ello en Android existe el soporte de hilos
(Threads) desde el framework Android y adicionalmente, incluye los servicios, que a
diferencia de los Threads, funcionan desde el mismo hilo de ejecucio´n que la activi-
dad que los ha invocado, esto implica que no pueden resolver el error ANR, ya que su
propo´sito es crear tareas en el sistema operativo. Estas se ejecutara´n en segundo plano
sin que el usuario tenga constancia de ellas. Una de sus grandes utilidades es que di-
ferentes actividades pueden hacer uso de dichos servicios si se encuentran presentes.
Es muy importante tener en cuenta el ciclo de las actividades ası´ como el error
ANR ya que son conceptos ba´sicos de la plataforma. Si no se cumplen los requisitos
de cambios de estado, guardado de estado actual, etc las aplicaciones que se buscan
desarrollar en este trabajo sera´n incapaces de convivir correctamente con el resto de
aplicaciones en la plataforma.
Despue´s de la inclusio´n de la Native Activity en la versio´n 2.3 de Android, las
aplicaciones de Android pueden generarse de dos formas diferentes:
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Aplicaciones Java dentro de la ma´quina virtual Dalvik
Aplicaciones con componentes nativos.
Una aplicacio´n de Android, actualmente, esta´ controlada en mayor o menor me-
dida por la ma´quina Dalvik. No se puede crear una aplicacio´n completamente nativa
dentro del ecosistema Android.
Toda aplicacio´n, incluso aquellas que utilizan las “NativeActivity”, comienzan su
ejecucio´n en la parte controlada por Dalvik con las mismas secuencias de eventos. Una
aplicacio´n que emplea me´todos nativos, utiliza adema´s JNI para establecer un puente
para realizar llamadas sobre co´digo nativo no manejado por la ma´quina virtual. El
framework de Android, nos ofrece una clase especial llamada “NativeActivity” realiza
la carga de la biblioteca nativa y nos permite crear nuestra actividad en C/C++, sin
embargo la actividad no es totalmente nativa, ya que en realidad todos los eventos
que llegan a nuestra aplicacio´n han pasado por el puente JNI.
La sobrecarga que introduce JNI puede parecer un factor negativo; sin embargo
siempre y cuando no se realice de forma intensiva el rendimiento no caera´ significati-
vamente. El co´digo nativo nos da dos importantes ventajas:
Manejo de la memoria
Acceso directo al driver nativo OpenGL ES.
Al trabajar con co´digo nativo, no estamos limitados ni controlados por el “garbage
collector” de Dalvik. Esto supone una mayor responsabilidad en el lado del progra-
mador, ya que pierde la posibilidad de que el sistema operativo controle los fallos de
pe´rdidas de memoria. Por otro lado esto nos permite utilizar la mayor parte de me-
moria del dispositivo, siempre dentro de unos lı´mites. Si la ma´quina virtual detecta
que se queda sin memoria para ejecutar los procesos del sistema operativo, matara´ las
aplicaciones por orden de consumo de memoria, y aunque la memoria usada nativa-
mente no este´ manejada por recolector de basura de Dalvik, el sistema operativo si
que conoce la cantidad de memoria empleada por el proceso de la aplicacio´n.
Trabajar desde co´digo nativo, es una situacio´n ideal para hacer aplicaciones gra´fi-
cas. Desde el co´digo nativo podemos realizar llamadas directas a la API OpenGL ES
del dispositivo sin la sobrecarga que nos da el binding Java de OpenGL y las llamadas
JNI que realiza para transmitir nuestras o´rdenes. Adema´s se evita que el proceso de
recoleccio´n de basura ralentice de forma significativa nuestro proceso de renderizado.
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Las figuras 2.6 y 2.7 representan una modelo ba´sico de estructura de aplicacio´n pa-
ra Android, concretamente dos modelos de aplicacio´n que emplean la librerı´a OpenS-
ceneGraph (OSG) en Android.
Figura 2.6: Diagrama de clases de la estructura de una aplicacio´n OSG en Android.
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Como se puede ver en la figura: 2.6 la actividad principal se genera como co´digo
Java. Esta actividad, se comunica con una clase derivada de GLSurfaceView (EGL-
view) que se encarga de realizar la configuracio´n del contexto gra´fico y del registro
de la funcio´n de renderizado. Para realizar las llamadas a la parte nativa se utiliza la
clase osgNativeLib, esta clase contiene los me´todos que la capa nativa de la aplicacio´n
expone a la capa Java. Una vez en el nivel nativo, el co´digo puede realizar llamadas
a otras librerı´as, bien propias o del sistema operativo. Tambie´n es posible realizar lla-
madas en el sentido inverso, es decir, realizar llamadas a la capa Java desde la parte
nativa de la aplicacio´n.
Figura 2.7: Diagrama de clases de la estructura de una aplicacio´n OSG en Android usando
NativeActivity.
2.3 OpenSceneGraph 41
En contraposicio´n, la versio´n puramente nativa representada en: 2.7 tiene una clase
general que registra los me´todos para comunicarse con la “NativeActivity”. Estos a su
vez, pueden acceder a la clase osgViewerAndroid o realizar cualquier llamada que
estimen a librerı´as del sistema, de la aplicacio´n e incluso al framework Android a
trave´s de la capa Java.
2.3. OpenSceneGraph
OSG [OSG12] es una librerı´a de alto rendimiento para trabajar con gra´ficos tridi-
mensionales, esta´ publicada como co´digo libre y ha sido integrada en en aplicacio-
nes libres y comerciales de todo tipo. Es capaz de manejar entornos tridimensionales
complejos y representar gra´ficos de u´ltima generacio´n sin ningu´n tipo de limitacio´n.
A diferencia de otras alternativas, OSG u´nicamente ofrece las funciones de un grafo
de escena donde se pueden incluir nodos propios para extender sus funcionalida-
des ba´sicas de representacio´n. Debido a la no especializacio´n de la librerı´a, puede ser
empleada para la creacio´n de todo tipo de aplicaciones cientı´ficas o comerciales que
necesiten representar informacio´n gra´fica. Ha sido utilizada para crear aplicaciones de
visualizacio´n, realidad aumentada, simuladores de vuelo o juegos.
El nu´cleo de OSG, se basa en el empleo de una metodologı´a de grafos de escena.
Estos son estructuras de tipo grafo acı´clico dirigido que forman una representacio´n
jera´rquica de la escena. Esta ordenacio´n permite realizar optimizaciones espaciales y
de representacio´n para mejorar el rendimiento de la visualizacio´n en escenas com-
plejas. Esto se realiza mediante inspecciones del grafo que permite visualizar, o no,
ramas enteras dependiendo de nuestro criterio de visibilidad y, a partir de la seleccio´n
generar un orden de visualizacio´n o´ptimo para la renderizacio´n de los elementos. Es-
to permite al programador abstraerse del uso de los comandos de bajo nivel de las
API gra´ficas y concentrarse a nivel de objetos de escena sin preocuparse del co´digo
necesario para generar la visualizacio´n
Una de las caracterı´sticas de OSG es su arquitectura modular que permite an˜adir
elementos y generar nuevos mo´dulos y plugins para ser empleados en el grafo de es-
cena permitiendo al programador extender la librerı´a segu´n sus necesidades. Si estu-
diamos su estructura, OSG esta´ formada por una serie de pequen˜as librerı´as y plugins.
Ambos extienden la funcionalidad, bien an˜adiendo efectos y patrones gra´ficos que se
pueden incluir directamente en el grafo de escena, o bien an˜adiendo la posibilidad
de trabajar con tipos de archivos. Generalmente estos plugins requieren de librerı´as
externas independientes de OSG que se enlazan dina´micamente con el programa en
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ejecucio´n.
OSG adema´s se ha disen˜ado para cargar las librerı´as y plugins bajo demanda. Es-
to supone que un programa que emplee OSG, u´nicamente cargara´ las librerı´as ba´si-
cas y, dependiendo de las necesidades, el resto de librerı´as y plugins sera´n enlazadas
dina´micamente cuando el usuario lo requiera. Esta caracterı´stica permite ahorrar me-
moria durante la ejecucio´n de un programa al no tener que cargar los mo´dulos que no
se utilicen.
Esta metodologı´a funciona bien en plataformas de sobremesa. Por el contrario en
dispositivos embebidos o smartphones resulta, muchas veces, imposible de usar, por
ello, OSG incluye la posibilidad de una compilacio´n esta´tica de todas las librerı´as y
plugins. Esta compilacio´n requiere que el usuario registre una serie de macros realizan
una serie de definiciones internas en la base de datos de OSG que permitan emplear
los plugins y librerı´as sin necesidad de enlazarlos dina´micamente.
La librerı´a OSG u´nicamente tiene una dependencia directa, la librerı´a OpenTh-
reads(OT). Para simplificar la cantidad de co´digo dependiente de sistemas operativos,
OSG encapsula todas las operaciones de hilos en la librerı´a OT. Esta librerı´a ha sido
publicada como un proyecto independiente de OSG, aunque se encuentra incorpora-
da en la estructura de la distribucio´n de la librerı´a. De forma opcional, OSG depende
en una larga cantidad de librerı´as para el uso de diferentes formatos de archivos.
Por otro lado, OSG tiene implementadas diversas estrategias para la reduccio´n de
complejidad de una escena tridimensional, carga de elementos bajo demanda y permi-
te realizar inspecciones completas de los grafos de escenas. Con estas posibilidades, se
pueden crear una te´cnicas de optimizacio´n ma´s complejas como el uso de quadtrees,
octrees u otros modos de ordenacio´n del espacio geome´trico tridimensional.
Desde el an˜o 2010, y en base al trabajo realizado en el proyecto final de carrera:
Representacio´n interactiva de escenas tridimensionales con OpenSceneGraph en An-
droid [Cig11] la librerı´a OSG funciona en el sistema operativo Android.
2.4. VirtualPlanetBuilder
VPB es una librerı´a basada en OSG. El propo´sito de la librerı´a es la creacio´n de
bases de datos de geometrı´a tridimensional de terrenos. A diferencia de otras bases
de datos geogra´ficos, las generadas por el programa esta´n formadas por los diferen-
tes nodos que conforman la representacio´n del grafo de escena. Si desgranamos los
archivos generados, vemos perfectamente la ordenacio´n jera´rquica que se carga en la
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escena de nodos y sus tipos. Al estar basada en OSG, permite emplear todos los tipos
de archivo de modelos y texturas que soporta OSG para generar nuestras bases de
datos geogra´ficas.
VPB permite generar bases de terrenos planos o esfe´ricos. Opcionalmente, si se
poseen datos geome´tricos, se pueden emplear para que se forme el terreno con mallas
geome´tricas que representen las alturas. Entre las opciones ma´s destacadas, hay que
sen˜alar que tambie´n permite emplear la librerı´a Nvidia Texture Tools (NvTT) [Nvi] pa-
ra emplear texturas con compresio´n, el uso de texturas comprimidas cuyo uso esta´ muy
extendido en la actualidad. Para ello se usan una serie de formatos de compresio´n fija
cuya descompresio´n se ejecuta a muy bajo coste computacional en las tarjetas. Algu-
nos de los formatos de compresio´n que admite son: DXT 1/3/5 [Cas07].
2.5. CMake
CMake es una aplicacio´n multiplataforma disen˜ada para ofrecer un sistema de
compilado independiente de la plataforma. Mantener una aplicacio´n multiplataforma
es una labor compleja. Ya que suelen existir diferencias y parches que dependen de la
plataforma objetivo, adema´s, es necesario tener los scripts que sirvan para compilar la
librerı´a en cada uno de los sistemas para los que ha sido desarrollada. El objetivo de
CMake es evitar el mantenimiento de un gran nu´mero de scripts por plataforma uni-
fica´ndolos en un u´nico tipo de fichero. El programador u´nicamente tiene que escribir
una serie de ficheros con el lenguaje de scripting de CMake, en ellos define los paque-
tes, archivos a compilar, opciones, etc. Finalmente el usuario que desea compilar el
proyecto ejecuta CMake, a partir de dichos scripts, CMake generara´ los ficheros apro-
piados para ejecutar la compilacio´n de acuerdo a la plataforma objetivo que emplea el
usuario.
Al ser un lenguaje de scripting, CMake puede ser empleado para extenderse a si
mismo. Es posible emplearlo para generar scripts de compilacio´n diferentes a los que
ya tiene programados internamente.
2.6. Compilacio´n cruzada
La compilacio´n cruzada, es un te´rmino que emplearemos varias veces en el trabajo
y que conviene clarificar. La compilacio´n cruzada (Cross compiling en ingle´s), sirve
para denominar aquellas compilaciones que se generan en una arquitectura diferente
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de la que se va a emplear para ejecutar el co´digo compilado. Es la forma normal de
compilacio´n para dispositivos embebidos, consolas, o en general todo sistema operati-
vo donde no se tiene la posibilidad de emplear un compilador. En la actualidad existen
varios ejemplos de compiladores libre y comerciales que permiten esta te´cnica: GCC,
GUB o Intel C++ Compiler entre otros.
2.7. Renderizado de geometrı´a tridimensional en dispositi-
vos embebidos
La representacio´n gra´fica tridimensional en dispositivos embebidos es un proble-
ma que ha tenido un largo recorrido. Los primeros dispositivos mo´viles carecı´an de
un criterio comu´n o esta´ndar para tratar la renderizacio´n de gra´ficos. La aparicio´n de
diferentes API gra´ficas propietarias sin compatibilidad complicaban mucho el desa-
rrollo de este tipo de aplicaciones. Conforme las necesidades gra´ficas aumentaron se
fue generando la necesidad de un esta´ndar gra´fico mı´nimo. Siguiendo a su homo´lo-
go de sobremesa, la Kronos ARB creo´ un esta´ndar OpenGL para dispositivos embebi-
dos [Khr04], aunque en la actualidad sea un esta´ndar para la mayor parte de dispositi-
vos, a lo largo de la evolucio´n de estos dispositivos han aparecido otros esta´ndares que
han entrado en competencia. Por citar algunos, habrı´a que hablar de PocketGL [Ler04]
desarrollado por Pierre Leroy o la reciente implementacio´n de DirectX en el sistema
mo´vil de Windows.
En los u´ltimos an˜os, los avances en la potencia de ca´lculo y consumo de los chip-
sets gra´ficos ha permitido un avance de calidad en los programas gra´ficos mo´viles. En
la actualidad, la API GLES 1.X ha sido sustituida, en la mayorı´a de dispositivos, por
su sucesor: GLES 2.0. Se ha eliminado el uso de la tuberı´a fija de procesado pasando
al uso de una tuberı´a programable. Incorporando parte de las ideas presentes en las
especificaciones 2.0 y 3.0 de la API de sobremesa OpenGL. Para una informacio´n ma´s
detallada de la nueva API, se puede leer el artı´culo de Ken Catterall [Cat10] donde se
abordan las nuevas posibilidades que ofrece esta API, la eficiencia que presenta en los
dispositivos y proporciona una serie de programas shader con la implementacio´n de
diferentes te´cnicas. Tambie´n recomendamos el artı´culo de Gustavsson et al. [GBO09]
que presenta una comparacio´n entre las dos APIs gra´ficas ası´ como las partes impor-
tantes a tener en cuenta para optimizar el co´digo con ambas versiones. Recientemente
se ha introducido la versio´n 3.0 del esta´ndar pero esta no ha sido tratada en el curso
del trabajo.
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La redenderizacio´n interactiva en dispositivos mo´viles esta´ restringida por las li-
mitaciones inherentes de estos dispositivos. Ca´lculo computacional, capacidad de me-
moria y latencia en la memoria fı´sica. Estos temas se han estudiado previamente con
diferentes acercamientos: (1) Renderizado basado en imagen [CG02, BPT05, SP09,
SZL02]. (2) Renderizado con puntos [GD98, HL07, DD04] (3) Renderizacio´n geome´tri-
ca con un sistema de simplificacio´n externa [LGCV05, LGEC06, HMK02].
El renderizado basado en ima´genes emplea una simplificacio´n de elementos geome´tri-
cos utilizando elementos bidimensionales. Este es el caso del trabajo de Chang et al.
[CG02] o el de Bouatouch et al. [BPT05]. Ambos estudios sugieren el uso de una
arquitectura cliente-servidor que renderiza la escena en el servidor y manda, como
resultado partes de la escena, o la escena completa, como una imagen al dispositivo.
Para realizar la simplificacio´n de la escena, Sanna et al. [SZL02] emplea una estructura
jera´rquica de cara a optimizar el acceso a diferentes servidores y dividir las zonas que
se han de simplificar. En el trabajo de Sterk et al. [SP09] aplican esta te´cnica para el
renderizado de globos terra´queos.
El me´todo de renderizado basado en puntos, consiste en recubrir la forma de un
objeto con una nube de puntos. Se descarta la malla original y u´nicamente se repre-
senta una parte de ese conjunto de cara al usuario. Este sistema de renderizado se en-
cuentra a´mpliamente analizado en el trabajo de Grossman et al. [GD98]. Basa´ndonos
en Zhiying et al. [HL07], esta te´cnica se puede emplear para generar representaciones
multiresolution que entren dentro de los lı´mites de memoria de un dispositivo. Tam-
bie´n encontramos en el trabajo de Duguet et al. [DD04] el uso de un modelo jera´rquico
para optimizar la generacio´n de la vista.
La renderizacio´n geome´trica con un sistema de simplificacio´n externa ha sido em-
pleada en los trabajos de Lluch et al. [LGCV05, LGEC06]. Esta te´cnica esta´ basada en
un modelo cliente-servidor: El cliente, dispositivo mo´vil, realiza una peticio´n de re-
presentacio´n de la escena visual. El servidor por su lado obtiene los datos de la vista
que tiene el dispositivo y genera una vista simplificada de la escena. Esto se consigue
reduciendo la calidad de los modelos, texturas, eliminando elementos no visibles de la
escena, etc. Una vez la escena se ha simplificado, el servidor devuelve la informacio´n
al dispositivo que, finalmente, renderiza la escena. Estos trabajos se basan en el uso
de un grafo de escena (OSG) para realizar las optimizaciones necesarias para que la
escena entre en los lı´mites de memoria del dispositivo. Esta misma te´cnica se emplea
en el trabajo de Hekmatzada et al. [HMK02] pero centra´ndose en la representacio´n de
modelos no fotorrealistas.
Como he comentado existen diferentes ejemplos que destacan el uso de la meto-
46 Antecedentes
dologı´a basada en representaciones jera´rquicas de la informacio´n. Este es el caso de
los grafos de escena. Se emplean para simplificar y optimizar la representacio´n de una
escena visual. Durante este trabajo vamos a emplear OSG, una librerı´a open-source
que puede ser utilizada en aplicaciones comerciales y no comerciales. En la actualidad
es uno de los principales grafos de escena basados en OpenGL y se emplea de forma
significa en el uso de aplicaciones cientı´ficas.
Algunas de las librerı´as que se emplean actualmente en Android son: jMonkey,
jPCT-AE o Simple DirectMedia Layer(SDL).
2.7.1. Unity
Unity es un kit de desarrollo de aplicaciones gra´ficas especializado en videojue-
gos, por esta razo´n su empleo se suele limitar a juegos, aplicaciones comerciales que
rendericen escenas o hagan simulaciones gra´ficas. En la actualidad, Unity se puede
utilizar para desarrollar aplicaciones multiplataforma en PC, iOS, Android y algu-
nas consolas. La gran ventaja de este kit de desarrollo es que esta´ orientado para que
se pueda emplear sin conocimientos avanzados de programacio´n, pero si se buscan
comportamientos complejos, una persona con conocimientos de programacio´n puede
crear sus propios elementos lo´gicos y scripts dentro del framework que ofrece Unity
al desarrollador.
2.7.2. jMonkey
Es una librerı´a especializada para la creacio´n de videojuegos cuyo lenguaje prima-
rio es Java. Actualmente se usa en algunos proyectos libres. La librerı´a implementa un
grafo de escena para la renderizacio´n de elementos, los cuales son extensibles debido
a su disen˜o modular.
2.7.3. jPCT-AE
Es una librerı´a especializada para la creacio´n de videojuegos cuyo lenguaje pri-
mario es Java, permite la implementacio´n de programas con simulacio´n de fı´sicas y
capacidades en red. Emplea optimizaciones jera´rquicas basadas en en la geometrı´a de
la escena.
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2.7.4. Simple DirectMedia Layer
SDL es una librerı´a libre con un largo desarrollo en los computadores de sobre-
mesa. Su lenguaje primario es C aunque existen una serie de enlaces para usarse con
otros. Esta´ especializada en ofrecer acceso a bajo nivel del hardware de audio, vı´deo y
controles.
Ninguna de las alternativas actuales ofrece la libertad de uso y especializacio´n
propia de la librerı´a OSG, adema´s, el renderizado, en la mayor parte de ellas, se realiza
desde el nivel de la ma´quina virtual mediante Java sin acceso nativo. En este trabajo,
se ha decidido abordar la compatibilizacio´n de la librerı´a OSG para poder tener una
librerı´a que no este´ especializada para hacer representaciones gra´ficas de un u´nico tipo
de programa y que realice el renderizado desde un nivel nativo.
De esta manera, este trabajo pretende prescindir de cualquier tipo de arquitectura
de refuerzo externa o simplificacio´n no geome´trica. Se entiende que la evolucio´n actual
de los dispositivos tras el recorrido presentado en esta seccio´n, permitira´ emplear un
grafo de escena desde el propio dispositivo y que permita optimizar las escenas para
renderizar, con e´l, terrenos tridimensionales.
2.8. Renderizacio´n de terrenos
La renderizacio´n de terrenos tridimensionales, es la unio´n de varias capas de in-
formacio´n expresada en una geometrı´a. Para generar la geometrı´a de un terreno se
necesita la informacio´n visual del terreno, la ortofoto, y, al menos, una capa de infor-
macio´n de puntos geode´sicos de altura. A partir de estos datos se puede generar una
representacio´n visual en tres dimensiones. Este proceso puede ser realizado de tres
formas distintas: Durante la creacio´n de la base de datos, durante la carga de los datos
y en el dibujado.
La conversio´n geome´trica de los datos bidimensionales a un espacio tridimensio-
nal es un proceso ide´ntico en los tres casos, las u´nicas diferencias entre ellos radican
en el nu´mero de veces que se realizan, cuando y que´ herramientas esta´n al alcance
para realizar el proceso. Sin entrar de forma detallada, se genera una gratı´cula o malla
cuyas alturas son alteradas para ajustarse a los diferentes para´metros de altura. La or-
tofoto se emplea para dar el color a los polı´gonos de dicha malla. Es el mismo proceso
que se realiza en las te´cnicas de mapas de alturas [AMHH08].
Cuando se genera la geometrı´a en una base de datos, el resultado supone que la
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base de datos incremente su taman˜o. Para evitar esto, se suelen emplear algoritmos
de compresio´n de datos sobre la informacio´n. Esta solucio´n es la que esta´ implemen-
tada sobre el programa Google Earth. Es una solucio´n que obtiene los mejores costes
computacionales en tiempo de dibujado ya que no se ha de realizar ningu´n proceso,
con la desventaja de aumentar el peso de los datos a transmitir e inflexibilizar la repre-
sentacio´n. Debido a su bajo coste, esta solucio´n se emplea durante este proyecto para
realizar dos de los programas de prueba de representacio´n de terrenos.
Si la geometrı´a se genera durante la carga de datos, los datos que se transmiten al
programa no aumentan de taman˜o al ser los mismos datos originales sin incluir geo-
metrı´a. La desventaja de este me´todo es que requiere de un procesado con un coste
temporal durante la carga, esto generara´ una latencia que se ha de suplir mediante el
procesado en un hilo no bloqueante y cache´s para mejorar la experiencia. La mayor
ventaja de este me´todo es que la imagen representable no es u´nica y puede ser cam-
biada en tiempo de ejecucio´n modificando los datos de entrada. Esta es la solucio´n
que esta´ presente en programas como GvSig.
Finalmente, realizar el proceso durante el tiempo de dibujado, aporta la posibili-
dad de evitar la generacio´n de geometrı´a que no es visible adema´s de evitar el tiempo
de preproceso. En este caso el proceso de conversio´n se realiza en la propia tarjeta
gra´fica en cada pase de dibujado. La ventaja de este me´todo es que se realiza la con-
versio´n de las zonas visibles y dicha conversio´n puede ser realizada con el nivel de
detalle que se ajuste mejor al rendimiento y al punto de visio´n actual. En este artı´culo,
se muestra el uso de esta forma de representar terreno para representar terrenos con
mallas de detalle variable y su impacto en el rendimiento.
Para la creacio´n del programa de pruebas de terrenos tridimensionales creados en
tiempo de dibujado, este trabajo se basa en la te´cnica de desplazamiento de ve´rtices.
El artı´culo [SkU06] sirve de resumen del estado actual del arte de dicha te´cnica. Otro
trabajo importante a mencionar es [Kry05] con su implementacio´n de la te´cnica para
el renderizado de agua. A diferencia del trabajo [Don05] solo realizaremos la te´cnica
a nivel de ve´rtices en vez de realizarla por pı´xel.
Debido a que la te´cnica realiza el ca´lculo de la geometrı´a en tiempo de renderizado,
es necesario implementar el ca´lculo de normales, o su lectura si ya esta´n pregeneradas.
Para el ca´lculo de las normales en tarjeta, se ha empleado el trabajo [Mik10], debido
a las limitaciones actuales por el coste de los ca´lculos en coma flotante, empleamos
una simplificacio´n de la te´cnica de ca´lculo de Bump Mapping para el ca´lculo de las
normales.
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En la plataforma Android, ya se han desarrollado una serie de trabajos sobre la
representacio´n de terreno. En [SP09] se compara la eficiencia de emplear un renderi-
zador local en contra de uno remoto, mientras que en [HW09] se plantea un posible
disen˜o para la representacio´n de modelos planetarios.
2.9. Protocolo Web Map Service
Web Map Service [OGC00] (WMS) es un protocolo definido por el Open Geospa-
tial Consortium (OGC). OGC es un consorcio internacional de compan˜ı´as, agencias
gubernamentales y universidades. Su objetivo principal es la de servir como un fo-
rum de colaboracio´n entre desarrolladores para crear esta´ndares internacionales para
garantizar la interoperabilidad de datos y servicios geoespaciales.
Los esta´ndares desarrollados por OGC buscan resolver problemas relacionados
con la creacio´n, comunicacio´n y uso de datos espaciales, bien sean datos cartogra´ficos,
modelos 3D urbanos u otro tipo de datos geolocalizados. En la actualidad sus esta´nda-
res se usan ampliamente en sectores como: aerona´utica, busines intelligence, defensa,
emergencias y manejo de cata´strofes, estudios medioambientales o planificacio´n ur-
banı´stica.
El protocolo WMS sirve para realizar peticiones de mapas basados en informacio´n
geogra´fica referenciados espacialmente. Segu´n la definicio´n de WMS, un “mapa” es la
representacio´n, en un archivo de imagen digital, de una informacio´n geogra´fica para
representarse en una pantalla. No se considera que el mapa en sı´ sean los propios
datos. Los mapas generados por un servicio WMS son, por norma general, archivos
gra´ficos renderizados de formatos como PNG, GIF o JPEG. Tambie´n es posible que se
generen mapas basados en elementos gra´ficos vectoriales en formatos como Scalable
Vector Graphics (SVG) o Web Computer Graphics Metafile (WebCGM).
El esta´ndar de WMS define tres operaciones:
GetCapabilities
GetMap
GetFeatureInfo
La primera devuelve un archivo de metadatos (xml) con la informacio´n del servi-
cio. La segunda sirve para realizar peticiones sobre los mapas ofrecidos por el servidor.
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La tercera operacio´n, que es opcional; y por lo tanto no se encuentra implementada en
todos los servicios WMS, devuelve informacio´n sobre algunas caracterı´sticas definidas
que se muestran en el mapa.
Las operaciones del servicio WMS pueden ser invocadas usando un navegador
web esta´ndar utilizando Uniform Resource Locators (URLs). La composicio´n de los
parametros cambiara´ dependiendo de la operacio´n solicitada. Por ejemplo, la opera-
cio´n de obtener mapas requiere de informacio´n sobre la capa que se pide la informa-
cio´n, las coordenadas solicitadas o el formato de datos que deseamos recibir.
La especificacio´n WMS tiene la ventaja de ser totalmente transparente de cara al
usuario final del servicio. El usuario del servicio, u´nicamente conoce las diferentes
capas que puede solicitar, ası´ como las limitaciones en formatos de imagen soportadas
por la capa o sistemas de referencia que se pueden emplear para realizar peticiones.
Un servicio WMS clasifica los diferentes tipos de datos accesibles a trave´s de e´l
en forma de “Layers” (capas). Ademas´ es capaz de ofrecer al usuario una serie de
“Styles” (estilos) de cara a la representacio´n para el usuario. La informacio´n de las
capas se estructura de forma jera´rquica. Una capa define su extensio´n, los sistemas
de coordenadas que soporta para realizar peticiones, los formatos admitidos para la
generacio´n de datos en una peticio´n y una serie de metadatos. Una capa ademas´ puede
opcionalmente tener un nombre o identificador.
Una capa WMS puede incorporar otras capas WMS como hijas. Conceptualmente,
se entiende que cada una de ellas es un subconjunto de las capas antecesoras. Una
capa hereda la informacio´n geogra´fica paterna y sobrescribe (especializa) la informa-
cio´n para sus necesidades. Esta sobreescritura incluye la inclusio´n de nuevos formatos
de imagen, nuevos sistemas de referencia para las peticiones o, ma´s comu´nmente, la
sobrescritura de los lı´mites geogra´ficos para realizar peticiones.
Ası´, una capa contenida dentro de otra, puede dar una informacio´n ma´s concreta
que sus antecesoras. Tambie´n puede ser una divisio´n o fragmento de la superior.
Las u´nicas peticiones de mapas que un usuario puede realizar contra el servidor
WMS es contra capas que tengan nombre. Ası´ pues, no todas las capas tienen por
que´ ser accesibles para el usuario. Pueden ser utilizables como una representacio´n
jera´rquica interna del servidor.
Esto permite que un servicio WMS, implemente de forma distribuida sus servicios
distribuyendo la carga de solicitudes del usuario entre diferentes servidores. Tambie´n
es posible que un servicio WMS incorpore la posibilidad de realizar llamadas sobre
otros servicios o servidores, de forma interna sin afectar al usuario final.
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2.10. GDAL
GDAL [htt] (Geospatial Data Abstraction Library) es una librerı´a para leer, escri-
bir y procesar rasters de formatos geoespaciales. Y esta´ liberada con la licencia MIT.
Desarrollada por la Open Source Geospatial Foundation (OSGeo) con el objetivo de
promover y dar soporte a diferentes alternativas libres de distribucio´n de datos geo-
referenciados. Como librerı´a, GDAL emplea modelo u´nico de datos abstracto para
contener y tratar diferentes tipos de capas y entradas de datos.
GDAL tambie´n incluye la librerı´a OGR que provee unas funcionalidades similares
para tipos de datos vectoriales.
2.11. cURL
cURL [htt97] es, a la vez, un programa y una librerı´a open-source realizada en
el lenguaje C. Su propo´sito es la transferencia de archivos e informacio´n a trave´s de
diversos protocolos: FTP, FTPS, HTTP, HTTPS, TFTP, SCP, SFTP, Telnet, DICT, FILE y
LDAP, ası´ como diversos tipos de certificados. En la actualidad es una de las librerı´as
ma´s usadas a bajo nivel para realizar peticiones y transferencias de archivos..
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3
Ana´lisis del problema
A continuacio´n se expondra´n los objetivos del proyecto y se realizara´ un ana´lisis
de los conceptos y el disen˜o empleado en mWorld. Finalmente se comentara´ las pro-
blema´ticas del desarrollo en Android, ası´ como las decisiones para emplear mWorld
en esta plataforma.
3.1. Objetivos del proyecto
Este proyecto tiene como objetivo principal la creacio´n de un framework con las
siguientes caracterı´sticas:
Multiplataforma.
Fa´cil integracio´n con software ya existente.
Arquitectura basada en plugins.
Acceso remoto.
Acceso a bases de datos.
Acceso a bases de datos geolocalizadas.
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Capacidad de representacio´n gra´fica tridimensional.
Gestio´n de datos out-of-core.
A este framework se le ha dado el nombre “mWorld” 3.1
Figura 3.1: Logo del framework mWorld.
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3.2. Disen˜o de un framework multiplataforma
Desde un punto de vista comercial, un programa ha de intentar aumentar su ba-
se comercial lo ma´ximo posible sin que eso aumente de forma considerable el coste
del desarrollo. En el a´mbito de los ordenadores de sobremesa nos encontramos con
una gran base de usuarios que, histo´ricamente, han empleado de forma mayoritaria
sistemas operativos de la familia Windows.
Al mismo tiempo, en los u´ltimos an˜os, la base de usuarios de equipos Apple; con
su sistema operativo OSX, y el gran nu´mero de personas que esta´n optando por dis-
tribuciones Linux ha crecido de forma significativa. Convirtiendose en un mercado
potencial para la venta de un nu´mero ma´s amplio de aplicaciones que hace una de´ca-
da.
En principio, podrı´a parecer que; con tres sistemas operativos, somos capaces de
alcanzar a la mayor parte de usuarios potenciales. Sin embargo, debido al auge social
que han alcanzado los llamados “tele´fonos inteligentes”, ası´ como su capacidad de
co´mputo y representacio´n gra´fica de escenas tridimensionales; los convierten en un
mercado potencial para el desarrollo de aplicaciones.
En el ecosistema de tele´fonos mo´viles nos encontramos con tres potenciales alter-
nativas: Android, iOS y Windows Phone.
En el a´mbito de los ordenadores de sobremesa, es comu´n encontrarse con librerı´as
y aplicaciones multiplataforma. En la actualidad no existen grandes diferencias que
impidan mantener una compatibilidad a nivel de co´digo. Au´n existen algunas a´reas
que provocan conflictos: manejo de hilos y procesos, interfaces gra´ficas, etc. Es comu´n
encontrarse librerı´as que ofrecen una abstraccio´n de estos procesos crı´ticos facilitando
la creacio´n de aplicaciones y librerı´as multiplataforma.
En el caso de los diferentes sistemas operativos para mo´viles, este proceso no es
tan sencillo. Cada uno de ellos se comporta como un ecosistema totalmente diferen-
te. Existen determinadas reglas, requerimientos y requisistos que son diferentes para
cada uno de ellos.Esto dificulta mucho la reutilizacio´n de co´digo entre diferentes pla-
taformas.
mWorld intenta paliar los problemas derivados del desarrollo multiplataforma con
una metodologı´a de trabajo fija y u´nica para todas las plataformas. El framework
esta´ compuesto por una librerı´a core que da la mayor parte de funcionalidad del sis-
tema, una serie de librerı´as opcionales y un runtime para cada plataforma soportada.
Adema´s el framework permite, mediante un sistema de plugins, extender las posibi-
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lidades de acceso a datos, uso de librerı´as externas, etc.
3.3. Conceptos de mWorld
Como se puede observar en la figura 3.2, el framework mWorld esta´ compuesto
por una librerı´a core que provee el nu´cleo de funcionalidad y gestio´n que se da a cual-
quier aplicacio´n mWorld. Una serie de librerı´as de apoyo al programador y una serie
de plugins que se pueden invocar en tiempo de ejecucio´n en una aplicacio´n mWorld.
Figura 3.2: Los componentes de mWorld esta´n distribuidos entre un runtime (mwLauncher)
la librerı´a core (mwCore) una serie de librerı´as de apoyo y una serie de plugins.
Una aplicacio´n o un plugin de mWorld se genera utilizando la librerı´a mwCore.
Esta librerı´a ofrece una API pu´blica de clases y servicios que el usuario puede em-
plear. Ma´s concretamente, mwCore, ofrece al desarrollador dos clases, Application y
Plugin que permiten al desarrollador derivar su comportamiento por defecto para im-
plementar su propia aplicacio´n o plugin como proceda.
Esto es ası´ porque el framework mWorld no genera un co´digo binario ejecutable.
Se emplea un ejecutable runtime para cargar una aplicacio´n mWorld que haya sido
derivada de la clase Application de mwCore. Este lanzador de aplicaciones es mw-
Launcher. Como se puede ver en la figura 3.3 mwLauncher es una encapsulacio´n de
la librerı´a mwCore junto a una parte especı´fica para cada sistema operativo. Esta parte
realizara´ las siguientes operaciones:
Carga de librerı´as, aplicaciones y plugins solicitados en tiempo de inicializacio´n
Inicializacio´n de las aplicaciones y plugins cargados
Inicializacio´n de las estructuras que encapsulen funcionalidades del sistema ope-
rativo.
Inicializar el bucle de aplicacio´n.
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Figura 3.3: mwLauncher es un fichero ejecutable que encapsula la librerı´a core junto a una
serie de funciones que adaptan su ejecucio´n para cada plataforma
Esta solucio´n permite ofrecer al desarrollador una gran libertad para emplearla en
sus proyectos. Puede generar su aplicacio´n y realizar un deploy con el lanzador mw-
Launcher como aparece ilustrado en la figura: 3.4 ; o, por el contrario, puede integrar
la librerı´a mwCore dentro de su aplicacio´n. De esta manera, su aplicacio´n se convierte
en el lanzador en sı´ mismo integra´ndose homogeneamente como se puede observar
en la figura 3.5. En este caso el desarrollador podrı´a tener dentro de su aplicacio´n una
aplicacio´n mWorld o una serie de plugins bien, internos del proyecto, bien externos.
Esto nos permite dar completa libertad a los desarrolladores para integrar el fra-
mework con su entorno de trabajo y sus diferentes proyectos.
3.4. Librerı´as, plugins y drivers
En este punto trataremos los tres tipos de elementos propios del framework: las
librerı´as, los plugins y los drivers.
3.4.1. Librerı´as
Como se ha expuesto en el punto 3.3 el framework mWorld busca facilitar su em-
pleo permitiendo tanto su uso “stand-alone” mediante una aplicacio´n runtime como
mediante la posibilidad de utilizar la librerı´a core como parte de una aplicacio´n. Si
bien, en este caso, el programador debera´ dar soporte especı´fico para cada plataforma
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Figura 3.4: Diagrama de funcionamiento del runtime mWorld. El runtime ejecuta aplicacio-
nes y plugins compatibles que utilizan las estructuras proporcionadas por la librerı´a core de
mWorld
Figura 3.5: Diagrama de funcionamiento de una aplicacio´n que integra el runtime mWorld.
Puede realizar la ejecucio´n de aplicaciones o plugins que haya creado o utilizar otros plugins
externos
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destino de su aplicacio´n final.
Aunque este framework; y ma´s concretamente, las partes tratadas en este trabajo
final de master, tengan como foco central la representacio´n de datos GIS, este no es el
propo´sito del framework. mWorld es un framework abierto sin ningu´n tipo de foco.
Precisamente por esto la u´nica librerı´a que hemos sen˜alado en este ana´lisis es la librerı´a
core. El objetivo es que mWorld se expanda con diferentes librerı´as multidiscipinares
creadas con el core del framework y que provean con funcionalidades agno´sticas a
cualquier plataforma.
En el momento de redaccio´n de esta memoria, el framework cuenta con las siguien-
tes librerı´as:
mwCache
mwDataAcces
mwGLM
mwGIS
mwRenderer
Estas librerı´as sirven de apoyo al desarrollo de aplicaciones y pueden ser utilizadas
directamente por las aplicaciones mWorld del desarrollador o a trave´s de plugins.
3.4.2. Plugins
En el disen˜o de esta librerı´a, hemos querido poner un gran e´nfasis en la modula-
ridad. Ası´ pues, una aplicacio´n mWorld no necesita implementar o incluir funcionali-
dades de forma explı´cita. La aplicacio´n puede pedir la funcionalidad de un plugin en
tiempo de ejecucio´n. Si se consigue encontrar el plugin que implementa la funcionali-
dad, se incluye en el bucle de ejecucio´n. Si no, la aplicacio´n puede seguir funcionando
con normalidad. Esto abre una serie de posibilidades muy interesantes al desarrolla-
dor. Tanto para desarrollos open-source como para comerciales.
Por un lado el taman˜o de las aplicaciones desciende significativamente y solo se
cargan las partes que el usuario necesite bajo demanda. Esto es muy importante de
cara al uso de una aplicacio´n en un entorno con limitaciones de memoria. No solo eso,
este tipo de comportamiento evita el bloqueo del desarrollo de una aplicacio´n al no
depender directamente del co´digo del plugin.
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Tambie´n hay que sen˜alar las ventajas, comerciales, que ofrece: El desarrollador
puede vender la licencia de una aplicacio´n junto a todos sus plugins, o licenciar un
subconjunto de ellos.
3.4.3. Drivers
Mientras que los plugins proveen a los programas de funcionalidad y acceso a
librerı´as de forma indirecta, los drivers sirven para proveer a los programas de un
acceso abstracto a datos. Cualquier aplicacio´n o plugin mWorld puede comprobar la
existencia de un driver concreto para acceder a un tipo de datos en tiempo real. Si es
posible se devuelve el driver capaz de realizar el acceso.
No solo eso, un driver es capaz de realizar la misma comprobacio´n para obtener
un driver que trate un tipo de datos determinado. Esto permite generar “tuberı´as” de
procesado de datos que implementen funcionalidades muy complejas con un bajo cos-
te. En la figura 3.6 se puede ver un ejemplo real de su uso en la aplicacio´n de ejemplo
y validacio´n que se ha creado para este trabajo. La aplicacio´n utiliza una clase WMS
Layer (Que hereda de la clase Raster Layer) y que gestiona las peticiones de tiles a
un servidor WMS. Para ello emplea el driver WMS, el cual se encarga de gestionar la
comunicacio´n contra un servicio de este tipo y devolver una imagen procesada conve-
nientemente. Para ello, el driver WMS, a su vez, emplea los drivers cURL y GDAL. Por
un lado realiza las peticiones de comunicacio´n y trozos de capas utilizando el driver
cURL que le permite obtener datos de servidores remotos. Por otro lado, la informa-
cio´n de tiles obtenida en la consulta WMS se procesa mediante el driver de GDAL.
Este recibe el archivo obtenido y devuelve una extensio´n de la imagen original como
datos RGBA. En el caso que nos ocupa, la extensio´n que el driver WMS solicita al de
GDAL siempre abarga la totalidad de la tile que se ha pedido originalmente.
De esta forma, la tarea de negociacio´n, acceso, peticio´n y procesado de los datos
de un servidor WMS se simplifica. Se divide la tarea global en pequen˜as partes que
hacen uso de elementos que ya nos ofrecen estas funcionalidades. Ası´, la clase WMS
Layer emplea el driver WMS para obtener, en tiempo de ejecucio´n, parches de terreno
determinados por la vista de la aplicacio´n. No necesita ocuparse del complejo proceso
de negociacio´n de versio´n con el servidor, ni del acceso a servidores remotos, ni de
reinterpretar los datos de imagen como datos RGBA. U´nicamente tiene que realizar
peticiones contra un driver que le permite comprobar si ha sido posible conectarse,
las capas a las que puede acceder y la extensio´n que puede pedir. A su vez, este driver
evita reimplementar la rueda delegando el acceso remoto a un driver que emplea la
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Figura 3.6: Diagrama de funcionamiento de una aplicacio´n que integra el runtime mWorld.
Puede realizar la ejecucio´n de aplicaciones o plugins que haya creado o utilizar otros plugins
externos
librerı´a cURL y el procesado de ima´genes a la librerı´a GDAL.
De esta forma, tres elementos separados, e independientes, se pueden emplear
para generar comportamientos muy complejos; con la ventaja de que, al gozar de in-
dependencia entre ellos, posteriormente se pueden sustituir estos componentes por
otros que cumplan la misma interfaz y funcio´n.
3.5. La plataforma Android
Los dispositivos Android tienen una gran variedad de taman˜o, forma y propo´si-
to. Aunque es posible encontrarse dispositivos anclados permanentemente a la red,
o dispositivos cuyo uso esta´ preparado para el salo´n de casa1, Los dispositivos An-
droid son, emine´ntemente, mo´viles. Desde relo´jes inteligentes, pasando por tele´fonos,
tabletas y porta´tiles.
A la hora de desarrollar una aplicacio´n en Android, hay que tener muy presente
el tipo de dispositivos a los que va dirigida. Son dispositivos que dependen de una
baterı´a y, por lo tanto, una aplicacio´n no puede mantenerse de forma indefinida en
un segundo plano consumiendo recursos. Ası´ pues, es importante que el grueso de la
aplicacio´n, como tal, solo se mantenga activo cuando esta´ visible. Si se necesita algu´n
tipo de servicio secundario para consulta de datos, temporizador, etc, es conveniente
mantenerlo como una pieza separada que consuma pocos recursos.
1Este es el caso de Ouya, uno de los primeros dispositivos con el propo´sito de emplearse como una
consola de videojuegos y media center en el salo´n de casa.
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Por otro lado, existen limitaciones tanto para el uso de memoria, como para el
almacenamiento de datos. Los dispositivos mo´viles no tienen la misma capacidad de
almacenamiento, y en muchos casos, las caracterı´sticas como la latencia de acceso a la
memoria terminan convirtie´ndose en el cuello de botella de una aplicacio´n.
Android es un sistema operativo que ofrece muchas posibilidades al desarrolla-
dor. Es posible llegar a crear aplicaciones con un grado de complejidad muy elevado
a la par que permite realizar optimizaciones muy especı´ficas para las aplicaciones. El
funcionamiento general y la creacio´n de aplicaciones se ha tratado previamente en el
punto 2.2.2. Ası´ pues, en los siguientes puntos trataremos las principales problema´ti-
cas que hemos tratado durante el desarrollo de mWorld y la adaptacio´n para su uso
en Android.
3.5.1. Coexistencia de las aplicaciones en el entorno operativo
Android es un sistema multitarea para su utilizacio´n en mo´viles. En un sistema
multitarea normal, una aplicacio´n puede consumir todos los recursos del sistema. Este
tipo de comportamiento “greedy” de las aplicaciones, aunque no es deseable, ha sido
una constante habitual en los sistemas de sobremesa. Android, al estar disen˜ado para
dispositivos mo´viles da mayor importancia a la estabilidad y responsibidad del dis-
positivo. Para ello, incluye algunas ideas tı´picas de los sistemas operativos orientados
a procesos crı´ticos. El sistema operativo Android tiene una serie de lı´mites temporales
y de memoria que intentara´ cumplir.
El control de este sistema operativo para conocer si una aplicacio´n sigue respon-
diendo al usuario se basa en el control de los eventos. Toda accio´n del usuario sobre
el dispositivo genera un evento que es encolado, a bajo nivel, en una cola de eventos
propia para cada aplicacio´n. Si la aplicacio´n no vacı´a esta cola, en una cantidad de
tiempo fijo, la ma´quina virtual Dalvik entiende que la aplicacio´n no esta´ respondien-
do al usuario y lanza una excepcio´n ANR. Ası´ pues, una aplicacio´n debe procesar los
eventos en el menor tiempo posible, y a ser posible, de forma no bloqueante.
Por otro lado, la ma´quina virtual de Android controla el uso de la memoria del sis-
tema. En anteriores versiones del sistema operativo, las aplicaciones tenı´an un lı´mite
fijo de memoria definido por el fabricante. Este lı´mite de memoria solo se aplicaba a
nivel de la parte de memoria controlada por el recolector de basura. En la actualidad,
es posible solicitar y comprobar en tiempo de ejecucio´n la cantidad exacta de memo-
ria controlada que puede disponer nuestra aplicacio´n, ası´ como solicitar una mayor
cantidad.
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Si nuestra aplicacio´n necesita una mayor cantidad de memoria, entonces hemos
de recurrir a la memoria no manejada por el recolector de basura de Android. Ambas
memorias cuentan para el co´mputo de memoria del proceso, pero a diferencia de la
primera, no existe un lı´mite prefijado. Sin embargo, que no exista un lı´mite, no es un
indicativo para pedir toda la memoria del sistema. Aunque esta memoria no esta´ “ma-
nejada”, el sistema operativo controla todo el uso de memoria, y si en algu´n momento
la cantidad de memoria libre llega a determinados lı´mites, este control cierra las apli-
caciones no esenciales.
En la actualidad, las herramientas de desarrollo de la plataforma permiten la crea-
cio´n de aplicaciones que funcionan sobre la ma´quina virtual y aplicaciones mixtas que
usan funciones nativas. En este u´ltimo caso, adema´s es posible utilizar una api de “ac-
tividad nativa” con la cual se puede acceder, nativamente, a una gran parte de los
componentes hardware. En este u´ltimo caso, la aplicacio´n deja de tener acceso a los
componentes visuales de la plataforma. Esto se debe a que, al usar el contexto gra´fico
de forma nativa, no puedes utilizar de forma compartida el contexto gra´fico que se
emplea para el renderizado de estos elementos.
Ası´ pues, la creacio´n de una aplicacio´n debe de tener en cuenta que convive en un
ecosistema cerrado donde compite, en igualdad, con el resto de aplicaciones por unos
recursos limitados:
Contexto gra´fico.
Memoria fı´sica.
Tiempo de ca´lculo.
Dependiendo de las circunstancias de una aplicacio´n, el uso de los recursos se de-
be orientar ma´s hacia la programacio´n nativa o totalmente nativa. En el desarrollo de
mWorld hemos decidido dar la libertad al desarrollador final, ası´ pues, se implemen-
tara´n dos versiones del lanzador: Una basada en el uso de la actividad nativa, y otra
en la que se emplea una mezcla de programacio´n Java y nativa.
El lanzador basado en la actividad nativa se empleara´, principalmente, para la
generacio´n de programas que necesitan de acceso directo al hardware gra´fico y que
buscan utilizar un modo a pantalla completa. Este caso es tı´pico en aplicaciones como
videojuegos o reproductores multimedia, donde se busca evitar el intrusismo de la
interfaz Android, las notificaciones visuales, etc.
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Por otro lado el lanzador JNI, se empleara´ para generar aplicaciones que hacen uso
de las posibilidades de la interfaz del sistema operativo junto a la aplicacio´n, como por
ejemplo:
Aplicacio´n en forma de widget para el sistema operativo.
Acceso a la barra de notificaciones.
Empleo de elementos UI Android.
3.5.2. Compatibilidad entre dispositivos mo´viles
Como se ha comentado previamente, la diversidad de dispositivos es un proble-
ma importante para el desarrollador. Si bien existen algunos componentes hardware
que se han empleado en mu´ltiples dispositivos, las diferencias en capacidad gra´fica,
potencia de ca´lculo o formato de pantalla aparecen durante la fase de testeo. Es muy
normal encontrarse con dispositivos muy parecidos, incluso del mismo modelo, que
se han implementado de formas muy distintas.
Es muy habitual encontrarse con dispositivos cuya tasa de refresco de pantalla
esta´ limitada. Esto se suele realizar para alargar la vida de la baterı´a. Hay casos donde,
directamente se ha rebajado el reloj del procesador para este mismo fin. Hay otros
casos donde el fabricante busca ahorrar en costes de produccio´n. Cada vez es ma´s
habitual que, componentes menores que suelen pasar desapercibidos, sean sustituidos
para obtener mayores ma´rgenes de beneficio.
Esto se traduce en que incluso dentro de dispositivos con la misma marca y nombre
encontremos diferencias significativas al usar memorias con mayor latencia o mo´dulos
ligeramente diferentes. En algunos casos estas diferencias no afectan a una aplicacio´n
final, sin embargo son un factor desestabilizante que, por estadı´stica y dada la gran
base de usuarios y aplicaciones, termina emergiendo como problemas en el uso de
aplicaciones.
En la plataforma Android, como se ha explicado en el punto 2.2.1, existe un archivo
de manifiesto que describe la aplicacio´n. Entre las opciones de descripcio´n, se pueden
incluir determinadas cla´usulas que limitan los dispositivos que pueden instalar el pa-
quete de la aplicacio´n. Como estas reglas de rechazo se encuentran a nivel de paquete,
el desarrollador puede resolver y optimizar su aplicacio´n para diferentes dispositivos.
Para ello distribuye varias versiones con manifiestos ligeramente distintos que permi-
ten al repositorio de la plataforma, Google Play en la actualidad, determinar la versio´n
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ma´s compatible con el dispositivo del usuario que demanda la aplicacio´n. De la mis-
ma manera, el usuario puede ver claramente cuando una aplicacio´n no esta´ soportada
para su dispositivo por el desarrollador, aunque esto no significa que sea totalmente
incompatible o incapaz de ejecutarla.
Para el desarrollo de mWorld se han fijado los siguientes requerimientos en los
dispositivos:
Android 4.0
1Gbyte de memoria ram.
Procesador Arm V7 ¿1Ghz
3.6. Planificacio´n del trabajo
Las siguientes figuras presentan la planificacio´n del proyecto. El trabajo ha sido di-
vidido en treinta tareas incluyendo la planificacio´n inicial y la escritura de la memoria
final del proyecto.
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Figura 3.7: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 1/11
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Figura 3.8: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 2/11
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Figura 3.9: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 3/11
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Figura 3.10: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 4/11
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Figura 3.11: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 5/11
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Figura 3.12: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 6/11
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Figura 3.13: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 7/11
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Figura 3.14: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 8/11
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Figura 3.15: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 9/11
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Figura 3.16: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 10/11
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Figura 3.17: Diagrama de Gantt de la planificacio´n del proyecto pa´gina: 11/11
4
Desarrollo
A lo largo de esta seccio´n, se hablara´ de la implementacio´n de los componentes
principales del framework mWorld. Se tratara´n los componentes ma´s importantes que
se han implementado, ası´ como las implementaciones de los lanzadores mWorld tanto
para las plataformas de sobremesa como para el sistema operativo Android. Termina-
remos este capı´tulo hablando del desarrollo de la aplicacio´n de prueba mWorld que
emplea los diferentes elementos descritos en esta seccio´n para representar un terreno
bidimensional cargado en tiempo de ejecucio´n desde un servicio WMS.
4.1. mwCore
La librerı´a mwCore, es la librerı´a central del framework mWorld. Esta´ compuesta
por una serie de clases que implementan la funcionalidad del framework, una serie
de clases con funcionalidades de apoyo y finalmente una serie de clases templatizadas
que se utilizan como base de algunos elementos de la librerı´a.
La mayor parte de clases presentes en la librerı´a sirven de apoyo al desarrollador
y se emplean a lo largo del co´digo. Un ejemplo de esto son las clases: RefPtr, Function,
Logger, QualifiedPaths o ParameterParser.
RefPtr implementa el patro´n conocido como “Puntero de referencia”. En este patro´n
todo objeto tiene asociado un contador de referencias, el nu´mero de veces que una va-
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riable apunta al mismo objeto, y cuando dicho contador llega a cero referencias el
objeto se borra automa´ticamente. Esto sirve para prevenir posibles fugas de memoria.
Nuestra implementacio´n de punteros de referencia es una clase templatizada que
tiene una serie de pol´ı´ticas de conteo diferentes para ajustar la responsabilidad de
conteo de referencias, el tipo de almacenamiento del objeto y la polı´tica de comporta-
miento para trabajar con hilos.
Function, por su lado, es una implementacio´n de functores gene´ricos. Un functor
es un puntero que accede a una funcio´n en vez de a un dato. Es una clase que simplifica
la notacio´n de functores de C y que, a diferencia de los que ofrece, permite utilizarse
con funciones no esta´ticas de cualquier tipo de clase.
El framework mWorld, utiliza la clase Logger para realizar el log de sucesos du-
rante la ejecucio´n. La clase Logger permite el reporte de sucesos con un modificador
de importancia. Los niveles reconocidos son:
LOG ERROR
LOG WARNING
LOG NOTICE
LOG DEBUG
LOG VERBOSE
Estos niveles sirven para que el usuario pueda filtrar, bien mediante configuracio´n
de logger, bien mediante filtrado de la salida, los mensajes relevantes.
Adema´s el Logger presente en la librerı´a mwCore permite incluir diversos me-
canismos que traten la entrada de Log. Esto se realiza mediante una serie de Log-
Handlers que se registran en la clase Logger. La clase LogHandler es una interfaz
que el desarrollador puede derivar (O emplear una de las ya existentes) para decidir
el destino, sintaxis, y tratamiento de los logs. Adema´s como el Logger permite tener
diferentes manejadores de la salida, este puede replicarse en diferentes fuentes de sa-
lida. Finalmente, tambie´n, hay que sen˜alar que un mensaje de log puede ser enviado
directamente a un u´nico handler o a todos.
QualifiedPaths en una clase con utilidades para la bu´squeda de ficheros, gestio´n
de rutas de bu´squeda de ficheros y carga de librerı´as.
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Finalmente, la clase ParameterParser implementa la funcionalidad principal de
parseado de una lı´nea de para´metros compleja. Esta clase puede ser especializada
para recopilar informacio´n con respecto a una serie de variables que decida el pro-
gramador. En la figura 4.1 se puede observar la implementacio´n realizada, utilizando
esta clase, que sirve para obtener los para´metros notables pasados a la aplicacio´n mw-
Launcher.
Co´digo 4.1: Implementacio´n de la clase LauncherParameterParser que sirver para
parsear los argumentos del lanzador mwLauncher en dispositivos de sobremesa.
1 c l a s s MW EXPORT LauncherParameterParser : public ⤦Ç mwCore : : ParameterParserResul tSet
2 {
3 public :
4 LauncherParameterParser ( )
5 {
6 mwCore : : ValueParameter argLibs ( ” l ” , ” l i b s ” , ⤦Ç ”Load l i b r a r y by name” ) ;
7 mwCore : : ValueParameter ⤦Ç argLibPaths ( ”L” , ” l i b P a t h s ” , ”Load ⤦Ç l i b r a r y by path ” ) ;
8 mwCore : : ValueParameter argMods ( ”m” , ”mods” , ⤦Ç ”Load module by name” ) ;
9 mwCore : : ValueParameter ⤦Ç argModPaths ( ”M” , ”modPaths” , ”Load ⤦Ç module by path ” ) ;
10 mwCore : : ValueParameter argPath ( ”p” , ” path ” , ⤦Ç ” Paths to load l i b r a r i e s and modules” ) ;
11 mwCore : : ValueParameter ⤦Ç argAppArgs ( ”a” , ” args ” , ” S t r i n g of ⤦Ç arguments t h a t are passed to the ⤦Ç Applicat ion and Plugins ” ) ;
12 mwCore : : FlagParameter ⤦Ç argVerbose ( ”v” , ” verbose ” , ” Flag to ⤦Ç show debug mode” ) ;
13
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14 addParameter ( s td : : s t r i n g ( ” argLibs ” ) , argLibs ) ;
15 addParameter ( s td : : s t r i n g ( ” argLibPaths ” ) , ⤦Ç argLibPaths ) ;
16 addParameter ( s td : : s t r i n g ( ”argMods” ) , argMods ) ;
17 addParameter ( s td : : s t r i n g ( ”argModPaths” ) , ⤦Ç argModPaths ) ;
18 addParameter ( s td : : s t r i n g ( ” argPath ” ) , argPath ) ;
19 addParameter ( s td : : s t r i n g ( ”argAppArgs” ) , ⤦Ç argAppArgs ) ;
20 addParameter ( s td : : s t r i n g ( ” argVerbose ” ) , ⤦Ç argVerbose ) ;
21 }
22
23 ˜ LauncherParameterParser ( )
24 {
25 }
26
27 std : : vector<std : : s t r i n g> getLibsName ( ) { return ⤦Ç v a r i a b l e s [ s td : : s t r i n g ( ” argLibs ” ) ] . va lue ;}
28 std : : vector<std : : s t r i n g> getLibsPath ( ) { return ⤦Ç v a r i a b l e s [ s td : : s t r i n g ( ” argLibPaths ” ) ] . va lue ;}
29 std : : vector<std : : s t r i n g> getModsName ( ) { return ⤦Ç v a r i a b l e s [ s td : : s t r i n g ( ”argMods” ) ] . value ;}
30 std : : vector<std : : s t r i n g> getModsPath ( ) { return ⤦Ç v a r i a b l e s [ s td : : s t r i n g ( ”argModPaths” ) ] . va lue ;}
31 std : : vector<std : : s t r i n g> getPath ( ) { return ⤦Ç v a r i a b l e s [ s td : : s t r i n g ( ” argPath ” ) ] . value ;}
32 std : : vector<std : : s t r i n g> getAppArgs ( ) { return ⤦Ç v a r i a b l e s [ s td : : s t r i n g ( ”argAppArgs” ) ] . value ;}
33 bool getVerbose ( ) { return ⤦Ç f l a g s [ ” argVerbose ” ] . f l a g ; }
34 } ;
A parte de estas clases que dan funcionalidad directa al desarrollador, la librerı´a
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tambie´n cuenta con una serie de clases templatizadas que permiten an˜adir funciona-
lidad a las clases que ya tenga en sus proyectos.
Entre estas clases nos encontramos:
Singleton
Properties
Object factory
Ası´ pues, es posible utilizar el template singleton para dotar, a una clase cualquiera,
de la funcionalidad del patro´n Singleton. En el fragmento de co´digo 4.2 se puede ver
un ejemplo de co´digo que demuestra la sencillez de cara a su uso.
Co´digo 4.2: Empleo del template Singleton para generar en tiempo de compilacio´n
una versio´n con el template singleton a partir de una clase.
1
2 typedef Singleton<ClassImpl> ClassS ing le ton ;
3 ClassS ing le ton : : g e t I n s t a n c e ( ) ;
Por otro lado, el template de Properties permite an˜adir a las clases la posibilidad
de usar un sistema de propiedades. Este tipo de sistemas permtie al programador
consultar, o llamar a me´todos de la clase que no este´n expuestos en la interfaz. De esta
forma el programador no necesita recurrir a la RTTI de C++ para conocer el objeto real
detra´s de la interfaz.
Este template dota a una clase de funcionalidad para registrar, consultar y ejecu-
tar propiedades. Una propiedad tiene asignado un nombre y una funcio´n con cero o
un para´metros. De esta forma se puede emplear una propiedad para tener funciones
getter/setter, ası´ como para ejecutar algu´n tipo de funcionalidad de la clase. Todo es-
to sin que el co´digo compilado necesite conocer la forma concreta de la clase, solo su
interfaz.
La Object Factory es un template que nos permite crear factorı´as de objetos. Esta
factorı´a de objetos nos permite registrar diferentes tipos de clases y luego, pedir que
genere una nueva instancia de cualquiera de los tipos registrados.
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Finalmente la librerı´a mwCore tiene una serie de clases que dan la funcionalidad
importante de cara a la ejecucio´n de las aplicaciones mWorld y sus plugins:
Registry
Application
Plugin
Driver
Event
OSAdapter
4.1.1. Registry
El registry o registro es la clase central de la librerı´a mwCore. Esta librerı´a cum-
ple dos propo´sitos muy importantes. Por un lado se encarga de establecer el orden de
inicializacio´n y destruccio´n de los elementos comunes. Por otro lado, esta clase sirve
como registro para plugins, drivers y filtros. Es decir sirve para que todos los elemen-
tos con interfaz que se pueden cargar de forma dina´mica se registren. De esta forma
cuando el usuario pregunta por uno de estas interfaces con una implementacio´n de-
terminada, se consulta en el registro si se ha cargado, y en el caso de que no se haya
cargado se realiza una bu´squeda en los paths definidos en QualifiedPaths para encon-
trar una librerı´a que se ajuste a la funcionalidad. La declaracio´n de la clase Registry se
puede ver en el co´digo 4.3
Co´digo 4.3:Definicio´n de la clase Registry. Se pueden observar los diferentes me´to-
dos y miembros que permiten el registro y uso de diferentes elementos de co´digo
en tiempo de ejecucio´n.
1
2 c l a s s MW EXPORT RegistryImpl
3 {
4 private :
5 RegistryImpl ( const RegistryImpl &rhs ) ;
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6 RegistryImpl &operator =( const RegistryImpl &) ;
7
8 public :
9 RegistryImpl ( ) ;
10 v i r tua l ˜ RegistryImpl ( ) ;
11
12 typedef RefPtr<Applicat ion> Appl ica t ionPtr ;
13 typedef RefPtr<Plugin> PluginPtr ;
14 typedef RefPtr<Library> LibraryPt r ;
15 typedef std : : vector<PluginPtr> P l u g i n L i s t ;
16 typedef std : : map<std : : s t r i n g , L ibraryPtr > ⤦Ç LibraryMap ;
17
18 void removePlugins ( ) ;
19 void removeLibraries ( ) ;
20
21 / * * G e t t e r s * * /
22 Applicat ion &getAppl ica t ion ( ) ;
23 const P l u g i n L i s t &g e t P l u g i n L i s t ( ) ;
24 bool val idAppl i ca t ion ( ) ;
25
26 / * * R e g i s t e r s * * /
27 void r e g i s t e r A p p l i c a t i o n ( Appl i ca t ionPtr appPtr ) ;
28 void r e g i s t e r P l u g i n ( PluginPtr pluginPtr ) ;
29
30 / * * F i l e Pa ths * * /
31 p r i v a t e : : F i lePathImpl ⤦Ç &getResourceF i l ePathRegis t ry ( ) ;
32 p r i v a t e : : F i lePathImpl ⤦Ç &g e t L i b r a r y F i l e P a t h R e g i s t r y ( ) ;
33
34 / * * Load a l i b r a r y and modules * * /
35 bool loadLibrary ( const std : : s t r i n g& libraryName ) ;
36 bool loadModule ( const std : : s t r i n g& libraryName ) ;
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37 bool loadLibraryPath ( const std : : s t r i n g& ⤦Ç libraryNamePath ) ;
38
39 bool moduleLoaded ( const std : : s t r i n g &moduleName) ;
40 bool l ibraryLoaded ( const std : : s t r i n g ⤦Ç &libraryName ) ;
41
42 / * * D r i v e r s * * /
43 DriverRegis t ry &getDr iverReg is t ry ( ) ;
44
45 / * * F i l t e r s * * /
46 F i l t e r R e g i s t r y &g e t F i l t e r R e g i s t r y ( ) ;
47
48 / * * Logger * * /
49 Logger &getLogger ( ) ;
50 MTLogger &getMTLogger ( ) ;
51
52 / * * RefMap * * /
53 in l ine p r i v a t e : : RefMap &getRefMap ( ) { return ⤦Ç refMap ; }
54
55 protected :
56 Logger l o g g e r ;
57 MTLogger mtLogger ;
58 p r i v a t e : : RefMap refMap ;
59 p r i v a t e : : F i lePathImpl ⤦Ç r e s o u r c e F i l e P a t h R e g i s t r y ;
60 p r i v a t e : : F i lePathImpl ⤦Ç l i b r a r y F i l e P a t h R e g i s t r y ;
61 DriverRegis t ry d r i v e r R e g i s t r y ;
62 F i l t e r R e g i s t r y f i l t e r R e g i s t r y ;
63
64 mwCore : : RefPtr<Applicat ion> mainApplication ;
65 P l u g i n L i s t p l u g i n L i s t ;
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66 LibraryMap libraryMap ;
67
68 RefPtr<OSAdapter> osAdapter ;
69
70 bool c leaned ;
71
72 / * * OS Adapter * * /
73 fr iend OSAdapter * p r i v a t e : : getOSAdapter ( ) ;
74 fr iend void ⤦Ç p r i v a t e : : setOSAdapter ( OSAdapter * ptr ) ;
75 } ;
4.1.2. Application
La clase Application (Aplicacio´n) es la clase que todo programa mWorld debe de-
rivar para poder ser utilizado en el runtime de mWorld. El usuario ha de implementar
la funcionalidad de los me´todos virtuales que se ejecutara´n apropaidamente a lo largo
del ciclo de vida de la aplicacio´n mWorld. En la pieza de co´digo 4.4 se puede ver la
definicio´n de la clase. Si nos fijamos, se puede ver que la aplicacio´n del usuario puede
ser inicializa con una cadena de argumentos. Como explico en el punto 4.3.1 el lan-
zador puede recibir una serie de para´metros de entrada, entre los cuales se encuentra
uno (-a) que permite an˜adir una linea de comandos que se pasara´ integramente a la
aplicacion. De esta manera se puede alimentar el inicio de la aplicacio´n con una serie
de para´metros que alteren la funcionalidad del programa.
Co´digo 4.4: Definicio´n de la clase Application. Toda aplicacio´n mWorld debe deri-
var de esta clase.
1
2 c l a s s MW EXPORT Applicat ion
3 {
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4 private :
5 typedef std : : vector<Event> VEvents ;
6 bool done ;
7 bool i n i t i a l i z e d ;
8 VEvents vEvents ;
9
10 public :
11 typedef std : : vector<std : : s t r i n g> Arguments ;
12
13 Applicat ion ( ) ;
14 v i r tua l ˜ Appl icat ion ( ) ;
15
16 v i r tua l void i n i t ( const Arguments& args ) ;
17
18 v i r tua l void event ( const Event& ev ) ;
19 v i r tua l void processEvent ( const Event& ev ) ;
20 v i r tua l void resume ( ) ;
21 v i r tua l void run ( ) ;
22 v i r tua l void s tep ( double simulationTime ) ;
23
24 bool isDone ( ) ;
25 void setDone ( ) ;
26 void stop ( ) ;
27
28 } ;
4.1.3. Plugins
Los plugins son trozos de programa opcionales que sirven para an˜adir funcionali-
dad a una aplicacio´n mWorld. Un plugin no esta´ pensado para recibir eventos de flujo
de la aplicacio´n, ma´s alla´ de los eventos de comunicacio´n y la llamada para hacer un
paso de simulacio´n.
Un plugin se registra, en el momento de su carga, en la clase Registry y se permite
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una cadena de entrada como para´metros de inicializacio´n. Se puede observar ma´s
detalladamente la declaracio´n de la clase plugin en la pieza de c´odigo 4.5.
Co´digo 4.5: Definicio´n de la clase Plugin. Todo plugin desarrollado o distribuido
con el framework que se quiera emplear en el ciclo normal de vida de la aplicacio´n
debe heredar de esta clase.
1
2 c l a s s MW EXPORT Plugin
3 {
4 private :
5 typedef std : : vector<Event> VEvents ;
6 VEvents vEvents ;
7
8 public :
9 typedef std : : vector<std : : s t r i n g> Arguments ;
10
11 Plugin ( ) ;
12 v i r tua l ˜ Plugin ( ) ;
13
14 v i r tua l void i n i t ( const Arguments& args ) ;
15 v i r tua l void destroy ( ) ;
16
17 v i r tua l void event ( const Event &ev ) ;
18 v i r tua l void processEvent ( const Event& ev ) ;
19 v i r tua l void s tep ( double simulationTime ) ;
20 } ;
4.1.4. Driver
La clase driver es una interfaz abstracta que emplean todos los drivers de acceso
a datos. Como se puede ver en la pieza de co´digo 4.6 provee de funciones necesarias
para la apertura y cierre de un acceso a datos. Todos los drivers, bien sean interfaces o
implementaciones finales, derivan de esta clase y pueden recuperados desde la clase
Registry.
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Co´digo 4.6: Definicio´n de la clase Driver. Todo driver de acceso a datos debe deri-
var de esta clase, o de una subclase.
1
2 c l a s s MW EXPORT Driver : public v i r tua l PropertySet
3 {
4 public :
5 enum { i s S p a t i a l = 0 } ;
6
7 enum OpenMode
8 {
9 READ,
10 WRITE,
11 APPEND
12 } ;
13
14 Driver ( ) ;
15 v i r tua l ˜ Driver ( ) ;
16
17 / * * Connec t s t o t h e u r l / f i l e o r w h a t e v e r
18 * n e c e s s a r y t o open t h e c o n n e c t i o n
19 * ( i . e . t h e f i l e wi th t h e d a t a )
20 * * /
21 v i r tua l bool open ( const std : : s t r i n g ⤦Ç &connect ionStr ing , OpenMode mode) = 0 ;
22 v i r tua l bool isOpen ( ) const = 0 ;
23
24 / * * C l o s e t h e c o n n e c t i o n * * /
25 v i r tua l bool c l o s e ( ) = 0 ;
26
27 / * * F lush a l l d a t a but w i t h o u t c l o s i n g * * /
28 v i r tua l bool f l u s h ( ) = 0 ;
29
30 v i r tua l std : : s t r i n g g e t F i l e E x t e n s i o n ( ) const { ⤦Ç return std : : s t r i n g ( ) ; }
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31
32 private :
33 / / / D i s a l l o w copy c o n s t r u c t o r and a s s i g n o p e r a t o r
34 Driver ( const Driver &) ;
35 Driver &operator =( const Driver &dr iver ) ;
36 } ;
La interfaz Driver extiende a la clase PropertySet. Esto significa que una clase final
derivada de Driver tiene la posibilidad de acceder, mediante consulta de propiedades
a los para´metros y funciones de la clase mediante el nombre de la funcio´n, para´metro
o propiedad. Esto permite acceder a la funcionalidad de la clase final que hay detra´s
de la interfaz sin necesidad de que el co´digo tenga que compilar contra la otra librerı´a.
4.1.5. Event
La clase Event permite encapsular los eventos de comunicacio´n entre el launcher,
la aplicacio´n y los plugins. Esta clase permite incluir un enumerador definido por
el programador con el co´digo de evento y se puede incluir una estructura de datos
previametne conocida, ası´ como un functor que sirve de “callback” una vez se ha
realizado el evento.
4.1.6. OSAdapter
La clase OSAdapter sigue una variacio´n del patro´n de disen˜o Adapter. Esta imple-
mentacio´n de adaptador tiene dos partes. Por un lado el lanzador del sistema operati-
vo en cuestio´n implementa las partes de co´digo del sistema operativo que se quieren
exponer, bien sea porque han de provocar una respuesta por parte la aplicacio´n o bien
porque la aplicacio´n debe poder llamarlas. Por el otro lado, el adaptador tiene una
serie de functores que se pueden registrar de cara a la aplicacio´n o al sistema opera-
tivo. De esta manera cuando el sistema operativo ejecuta un evento controlado por
mwLauncher, se dispara un trigger que llama a la funcio´n que haya registrado previa-
mente la aplicacio´n mWorld. De forma inversa, una aplicacio´n mWorld puede pedir
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al adaptador una determinada funcionalidad y este llamara´ a la funcio´n que se haya
registrado para tal propo´sito.
4.1.7. Ciclo de vida de la aplicacio´n mWorld
El bucle principal de una aplicacio´n mWorld se genera derivando la clase de la
librerı´a mwCore: Application. Durante la ejecucio´n de la aplicacio´n, el runtime lla-
mara´ a diferentes funciones de la clase siguiendo un ciclo de vida. En la figura 2.6 se
puede ver dicho ciclo. Cuando una aplicacion se carga en el runtime, este ejecuta la
funcio´n de inicializacio´n.
Seguidamente, el runtime comienza un bucle de ejecucio´n. En primer lugar se con-
sultan los eventos que ha recibido la aplicacio´n. Seguidamente se llama a la funcio´n
step con un para´metro indicando el tiempo pasado desde la u´ltima ejecucio´n de esta
funcio´n. Una vez finalizada esta funcio´n se vuelve a ejecutar la funcio´n de procesado
de eventos.
Existen eventos que pueden parar la ejecucio´n del programa. Bien porque el usua-
rio desee terminar la ejecucio´n o porque el sistema operativo provoca una pausa. En
este caso, se entra en la funcio´n stop. Cuando se quiere que el programa vuelva a
continuar se llama a la funcio´n resume.
4.2. mwDataAccess
La librerı´a mwDataAccess dota a los desarrolladores de herramientas para acceder,
de forma abstracta, a diferentes tipos de datos. En concreto, la librerı´a de acceso a datos
extiende el driver ba´sico que aparece en la librerı´a core. En la actualidad an˜ade cinco
tipos de driver, ası´ como una serie de plugins que facilitan el acceso a determinados
tipos de datos empleando los drivers anteriormente mencionados.
4.2.1. Tipos de driver
Actualmente, la librerı´a mwDataAccess ofrece las siguientes definiciones de dri-
vers:
DatabaseDriver
IOStreamDriver
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Figura 4.1: Ciclo de vida de una aplicacio´n mWorld.
BufferDriver
RemoteDriver
SpatialDriver
En la pieza de co´digo 4.7 se puede ver la definicio´n del driver de acceso a bases de
datos. Este driver permite realizar consultas de dos tipos: (1) Consultas que ejecutan
una serie de instrucciones y solo devuelven el estado (2) Consultas que ejecutan una
serie de instrucciones y devuelven una estructura de datos indeterminada.
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Co´digo 4.7: Definicio´n del driver de acceso a datos DatabaseDriver. Este driver
esta´ especializado para realizar consultas sobre bases de datos
1
2 c l a s s MW EXPORT DatabaseDriver : public v i r tua l ⤦Ç mwCore : : Driver
3 {
4 public :
5 DatabaseDriver ( ) ;
6 v i r tua l ˜ DatabaseDriver ( ) ;
7 / * *
8 * E x e c u t e s a query , on ly f o r s e l e c t s ,
9 * s p e c i f i c d r i v e r commands
10 * t h a t can r e t u r n a t a b u l a r D a t a s e t
11 *
12 * @re turns a D a t a s e t t o i t e r a t e
13 * o v e r t h e r e t r i e v e d d a t a
14 * /
15 v i r tua l mwCore : : RefPtr<Dataset> ⤦Ç executeQuery ( const std : : s t r i n g &s q l ) = 0 ;
16 / * *
17 * E x e c u t e s a query , c o u l d be i n s e r t ,
18 * update , c r e a t e , e t c t h a t not r e t u r n
19 * any d a t a
20 *
21 * @re turns t r u e i f e x e c u t i o n was c o r r e c t
22 * /
23 v i r tua l bool execute ( const std : : s t r i n g &s q l ) = 0 ;
24 private :
25 / / / D i s a l l o w copy c o n s t r u c t o r and a s s i g n o p e r a t o r
26 DatabaseDriver ( const DatabaseDriver &) ;
27 DatabaseDriver &operator =( const DatabaseDriver &) ;
28
29 } ;
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Este driver hace uso de la clase Dataset que esta´ implementada en la librerı´a mw-
DataAccess. Esta clase provee la funcionalidad de una estructura de datos gene´rica
con forma tabular. Permite consultar los nombres de cada una de las propiedades del
conjunto de datos y recuperar cualquier subconjunto de datos de la tabla.
El driver IOStreamDriver tiene como propo´sito el manejo de flujos de datos. Per-
mite el uso tanto de lectura como de escritura. Estos flujos de datos pueden recibirse
de tres formas: (1) Como un flujo de bytes y un taman˜o (2) Como un Dataset (3) Como
un Value.
Un Value es una clase que permite encapsular cualquier tipo de datos y proporcio-
na automa´ticamente la serializacio´n del tipo de datos que contenga.
Co´digo 4.8: Definicio´n del driver de acceso a datos IOStreamDriver. Este driver
esta´ especializado para la lectura y escritura de flujos de datos
1
2 c l a s s MW EXPORT IOStreamDriver : public v i r tua l ⤦Ç mwCore : : Driver
3 {
4 public :
5 IOStreamDriver ( ) ;
6 v i r tua l ˜ IOStreamDriver ( ) ;
7
8 v i r tua l bool eof ( ) =0;
9
10 v i r tua l bool seek ( u i n t 3 2 t pos ) = 0 ;
11 v i r tua l mwCore : : RefPtr<mwCore : : Value> read ( ) =0;
12 v i r tua l s i z e t read ( char * data , s i z e t s i z e ) =0;
13 v i r tua l mwCore : : RefPtr<Dataset> readDataset ( ) ;
14 v i r tua l bool write ( const mwCore : : Value &value ) =0;
15 v i r tua l bool write ( const Dataset &d a t a s e t ) =0;
16 v i r tua l s i z e t wri te ( char * data , s i z e t s i z e ) =0;
17 v i r tua l s i z e t s i z e ( ) const =0;
18 private :
19 / / / D i s a l l o w copy c o n s t r u c t o r and a s s i g n o p e r a t o r
20 IOStreamDriver ( const IOStreamDriver &) ;
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21 IOStreamDriver &operator =( const IOStreamDriver &) ;
22 } ;
En la pieza de co´digo 4.8 se puede examinar ma´s detenidamente la declaracio´n
formal del driver en cuestio´n.
El BufferDriver, cuya declaracio´n se puede observar en la pieza de c´odigo 4.9 es
un driver que permite realizar la lectura y escritura de datos sobre un buffer.
Co´digo 4.9: Definicio´n del BufferDriver. Este driver esta´ preparado para la lectura
y escritura de datos a modo de buffer.
1
2 c l a s s MW EXPORT BufferDr iver : public v i r tua l ⤦Ç mwCore : : Driver
3 {
4 public :
5 BufferDr iver ( ) ;
6 v i r tua l ˜ Buf ferDr iver ( ) ;
7
8 v i r tua l void computeSubBuffer ( double minX , ⤦Ç double minY , double maxX, double maxY) =0;
9 v i r tua l void computeBuffer ( ) =0 ;
10 v i r tua l mwCore : : Buf fer g e t B u f f e r ( ) =0 ;
11 v i r tua l void setWidth ( s i z e t width ) =0;
12 v i r tua l void setHeight ( s i z e t height ) =0;
13 v i r tua l s i z e t width ( ) =0;
14 v i r tua l s i z e t height ( ) =0;
15 private :
16 / / / D i s a l l o w copy c o n s t r u c t o r and a s s i g n o p e r a t o r
17 BufferDr iver ( const BufferDr iver &) ;
18 BufferDr iver &operator =( const BufferDr iver &) ;
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19
20 } ;
El remoteDriver cuya declaracio´n se puede ver en la pieza de co´digo 4.10 esta´ pen-
sado para emplearse en el acceso de datos remotos. Da la posibilidad de incluir una
serie de para´metros de conexio´n: Configuracio´n de un proxy y autentificacio´n de la
conexio´n.
Los datos recuperados con este tipo de drivers se guardan en un buffer de datos,
o en un stream de datos. Esto permite que un fichero accedido remotamente se pueda
guardar directamente a disco duro entre otras cosas.
Co´digo 4.10: Definicio´n del driver para acceso remoto de datos.
1
2 c l a s s MW EXPORT RemoteDriver : public v i r tua l ⤦Ç mwCore : : Driver
3 {
4 public :
5 RemoteDriver ( ) ;
6 v i r tua l ˜ RemoteDriver ( ) ;
7
8 v i r tua l bool read ( std : : ostream& output , const ⤦Ç std : : s t r i n g &sub ur l = ”” ) =0;
9 v i r tua l mwCore : : Buf fer read ( const std : : s t r i n g ⤦Ç &sub ur l = ”” ) =0;
10
11 v i r tua l void setProxy ( const std : : s t r i n g& host , ⤦Ç const std : : s t r i n g& port ) =0;
12 v i r tua l void s e t A u t h e n t i c a t i o n ( const ⤦Ç std : : s t r i n g& userName , const std : : s t r i n g& ⤦Ç password ) =0;
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13 private :
14 RemoteDriver ( const RemoteDriver&) ;
15 RemoteDriver& operator =( const RemoteDriver& ⤦Ç dr iver ) ;
16 } ;
Finalmente, el spatialDriver es una clase templatizada que sirve para dotar de
me´todos a los tipos anteriores o a cualquier driver del usuario. Esto permite generar
definiciones de drivers hibridos que incluyan peticiones esta´ndar y peticiones delimi-
tadas por una extensio´n. La definicio´n del template se puede ver ma´s detallamente en
la pieza de co´digo 4.11
Co´digo 4.11: Definicio´n del template SpatialDriver. Este template permite combi-
nar drivers haciendo que incluyan funcionalidades espaciales
1
2 template<c l a s s T>
3 c l a s s S p a t i a l D r i v e r : public v i r tua l T
4 {
5 public :
6 enum { i s S p a t i a l = 1 } ;
7 S p a t i a l D r i v e r ( ) { }
8 v i r tua l ˜ S p a t i a l D r i v e r ( ) { }
9
10 / * * Only v a l i d f o r w r i t e , no t f o r r e a d * /
11 v i r tua l void se tExtens ion ( double minX , double ⤦Ç minY , double maxX, double maxY, double ⤦Ç minZ , double maxZ) =0;
12 / * * Gets max e x t e n s i o n * * /
13 v i r tua l void getExtension ( double &minX , double ⤦Ç &minY , double &maxX, double &maxY, double ⤦Ç &minZ , double &maxZ) =0;
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14 / * * Query a s p e c i f i c e x t e n s i o n * * /
15 v i r tua l void queryExtension ( double minX , double ⤦Ç minY , double maxX, double maxY, double ⤦Ç minZ , double maxZ) =0;
16
17 v i r tua l bool isWGS84 ( ) =0;
18 v i r tua l bool isUTM ( ) =0;
19 v i r tua l const std : : s t r i n g& g e t P r o j e c t i o n S t r i n g ( ) ⤦Ç const =0;
20 private :
21 / / / D i s a l l o w copy c o n s t r u c t o r and a s s i g n o p e r a t o r
22 S p a t i a l D r i v e r ( const S p a t i a l D r i v e r &) ;
23 S p a t i a l D r i v e r &operator =( const S p a t i a l D r i v e r &) ;
24 } ;
Ademas de estas definiciones de drivers, la librerı´a de acceso a datos mwDataAc-
cess provee una serie de implementaciones para el manejo de algunos tipos de servi-
cios o librerı´as. En el transcurso de este trabajo se han creado tres plugins: CURLDri-
ver, WMSDriver y GDALDriver que se detallara´n a continuacio´n.
4.2.2. Driver CURL
El driver CURL dota de acceso a archivos remotos mediante el empleo de la librerı´a
cURL. Esta implementacio´n utiliza la interfaz de un driver de acceso remoto. Y permi-
te el acceso a archivos distribuidos en una red tanto de lectura como de escritura. La
utilizacio´n de la librerı´a cURL permite emplear los siguientes protocolos para acceder
a archivos: FTP, FTPS, HTTP, HTTPS, TFTP, SCP, SFTP, Telnet, DICT, FILE y LDAP.
La definicio´n de este driver se puede consultar en el co´digo 4.12. La implementacio´n
actual no permite el uso de las capacidades SSH.
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Co´digo 4.12: Definicio´n del driver de acceso remoto CURLdriver. Este driver em-
plea la librerı´a cURL para acceder a ficheros remotos.
1
2 c l a s s MW EXPORT CURLDriver : publ ic RemoteDriver
3 {
4 publ ic :
5 CURLDriver ( ) ;
6 v i r t u a l ˜ CURLDriver ( ) ;
7
8 v i r t u a l bool open ( const std : : s t r i n g ⤦Ç &connect ionStr ing , OpenMode openMode ) ;
9 v i r t u a l bool c l o s e ( ) ;
10 v i r t u a l bool isOpen ( ) const ;
11 v i r t u a l bool f l u s h ( ) ;
12
13 bool read ( std : : ostream& output , const ⤦Ç std : : s t r i n g &sub ur l = ”” ) ;
14 mwCore : : Buf fer read ( const std : : s t r i n g &sub ur l = ⤦Ç ”” ) ;
15
16 v i r t u a l void setProxy ( const std : : s t r i n g &host , ⤦Ç const std : : s t r i n g &port ) ;
17 v i r t u a l void s e t A u t h e n t i c a t i o n ( const std : : s t r i n g ⤦Ç &userName , const std : : s t r i n g &password ) ;
18 protec ted :
19 CURL* curlHandle ; / / Th i s ⤦Ç p o i n t e r i s not a s m a r t Re f b e c a u s e i t ’ s a ⤦Ç v o i d p o i n t e r
20 bool isOpen ;
21 std : : s t r i n g c o n n e c t i o n S t r i n g ;
22 bool newUser ;
23 std : : s t r i n g userName ;
24 std : : s t r i n g userPassword ;
25 bool newProxy ;
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26 std : : s t r i n g proxyHost ;
27 std : : s t r i n g proxyPort ;
28 unsigned in t t imeout ;
29 mwCore : : ReentrantMutex curlMtx ;
30
31 p r i v a t e :
32 CURLDriver ( const CURLDriver&) ;
33 CURLDriver& operator =( const CURLDriver& dr iver ) ;
34 } ;
4.2.3. Driver WMS
Uno de los servicios ma´s extendidos para la consulta de mapas geolocalizados son
los WMS o Web Map Service. Un servidor WMS ofrece, mediante un servicio Web, el
acceso a una serie de Layers (capas) con diferentes tipos de informacio´n geolocalizada.
Esta informacio´n puede darse en forma de ima´genes raster (png, jpeg, etc) o datos
vectoriales (VGS).
La librerı´a mwDataAccess esta´ provista con un driver de acceso a los servicios
WMS. En el co´digo 4.13 se puede observar la definicio´n del driver en cuestio´n. El
driver WMS esta´ definido como un SpatialBufferDriver, es decir un buffer de datos
espacializados. Como se ha explicado en el punto 4.2.1 es posible combinar la defin-
cio´n de un SpatialDriver con la de cualquier otro. Esto nos permite tener interfaces
gene´ricas con capacidades de espacializacio´n de datos.
Co´digo 4.13: Definicio´n del driver buffer-espacial que accede a servidores WMS.
1
2 c l a s s MW EXPORT WMSDriver : publ ic v i r t u a l ⤦Ç S p a t i a l B u f f e r D r i v e r
3 {
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4 publ ic :
5
6 enum WMSVersion
7 {
8 WMS1 3 0 ,
9 WMS1 1 1
10 } ;
11
12 WMSDriver ( ) ;
13 v i r t u a l ˜ WMSDriver ( ) ;
14
15 v i r t u a l bool open ( const std : : s t r i n g ⤦Ç &connect ionStr ing , OpenMode mode) ;
16 v i r t u a l bool isOpen ( ) const ;
17 v i r t u a l bool c l o s e ( ) ;
18 v i r t u a l bool f l u s h ( ) ;
19 v i r t u a l std : : s t r i n g g e t F i l e E x t e n s i o n ( ) const ;
20
21 / / / B u f f e r o p e r a t i o n s
22 v i r t u a l void computeSubBuffer ( double minX , ⤦Ç double minY , double maxX, double maxY) ;
23 v i r t u a l void computeBuffer ( ) ;
24 v i r t u a l mwCore : : Buf fer g e t B u f f e r ( ) ;
25 v i r t u a l void setWidth ( s i z e t width ) ;
26 v i r t u a l void setHeight ( s i z e t height ) ;
27 v i r t u a l s i z e t width ( ) ;
28 v i r t u a l s i z e t height ( ) ;
29 / / / S p a t i a l o p e r a t i o n s
30 v i r t u a l void se tExtens ion ( double minX , double ⤦Ç minY , double maxX, double maxY, double ⤦Ç minZ , double maxZ) ;
31 v i r t u a l void getExtension ( double &minX , double ⤦Ç &minY , double &maxX, double &maxY, double ⤦Ç &minZ , double &maxZ) ;
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32 v i r t u a l void queryExtension ( double minX , double ⤦Ç minY , double maxX, double maxY, double ⤦Ç minZ , double maxZ) ;
33 v i r t u a l bool isWGS84 ( ) ;
34 v i r t u a l bool isUTM ( ) ;
35 v i r t u a l const std : : s t r i n g& g e t P r o j e c t i o n S t r i n g ( ) ⤦Ç const ;
36
37 protec ted :
38 mwCore : : RefPtr<RemoteDriver> remoteDriver ;
39 mwCore : : RefPtr<S p a t i a l B u f f e r D r i v e r> imageDriver ;
40 WMSVersion protoco lVers ion ;
41 std : : s t r i n g serverWMS ;
42 bool isOpen ;
43 std : : s t r i n g x m l C a p a b i l i t i e s ;
44
45 / / S e r v i c e
46 std : : s t r i n g serverName ;
47 std : : s t r i n g maxWidth ;
48 std : : s t r i n g maxHeight ;
49
50 std : : vector<std : : s t r i n g> supportedFormats ;
51 std : : vector<mwCore : : RefPtr<WMSLayer> > l a y e r s ;
52
53 bool layerChanged ;
54 std : : s t r i n g currentLayer ;
55 std : : s t r i n g currentCRS ;
56 mwGIS : : Envelope2Dd currentBB ;
57 bool crsChanged ;
58
59 std : : s t r i n g currentFormat ;
60 std : : s t r i n g queryWidth ;
61 std : : s t r i n g queryHeight ;
62
102 Desarrollo
63 s i z e t width ;
64 s i z e t h e i g h t ;
65
66 bool newQueryExtension ;
67 double minX ;
68 double maxX ;
69 double minY ;
70 double maxY ;
71
72 mwCore : : Buf fer d a t a B u f f e r ;
73
74 std : : s t r i n g f i l e P a t h ;
75
76 bool n e g o t i a t i o n ( ) ;
77 void p a r s e C a p a b i l i t i e s ( ) ;
78 void p a r s e C a p a b i l i t i e s 1 3 0 ( ) ;
79 void p a r s e C a p a b i l i t i e s 1 1 1 ( ) ;
80
81 void s e t S e r v i c e ( WmsService serviceData ) ;
82
83 std : : s t r i n g getFirstLayerName ( ) ;
84
85 WMSLayer* findLayerByName ( const std : : s t r i n g ⤦Ç &name , WMSLayer* parent layer = 0) ;
86 WMSLayer* f indLayerByTi t le ( const std : : s t r i n g ⤦Ç &name , WMSLayer* parent layer = 0) ;
87
88 p r i v a t e :
89 WMSDriver ( const WMSDriver &) ;
90 WMSDriver& operator =( const WMSDriver&) ;
91 } ;
Esto permite dar al usuario la posibilidad de solicitar una extensio´n determinada
al servicio y recuperar la informacio´n. Para realizar este proceso, el driver requiere de
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acceso remoto a datos. Para esto, el driver WMS solicita el uso del driverCURL. Como
se ha comentado en el punto 3.4.3 es posible encadenar el uso de diferentes drivers e,
incluso, que un driver solicite el uso de un tecero para llevar a cabo su propo´sito.
Ası´ pues, el driverWMS utiliza el driverCURL si este se encuentra localizable pa-
ra realizar peticiones al servicio WMS. En la actualidad, este driver implementa dos
operaciones diferentes sobre un servicio WMS: (1) Negociacio´n (2) Peticio´n de una
extensio´n de un layer.
A la hora de conectar con un servicio WMS, el driver ha de realizar una negocia-
cio´n. En primer lugar se hace una peticio´n “GetCapabilities” adjuntando el nu´mero de
versio´n ma´s alto que este driver permite (Actualmente, versio´n 1.3.0). Seguidamente
recibimos la respuesta en un archivo XML. La respuesta contiene todos los servicios
permitidos, ası´ como un nu´mero de versio´n. Si el servicio WMS soporta la versio´n que
el usuario ha demandado coincidira´, de lo contrario tendra´ la versio´n ma´s alta que
soporta el servicio. Si el driver soporta dicha versio´n se pasa a parsear los diferentes
servicios que ofrece el servidor. De lo contrario, el driver volvera´ a pedir el uso de
servicio con una versio´n que conozca pero de menor nu´mero que la ofrecida por el
servidor. Esta negociacio´n concluira´ negativamente en el momento que el driver se
quede sin versiones soportadas por las que preguntar. En la actualidad el driver WMS
soporta las versiones 1.1.1 y 1.3.0 del esta´ndar WMS.
Una vez concluida la negociacio´n, el fichero de capacidades se parseara´ de acuer-
do a la especificacio´n de versio´n de WMS. Este parsing devolvera´ informacio´n sobre
las diferentes capas que existen en el servidor, ası´ como sus propiedades (formatos,
sistemas de cordenadas, lı´mites de acceso, etc).
Co´digo 4.14: Consulta de los formatos soportados utilizando el mecanismo de pro-
piedades.
1 std : : vector<std : : s t r i n g> supportedFormats ;
2 prop = driver−>getProperty ( ”SupportedFormats ” ) ;
3 i f ( prop ! = 0 ) {
4 prop−>get ( supportedFormats ) ;
5 LOG. n o t i c e ( ”Formats : ” , supportedFormats ) ;
6 }
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El usuario puede consultar esta informacio´n y fijar los para´metros de consulta
WMS mediante el uso del mecanismo de properties que incluyen los drivers. En el
co´digo 4.14 se puede ver un ejemplo de consulta que devuelve la propiedad solicita-
da.
4.2.4. Driver GDAL
Finalmente el driver GDAL es un driver para procesar datos out-of-core. Este plu-
gin no accede directamente a ningu´n tipo de servicio, sino que se alimenta a partir de
datos que ya hemos obtenido previamente. En el co´digo de ejemplo 4.15 se puede ver
la definicio´n del plugin.
Co´digo 4.15: Definicio´n del driver buffer-espacial que utiliza la librerı´a GDAL.
1
2 c l a s s GDALMWDriver : publ ic S p a t i a l B u f f e r D r i v e r
3 {
4
5 publ ic :
6 enum FormatType
7 {
8 LUMINANCE,
9 LUMINANCE ALPHA,
10 ALPHA,
11 RGB,
12 RGBA
13 } ;
14
15 enum DataType
16 {
17 NONE,
18 UNSIGNED BYTE,
19 UNSIGNED SHORT,
20 SHORT,
21 UNSIGNED INT,
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22 INT ,
23 FLOAT,
24 DOUBLE
25 } ;
26
27 GDALMWDriver ( ) ;
28 v i r t u a l ˜GDALMWDriver ( ) ;
29
30 / / f rom Dr i ve r
31 v i r t u a l bool open ( const std : : s t r i n g ⤦Ç &connect ionStr ing ,
32 Driver : : OpenMode mode) ;
33
34 v i r t u a l bool c l o s e ( ) ;
35
36 v i r t u a l bool isOpen ( ) const ;
37 v i r t u a l bool f l u s h ( ) ;
38 v i r t u a l std : : s t r i n g g e t F i l e E x t e n s i o n ( ) const ;
39
40 / / f rom B u f f e r
41 v i r t u a l void computeSubBuffer ( double ⤦Ç minX , double minY , double maxX, double maxY) ;
42 v i r t u a l void computeBuffer ( ) ;
43 v i r t u a l mwCore : : Buf fer g e t B u f f e r ( ) ;
44 v i r t u a l void setWidth ( s i z e t width ) ;
45 v i r t u a l void setHeight ( s i z e t height ) ;
46 v i r t u a l s i z e t width ( ) ;
47 v i r t u a l s i z e t height ( ) ;
48
49 / / f rom S p a t i a l
50 v i r t u a l void se tExtens ion ( double minX , double ⤦Ç minY , double maxX, double maxY, double ⤦Ç minZ , double maxZ) ;
51
106 Desarrollo
52 v i r t u a l bool isWGS84 ( ) ;
53
54 v i r t u a l bool isUTM ( ) ;
55
56 v i r t u a l const std : : s t r i n g &g e t P r o j e c t i o n S t r i n g ( ) ⤦Ç const ;
57
58 / * * Gets t h e e x t e n s i o n o f t h e whole d a t a i f i t ⤦Ç i s s p a t i a l * * /
59 v i r t u a l void getExtension ( double &minX , double ⤦Ç &minY , double &maxX, double &maxY, double ⤦Ç &minZ , double &maxZ) ;
60
61 v i r t u a l void queryExtension ( double minX , double ⤦Ç minY , double maxX, double maxY, double ⤦Ç minZ , double maxZ) ;
62
63 / * * g e t s t h e s i z e o f t h e whole d a t a * * /
64 v i r t u a l s i z e t s i z e ( ) ;
65
66 protec ted :
67 bool isOpen ;
68
69 / / g d a l h a n d l e r
70 GDALDataset * hDataset ;
71
72 / / r e t r i e v e d or a u x i l i a r d a t a r e t r i e v e d from t h e ⤦Ç d a t a s o u r c e
73 std : : s t r i n g p r o j e c t i o n S t r i n g ;
74 bool ecwLoad ;
75 / / e x t e n s i o n o f t h e d a t a s o u r c e
76 double minX ;
77 double minY ;
78 double maxX ;
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79 double maxY ;
80
81 / / query d a t a
82 double queryminX ;
83 double queryminY ;
84 double querymaxX ;
85 double querymaxY ;
86
87 / / r e t r i e v e d b u f f e r
88 mwCore : : Buf fer buf ferData ;
89 s i z e t width ;
90 s i z e t h e i g h t ;
91
92 p r i v a t e :
93 / / D i s a l l o w copy
94 GDALMWDriver( const GDALMWDriver &GDALMWDriver) ;
95 / / D i s a l l o w a s s i g n m e n t
96 GDALMWDriver &operator =( const GDALMWDriver ⤦Ç &GDALMWDriver) ;
97
98 void f l i p V e r t i c a l (mwCore : : Buf fer &buffer , ⤦Ç FormatType pixelFormat , DataType type ) ;
99
100 unsigned in t computePixe lS ize InBi t s ( FormatType ⤦Ç pixelFormat , DataType type ) const ;
101 void f l i p I m a g e V e r t i c a l ( unsigned char * top , ⤦Ç unsigned char * bottom , unsigned in t ⤦Ç rowSize , unsigned in t rowStep ) ;
102 unsigned in t computeRowWidthInBytes ( in t ⤦Ç width , FormatType pixelFormat , DataType ⤦Ç type , in t packing ) ;
103 } ;
Actualmente este plugin permite gestionar el recortado por coordenadas de una
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fuente imagen de origen con un marco de coordenadas de referencia. La salida de
datos de este plugin es un buffer de memoria que contiene los datos de color por cada
pixel de la imagen. Esta salida tiene un formato de color y pixel expresados con valores
de los enumeradores FormatType y DataType.
4.3. mwLauncher
Como se ha explicado anteriormente en el apartado 3.3 el framework mWorld em-
plea un ejecutable, mwLauncher, como runtime de las aplicaciones disen˜adas bajo el.
En la actualidad el lanzador mwLauncher funciona en la siguientes plataformas:
Windows
Linux
iOS
Android
En el momento de la escritura de este trabajo, las versiones para equipos de sobre-
mesa: Windows, Linux e iOS no presentan diferencias significativas para su compila-
cio´n, ejecucio´n y empleo. Por ello trataremos las tres versiones en el siguiente punto.
A diferencia de estas plataformas, Android presenta diferentes particularidades y ne-
cesidades, pero eso existen dos lanzadores diferentes para la plataforma: JNI Android
Launcher y Native Android Launcher.
4.3.1. Desktop Launcher
El lanzador para sistemas operativos de sobremesa es una aplicacio´n de consola
que acepta la entrada de una serie de para´metros. Estos para´metros sirven para:
Indicar la librerı´a dina´mica con la aplicacio´n a cargar
Indicar una serie de plugins para cargar
An˜adir paths de bu´squeda de archivos y librerı´as
Activar el modo verboso del logger
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An˜adir para´metros para la inicializacio´n de la aplicacio´n
Cuando se inicia el lanzador, se parsean los para´metros que se han recibido de
entrada mediante el LauncherParameterParser cuyo co´digo se puede observar en la
pieza 4.1. En primer lugar se inicializa el singleton Registry y se configura el nivel de
verbosidad del logger. Seguidamente se recupera la lista de plugins y la aplicacio´n a
cargar. Para cada uno de estos elementos se realiza una bu´squeda en los paths por
defecto de la aplicacio´n. En esta bu´squeda se emplean tanto los paths por defecto
para cada sistema operativo como aquellos indicados mediante lı´nea de comandos.
Seguidamente se carga cada una de las librerı´as, plugins y la aplicacio´n. Se ejecutan
las funciones de inicio y se llama a la funcio´n que inicia al bucle de la aplicacio´n. A
partir de aquı´, el flujo de la aplicacio´n transcurre como se explica en el punto 4.1.7.
En este punto de desarrollo del framework, el lanzador de sobremesa no incluye
funcionalidades dependientes del sistema operativo con las que una aplicacio´n pueda
interacturar. Esto supone que si el desarrollador intenta recuperar el adaptador del
sistema operativo, u´nicamente recibe un puntero nulo.
4.3.2. Android Launcher
La adaptacio´n del lanzador de mWorld para el sistema operativo Android consta
de dos modalidades bien diferenciadas. Por un lado, se ha desarrollado un lanzador
derivado de una actividad esta´ndar que emplea un puente JNI para inicializar la parte
nativa de la aplicacio´n. Por el otro lado, tenemos un lanzador basado en una actividad
nativa desarrollado completamente en C++. En ambos casos, el lanzador se integra
como parte de la aplicacio´n para facilitar la distribucio´n de la aplicacio´n, aunque es
completamente posible realizar un lanzador u´nico que lance diferentes aplicaciones.
4.3.3. JNI Android Launcher
El lanzador JNI es un paquete de dependencia en el proyecto del usuario. Este
contiene una librerı´a java junto a una librerı´a nativa. El desarrollador genera un pa-
quete con su actividad Android y llama a la funcio´n de inicio que expone el lanzador
JNI. En la funcio´n de inicio, se pueden emplear los para´metros normales que ya se
usan, de forma ide´ntica, en el de sobremesa. Esta funcio´n llama a la librerı´a nativa,
realiza el parsing de los para´metros pasados por el usuario y comienza el proceso de
inicializacio´n.
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En primer lugar, recopila informacio´n necesaria sobre el dispositivo como la ruta
actual de las librerı´as, el directorio de la aplicacio´n o la ruta para el almacenamiento
de datos en la sdcard. Seguidamente se realiza una bu´squeda de todas las librerı´as que
el usuario ha pedido abrir mediante la lı´nea de comandos y se procede a su apertura.
Finalmente, una vez todos los mo´dulos, plugins, etc se encuentran cargados, se inicia
la aplicacio´n.
El desarrollador, puede emplear la actividad como una interfaz gra´fica, o puede,
por ejemplo, utilizar una GLSurface para representar gra´ficos mediante OpenGL. Este
elemento, por ejemplo esta´ integrado en la librerı´a de dependencia para su uso comu´n
en aplicaciones. El elemento GLSurface se puede emplear en solitario, o como un ele-
mento ma´s de una interfaz de la aplicacio´n.
La comunicacio´n de los diferentes eventos de la actividad con la librerı´a aplicacio´n
mWorld se realizan por dos vı´as. Por un lado tenemos una serie de eventos del sistema
operativo que pasan la informacio´n a una serie de callbacks que el usuario puede
registrar en el OSAdapter. Por otro lado, el desarrollador puede emplear el sistema de
eventos de mWorld para pasar los eventos generados por disparadores en la actividad.
4.3.4. Native Android Launcher
El lanzador nativo de Android es una librerı´a que se emplea como dependencia
del proyecto. En la actualidad el usuario esta´ obligado a implementar una funcio´n de
inicio donde se pasan los para´metros de carga de librerı´as, aplicaciones y plugins, sin
embargo, esta´ planeado sustituir este sistema por la lectura de un archivo de configu-
racio´n que realizara´ el mismo cometido.
A diferencia de una aplicacio´n que quiera utilizar la interfaz de usuario de An-
droid, el usuario no necesita realizar ninguna pieza de co´digo fuera de la librerı´a
aplicacio´n mWorld y la comunicacio´n con los plugins que emplee. U´nicamente de-
bera´ registrar en cualquier momento las funciones que desee utilizar para renderizado
o respuesta de eventos del sistema. Para evitar la aparicio´n de errores ANR el com-
portamiento por defecto considera que si no se encuentra ningu´na callback a la que
llamar en el OSAdapter, el lanzador se come el evento e informa al sistema operativo
que el este se ha procesado satisfactoriamente.
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4.4. Pruebas de funcionamiento
Para validar el trabajo realizado se ha realizado una baterı´a de tests utilizando los
modelos de ejemplo de la librerı´a OSG. Las pruebas consisten en analizar el rendi-
miento, en frames por segundo, de una aplicacio´n visor generada con el framework
mWorld. Los modelos poligonales a emplear son los siguientes: Cow, Cessna, Cess-
naFire, Dumptruck, Fountain, Lz y Morphing. Las pruebas se han realizado sobre las
plataformas Windows, Linux y Android. Los resultados se comparara´n con las imple-
mentaciones de referencia que tiene la librerı´a OSG de una aplicacion visor.
4.5. Aplicacio´n de prueba de concepto
Para finalizar el trabajo, se ha desarrollado una aplicacio´n de prueba de concepto.
Esta aplicacio´n realiza la carga y representacio´n tridimensional de capas raster. Estas
capas se obtienen, mediante una conexio´n de red, desde servidores WMS. Una vez
bajada la informacio´n de los parches de terreno se procesan y se introducen en una
cache. Finalmente, el visor realiza una representacio´n tridimensional de los parches
de terreno. Esta representacio´n varı´a dependiendo de la posicio´n de la ca´mara y su
distancia con la superficie a visualizar.
Esta aplicacio´n multiplataforma se ha desarrollado sobre el framework mWorld.
En la figura 4.2 se puede ver la estructura de la aplicacio´n. Por un lado tenemos una
aplicacio´n mWorld principal (mWorldSimpleApp). Esta aplicacio´n tiene un visor OSG
y se comunica con un plugin mWorld (mwTerrain). Este plugin crea una cache con
unos taman˜os y propiedades delimitadas por la aplicacio´n principal en el momento
del inicio de la aplicacio´n. Una vez creada la cache, el plugin intenta conectarse contra
un servicio WMS. Para esto se carga dina´micamente un driver de acceso a datos, en es-
te caso el driver WMS. Este driver, a su vez, carga dina´micamente el driver cURL para
realizar las peticiones contra el servidor remoto. Una vez se ha conseguido, con e´xito,
la apertura del servicio, el plugin genera una estructura basada en nodos de terreno
con nivel de detalle compatible con OSG. Esta estructura se devuelve a la aplicacio´n
principal y se carga en el grafo de escena. Finalmente, dependiendo de la posicio´n de
la ca´mara, la estructura cargada en el grafo de escena realiza peticiones dina´micamen-
te contra la cache, si ya se habı´a bajado la extensio´n, o contra el driver WMS. Este, a su
vez, realiza peticiones contra el servidor empleando el driver de cURL para, posterior-
mente, procesar los datos de imagen mediante el driver de GDAL. Ası´, el driver WMS
devuelve, dire´ctamente, los datos RGB/RGBA de las extensiones raster solicitadas.
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Figura 4.2: Estructura de la aplicacio´n de concepto de mWorld. Esta aplicacio´n se compone de
una aplicacio´n principal con un visor OSG, un plugin que gestiona el acceso y procesado de la
capa WMS y una serie de drivers para acceder y procesar los datos.
5
Resultados
5.1. Caracterı´sticas de los dispositivos de prueba
Durante este estudio se han empleado los siguientes dispositivos:
Google Nexus 4.
Asus Tf201
Samsung Galaxy 3
Porta´til Acer Aspire 5742G
Ordenador gene´rico, Windows
En la tabla 5.1 se encuentran las especificaciones de procesador, GPU, resolucio´n
y memoria de cada uno de los dispositivos. El sistema operativo elegido para los dis-
positivos Android es la versio´n 4.1.2. Para los ordenadores de sobremesa, se han em-
pleado Windows 7 y una distribucio´n Linux Ubuntu 12.04.
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Modelo Procesador GPU Memoria Resolucio´n
Acer Aspire Intel Core i3 Ati M. Radeon 4Gbytes 1440x1080
5742G HD5470
O. Gene´rico Intel Quad Core Geforce 670 8Gbytes 1440x1080
Q9990
Nexus 4 Q. Snapdragon Adreno 320 2Gbytes 1280x768
S4 Procesador
Asus Tf201 Nvidia Tegra3 Nvidia Tegra3 1Gbytes 1280x800
Samsung Galaxy Exynos 4412 ARM Mali-400 2Gbytes 1280x720
S3
Tabla 5.1: Caracterı´sticas te´cnicas de los diferentes dispositivos de pruebas
5.2. Rendimiento de mWorld para el renderizado de mode-
los tridimensionales
Para obtener una referencia del impacto del uso del framework mWorld en contra
de una aplicacio´n pura, hemos realizado un aplicacio´n que implementa un visor OSG.
Esta aplicacio´n nos permite comparar las diferencias de rendimiento en la representa-
cio´n de elementos tridimensionales. Esta prueba ha consistido en la visualizacio´n de
la serie de modelos del set de ejemplos de la librerı´a OSG.
Las tablas 5.2 y 5.3 nos permiten comparar el rendimiento, medido en frames por
segundo, de nuestra aplicacio´n en comparacio´n con la aplicacio´n visor que tiene la
propia librerı´a. De las cifras deducimos que existe una ligera sobrecarga en compara-
cio´n a la implementacio´n oficial, sin embargo estas diferencias se situ´an en el orden
de un 1 % siendo esta pe´rdida de rendimiento pra´cticamente despreciable. Por esto
concluimos que el framework mWorld no provocara´ pe´rdidas de rendimiento signi-
ficativas en una aplicacio´n, y que el desarrollador podra´ obtener un rendimiento casi
similar al que tendrı´a generando una aplicacio´n especı´fica en una plataforma deter-
minada utilizando las mismas librerı´as.
Las pruebas de diferencias de rendimiento, no las extendemos a los dispositivos
mo´viles, ya que no existe ninguna aplicacio´n visor de referencia. Adema´s Android
presenta una serie de complejidades que invalidarı´an determinados tipos de compa-
raciones directas. El rendimiento de una aplicacio´n, sobretodo una que utilice inten-
sivamente el chip gra´fico, cambia en gran medida de como se haya construido, los
drivers gra´ficos presentes en el dispositivo y el dispositivo en si. Por ello, en Android
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Modelo O. Gene´rico O. Gene´rico
App mWorld osgViewer
Cow 1755.8 fps 1755.4 fps
Cessna 1750.4 fps 1756.2 fps
Cessna Fire 1758.6 fps 1762.3 fps
Dumptruck 1753.2 fps 1758.1 fps
Fountain 1760.4 fps 1760.2 fps
Lz 1757.5 fps 1760.4 fps
Morphing 1756.3 fps 1758.8 fps
Tabla 5.2: Estadı´sticas en frames por segundo de la representacio´n de los modelos del set de
ejemplo OSG sobre una aplicacio´n mWorld con un plugin visor OSG en el ordenador gene´rico.
Modelo Acer Aspire Acer Aspire
App mWorld osgViewer
Cow 328.0 fps 330.2 fps
Cessna 330.2 fps 338.9 fps
Cessna Fire 338.7 fps 340.3 fps
Dumptruck 329.1 fps 335.7 fps
Fountain 340.3 fps 343.3 fps
Lz 338.9 fps 340.6 fps
Morphing 337.3 fps 343.2 fps
Tabla 5.3: Estadı´sticas en frames por segundo de la representacio´n de los modelos del set de
ejemplo OSG sobre una aplicacio´n mWorld con un plugin visor OSG en el ordenador gene´rico.
la prueba de aceptacio´n consistı´a en obtener tasas interactivas de renderizado.
Como ya se ha mencionado anteriormente, una aplicacio´n Android con represen-
tacio´n gra´fica se puede crear bien usando una actividad Java/Dalvik (Que utilice, o
no una librerı´a nativa mediante JNI), o bien usando una actividad nativa y, por ende
un contexto nativo. Como ya se explico´ en el punto 3.5.1 si una aplicacio´n utiliza el
contexto gra´fico compartido en Java/Dalvik se produce una pe´rdida de rendimiento
en la tasa de dibujado. Esto es debido ya que, al compartirse el contexto, con el resto
de elementos visibles de la interfaz Android, el sistema operativo debe realizar una
serie de guardias a lo largo de su uso que terminan provocando una perdida notable
de rendimiento.
La tabla 5.4 representa las tasas de renderizado en frames por segundo de la apli-
cacio´n visor OSG, realizada sobre mWorld, usando el lanzador mWorldJNI. Por otro
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Modelo Nexus 4 Asus Tf201 Samsung Galaxy S3
Cow 30.3 fps 48.8 fps 44.8 fps
Cessna 27.6 fps 47.4 fps 42.5 fps
Cessna Fire 25.4 fps 45.2 fps 41.9 fps
Dumptruck 22.6 fps 46.0 fps 44.0 fps
Fountain 22.8 fps 45.4 fps 41.3 fps
Lz 21.2 fps 44.0 fps 43.1 fps
Morphing 27.9 fps 30.9 fps 30.4 fps
Tabla 5.4: Estadı´sticas en frames por segundo de la representacio´n de los modelos del set de
ejemplo OSG sobre Android empleando el runtime JNI del framework mWorld.
Modelo Nexus 4 Asus Tf201 Samsung Galaxy S3
Cow 55.2 fps 59.9 fps 65.1 fps
Cessna 51.8 fps 58.7 fps 63.7 fps
Cessna Fire 50.9 fps 58.3 fps 62.9 fps
Dumptruck 50.2 fps 58.1 fps 64.8 fps
Fountain 52.8 fps 56.2 fps 63.5 fps
Lz 53.9 fps 55.4 fps 65.6 fps
Morphing 50.1 fps 42.8 fps 55.2 fps
Tabla 5.5: Estadı´sticas en frames por segundo de la representacio´n de los modelos del set de
ejemplo OSG sobre Android empleando el runtime nativo del framework mWorld.
lado, la tabla 5.5 representa las tasas obtenidas por la misma aplicacio´n pero emplean-
do el lanzador mWorldNative. Estos datos demuestran una diferencia significativa en
el rendimiento de ambos modelos, con diferencias superiores al 10 %.
Esta pe´rdida de rendimiento puede ser aceptable dependiendo del software a rea-
lizar, en algunos casos sera´ ma´s beneficioso para el desarrollador tener una pe´rdida
de rendimiento conocida a cambio de disponer libremente de la interfaz Android y
viceversa.
5.3. Resultados de la aplicacio´n de representacio´n de ca-
pas WMS
La aplicacio´n de ejemplo mWorld utiliza, a la vez, un driver de renderizado de te-
rrenos que emplea la librerı´a OSG, tres drivers de acceso a datos (Curl, WMS y GDAL),
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adema´s de un plugin OSG para representar los terrenos, ası´ como un principio de li-
brerı´a GIS que se esta´ desarrollando sobre mWorld. Esta aplicacio´n ha sido probada
con e´xito en Windows, Linux, iOS y Android. La imagen 5.1 muestra el renderizado
de una capa raster de terreno obtenida mediante el servicio WMS de la Generalitat
Valenciana: http://terramapas.icv.gva.es/ La imagen en cuestio´n presenta una vista
cenital de la ciudad de Valencia.
Figura 5.1: Imagen del programa mWorld utiliza´ndola capa de ortofoto de
’http://terramapas.icv.gva.es/’. Vista lejana de Valencia.
La aplicacio´n realiza la carga de los diferentes parches de terreno conforme a la
navegacio´n del usuario. Estos parches se introducen en una cache´ que es guardada en
el disco duro o la memoria sd del dispositivo Android. Esta cache es totalmente confi-
gurable, tanto en taman˜os de imagen, niveles de cache y taman˜o total. Como se puede
ver en la imagen 5.2 el usuario ha acercado la visio´n a una ciudad aledan˜a a Valencia,
Torrente y la aplicacio´n termina representando ima´genes ma´s cercanas de esa zona.
En la imagen 5.3 se puede ver una imagen que ilustra el proceso de carga y sustitucio´n
de parches de terreno. Debido a que la carga se realiza a enviando peticiones de pe-
quen˜as regiones a trave´s de la red (Una base de datos WMS tiende a ocupar decenas
de Gbytes), no siempre se encuentra disponible la seccio´n que esta´ viendo el usuario.
A medida que se cargan, los parches de terreno sustituyen a los de menor resolucio´n
dando la sensacio´n de tener un terreno “parcheado”.
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Figura 5.2: Imagen del programa mWorld utilizando la capa de ortofoto de
’http://terramapas.icv.gva.es/’. Vista cercana de Torrente.
A diferencia de trabajos previos, esta aplicacio´n realiza la carga y el procesado
de los datos WMS en el momento de su lectura. Esta aplicacio´n no trabaja con datos
preprocesados. Esto quiere decir que los servicios de mapas que utilizamos no esta´n
estratificados de una forma disen˜ada de antemano. Nuestra aplicacio´n, realiza la car-
ga de los datos de la capa, y va generando una estratificacio´n o particio´n de forma
automa´tica. Esto introduce una sobrecarga computacional en comparacio´n a las apli-
caciones que utilizan datos preprocesados, pero confiere mayor versatilidad al progra-
ma. En la imagen 5.4 se puede ver que no controlamos el nivel ma´ximo de la imagen,
ya que no existe este tipo de informacio´n. Nuestro programa pide nuevos niveles has-
ta llegar al tope prefijado en la cache de la capa. Estos valores como he dicho antes, se
pueden modificar cuando se crea la cache.
Finalmente, hay que destacar que la aplicacio´n no esta´ realizada en dos dimen-
siones. En la figura 5.5 se puede ver claramente el terreno abatido. Actualmente, los
parches de terreno permiten incluir informacio´n sobre las alturas, es decir pasar de un
parche plano a uno con forma tridimensional. Aunque estos datos esta´n soportados,
todavı´a no esta´ implementada la mezcla de diferentes tipos de capas de datos.
En cuanto al rendimiento, hemos obtenido tasas de renderizado interactivas para
los diferentes modelos de dispositivos Android. En la tabla 5.6 se encuentra el rendi-
miento obtenido. Por otro lado, la misma aplicacio´n en los lanzadores de sobremesa
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Figura 5.3: Imagen del programa mWorld utilizando la capa de ortofoto de
’http://terramapas.icv.gva.es/’. Como se puede observar en esta imagen, la carga de
los trozos de terreno se realiza subdividiendo las placas de terreno. Esto ocasiona que
visualmente se vean en algunos momentos diferentes niveles de detalle al lado uno de otro
hasta que se ha completado la carga del nuevo nivel.
ha obtenido los rendimientos que se indican en la tabla 5.7
Launcher Nexus 4 Asus Tf201 Samsung Galaxy S3
JNI 29.8 fps 35.6 fps 42.4 fps
Nativo 32.5 fps 43.8 fps 47.5 fps
Tabla 5.6: Estadı´sticas en frames por segundo de la aplicacio´n ejemplo mWorld sobre Android.
O. Gene´rico Acer Aspire
560.2 fps 95.8 fps
Tabla 5.7: Estadı´sticas en frames por segundo de la aplicacio´n ejemplo mWorld en plataformas
de sobremesa.
La aplicacio´n de ejemplo de mWorld tiene un coste de memoria que, en el peor ca-
so, se situ´a en el entorno de los 150Mbytes. Para mejorar la estabilidad de la aplicacio´n
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Figura 5.4: Imagen del programa mWorld utilizando la capa de ortofoto de
’http://terramapas.icv.gva.es/’. Se esta´ utilizando el ma´ximo zoom posible de la capa.
Figura 5.5: Imagen del programa mWorld utilizando la capa de ortofoto de
’http://terramapas.icv.gva.es/’. El programa ejemplo representa los tiles de terreno de
forma tridimensional. En la imagen, se puede ver el abatimiento del terreno.
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en los dispositivos que no se puedan permitir esta cantidad de memoria, se ha estu-
diado la insercio´n del mecanismo de regulacio´n de calidad que se estudio´ en el trabajo
previo. Al trabajar con elementos de un taman˜o conocido, somos capaces de conocer
en tiempo real una estimacio´n bastante exacta de la memoria que esta´ consumiendo
nuestra aplicacio´n. De cara a la representacio´n, no podemos limitar directamente el
nu´mero de elementos que se han de ver de forma exacta, ası´ que empleamos un re-
gulador. Este regulador comprueba el coste aproximado de representar la escena y, si
se encuentra dentro de los lı´mites de tolerancia no realiza ningu´n cambio. En el mo-
mento que una escena supera los lı´mites, el regulador obliga al visor a que todos los
elementos que se ensen˜en deban estar ma´s cerca. Al usar esto con los elementos LOD
que se utilizan para la representacio´n del terreno, la aplicacio´n consigue podar una
serie de elementos del grafo de escena, liberando la memoria.
Si, por el contrario, la escena esta´ por debajo del consumo mı´nimo, alargamos la
distancia desde la cual un nivel de terreno es visible. Esto causa que se cargue una una
mayor cantidad de elementos de terreno aumentando el consumo de memoria. En la
figura 5.6 se puede ver la evolucio´n del consumo de memoria a lo largo del tiempo
de ejecucio´n. En ese caso de ejemplo, los rangos se situaron entre 45 MBytes como
mı´nimo de memoria y 65 Mbytes como ma´ximo. Esto permite reducir el consumo de
memoria de la aplicacio´n a costa de una merma de la calidad visual.
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Figura 5.6: Gra´fica del consumo de memoria de la aplicacio´n ejemplo mWorld utilizando el
sistema de ajuste de memoria. El rango de uso de memoria se ha establecido entre 45 y 65.
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Conclusiones y trabajo futuro
Finalizamos el presente trabajo con un repaso de los puntos ma´s importantes que
se han tratado en el proyecto para, en u´ltimo lugar establecer las lı´neas de trabajo
futuras de las que partir.
El objetivo principal de este proyecto, ha sido la generacio´n de un framework mul-
tiplataforma para el desarrollo de aplicaciones comerciales y cientı´ficas que, partiendo
desde un u´nico co´digo de aplicacio´n, el desarrollador pueda desplegarlo en diferen-
tes plataformas. Como prueba de concepto y funcionamiento, se ha desarrollado una
aplicacio´n de prueba multiplataforma que realiza la representacio´n tridimensional de
capas GIS obtenidas de forma remota mediante un servicio WMS. Para el desarrollo
de la parte gra´fica de la aplicacio´n, se ha empleado la librerı´a OSG, que se usa como
dependencia de la librerı´a de terreno que incorpora mWorld
Este proyecto es continuacio´n del trabajo final de carrera: Representacio´n inter-
activa de escenas tridimensionales con OpenSceneGraph(OSG) en Android. En ese
trabajo se presentaba la portabilizacio´n de la librerı´a OpenSceneGraph al sistema An-
droid, ası´ como las posibilidades de uso del grafo de escena para su uso en desarrollos
multiplataforma. En e´l se demostro´ como se podı´a adaptar, dina´micamente una apli-
cacio´n a las limitaciones del dispositivo en tiempo real, ası´ como la representacio´n de
terrenos utilizando bases de datos preprocesadas.
En ese trabajo se propusieron entre otras las siguientes lı´neas de trabajo futuro:
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Mejorar la integracio´n de OpenSceneGraph con la plataforma.
Desarrollo de actividades mediante la “NativeActivity”.
Desarrollo de la compilacio´n y ejecucio´n de OpenSceneGraph como librerı´a dina´mi-
ca.
A lo largo de este trabajo, se ha ido ampliando la compatibilizacio´n de la librerı´a
OSG con Android mediante ligeras modificaciones para mantener la compatibilidad
a lo largo del tiempo. Estas aportaciones se han realizado por los cauces habituales en
la comunidad OSG.
Adema´s de estas modificaciones, se estudio´ la posibilidad de compilar, dina´mica-
mente, la librerı´a. Para esto, se ha generado una cadena compilacio´n nueva basada en
el uso de ToolChains de Cmake que permite la compilacio´n dina´mica de la librerı´a,
ası´ como la carga de plugins dependientes que se encuentren en la misma ruta que el
paquete aplicacio´n.
Por otro lado, se ha conseguido una versio´n funcional del grafo de escena que
emplea un visor basado en una aplicacio´n nativa de Android. Gestiona la vida de la
aplicacio´n Android y se encarga de manejar la inicializacio´n de un contexto gra´fico
nativo. Esta base de conocimientos ha sido empleada a lo largo del desarrollo y adap-
tacio´n del framework para la plataforma Android.
En el momento de la redaccio´n de este trabajo, se esta´ preparando el envı´o de los
cambios que permiten la compilacio´n dina´mica de OSG en Android, ya que es un
cambio muy sensible al afectar los co´digos de compilacio´n de todas las plataformas.
El framework mWorld ha sido desarrollado con la intencio´n de facilitar el desarro-
llo de aplicaciones multiplataforma. Se ha establecido un ciclo de vida de la aplicacio´n
mWorld que nos permite abarcar los diferentes modelos de ejecucio´n en cada sistema
operativo. Adema´s, se ha establecido una metodologı´a de plugins para an˜adir funcio-
nalidades a la aplicacio´n sin necesidad de dependencias directas contra los sistemas
operativos. Cada plugin es un elemento cerrado independiente del resto de elemen-
tos de la aplicacio´n, y que puede implementar cualquier funcionalidad que el desa-
rrollador desee incluir en la aplicacio´n. Ası´, es posible crear plugins que no tengan
co´digo dependiente del sistema operativo, o bien, es posible crear plugins que utili-
cen librerı´as especı´ficas para una plataforma concreta. Al no existir una dependencia
fija entre la aplicacio´n mWorld y los plugins, el desarrollador tiene total libertad para
intercambiar, mo´dulos que respondan a los eventos de la misma forma.
Conclusiones y trabajo futuro 125
Como se ha demostrado en el apartado de desarrollo, las aplicaciones mWorld
ofrecen un rendimiento equiparable a las generadas nativamente para cada una de las
plataformas. La aplicacio´n de ejemplo, valida los diferentes requisitos que se habı´an
planteado en el inicio del desarrollo. Esta aplicacio´n, emplea diferentes librerı´as desa-
rrolladas sobre el core mWorld, entre ellas la librerı´a de acceso a datos, para acceder a
un servidor remoto de datos. Este acceso se realiza mediante una serie de drivers que
proporcionan la lectura de estos datos y su uso empleando una metodologı´a out-of-
core. En la actualidad, este framework se esta´ empleando con aplicaciones en fase de
produccio´n en la empresa Mirage Technologies.
Este trabajo es un proyecto base. No es un una investigacio´n o un desarrollo ce-
rrado que termina en el presente trabajo. mWorld es un framework que sirve como
piedra angular para futuros desarrollos e investigaciones. Es un framework con una
base de conocimiento muy simplificada para facilitar la entrada a los usuarios y que es
capaz de integrarse con la mayor parte de librerı´as existentes para generar aplicacio-
nes complejas que se puedan lanzar contra diferentes sistemas operativos, incluidos
mo´viles.
Las diferentes lı´neas de trabajo futuro pasan, en un primer lugar, por completar
el soporte del framework para su uso en dispositivos mo´viles iOS que tiene una pro-
blema´tica y un ecosistema diferente a los sistemas que abarcamos en el presente.
Por otro lado, durante la realizacio´n de este proyecto, se ha generado una librerı´a
de representacio´n de elementos GIS. En el momento de la escritura de este trabajo, la
librerı´a GIS de mWorld u´nicamente permite el renderizado (empleando OSG) de capas
raster. Ası´ pues, se podrı´an realizar sendos estudios para incluir la representacio´n de
capas vectoriales y datos lidar, enfoca´ndolo a un uso multiplataforma donde se deba
controlar el gasto de memoria. Otra posible lı´nea de trabajo, serı´a la ampliacio´n del
soporte de las capas Raster. Actualmente, no esta´ soportada la mezcla de capas de
datos.
Otras lı´neas de investigacio´n donde se puede aprovechar el framework mWorld
es en campos como la realidad aumentada. Debido a la flexibilidad del disen˜o del
framework, es muy facil generar aplicaciones que empleando librerı´as de terceros o de
los sistemas operativos puedan tener acceso a ca´maras y realizar procesado de vı´deo
junto a la representacio´n de escenas tridimensionales.
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