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1 Introduction
It is well known (see, e.g., [18], [5], [4], [12]) that if f = (f(x), x ∈ R)
is a function of one variable and W is linear Brownian Motion then the
transformed process f(Wt) is a continuous (or right-continuous) martingale
if and only if f is an affine function. In multidimensional case this result is no
longer true. A simple countre-example gives the non-linear function f(x, y) =
x2 − y2 for which the transformed process f(W 1t ,W 2t ) of two independent
Brownian Motions W 1 and W 2 is a continuous martingale. Our goal is to
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give sufficient (and necessary) conditions in multidimensional case, when
martingale function is affine or almost affine, i.e., it coincides with an affine
function almost everywhere with respect to the Lebesgue measure.
Let W = (Wt, t ≥ 0) be a n-dimensional standard Brownian Motion
defined on a probability space (Ω,F ,P) with filtration F = (Ft, t ≥ 0)
satisfying the usual conditions of right-continuity and completeness.
In [2] the functions f : Rn → Rm was studied such that f(W ) is Brownian
path preserving, i.e., is a standard Brownian Motion up to a random time
change. It follows from their results that, if m = 1 and f is continuous, then
the process f(W ) is Brownian path preserving if and only if f is harmonic. It
was shown in [11] that if f(W ) is again a Brownian motion (without allowing
time change) with respect to the same filtration, then f is an affine function.
In Theorem 1 we consider the case when the transformed process f(W ) is a
general martingale, without assuming the continuity of paths, but impose an
additional condition, which is satisfied in the case of Brownian motion and
which guaranties the almost linearity of the function f and the linearity if
we additionally assume the continuity of f .
In section 3 we apply these results to give an equivalent martingale char-
acterization of the general measurable solution of multidimensional Cauchy’s
functional equation (see, e. g., [1], [15] and [10], [6] for almost additive ver-
sion). In Theorem 3 we show that if f = (f(x), x ∈ Rn) is a measurable
function satisfying the Cauchy functional equation
f(x+ y) = f(x) + f(y),
for almost all (x, y) in the sense of the Lebesgue measure on R2n, then the
transformed process f(Wt) is a martingale which satisfies condition C) of
Theorem 1 and, hence is almost affine function.
2 Martingale functions of Brownian Motion
Let M be a martingale with respect to the filtration FW = (FWt , t ≥ 0)
generated by the Brownian Motion W and denote by M̃ the continuous
modification of M . Since almost all paths of M̃ are continuous, M̃ is locally
square integrable martingale and the square characteristic 〈M̃〉 of M̃ exists.
We shall call 〈M̃〉 the square characteristic of M also, i.e., 〈M〉 ≡ 〈M̃〉.
Theorem 1. Let f(x) = (f1(x), ..., fm(x)), x ∈ Rn be a measurable
function, such that f(Wt) = (f1(Wt), ..., fm(Wt)) is a martingale satisfying
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condition:
C) the process 〈fj(W )〉t−Cjt is a non-decreasing for some Cj, j = 1, ..., n.
Then f(x) must be an affine function for almost all x in the sense of the
Lebesgue measure on Rn.
Proof. Let
g (t, x) = E (f (WT ) |Wt = x) .












dyds = 0, (1)
for every infinitely differentiable finite (on [0, T ]× Rn) function ϕ.
By the Markov property of the Brownian motion
g (t,Wt) = E (f (WT ) |Ft) a.s.
and from the martingale property of f (Wt) we have that for all t ≤ T
g (t,Wt) = f (Wt) a.s.
Therefore, for all t ≤ T
∫
Rn




2t dx = 0
which implies that for all t ≤ T
g (t, x) = f (x) a.e
with respect to the Lebesgue measure.












dyds = 0, (2)
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for every infinitely differentiable finite (on [0, T ]× Rn) function ϕ.
Taking ϕ(t, y) = ϕ0(t)ϕ1(y) with
∫ T
0
ϕ0(t)dt = 1 we obtain from (2) that
∫
Rn
f(y)∆ϕ1(y)dy = 0, (3)
for every infinitely differentiable finite on Rn function ϕ1. From Theorem of
[17] follows that there exists infinite differentiable (even analytic) harmonic
function f̃ such that f(x) = f̃(x)-a.e. . It is clear that f̃(Wt) is continuous
modification of f(Wt). By the Ito formula we get








2ds. The condition of Theorem gives
|∇f̃j(Ws)|2 ≤ C2j a.e. which is the same as |∇f̃j(x)| ≤ Cj. By the mean
value theorem we obtain
|f̃j(x)| ≤ |f̃j(0)|+ Cj|x|.
Therefore, the Liouville Theorem ([17], 290p.) implies that among harmonic
functions in the whole space only affine functions satisfy this condition.
Corollary 1. Let conditions of Theorem 1 are satisfied. If in addition f
is continuous, then it coincides with an affine function.












Theorem 2. Let f(x) = (f1(x), ..., fm(x)), x ∈ Rn be a measurable
function, such that the processes (f(W ijt ), t ≥ 0) are martingales for each
i ≤ j. Then f(x) is an affine function for almost all x in the sense of the
Lebesgue measure on Rn.
Proof. As in Theorem 1 we can prove that f a.e. coincides with an





(x) = 0 1 for each i, j. If
1δij denotes Kroneker’s delta
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(x) = 0 for i 6= j.
It follows from these equalities that ∂
2f̃
∂xi∂xj
(x) = 0 for any i, j, which implies
that f̃ is an affine function. Hence, f coincides with an affine function almost
everywhere with respect to the Lebesgue measure on Rn
Corollary 2. Let f = (f(x), x ∈ R) be a function of one variable and
W is a linear Brownian Motion. Then
a) If the process f(Wt) is a martingale, then the function f coincides with
an affine function almost everywhere with respect to the Lebesgue measure
on R.
b) If f(Wt) is a continuous (or right-continuous) martingale then f is an
affine function.
Proof. a) follows from Theorem 2. Assertion b) follows from Theorem 2
and the fact that if the process f(Wt) is right-continuous, then the function
f = (f(x), x ∈ R) will be continuous (see Lemma A1 from the Appendix).
3 An application to functional equations
In this section we give martingale characterization of the general measurable
solution of the multidimensional Cauchy functional Equation.
Theorem 3. For a function f : Rn → Rm the following assertions are
equivalent:
i) f(x) = (f1(x), ..., fm(x)), x ∈ Rn is a measurable function satisfying
the Cauchy functional equation
f(x+ y) = f(x) + f(y), (4)
for almost all (x, y) in the sense of the Lebesgue measure on R2n.
ii) f(x) = (f1(x), ..., fm(x)), x ∈ Rn is a measurable function such that
the transformed process (f(Wt), t ≥ 0) is a martingale satisfying condition
C (of Theorem 1).
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iii) f(x) = Ax for some m× n constant matrix A for almost all x in the
sense of the Lebesgue measure on Rn.
Proof. i) → ii). It is sufficient to show that f1(W ) is a martingale
satisfying condition C).
Since for each pair (ξ, η) of random vectors with non-degenerate normal










I(f1(x+y)−f1(x)−f1(y)6=0)ρ(x, y)dxdy = 0,
we have that
f1(ξ + η) = f1(ξ) + f1(η) a.s. (5)
Let ξ̃, η̃ be i.i.d. random vectors with normal distribution. Then, since the
pairs (ξ̃, η̃) and (ξ̃− η̃, η̃) have non-degenerate normal distributions, it follows
from (5) that
f1(ξ̃ + η̃) = f1(ξ̃) + f1(η̃) a.s. (6)
f1(ξ̃ − η̃) = f1(ξ̃)− f1(η̃) a.s. (7)
To show that f1(ξ̃) is integrable we shall use the idea from [16] on application
of the Bernstein theorem.
Let
X = f1(ξ̃) and Y = f1(η̃).
Then from (6) and (7) we have that
X + Y = f1(ξ̃ + η̃) a.s. (8)
X − Y = f1(ξ̃ − η̃) a.s. (9)
Since ξ̃ + η̃ and ξ̃ − η̃ are independent, the random variables f1(ξ̃ + η̃) and
f1(ξ̃− η̃) will be also independent. Therefore Bernstein’s theorem [3](see also
[14]) implies that X = f1(ξ̃) (and Y = f1(η̃)) is normally distributed. Hence
the random variable f1(ξ̃) is square integrable. In particular, this implies
that
Ef 21 (Wt) < ∞, for every t ≥ 0. (10)
Now let us show that Ef1(ξ̃) = 0 for every normally distributed random
variable ξ̃ with zero mean. Since ξ̃ and η̃ are independent with equal normal
distribution we have that the random variables ξ̃+ η̃, ξ̃− η̃ and
√
2ξ̃ have the
same normal distribution, hence




Therefore, from (6) and (7) we obtain that
0 = Ef1(ξ̃)− Ef1(η̃) = Ef1(
√
2ξ) = Ef1(ξ̃) + Ef1(η̃) = 2Ef1(ξ̃).
In particular,
Ef1(Wt −Ws) = 0 for all s ≤ t. (11)
Substituting ξ = Wt −Ws and η = Ws in (5) we have that
f1(Wt)− f1(Ws) = f1(Wt −Ws) a.s.
Since Wt −Ws is independent of Fs, taking conditional expectations in this
equality from (11) we obtain the martingale equality
E(f1(Wt)− f1(Ws)|Fs) = E(f1(Wt −Ws))|Fs) = Ef1(Wt −Ws) = 0 a.s
Denote C(t) = sign(t)Ef 21 (W|t|), t ∈ R. It follows from (5) and the equality
Ef1(Wt+s −Wt) = 0, t, s > 0 that
C(t + s) = Ef 21 (Wt+s −Wt +Wt) = Ef 21 (Wt+s −Wt)
+2Ef1(Wt+s −Wt)Ef1(Wt) + Ef 21 (Wt) = C(t) + C(s), t, s > 0.
From C(t) = C(s) + C(t− s), t > s > 0 follows that
C(t+ (−s)) = C(t− s) = C(t)− C(s) = C(t) + C(−s),
C(−t + s) = −C(t + (−s)) = −C(t)− C(−s) = C(−t) + C(s),
which means C(t + s) = C(t) + C(s) holds for all t, s ∈ R. Thus, C(t)
is a bounded from below (on R+) solution of the Cauchy one dimensional
functional equation
C(t+ s) = C(t) + C(s), s, t ∈ R.
By well known result [7] the general solution bounded from below on some
interval is of the form C(t) = ct for some c ∈ R . Therefore, Ef 21 (Wt) = ct
for some c > 0. From the equality E(f1(Wt) − f1(Ws))2|Fs) = E(f1(Wt) −
f1(Ws))
2 = c(t− s) we obtain that ct is the square characteristic of the con-
tinuous modification of the martingale f1(Wt), which means that conditions
of Theorem 1 are satisfied.
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ii) → iii). It follows from Theorem 1 follows that f(x) = Ax + B for
almost all x in the sense of Lebesgue measure on Rn, for some m× n matrix
A and B ∈ Rm. This implies that
f(ξ) = Aξ +B a.s.
for every normally distributed random variable ξ with zero mean. Since
Ef(ξ) = AEξ = 0, taking mathematical expectations in the last equality we
obtain that B = 0. Thus, f(x) = Ax for almost all x in the sense of Lebesgue
measure.
iii) → i). If f(x) = Ax a.e. for some m × n constant matrix A, for
independent random vectors ξ and η having the standard normal distribution
we have that
P (f(ξ) = Aξ) = P (f(η) = Aη) = P (f(ξ + η) = A(ξ + η)) = 1.
Therefore, avoiding three null sets we obtain from here that P − a.s.
f(ξ + η) = f(ξ) + f(η),
which implies that (5) is satisfied for almost all (x, y) in the sense of the
Lebesgue measure on R2n.
Remark. In one-dimensional case Theorem 3 (more exactly, the equiva-
lence of i) and iii)) follows from [10] and [6], where general additive functions
are considered.
The following assertion is well known (see, e.g., [1], [15]). Theorem 3
gives a probabilistic proof of this result.
Corollary 3. Let f(x) = (f1(x), ..., fm(x)), x ∈ Rn be a measurable
function satisfying the Cauchy functional equation
f(x+ y) = f(x) + f(y), (12)
for all (x, y) x, y ∈ Rn. Then f(x) = Ax for some m× n constant matrix A.
Proof. It follows from the proof of Theorem 3 that the process f(Wt) is a
martingale which satisfies conditions of Theorem 1. From (12) we have that
f(x+Wt) = f(x) + f(Wt),
which implies that the process f(x+Wt) is a martingale for any x ∈ Rn. By
the martingale equality we have that



















Since E|f(x + Wt)| < ∞, equality (13) implies that the function f(x) is
continuous and the proof follows from Corollary 1 of Theorem 1.
A Appendix
Lemma A1. Let (Xt, t ≥ 0) be a continuous function such that
X0 = 0, lim sup
t→∞
Xt = ∞, lim inf
t→∞
Xt = −∞.
If the composition Yt = h(Xt) is a right-continuous function, then the func-
tion (h(x), x ∈ R) will be continuous.
Proof. It is sufficient to show, that h is continuous on each intervals
[0, b), (−b, 0], b > 0. Let
τ(b) = inf{t > 0;Xt ≥ b}, τ(b, 0) = inf{t > τ(b);Xt ≤ 0},
α(x) = sup{t ≤ τ(b);Xt = x}, β(x) = sup{τ(b) < t < τ(b, 0);Xt = x},
0 ≤ x < b.
It is evident, that α(x) is non-decreasing and right-continuous, and β(x) –
non-increasing and left-continuous. For example, the right-continuity of a(x)
is valid, since if xn ↓ x, α(xn) ↓ α∗ ≥ α(x) then xn = Yα(xn) ↓ Yα∗ =
x, α∗ ≤ α(x). Equality h(x) = Yα(x) = Yβ(x) gives the continuity of h on
[0, b). Similarly can be shown the continuity on (−b, 0].
In particular, Lemma A1 implies that, if for a linear Brownian Motion
W the process f(Wt) is a.s. right-continuous martingale, then the function
f = (f(x), x ∈ R) is continuous. The following counterexample shows that
in multidimensional case this fact is no longer true.
Counterexample. Let W = (W 1,W 2) be a two-dimensional Brownian
Motion and let h(x1, x2) = 1(1,1)(x1, x2). Since
P
(




ω : Wt 6= (1, 1), ∀t ≥ 0
)
= 0, (14)
by noting that the filtration Ft is complete, (h(Wt),Ft) is a martingale (the
process indistinguishable from zero), but the function h is not continuous.
Note that, h(x) = 0 almost everywhere with respect to the Lebesgue measure,
which is in accordance with Theorem 1.
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Remark. If h(x1, x2) = x1I(R2−(1,1))(x1, x2) then it follows from (14)
that the process f(Wt) is indistinguishable from the Brownian Motion W
1
t ,
but the function h is not continuous. Therefore, in theorem 2 from [11] or
the continuity of f should be required, or the conclusion on almost surely
linearity should be made.
In multidimensional case similar to Lemma A1 assertion will be valid, if
we require the continuity of the composite function h(Xt) for any continuous
function Xt (and not only for almost all continuous paths with respect to the
Wiener measure).
Lemma A2. Let h(x), x ∈ Rn be real-valued function such that h(Xt)
is continuous for each continuous Xt, t ≥ 0. Then h is continuous.
Proof. Let xk, k = 1, 2, .. be a convergent sequence and x0 = limk→∞ xk.







x0, if t = 0
xk+1 + k(k + 1)(t− 1k+1)(xk − xk+1), if 1k+1 < t ≤ 1k
x1, if t > 1.





h(Xt) = h(X0) = h(x0).
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