II. Problem Formulation
The missile's longitudinal dynamics can be described using the short period approximation of the longitudinal equations of motion [1] :ẋ
p (t) = A p x p (t) + B p [δ p (t) + v(t, y(t))]
(1)
where δ p (t) is the elevator input, v(t, y(t)) is time-varying disturbance and depends on y(t), x p (t) and y p (t) are the state and the output vectors respectively, given by
while α(t) is angle of attack, q(t) is pitch rate, A zm (t) is normal acceleration and q m (t) is measured pitch rate. In (1) and (2) The numerical values of the simulation example in this paper are listed in Table 1 , and are taken from Mracek and
Ridgely [1] . In this paper we consider uncertainties in the aerodynamic coefficients C z α0 , C m α0 , C z δp 0 and C m δp 0 . 
Gravity Constant
These uncertainties do not satisfy the restrictive "matching condition" required by conventional adaptive feedback control schemes. Therefore we apply the adaptive output feedback method from Cao and Hovakimyan [2, 3] .
We assume that the maximum possible variations of aerodynamic coefficients with respect to nominal values are known conservatively:
while the exact values of these coefficients are unknown. In simulations, the actual values of aerodynamic coefficients are selected to be
The control objective is to design adaptive output feedback controller to achieve satisfactory tracking performance for the output A zm (t), in the presence of parametric uncertainties and time-varying disturbances, using only A zm (t).
III. Nominal Controller Design

III.A. LQR solution
We first develop the "classical" three-loop topology for the nominal controller design [1] , assuming that the required output signals in the three-loop topology are available. The system is augmented by considering z(t) = δ p (t) + v(t, y(t)) as an additional state:ẋ
where
and the transformed state space matrices are
We also assume that the time-varying disturbance d(t, y(t)) satisfies the following assumption.
Assumption 1
There exists a constant L > 0 such that the following inequality holds uniformly in t ≥ 0 for all y, y :
A block diagram of the plant and controller structure is shown in Fig. 1 .
When the aerodynamic uncertainties in (5) and the disturbance d(t, y(t)) are not present, the optimal Linear Quadratic Regulator (LQR) solution in [1] is given by: where K ss is chosen to ensure zero steady-state error for step commands, while r 0 is the steady-state value of the reference command r(t). Based on the nominal numerical values given in Table 1 , the optimal controller gains are:
In the current setup,q m (t) is not measurable, and the above computed optimal controller is actually the derivative of δ p (t). Since we have a linear system, we can integrate both sides of (9) to determine δ p (t) (assuming constant gains) as:
If the available feedback signal is only A z m , the above optimal controller cannot be implemented. The proposed adaptive control method can have satisfactory tracking performance in the presence of parametric uncertainties and disturbance, using only A zm as feedback signal. For comparison purposes, we design an observer that can recover the original LQR control performance. At the same time we need to recover the inherent robustness of baseline LQR controller as much as possible, because we are looking into the controller's robustness to parametric uncertainties and disturbance.
III.B. Output feedback solution: LQG/LTR
Based on the LQR solution of the above nominal optimal control, we can design a Linear Quadratic Gaussian (LQG)
with Loop Transfer Recovery (LTR) controller using only the output A z m . Since the LQR controller is ready, we only need to design the Kalman filter which can help recover the robustness of LQR controller. We note that due to the non-minimum phase property of the system, the robustness recovery is limited.
In Mracek and Ridgely [1] , the LQR design is based on the transformed system with state transformation x 2 = C 1 x 1 , as shown belowẋ
We design a Kalman filter based on this LQR solution. Plant noise and measurement noise are introduced to producė
where the plant noise ω(t) and the measurement noise v(t) are white noises with the spectral densities S ω and S v respectively, and they are uncorrelated and orthogonal. Furthermore, the plant noise and the initial states of the system (12) are assumed to be uncorrelated and orthogonal; so are the measurement noise and the states. The Kalman filter equation isẋ
where G is the Kalman gain. The Loop Transfer Recovery design is done by increasing the spectral density S ω of the plant noise ω(t). We choose different values of S ω to design the Kalman filter, and compare the results to the LQR results. The spectral density of the measurement noise is set as S v = 0.1. The Kalman filter gain is obtained by MATLAB command "kalman". Next we show the system response of LQG/LTR control.
First, the unit step responses of the LQR and LQG/LTR control are shown. In Fig. 2 , the LQG controller is designed with S ω = 1 and S v = 0.1. It can be seen that the time responses of these two controllers are identical. However, the robustness of these two controllers are different, due to the small value of spectral density S ω , which means that the loop transfer recovery is not enough. This can be seen in Fig. 3 . In this figure, the parametric uncertainties in (5) are present. The LQR controller has certain inherent robustness to parametric uncertainties, hence its performance is acceptable. However, the LQG controller has degraded performance due to lack of robustness. We need to increase the spectral density S ω to recover as much as possible the robustness of the LQR controller. In Fig. 4 , the spectral density is increased to 100, and we can see that the performance is improved in the presence of parametric uncertainties. This robustness recovery is limited by the system's non-minimum phase property. Hence, increasing S ω cannot recover the robustness completely, as shown in Fig. 5 . With very large value of S ω , the system's performance is no better than that in the case of smaller S ω .
We now introduce a disturbance d(t) = 0.1 sin(0.5πt) into the system. In Fig. 6 , the system output under the LQR controller drifts from the desired steady state position, and the performance of LQG/LTR is also unacceptable. This is expected because of the limitation of the loop transfer recovery applied to a non-minimum phase system. 
IV. L 1 Adaptive Output Feedback Control
In system (6), if we let y(t) = C 1 (1, :)x 1 (t) = c x 1 (t) = A zm (t), the longitudinal dynamics of the missile can be presented in the following form:
where Substituting the numerical values from Table 1 into the system in (6), we get the nominal system of A(s)
To achieve the control objective, we need to design an adaptive output feedback controller u(t) such that in the presence of uncertainties the system output y(t) tracks the reference input r(t) with satisfactory performance. This can be done by selecting a minimum-phase, strictly proper and stable transfer function M (s), and designing an adaptive control law to achieve y(s) ≈ M (s)r(s). The selection of M (s) needs to satisfy the sufficient conditions for stability and performance, and we postpone the discussion on selection of M (s) to Section V. The system in (14) can be rewritten as:
and observable, with A m being Hurwitz. Thus, the system in (16) can be rewritten as:
Next we introduce the closed-loop reference system that defines an achievable control objective for the L 1 adaptive controller.
Closed-loop reference system: The reference system is given by
where C(s) is a low pass filter with DC gain C(0) = 1.
According to [2, Lemma 1] the selection of C(s) and M (s) must ensure that
is stable and that the L 1 -gain of the cascaded system is upper bounded as follows:
Then the reference system in (19) is stable.
The elements of the L 1 adaptive controller are introduced next.
State predictor (passive identifier):
Hence, (A m , b m , c m ) is controllable and observable with A m being Hurwitz. Then the system in (14) can be rewritten
The state predictor is given by:ẋ Adaptation law: Let P be the solution of the following algebraic Lyapunov equation:
where Q > 0. From the properties of P it follows that there always exists a nonsingular √ P such that
Given the vector c m (
and let
The update law forσ(t) is defined via the sampling time T > 0 a :
a T defines the sampling rate of the available CPU.
and
Here 1 1 denotes the basis vector in the space R n with its first element equal to 1 and other elements being zero.
Control law:
The control law is defined via the output of the low-pass filter:
The complete L 1 adaptive controller consists of the state predictor in (23), the adaptation law in (26), and the control law in (29), subject to the L 1 -gain upper bound in (21). The performance bounds of the L 1 adaptive output feedback controller are given by the following theorem.
The result in this theorem follows immediately from 
C(s) M (s)(1 − C(s))
.
Consider the closed-loop system, comprised of the system A(s) and negative feedback of (30). The closed-loop transfer function is:
Letting
it follows from (20) that
Incorporating (32), one can verify that the denominator of the system in (31) is exactly H d (s). Hence, stability of H(s) is equivalent to the stability of the closed-loop system in (31).
The selection of M (s) and C(s) can be restricted due to the properties of the plant A(s). Thus, it is not a trivial task. However, it can be done using linear systems theory. The essential objective in this step is to design, based on the nominal system A 0 (s), a feedback controller that can be decomposed into C(s) and M (s) according to the equation 
V.A.1. Design via pole placement
We use a pole placement method (see examples in Ioannou and Sun [5]) to design a dynamic compensator for A 0 (s).
The block diagram in Fig. 7 shows the structure of the closed-loop system, where the dynamic controller P (s)/L(s)
is determined by the solution of the following equation
All terms in (35) are polynomials of s. The Hurwitz polynomial A cl (s) defines the desired pole locations of the closedloop system. The coefficients of polynomials P (s) and L(s) may be obtained by solving the algebraic equation
while β l is a vector containing coefficients of both P (s) and L(s),
and α l is a vector containing coefficients of A cl (s) (defined next).
Definition 1 Given two polynomials a(s)
Sylvester Matrix S l is defined to be the following 2n × 2n matrix: 
Incorporating (32) we have
Since the low pass filter C(s) has DC gain of 1, the polynomial C d (s) − C n (s) has no constant term, which means that the transfer function (36) has at least one pole at the origin. To obtain suitable dynamic compensators which can be decomposed into M (s) and C(s), we need to design a dynamic compensator for the system A 0 (s) s . Observing Fig.   8 , it can be seen that the two closed-loop systems have the same characteristic equation. Hence we can find C(s) and
. Upon selection of the structure of C(s) and M (s), we can write explicitly the transfer function in (36) and obtain the coefficients of s by equating it to 
We solve the following algebraic equation
to get the vector β l :
where α l is the vector of the coefficients of A cl (s).
The first four elements of β l are the coefficients of L(s), and the rest of the elements are the coefficients of P (s).
Hence,
L(s) = s 3 + 858s 2 + 4.6E06s + 2.4E08, P (s) = 3.1E05s 3 + 1.2E07s 2 + 1.8E08s + 1.1E09.
If we select C(s) to be a second order, relative degree 2 transfer function, and M (s) be third order, relative degree 1 transfer function, we can write explicitly the transfer function in (36) and obtain the coefficients of M (s) and C(s) by
. The transfer functions for C(s) and M (s) take the form:
This selection of M (s) and C(s) generate satisfactory performance according to simulation results shown in Section VI.
V.A.2. Stability check
We notice that the design of the dynamic compensator is based on our knowledge of the nominal plant A 0 (s). We know the bounds for the variation of the system parameters, but not the exact values of these parameters. The stability of the transfer function (31), or equivalently stability of the condition (20) can be checked by Kharitonov's Theorem.
Towards that end, consider the set I(s) of real polynomials of degree n of the form
where the coefficients lie within the given ranges:
and consider the polynomial δ(s) with its coefficient vector c δ . Introduce the hyper-rectangle box of the coefficients
We assume that the degree remains invariant over the family, so that 0 / ∈ [X n , Y n ]. Kharitonov's Theorem provides a (conservative) necessary and sufficient condition for Hurwitz stability of the entire family.
Theorem 2 (Kharitonov Theorem) [6] Every polynomial in the family I(s) is Hurwitz if and only if the following four extreme polynomials are Hurwitz:
Proof of this theorem is omitted. To show the relationship between the box B and the vertices corresponding to extreme polynomials, a plot is shown for a family of second order polynomials [7] , Fig. 9 . Upon the design of transfer functions C(s) and M (s), the condition (21) needs to be checked. This follows from the same procedure of the results in Cao and Hovakimyan [8, 9] .
V.B. Performance
The second step is to ensure satisfactory performance. Upon determining the structure of M (s) and C(s), which can satisfy the sufficient conditions for stability, we can tune the parameters of M (s) and C(s) within the acceptable parameter space to achieve satisfactory performance In summary, to gain more freedom in design, it is important for designers to find the largest possible acceptable parameter space in the first step discussed in section V.A.
VI. Simulation Example
The nominal transfer function of the unstable non-minimum phase missile plant in (15) is repeated below:
A(s) = −13.51s 2 + 16.46s + 44800
and the desired system M (s) and the low-pass filter C(s) are taken from (37) and (38):
We select T = 0.0001. The L 1 output feedback adaptive control approach is applied to this system. Fig. 10 shows the system outputs with L 1 controller, in the absence and in the presence of parametric uncertainties. We can see that the system output tracks the step command satisfactorily. Although this response is different from that of the baseline LQR controller, we demonstrate later that in different unknown scenarios, the L 1 controlled system still has a uniform response close to the one shown in Fig. 10 , independent of the nature of the uncertainty. This verifies the theoretical claim on uniform approximation of the corresponding signals of a bounded reference system. In Fig. 11 the control signal is shown, which is guaranteed to stay in low frequency range.
The disturbance is then introduced, as shown in Fig. 12 . Since d(t) does not depend on the system output y(t), the condition in (21) is satisfied automatically. We see that the output response is slightly different than that of the nominal L 1 case, but is still satisfactory. To explain this, we look into the closed loop reference system (19). It can be shown that
The transfer function from d(s) to y ref (s) can be expressed as
The magnitude curve of the Bode diagram is given in Fig. 13 , which shows disturbance attenuation at low and high frequencies. This behavior of the reference system can be improved by manipulating the bandwidths of M (s) and C(s). For our non-minimum phase, unstable system A(s), the possible selections are not many. Finally the parametric uncertainties are changed due to a change in aerodynamic coefficients given below:
The system output is shown in Fig. 14 . We can see that the L 1 output feedback adaptive control still has uniform performance. 
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