Abstract. Solar photovoltaic power (PV) generation has increased constantly in several countries in the last ten years becoming an important component of a sustainable solution of the energy problem. In this paper, a methodology to 24-hour or 48-hour photovoltaic power forecasting based on a Neural Network, trained in a Bayesian framework, is proposed. More specifically, an multi-ahead prediction Multi-Layer Perceptron Neural Network is used whose parameters are estimated by a probabilistic Bayesian learning technique. The Bayesian framework allows obtaining the confidence intervals and to estimate the error bars of the Neural Network predictions. In order to build an effective model for PV forecasting, the time series of Global Horizontal Irradiance, Cloud Cover, Direct Normal Irradiance, 2-m Temperature, azimuth angle and solar Elevation Angle are used and preprocessed by a Linear Predictive Coding technique. The experimental results show a low percentage of forecasting error on test data, which is encouraging if compared to state-of-the-art methods in literature.
Introduction
Solar photovoltaic technology has become one of several renewable energy [1] . It has receiving global research attention due to its natural abundance, noise pollution free, non-emission of greenhouse gases unlike the fossil powered generation sources which affect the climatic conditions and causing global warming. The technology has gained popularity in the establishment of large solar farms in major countries such as the United States of America, Spain, Italy, Japan, China, Australia and in other countries of the world. Mainly for its suitability for power generation in urban and remote isolated rural areas for small scale applications such as water pumping systems and domestic electricity supply for lighting and other uses [6] . In Italy, thanks also to substantial government subsides over the past five years, the annual generation by solar photovoltaic power (PV) has notably increased, from 200 GWh in 2008 to 19418 GWh in 2013, that corresponds to 7% of the total Italian energy demand [19] . The energy produced by photovoltaic farms has a variable nature depending on astronomical and meteorological factors. The former are the solar elevation and the solar azimuth, which are easily predictable without any uncertainty. The latter, instead, deeply impact on solar photovoltaic predictability. Since the power produced by a PV system depends critically on the variability of solar irradiance and environmental factors, unexpected variations of a PV system output may increase operating costs for the electricity system by increasing requirements of primary reserves, as well as placing potential risks to the reliability of electricity supply.
A priority of a grid operator is to predict changes of the PV system power production, mainly using persistence-type methods, in order to schedule the spinning reserve capacity and to manage the grid operations. In addition to transmission system operators, online power prediction of the PV system is also required by various end-users such as energy traders, energy service providers and independent power producers, to provide inputs for different functions like economic scheduling, energy trading, and security assessment.
In this last years, several researches for forecasting the solar irradiance in different scale times have been made by using Machine Learning and Soft Computing methodologies [13] . In particular based on Artificial Neural Networks [12, 7] , Fuzzy Logic [16] and hybrid system such as ANFIS [17] , Recurrent Neural Networks [4] and Support Vector Machines [18] . Most of the works concentrate only on few impact parameters (e.g., only temperature) and they not consider a confidence interval for the estimated prediction.
In this paper a methodology to PV forecasting based on a Neural Network (Multi-Layer Perceptron), trained in a Bayesian framework, is proposed. The Bayesian framework allows obtaining the confidence intervals and to estimate the error bars of the model prediction. In order to build an effective model for PV forecasting, the time series of Global Horizontal Irradiance, Cloud Cover, Direct Normal Irradiance, 2-m Temperature, azimuth angle and solar elevation angle are used. The features of the observed time series are extracted by a Linear Predictive Coding mechanism.
The paper is organized as following. In Section 2 the Solar Photovoltaic Power Data are described. In Section 3 we introduce the Multi-Layer Perceptron and the Probabilistic Bayesian learning and in Section 4 the experimental results are described. Finally, in Section ?? we focus on conclusions and future remarks.
Solar Photovoltaic Power Data
To maintain grid stability at an effective cost, it has now become crucial to being able to predict with accuracy the renewable energy production which is combined with other more predictable sources (e.g., coal, natural gas) to satisfy the energy demand [10] [11] . In this work, data collected from three PV farms are considered. They are located in Italy, namely Lombardy and Sicily regions, 
where d is the number of the input, w
ji denotes a weight in the first layer (from input i to hidden unit j). Note that w (1) j0 denotes the bias for the hidden unit j; and f is an activation function such as the continuous sigmoidal function.
The outputs of the network are obtained by transforming the activation of the hidden units using a second layer of processing elements
where M is the number of hidden unit, w
kj denotes a weight in the second layer (from hidden unit j to output unit k). Note that w (2) k0 denotes the bias for the output unit k; and g is an activation function of the output units which does not need to be the same function as for the hidden units. The learning procedure is the so called back propagation [2] .
Due to its interpolation capabilities, the MLP is one of the most widely used neural architectures. The MLP can be trained also using probabilistic techniques. The Bayesian learning framework offers several advantages over classical ones [2] : (i) it cannot overfit the data; (ii) it is automatically regularized; (iii) the uncertainty in the prediction can be estimated.
In the conventional maximum likelihood approach to training, a single weight vector is found which minimizes the error function; in contrast, the Bayesian scheme considers a probability distribution over the weights. This is described by a prior distribution p(w) which is modified when we observe the data D. This process can be expressed with Bayes theorem:
To evaluate the posterior distribution, we need expressions for the prior p(w) and for the likelihood p(D|w). The prior over weights should reflect the knowledge, if any, about the mapping to be built. We consider k different sets of weights by using different regularization parameters α k for each group. To preserve the scaling properties of the network mapping the prior equation can be written as [14] p(w) = 1
where k runs over the different weight groups, Z W ({α k } k ) is a normalization factor, E W k weight regularizer, α k is the hyperparameter. Once the expressions for the prior and the noise model is given, we can evaluate the posterior
where β is an hyper parameter, Z({α k } k , β) is a normalization factor and E D is an appropriate error function [2] . This distribution is usually very complex and multi-modal, and the determination of the normalization factor is very difficult. Also, the hyperparameters must be integrated out, since they are only used to determine the form of the distributions. The approach followed is the one introduced by [9] , which integrates the parameters separately from the hyperparameters by means a Gaussian approximation and then finds the mode with respect to the hyperparameters. This procedure gives a good estimation of the probability mass attached to the posterior, in particular way for distributions over high-dimensional spaces [9] . Using a Gaussian approximation the mode of the resulting distribution can be evaluated
and the hyperparameters thus found can be used to evaluate:
The above outlined scheme must be repeated until a self-consistent solution (w|{α k } k , β) is found.
Experimental results
Data have been collected from the three PV farms previously mentioned. In particular, the data used in the experiments are a combination of model forecasts and observational measurements relative to three stations, The forecast data is composed of atmospheric forecasts generated using the Regional Atmospheric Modeling System (RAMS), initialized with boundary conditions from ECMWF deterministic forecast fields starting at 00 UTC. The forecasted parameters used in the experiments include Cloud Cover (CC), the Global Horizontal Irradiance (GHI) and air Temperature at 2 m above the ground (T2M). Additionally, the data were augmented with computed measurements for solar AZimuth angle (AZ) and solar ELevation angle (EL) have been included. The observations include the real quantity of electrical power generated from each of the three solar farms. The data was averaged into hourly values to be consistent with the forecast data. These predictors are then employed to train an MLP for a 24-hour or 48-hour ahead prediction. In particular, we consider 24 hours of observations to forecast 24 or 48 hours of PV concentrations. For each parameter, previously mentioned, a Linear Predictive Coding (LPC) technique is used to extract the main features. LPC is for representing the spectral envelope of a digital signal in compressed form, using the information of a linear predictive model [5] . More in detail, if we consider k LPC coefficients for each parameter (GHI, CC, T2M, AZ, EL, PV), at time t, the NN has 6 × k inputs, x i , i = 1, . . . , 6 × k corresponding to the observed 24 hours x = [x 1 , . . . x 6×k ]. The outputs are 24 or 48 corresponding with the PV observations to forecast. In Figure 1 the architecture of the NN with 24 outputs is shown. The data set has been divided in training and test sets (70% and 30%, respectively). A K-fold cross-validation mechanism is used to select the optimal number of hidden nodes [3] . In the first experiment we concentrate on the prediction of PV for 24-hour. The NN is composed by 10 hidden nodes. We obtained a cross-correlation coefficient of 97% between source and predicted PV sequences on the training set and of 91% on the test set. Moreover we use a Root Mean Square Error (RMSE) to calculate the percentage of error and we obtain 6% and 8% on the training and test sets, respectively. In Figures 2 and 3 we report some predictions obtained by the model on test data. In particular, in Figure 2 a regular PV concentration is considered and in Figure 3 an anomaly sequence. In both cases the model permits to predict the concentrations with high accuracy. Successively, we concentrate on the prediction of PV for 48-hour. We obtained a cross-correlation coefficient of 94% between source and predicted PV sequences on the training set and of 89% on the test set. The RMSEs are of 7% and 9% on the training and test sets, respectively. In Figures 4 and 5 we report some predictions obtained by the model on test data. Also in this case, in both cases the model permits to predict the concentrations with high accuracy.
Conclusions
In this work, a methodology to PV forecasting based on a neural network, trained in a Bayesian framework, has been introduced. More specifically, a Multi-Layer Perceptron Neural Network for 24 or 48 hours ahead prediction is used whose parameters are estimated by a probabilistic Bayesian learning technique. The experimental results show a low percentage of error on test data. In the next future the work will be focused on 72-hours prediction and the use of other Neural Network based methodologies such as Radial Basis Functions NNS and Recurrent NNs [8] .
