Hyperviscous stochastic Navier-Stokes equations with white noise
  invariant measure in two dimensions by Gubinelli, M. & Turra, M.
ar
X
iv
:1
91
2.
06
88
1v
2 
 [m
ath
.PR
]  
17
 A
pr
 20
20
Hyperviscous stochastic Navier–Stokes equations with
white noise invariant measure
M. Gubinelli
Institute for Applied Mathematics & Hausdorff Center for Mathematics
University of Bonn, Germany
Email: gubinelli@iam.uni-bonn.de
M. Turra
Institute for Applied Mathematics & Hausdorff Center for Mathematics
University of Bonn, Germany
Email: mattia.turra@iam.uni-bonn.de
20th April 2020
Abstract
We prove existence and uniqueness of martingale solutions to a (slightly) hyper-viscous
stochastic Navier–Stokes equation in 2d with initial conditions absolutely continuous with
respect to the Gibbs measure associated to the energy, getting the results both in the torus
and in the whole space setting.
1 Introduction
Consider the following stochastic hyper-viscous Navier–Stokes equation on R+ × T2
∂tu = −Aθu− u · ∇u−∇p−
√
2∇⊥A(θ−1)/2ξ,
div u = 0,
(1)
where T2 is the two dimensional torus, A = −∆ on T2, ∇⊥ := (∂2,−∂1), θ > 1, and ξ denotes
a space-time white noise. The initial condition for u will be taken distributed according to the
white noise on T2 or an absolute continuous perturbation thereof with density in L2. The white
noise on T2 is formally invariant for the dynamics described by (1) and the existence theory for
the corresponding stationary process has been addressed by Gubinelli and Jara in [14] using the
concept of energy solutions for any θ > 1. Uniqueness was left open in the aforementioned paper,
and the main aim of the present work, which can be thought of as a continuation of [17], is to
introduce a martingale problem formulation (1) for which we can prove uniqueness.
In order to properly formulate the martingale problem, we need to investigate the infinites-
imal generator for eq. (1) and uniqueness will result from suitable solutions of the associated
Kolmogorov backward equation.
1
The variable u appearing in eq. (1) represents physically the velocity of a fluid. Rewriting
the equation for the vorticity ω := ∇⊥ · u yields
∂tω = −Aθω − u · ∇ω +
√
2A(θ+1)/2ξ. (2)
We also have the relation u = K ∗ ω, for the Biot-Savart kernel K on T2 given by
K(x) =
1
2πι
∑
k∈Z20
k⊥
|k|2 e
2πιk·x = −
∑
k∈Z20
2πιk⊥
|2πk|2 e
2πιk·x,
where k⊥ = (k2,−k1) and Z20 = Z2\{0}. It is more convenient to work with the scalar quantity
ω and with eq. (2).
The standard stochastic Navier-Stokes equation corresponds to the case θ = 1. However,
this regime is quite singular for the white noise initial condition and no results are known, not
even existence of a stationary solution, e.g. from limit of Galerkin approximations. While a bit
unphysical, we will stick here to the hyper-viscous regime, namely θ > 1. Note that the noise has
to be coloured accordingly in order to preserve the white noise as invariant measure. Moreover,
we call energy measure the law under which the velocity field is a (vector-valued, incompressible)
white noise. In terms of vorticity ω, the kinetic energy of the fluid configuration u is
‖u‖2L2 =
∫
T2
|K ∗ ω|2(x)dx =
∑
k∈Z20
|Kˆ(k)|2|ωˆ(k)|2 =
∑
k∈Z20
∣∣∣∣2πιk⊥|2πk|2
∣∣∣∣2 |ωˆ(k)|2 = ‖(−∆)−1/2ω‖2L2,
where fˆ : Z2 → C denotes the Fourier transform of f : T2 → R defined as to have f(x) =∑
k∈Z2 e
2πιk·xfˆ(k). The energy measure is thus formally given by
µ(dω) =
1
C
e−
1
2‖A
−1/2ω‖2
L2dω, (3)
where dω denotes the “Lebesgue measure” on functions on T2. Rigorously, this of course means
the product Gaussian measure
µ(dω) =
∏
k∈Z20
1
Ck
exp
(
− |ωˆ(k)|
2
2|2πk|2
)
dωˆ(k),
with the restriction that ωˆ(−k) = ωˆ(k). For f, g ∈ C∞(T2), we have∫
ω(f)ω(g)µ(dω) =
∑
k∈Z20
|2πk|2fˆ(k)gˆ(k) = 〈A1/2f,A1/2g〉L2(T2) = 〈f, g〉H1(T2).
We can use the right-hand side as the definition of the covariance of (ω(f))f∈C∞(T2), which
determines the law of ω as a centred Gaussian process indexed by H1(T2). If η is a white noise
on L2(T2), then µ has the same distribution as A1/2η and it is only supported on H−2−(T2).
A different situation occurs if we consider initial conditions distributed according to the
enstrophy measure, namely the Gaussian measure for which the initial vorticity is a white noise.
This measure is more regular than the energy measure and more results are known, both for
the Euler dynamics (i.e., without dissipation and noise) and for the stochastic Navier-Stokes
dynamics, see e.g. [1, 2, 3].
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As we already remarked, we use here the technique introduced in [17] and strongly rooted in
the notion of energy solution of Gonçalves and Jara [12], extended in [14]. With respect to [17]
we give a slightly different formulation which simplifies certain technical estimates. The core
of the argument however remains the same. The main point is to consider the well-posedness
problem for (1) as a problem of singular diffusion, i.e. diffusions with distributional drift. The
papers [10, 11, 8, 5] all follow a similar strategy in order to identify a domain for the formal
infinitesimal generator L = 12∆+b ·∇ of a finite dimensional diffusion. Then they show existence
and uniqueness of solutions for the corresponding martingale problem. The key difficulty is that
for distributional b the domain does not contain any smooth functions and instead one has to
identify a class of non-smooth test functions with a special structure, adapted to b. Roughly
speaking they must be local perturbations of a linear functional constructed from b. Recently
other results of regularisation by noise for SPDEs [6, 7] have been obtained. An important
difference is that our drift is unbounded and not even a function. The connection between
energy solutions and regularisation by noise was first observed in [14].
Plan of the paper In Section 2 we introduce a Galerkin approximation for the nonlinearity
u · ∇ω and study the infinitesimal generator of the approximating equation. The martingale
problem for cylinder function related to eq. (2) is introduced in Section 3. In Section 4 we
prove uniqueness for the martingale problem via existence of classical solutions to the backward
Kolmogorov equation for the operator L involved in the martingale problem. The construction
of a domain to such an operator is the core of the work and it will be tackled in Section 5, where
we provide also existence and uniqueness for the associated Kolmogorov equation. In Section 6
we show some crucial bounds on the drift. Finally, Section 7 extends the results obtained in
the previous part of the paper to the whole space case, that is, to the hyper-viscous stochastic
Navier–Stokes equation on R2. Appendix A contains some auxiliary results.
Notation Let us fix here some notation that will be adopted throughout the paper. The
Schwartz space on T2 is denoted by S(T2) and its dual S ′(T2) is the space of tempered distri-
butions. We denote by Hs(T2), s ∈ R, the completion of the space of functions f ∈ S(T2) such
that
‖f‖2Hs(T2) :=
∫
T2
|z|2s|fˆ(z)|sdz < +∞,
identifying f and g whenever ‖f − g‖Hs(T2) = 0. From now on, we write C(X,Y ) to indicate
the space of continuous functions from X to Y . We also write a . b or b & a if there exists a
constant C > 0, independent of the variables under consideration, such that a 6 C · b, and a ≃ b
if both a . b and b . a. If the aforementioned constant C depends on a variable, say C = C(x),
then we use the notation a .x b, and similarly for &. For the sake of brevity, we will also use
the notation k1:n = (k1, . . . , kn).
2 Galerkin approximations
In order to rigorously study the eq. (2), consider the solution (ωmt )t>0 to its Galerkin approxim-
ation:
∂tω
m = −Aθωm −Bm(ωm) +
√
2A(1+θ)/2ξ, (4)
where
Bm(ω) := div Πm((K ∗Πmω)Πmω),
3
and Πm denotes the projection onto Fourier modes of size less than m, namely Πmf(x) =∑
|k|6m e
2πιk·xfˆ(k).
Proposition 1 Eq. (4) has a unique strong solution ωm ∈ C(R+, H−2−(T2)) for every determ-
inistic initial condition in H−2−(T2). The solution is a strong Markov process and it is invariant
under µ.
Proof We can rewrite ωm in Fourier variables as ωm = wmfin +w
m
lin := Πmω
m+ (1−Πm)ωm, in
such a way that wmfin and w
m
lin solve a finite-dimensional SDE with locally Lipschitz continuous
coefficients and an infinite-dimensional linear SDE, respectively. Global existence and invariance
of µ follow by Section 7 in [14]. Now, wmfin has compact spectral support and therefore w
m
fin ∈
C(R+, C
∞(T)), while it can be proved that wmlin has trajectories in C(R+, H
−2−(T2)). Thus, ωm
has trajectories in C(R+, H
−2−(T2)). ✷
We define the semigroup of ωm for all bounded and measurable functions ϕ as Tmt ϕ(ω0) :=
Eω0 [ϕ(ω
m
t )], where, under Pω0 , the process ω
m solves (4) with initial condition ω0 ∈ H−2−(T2).
Lemma 1 For all p ∈ [1,∞], the family of operators (Tmt )t>0 can be uniquely extended to a
contraction semigroup on Lp(µ) which is continuous for p ∈ [1,∞[.
Definition 1 Let C = CylT2 denote the set of cylinder functions on H−2−(T2), namely those
functions ϕ : H−2−(T2) → R of the form ϕ(ω) = Φ(ω(f1), . . . , ω(fn)) for some n > 1 where
Φ : Rn → R is smooth and f1, . . . , fn ∈ C∞(T2), here and in the rest of the paper we will denote
by ν(g) the duality between a distribution ν and a function g.
On such cylinder functions the generator of the semigroup Tm has an explicit representation:
Itô’s formula gives, for ϕ ∈ CylT2 as in Definition 1,
dϕ(ωmt ) = Lmϕ(ωmt )dt+
n∑
i=1
∂iΦ(ω
m
t (f1), . . . , ω
m
t (fn))dMt(fi), (5)
where Lm := Lθ + Gm with
Lθϕ(ω) =
n∑
i=1
∂iΦ(ω(f1), . . . , ω(fn))ω(−Aθfi) + 1
2
n∑
i=1
∂2i,jΦ(ω(f1), . . . , ω(fn))〈Aθ+1fi, fj〉,
and
Gmϕ(ω) = −
n∑
i=1
∂iΦ(ω(f1), . . . , ω(fn))〈Bm(ω), fi〉.
Here, (Mt(fi))t>0 is a continuous martingale with quadratic variation
〈M(fi)〉t = 2t‖A(θ+1)/2fi‖2L2(T2),
and therefore
∫ ·
0
∑n
i=1 ∂iΦ(ω
m
t (f1), . . . , ω
m
t (fn))dMt(fi) is a martingale. Consequently, we have
Tmt ϕ(ω)− ϕ(ω) =
∫ t
0
Tms (Lmϕ)(ω)ds, for all ω ∈ H−2−.
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To extend this to more general functions ϕ, we work via Fock space techniques. The Hilbert
space L2(µ) can be identified with the Fock space H = ΓH10 (T2) :=
⊕∞
n=0(H
1
0 (T
2))⊗n with
H10 (T
2) := {ψ ∈ H1(T2) : ψˆ(0) = 0} and norm
‖ϕ‖2 =
∞∑
n=0
n!‖ϕn‖2(H10 (T2))⊗n =
∞∑
n=0
n!
∑
k1:n∈(Z20)
n
(
n∏
i=1
|2πki|2
)
|ϕˆn(k1:n)|2,
by noting that any ϕ ∈ L2(µ) can be written in chaos expansion ϕ =∑n≥0Wn(ϕn), where Wn
is the n-th order Wiener-Itô integral and ϕn ∈ H10 (T2)⊗n for every n ∈ N, see e.g. [18, 20] for
details. We will use the convention that ϕn is symmetric in its n arguments, that is, we identify
it with its symmetrisation. Note that cylinder functions are dense in H. We denote by N the
number operator, i.e. the self–adjoint operator on H such that (Nϕ)n := nϕn. It is well known
that the semigroup generated by the number operator satisfies an hypercontractivity estimate,
see Theorem 1.4.1 in [20]. We record it in the next lemma.
Lemma 2 For p > 2, let cp =
√
p− 1. Then
‖|ϕ|p/2‖2 6 ‖cNp ϕ‖p, for every ϕ ∈ H.
With these preparations we are ready to give expressions for the operators Lθ and Gm in
terms of the Fock space representation of H.
Lemma 3 For sufficiently nice ϕ ∈ H, the operator Lθ is given by
F(Lθϕ)n(k1:n) = −(2π)2θLθ(k1:n)ϕˆn(k1:n) (6)
where Lθ(k1:n) := |k1|2θ + · · ·+ |kn|2θ. Moreover, writing Gm = Gm+ + Gm− we have
F(Gm+ ϕ)n(k1:n) = (n− 1)1|k1|,|k2|,|k1+k2|6m
(k⊥1 · (k1 + k2))((k1 + k2) · k2)
|k1|2|k2|2 ϕˆn−1(k1 + k2, k3:n),(7)
F(Gm− ϕ)n(k1:n) = (2π)2(n+ 1)n
∑
p+q=k1
1|k1|,|p|,|q|6m
(k⊥1 · p)(k1 · q)
|k1|2 ϕˆn+1(p, q, k2:n). (8)
For all ϕn+1 ∈ (H10 (T2))⊗(n+1) and for all ϕn ∈ (H10 (T2))⊗n, we have
〈ϕn+1,Gm+ ϕn〉 = −〈Gm−ϕn+1, ϕn〉. (9)
Proof The computations are analogous to those of Lemma 3.7 of [16] for Lθ and of Lemma 2.4
and Lemma 2.7 in [17]. ✷
Remark 1 Gm+ and Gm− are (unbounded) operators which increase and decrease, respectively,
the “number of particles” by one. Moreover, we know from (9) that they are formally the adjoint
of the other (modulo a sign change).
A key result is given by the following bounds for Gm± acting on weighted subspaces of H.
Lemma 4 Let w : N0 → R+ and ϕ ∈ H. The following m-dependent bound holds:
‖w(N )Gmϕ‖ . m‖(w(N + 1) + w(N − 1))(1 +N )(1 − Lθ)1/2ϕ‖. (10)
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Moreover, uniformly in m, we have
‖w(N )(1 − Lθ)−γGm+ ϕ‖ . ‖w(N + 1)(1 +N )(1 − Lθ)(1+1/θ)/2−γϕ‖, for all γ >
1
2θ
, (11)
and
‖w(N )(1 − Lθ)−γGm−ϕ‖ . ‖w(N − 1)N 3/2(1 − Lθ)(1+1/θ)/2−γϕ‖, for all γ <
1
2
. (12)
These bounds will be proven later on in Section 6. In view of eq. (10), it is natural to identify
a dense domain D(Lm) for Lm as
D(Lm) := {ϕ ∈ H : ‖(1 +N )(1 − Lθ)ϕ‖ <∞} = (1 +N )−1(1− Lθ)−1H.
Note that 〈ψ, (Lθ + Gm)ϕ〉 = 〈(Lθ − Gm)ψ, ϕ〉 for ψ, ϕ ∈ D(Lm) and in particular that Lθ is
dissipative since for all ϕ ∈ D(Lm) we have
〈ϕ, (Lθ + Gm)ϕ〉 = 〈Lθϕ, ϕ〉 = −‖(−Lθ)1/2ϕ‖2 6 0.
A priori Lm is only the restriction to D(Lm) of the generator Lˆm of the semigroup (Tmt )t.
However, we will also prove in Lemma 11 below that the operator Lm is closable and that its
closure is indeed the generator Lˆm.
In order to exploit these pieces of information, we have to work with solutions of Galerkin
approximations having “near-stationary” fixed-time marginal.
Definition 2 We say that a stochastic process (ωt)t>0 with values in S ′(T2) is (L2)-incompressible
if, for all T > 0, there exists a constant C(T ) such that we have
sup
06t6T
E|ϕ(ωt)| 6 C(T )‖ϕ‖, ϕ ∈ C.
For an incompressible process (ωt)t>0 it makes sense, using a density argument involving
cylinder functions, to define s 7→ ϕ(ωs) for all ϕ ∈ H as a stochastic process continuous in L1.
Lemma 5 Let Eηdµ be the law of the solution ω
m to the Galerkin approximation (4) starting
from an initial condition ωm0 ∼ ηdµ with η ∈ L2(µ). Then, for any Ψ : C(R+;S ′)→ R,
Eηdµ|Ψ(ωm)| 6 ‖η‖Eµ(Ψ(ωm)2)1/2.
In particular, any such process is incompressible uniformly in m.
Proof We get
Eηdµ|Ψ(ωm)| = Eµ[η(w0)|Ψ(ωm)|] 6 ‖η‖(EµΨ(ωm)2)1/2.
Incompressibility easily follows from the fact that µ is an invariant measure for the Galerkin
approximations independently of m. ✷
Definition 3 A weight is a measurable increasing map w : R+ → (0,∞) such that there exists
C > 0 with w(x) 6 Cw(x + y), for all x > 1 and for |y| 6 1. We write as |w| the smallest such
constant C. We denote w(N ) the self-adjoint operator on H defined as spectral multiplier.
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We will use the notation Dx to indicate the Malliavin derivative, see e.g. [17], which acts on
cylinder functions ϕ as in Definition 1 as follows,
Dxϕ =
n∑
k=1
∂xkΦ(ω(f1), . . . , ω(fn))fk(x).
Lemma 6 Let η ∈ L2(µ) and let ωm be a solution to (4) with Law(ωm0 ) ∼ ηdµ. Then this
solution is incompressible and, for any ϕ ∈ D(Lm), the process
Mm,ϕt = ϕ(ω
m
t )− ϕ(ωm0 )−
∫ t
0
Lmϕ(ωms )ds, t > 0,
is a continuous martingale with quadratic variation
〈Mm,ϕ〉t =
∫ t
0
E(ϕ)(ωms )ds, with E(ϕ) = 2
∫
T2
|A
θ+1
2
x Dxϕ|2dx. (13)
For any weight w, we have
‖w(N )(E(ϕ))1/2‖ . ‖w(N − 1)(1− Lθ)1/2ϕ‖. (14)
Moreover, for all p > 1, it holds
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
ϕ(ωms )ds
∣∣∣∣p . (T p/2 ∨ T p)‖cN2p(1− Lθ)−1/2ϕ‖p, (15)
uniformly in m.
Proof If ϕ is a cylinder function, then we have eq. (5) and in that case Doob’s inequality and
Lemma 5 yield, for all T > 0,
E sup
t∈[0,T ]
|Mm,ϕt | . E(〈Mm,ϕ〉1/2T ) 6 ‖η‖Eµ(〈Mm,ϕ〉T )1/2 . ‖η‖T 1/2‖(E(ϕ))1/2‖L2(µ).
The norm appearing on the right-hand side can be estimated as follows:
‖w(N )(E(ϕ))1/2‖2 = 2
∫
x
∥∥∥w(N )A θ+12x Dxϕ∥∥∥2 dx
= 2
∫
x
∑
n≥0
(n− 1)!w(n− 1)2n2
∥∥∥A θ+12x ϕn(x, ·)∥∥∥2
H10 (T
2)⊗(n−1)

≃ 2
∑
n≥1
n!w(n − 1)2n
∑
k1:n
(
n∏
i=2
|2πki|2
)
|k1|2(θ+1)|ϕˆn(k1:n)|2
= 2
∑
n≥1
n!w(n − 1)2n
∑
k1:n
(
n∏
i=1
|2πki|2
)
|k1|2θ|ϕˆn(k1:n)|2
= 2
∑
n≥1
n!w(n − 1)2
∑
k1:n
(
n∏
i=1
|2πki|2
)
Lθ(k1:n)|ϕˆn(k1:n)|2
. 2‖w(N − 1)(1− Lθ)1/2ϕ‖2,
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where we used a symmetrisation in the arguments of ϕˆn in the 5th line. Using the bounds (10)
and (14), one can extend formula (6) to all functions in D(Lm) by a density argument.
As far as (15) is concerned, let us remark that, provided the process ωm is started from
its stationary measure µ, then the reversed process (ω˜t = ωT−t)t>0 is also stationary and with
(martingale) generator L˜m = Lθ − Gm. The forward–backward Itô trick used in [14] allows us
to represent additive functionals of the form
∫ t
0 Lθψ(ωms )ds as a sum of forward and backward
martingales whose quadratic variations satisfy (13). Therefore,
Eµ
[
supt∈[0,T ]
∣∣∣∫ t0 Lθϕ(ωms )ds∣∣∣p] . T p/2‖(E(ϕ))p/4‖2
. T p/2‖cNp E(ϕ)1/2‖p . T p/2‖cNp (1− Lθ)1/2ϕ‖p.
(16)
Let ψ = (1− Lθ)−1ϕ and exploit (16) to compute
Eµ
[
supt∈[0,T ]
∣∣∣∫ t0 ϕ(ωms )ds∣∣∣p] = Eµ [supt∈[0,T ] ∣∣∣∫ t0 (1− Lθ)ψ(ωms )ds∣∣∣p]
. Eµ
[
supt∈[0,T ]
∣∣∣∫ t0 (−Lθ)ψ(ωms )ds∣∣∣p]+ Eµ [supt∈[0,T ] ∣∣∣∫ t0 ψ(ωms )ds∣∣∣p]
. T p/2‖cNp (1− Lθ)1/2ψ‖p + T p‖cNp ψ‖p
. (T p/2 ∨ T p)(‖cNp (1− Lθ)−1/2ϕ‖p + ‖cNp (1− Lθ)−1ϕ‖p)
. (T p/2 ∨ T p)‖cNp (1− Lθ)−1/2ϕ‖p,
which is uniform in m. ✷
3 The cylinder martingale problem
We want now to take limits of Galerkin approximations and have a characterisation of the
limiting dynamics. The main problem is that the formal limiting (martingale) generator L does
not send cylinder functions to H, therefore we cannot properly formulate a martingale problem
for incompressible solutions. However, estimate (15) suggests that it is reasonable to ask that
any limit process (ωt)t>0 satisfies
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
ϕ(ωs)ds
∣∣∣∣p . (T p/2 ∨ T p)‖cN2p(1− Lθ)−1/2ϕ‖p, (17)
for all p > 1 and all cylinder functions ϕ ∈ C. The proof of the next lemma is almost immediate.
Lemma 7 Assume that a process (ωt)t satisfies (17) and let It(ϕ) =
∫ t
0
ϕ(ωs)ds for all ϕ ∈ C.
Then the map ϕ 7→ (It(ϕ))t>0 can be extended to all ϕ ∈ (1 − Lθ)1/2H. The process (It(ϕ))t>0
is almost surely continuous.
Proof Take (ϕn)n ⊆ C such that
∑
n ‖(1 − Lθ)1/2ϕn − ϕ‖ < ∞, then it is easy to see that
(I(ϕn))n is a Cauchy sequence in C([0, T ];R) a.s. with limit I(ϕ) ∈ C([0, T ];R). It satisfies (17)
by Fatou’s lemma and, therefore, depends only on ϕ and not on the particular approximating
sequence. ✷
From this we deduce that for such processes we have
lim
m→∞
∫ t
0
(Lmϕ)(ωs)ds =
∫ t
0
(Lϕ)(ωs)ds,
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in probability and in Lp for cylinder functions ϕ ∈ C. Here, on the right-hand side the quantity
Lϕ is defined as Lϕ = Lθϕ + limm→∞ Gmϕ, that is an element of the space of distributions
(1−Lθ)1/2H. The limit exists and is unique thanks to the uniform estimates on Gm in Lemma 4.
As a consequence, we have also a notion of martingale problem w.r.t. the operator L involving
only cylinder functions.
Definition 4 A process (ωt)t>0 with trajectories in C(R+;S ′) solves the cylinder martingale
problem for L with initial distribution ν if ω0 ∼ ν and if the following conditions are satisfied:
i. (ωt)t is incompressible,
ii. the Itô trick works: for all cylinder functions ϕ and all p > 1, we have eq. (17).
iii. for any ϕ ∈ C, the process
Mϕt = ϕ(ωt)− ϕ(ω0)−
∫ t
0
Lϕ(ωs)ds, t > 0, (18)
is a continuous martingale with quadratic variation 〈Mϕ〉t =
∫ t
0
E(ϕ)(ωs)ds. The integral
on the right-hand side of eq. (18) is defined according to Lemma 7.
Theorem 1 Let η ∈ L2(µ) and, for each m > 1, let (ωm) be the solution to (4) with ωm0 ∼
ηdµ. Then the family (ωm)m∈N is tight in C(R+;S ′) and any weak limit ω solves the cylinder
martingale problem for L with initial distribution ηdµ according to Definition 4 and we have
E[|ϕ(ωt)− ϕ(ωs)|p] . (|t− s|p/2 ∨ |t− s|p)‖cN4p(1− Lθ)−1/2ϕ‖p (19)
for any p > 2 and ϕ ∈ C.
Proof The proof follows the one for Theorem 4.6 in [17].
Step 1. Consider p > 2 and ϕ ∈ C. We want to derive an estimate for E[|ϕ(ωmt )−ϕ(ωms )|p].
We write then ϕ(ωmt )− ϕ(ωms ) =
∫ t
s Lmϕ(ωmr )dr +Mm,ϕt −Mm,ϕs , and get from Lemma 5 and
eq. (15) the following bound
E
[∣∣∣∫ ts Lmϕ(ωmr )dr∣∣∣p] . [Eµ ∣∣∣∫ ts Lmϕ(ωmr )dr∣∣∣2p]1/2
. (|t− s|p/2 ∨ |t− s|p)‖cN4p(1− Lθ)−1/2ϕ‖p.
The martingale term can be bounded by means of the Burkholder-Davis-Gundy inequality
and (14) as follows:
E[|Mm,ϕt −Mm,ϕs |p] . E
[(∫ t
s E(ϕ)(ωmr )dr
)p/2]
.
[
Eµ
(∫ t
s E(ϕ)(ωmr )dr
)p]1/2
. |t− s|p/2‖(E(ϕ))p/2‖ . |t− s|p/2‖cN2p(E(ϕ))1/2‖p
. |t− s|p/2‖cN2p(1 − Lθ)1/2ϕ‖p.
Therefore,
E[|ϕ(ωmt )− ϕ(ωms )|p] . (|t− s|p/2 ∨ |t− s|p)‖cN4p(1 − Lθ)−1/2ϕ‖p. (20)
The law of the initial condition ϕ(ωm0 ) is independent of m, and by Kolmogorov’s continuity
criterion the sequence of real-valued processes (ϕ(ωm))m is tight in C(R+;R) whenever p > 4
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and ϕ ∈ C is such that ‖cN4p(1 − Lθ)−1/2ϕ‖ < ∞. Note that this space contains in particular
all the functions of the form ϕ(ω) = ω(f) with f ∈ C∞(T2). Hence, we can apply Mitoma’s
criterion [19] to get the tightness of the sequence (ωm)m in C(R+;S ′).
Step 2. Since ωm0 ∼ ηdµ, any weak limit has initial distribution ηdµ. Incompressibility is
also clear since, for any ϕ ∈ H, we have
E[|ϕ(ωt)|] 6 lim inf
m→∞
E[|ϕ(ωmt )|] 6 ‖η‖‖ϕ‖.
Using cylinder functions, we can pass to the limit in eq. (15) and prove that any accumulation
point (ωt)t satisfies eq. (17). It remains to check the martingale characterisation (18). Fix
ϕ ∈ C and let (ψn)n ⊆ C be such that ψn → Lϕ in (1 + Lθ)1/2H. By convergence in law,
incompressibility, eq. (15) and eq. (17), we have that
E
[(
ϕ(ωt)− ϕ(ωs)−
∫ t
s
Lϕ(ωr)dr
)
G((ωr)r∈[0,s])
]
= limn→∞ E
[(
ϕ(ωt)− ϕ(ωs)−
∫ t
s ψn(ωr)dr
)
G((ωr)r∈[0,s])
]
= limn→∞ limm→∞ E
[(
ϕ(ωmt )− ϕ(ωms )−
∫ t
s
ψn(ω
m
r )dr
)
G((ωmr )r∈[0,s])
]
= limm→∞ E
[(
ϕ(ωmt )− ϕ(ωms )−
∫ t
s Lϕ(ωmr )dr
)
G((ωmr )r∈[0,s])
]
,
where the exchange of limits in the last line is justified by the uniformity in m of the bound in
eq. (15). By dominated convergence in the estimates leading to Lemma 6 one has
‖(1− Lθ)−1/2(Lϕ − Lmϕ)‖ = ‖(1− Lθ)−1/2(Gϕ− Gmϕ)‖ . o(1)‖(1 +N )3/2(1− Lθ)1/2ϕ‖
as m→∞. This is enough to conclude (again using eq. (15)) that
limm→∞ E
[(
ϕ(ωmt )− ϕ(ωms )−
∫ t
s Lϕ(ωmr )dr
)
G((ωmr )r∈[0,s])
]
= limm→∞ E
[(
ϕ(ωmt )− ϕ(ωms )−
∫ t
s
Lmϕ(ωmr )dr
)
G((ωmr )r∈[0,s])
]
= 0,
(21)
since (ωmt )t solves indeed the martingale problem for Lm. This establishes that any accumulation
point (ωt)t is a solution to the cylinder martingale problem for L. Similarly, one can pass to the
limit on the martingales (Mm,ϕt )t to show that the limiting quadratic variation is as claimed. ✷
4 Uniqueness of solutions
Uniqueness of solutions to the cylinder martingale problem depends on the control of the asso-
ciated Kolmogorov equation.
The following standard fact on generators of semigroups that will be useful in our further
considerations. For the sake of the reader we provide also a proof to illustrate the relation
between the Kolmogorov equation for a concrete operator and abstract semigroup theory.
Lemma 8 Let A be a densely defined, dissipative operator on H and assume that we can solve
the Kolmogorov equation ∂tϕ(t) = Aϕ(t) in C(R+;D(A)) ∩ C1(R+;H) with initial condition
ϕ(0) = ϕ0 in a dense set UA ⊆ D(A). Then A is closable and its closure B is the unique extension
of A which generates a strongly continuous semigroup of contractions (Tt)t>0. Moreover, we have
ATtϕ0 = TtAϕ0, (22)
for all ϕ0 ∈ UA.
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Proof Since A is dissipative, the solution to the Kolmogorov equation is unique and ‖ϕ(t)‖ 6
‖ϕ0‖. Then, if we let Ttϕ0 = ϕ(t) for ϕ0 ∈ UA we can extend Tt by continuity to the whole space
H as a contraction. By uniqueness, we have then Tt+sϕ0 = TtTsϕ0, since t 7→ Tt+sϕ0 solves the
equation with initial condition Tsϕ0. Moreover, for ϕ0 ∈ UA, we have that
Ttϕ0 − ϕ0 =
∫ t
0
ATsϕ0ds, (23)
which implies that t 7→ Ttϕ0 is strongly continuous. Again by density, we deduce that (Tt)t>0 is a
strongly continuous semigroup. Let now B be its Hille–Yosida generator. Then (23) implies that
Bϕ0 = ∂tTtϕ0|t=0 = Aϕ0 for all ϕ0 ∈ UA, and therefore for all ϕ0 ∈ D(A) since B is closed. So B
is an extension ofA and thereforeA is closable. Assume now that there exists another extension B˜
which is the generator of another strongly continuous semigroup (St)t>0 of contractions. Now, for
all ϕ0 ∈ UA ⊆ D(A) ⊆ D(B˜) we have ∂tStϕ0 = B˜Stϕ0, but also ∂tTtϕ0 = ATtϕ0 = B˜Ttϕ0. Since
B˜ is dissipative (due to the fact that its semigroup is contractive), the associated Kolmogorov
equation must have a unique solution and, as a consequence, Ttϕ0 = Stϕ0, which by density
implies that T = S and that B = B˜. Now observe that, if ϕ0 ∈ UA, then Ttϕ0 ∈ D(A)
and by standard results on contraction semigroups (see e.g. Proposition 1.1.5 in [9]) we have
ATtϕ0 = BTtϕ0 = TtBϕ0 = TtAϕ0. ✷
Theorem 3 below tells us that we can find a dense domain D(L) ⊆ H for L such that the
Kolmogorov equation
∂tϕ(t) = Lϕ(t), t > 0, (24)
has a unique solution in C(R+;D(L))∩C1(R+;H) for any initial condition in a dense set U ⊆ H.
As a first consequence, Lemma 8 tells us that L is closable and its closure L♮ is the generator of
a strongly continuous semigroup (Tt)t>0 and ϕ(t) = Ttϕ for all ϕ ∈ U .
Lemma 9 Let ϕ ∈ C(R+;D(L))∩C1(R+;H) and let ω be a solution to the cylinder martingale
problem for L. Then
ϕ(t, ωt)− ϕ(0, ω0)−
∫ t
0
(∂s + L)ϕ(s, ωs)ds, t > 0,
is a martingale.
Proof By an approximation argument, it is easy to see that for any ϕ ∈ D(L) the process
ϕ(ωt)− ϕ(ω0)−
∫ t
0
Lϕ(ωs)ds, t > 0,
is a martingale, where the integral on the right-hand side is now understood as a standard
Lebesgue integral of the continuous process s 7→ (Lϕ)(ωs) (which is well defined a.s.). The proof
of the extension to time-dependent functions follows the same lines as that of Lemma A.3 in [17].
✷
For an incompressible process we have that, for all t > 0,∫ s
0
(∂r + L)Tt−rϕ(ωr)dr = 0, s ∈ [0, t]
for all ϕ ∈ D(L♮), and therefore also that (Tt−sϕ(ωs))s∈[0,t] is a martingale for any solution of
the cylinder martingale problem for L. This easily implies the main result of the paper.
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Theorem 2 There exists a unique solution ω to the cylinder martingale problem for L with
initial distribution ω0 ∼ ηdµ with η ∈ L2(µ). Moreover, ω is a homogeneous Markov process
with transition kernel (Tt)t>0 and with invariant measure µ.
Proof Let us first prove that (ωt)t>0 is Markov. Let 0 6 t < s, let X be an Ft-measurable
bounded random variable, where Ft = σ(ωr : r ∈ [0, t]), and let ϕ ∈ D(L♮), then (Ts−tϕ(ωt))t∈[0,s]
is a martingale and
E[Xϕ(ωs)] = E[XTs−sϕ(ωs)] = E[XTs−tϕ(ωt)]
i.e., E[ϕ0(ωs)|Ft] = Ts−tϕ(ωt) = E[ϕ0(ωs)|ωt], and the Markov property is a consequence of
another density argument. Moreover, its transition kernel is given by the semigroup (Tt)t>0. By
an induction argument, it is clear that any finite-dimensional marginal is determined by T and
by the law of ω0 ∼ ηdµ. As a consequence, the law of the process is unique. If ω0 ∼ µ, then the
process is stationary. ✷
Remark 2 As a by-product note that the formula (Ttϕ)(ω0) = E[ϕ(ωt)|ω0] allows to extend the
semigroup T to a bounded semigroup in Lp for all p ∈ [1,∞] since
|〈ψ, Ttϕ〉| = |Eµ[ψ(ω0)(Ttϕ)(ω0)]| = |Eµ[ψ(ω0)ϕ(ωt)]| 6 ‖ψ‖Lp‖ϕ‖Lq
for all ψ, ϕ ∈ L∞(µ) and all p, q ∈ [1,∞] with 1/p + 1/q = 1. Therefore ‖Ttϕ‖Lq 6 ‖ϕ‖Lq .
Moreover for all ϕ ∈ C such that ‖cN4p(1− Lθ)−1/2ϕ‖ <∞ we have
‖Ttϕ− ϕ‖Lp = sup
ψ:‖ψ‖Lq61
Eµ[ψ(ω0)(ϕ(ωt)− ϕ(ω0))] 6 (Eµ[|ϕ(ωt)− ϕ(ω0)|p])1/p → 0
as t → 0 by eq. (19). An approximation argument gives that (Tt)t>0 is strongly continuous in
Lp for all 1 6 p <∞.
5 The Kolmogorov equation
It remains to determine a suitable domain for L and solve the Kolmogorov backward equation
∂tϕ(t) = Lϕ(t),
for a sufficiently large class of initial data. In order to do so, we consider the backward equation for
the Galerkin approximation with generator Lm and derive uniform estimates. By compactness,
this yields the existence of strong solutions to the backward equation after removing the cutoff.
Uniqueness follows by the dissipativity of L.
5.1 A priori estimates
Lemma 10 For any ϕ0 ∈ V := (1 +N )−2(1− Lθ)−1H, there exists a solution
ϕm ∈ C(R+,D(Lm)) ∩C1(R+;H)
to the backward Kolmogorov equation
∂tϕ
m(t) = Lmϕm(t)
12
with ϕm(0) = ϕ0 and which satisfies the estimates
‖(1 +N )pϕm(t)‖2 +
∫ t
0
e−C(t−s)‖(1 +N )p(1− Lθ)1/2ϕm(s)‖2ds .p eCt‖(1 +N )pϕ0‖2,
and
‖(1 +N )p(1− Lθ)ϕm(t)‖ .t,m,p ‖(1 +N )p+1(1− Lθ)ϕ0‖,
for all t > 0 and p > 1.
Proof Take h > 0 and let Gm,h = JhGmJh, where Jh = e−h(N−Lθ). The operator Gm,h is
bounded on H by the estimates in Lemma 4. Consider ϕm0 ∈ D(Lm). Using the fact that Lθ is
the generator of a contraction semigroup, we take (ϕm(t))t>0 to be the solution to the integral
equation
ϕm,h(t) = eLθtϕ0 +
∫ t
0
eLθ(t−s)Gm,hϕm,h(s)ds (25)
in C(R+; (1 − Lθ)H) and deduce easily that ϕm,h solves the equation ∂tϕm,h(t) = (Lθ +
Gm,h)ϕm,h(t). Moreover
‖(1− Lθ)(1 +N )2pϕm,h(t)‖ 6 Ct,h,m‖(1− Lθ)(1 +N )2pϕ0‖,
for any finite t > 0 and p > 0 but not uniformly in h and m. Now
〈(1 +N )2pϕm,h(t),Gm,hϕm,h(t)〉
= 〈(1 +N )2pϕm,h(t),Gm,h+ ϕm,h(t)〉 − 〈Gm,h+ (1 +N )2pϕm,h(t), ϕm,h(t)〉
= 〈(1 +N )2pϕm,h(t),Gm,h+ ϕm,h(t)〉 − 〈N 2pGm,h+ ϕm,h(t), ϕm,h(t)〉
= 〈((1 +N )2p −N 2p)ϕm,h(t),Gm,h+ ϕm,h(t)〉.
Using |(1+N )2p−N 2p| . (1+N )2p−1 and the uniform estimates in Lemma 4 we have that, for
some σ ∈ (0, 1/2),
|〈((1 +N )2p −N 2p)ϕm,h(t),Gm,h+ ϕm,h(t)〉|
6 ‖(1 +N )p(1− Lθ)σϕm,h(t)‖‖(1 +N )p−1(1− Lθ)−σGm,h+ ϕm,h(t)‖
6 ‖(1 +N )p(1− Lθ)σϕm,h(t)‖2.
Therefore,
|〈(1 +N )2pϕm,h(t),Gm,hϕm,h(t)〉| . ‖(1 +N )p(1 − Lθ)σϕm,h(t)‖2
and by interpolation we can bound this by
|〈(1 +N )2pϕm,h(t),Gm,hϕm,h(t)〉| 6 Cδ‖(1 +N )pϕm,h(t)‖2 + δ‖(1 +N )p(1− Lθ)1/2ϕm,h(t)‖2,
for some small δ > 0. Therefore, we have
∂t
1
2
‖(1 +N )pϕm,h(t)‖2 = 〈(1 +N )2pϕm,h(t), (Lθ + Gm,h)ϕm,h(t)〉
= −‖(1 +N )p(1− Lθ)1/2ϕm,h(t)‖2 + ‖(1 +N )pϕm,h(t)‖2 + 〈(1 +N )2pϕm,h(t),Gm,hϕm,h(t)〉
6 −(1− δ)‖(1 +N )p(1− Lθ)1/2ϕm,h(t)‖2 + C′δ‖(1 +N )pϕm,h(t)‖2
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uniformly in m and h. Integrating this inequality gives
‖(1 +N )pϕm,h(t)‖2 +
∫ t
0
e−C(t−s)‖(1 +N )p(1− Lθ)1/2ϕm,h(s)‖2ds . eCt‖(1 +N )pϕ0‖2
for all p > 1 where the constants are uniform in m and h. Inserting this a priori bound in the
mild formulation in eq. (25) we obtain
‖(1+N )p(1−Lθ)ϕm,h(t)‖ 6 ‖(1+N )p(1−Lθ)ϕm,h(0)‖+
∫ t
0
‖(1+N )p+1(1−Lθ)1/2ϕm,h(s)‖ds
.t ‖(1 +N )p(1− Lθ)ϕ0‖+ ‖(1 +N )p+1ϕ0‖,
where we also used that
‖(1 +N )p(1− Lθ)Gm,hϕm,h(s)‖ 6 C(m)‖(1 +N )p+1Gm,hϕm,h(s)‖
.m ‖(1 +N )p+1(1− Lθ)1/2ϕm,h(s)‖
by the presence of the Galerkin projectors and our (non-uniform) bounds. Indeed, note that
(1− Lθ)Πm . |m|2θ(1 +N )Πm.
We conclude that
‖(1 +N )p(1− Lθ)ϕm,h(t)‖ .t,m ‖(1 +N )p+1(1 − Lθ)ϕ0‖,
uniformly in h. We can then pass to the limit (by subsequence) as h→ 0 and obtain a function
ϕm ∈ C(R+, (1 +N )−p(1− Lθ)−1H) satisfying the estimates
‖(1 +N )pϕm(t)‖2 +
∫ t
0
e−C(t−s)‖(1 +N )p(1− Lθ)1/2ϕm(s)‖2ds . eCt‖(1 +N )pϕ0‖2
and
‖(1 +N )p(1− Lθ)ϕm(t)‖ .t,m ‖(1 +N )p+1(1− Lθ)ϕ0‖,
for all t > 0 and p > 1. As a consequence, ϕm ∈ C(R+,D(Lm)) for all t > 0 as soon as
‖(1 +N )2(1− Lθ)ϕ0‖ <∞. By passing to the limit in the equation, ϕm also satisfies
∂tϕ
m(t) = (Lθ + Gm)ϕm(t) = Lmϕm(t).
✷
Recall that we write Tm to indicate the semigroup generated by the Galerkin approxima-
tion ωm. Moreover, if we denote by Lˆm its Hille–Yosida generator, we have the following result.
Lemma 11 (Lm,D(Lm)) is closable and its closure is the generator Lˆm. In particular, if ϕ ∈ V,
then ϕm(t) = Tmt ϕ solves
∂tϕ
m(t) = Lmϕm(t),
and we have
LmTmt ϕ = Tmt Lmϕ.
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Proof Let (ωmt )t>0 be a solution to the Galerkin approximation (4) with initial condition ω0.
If ϕ ∈ C is a cylinder function, then we have
Tmt ϕ(ω0)− ϕ(ω0) = Eω0
[∫ t
0
Lmϕ(ωms )ds
]
=
∫ t
0
Tms (Lmϕ)(ω0)ds.
By approximation (using a Bochner integral in H on the right-hand side), we can extend this
point-wise formula to all ϕ ∈ D(Lm) obtaining for them that Tmt ϕ−ϕ =
∫ t
0 T
m
s Lmϕds in H. For
every ϕ ∈ D(Lm), Lemma 1 implies that the map s 7→ Tms Lmϕ ∈ H is continuous, and therefore
Tmt ϕ− ϕ
t
→ Lmϕ, as t→ 0, ϕ ∈ D(Lm),
with convergence inH. As a consequence, ϕ ∈ D(Lˆm) and we conclude that Lˆm is an extension of
(Lm,D(Lm)). By Lemma 8, we have that the closure of Lm is Lˆm and that LmTmt ϕ = Tmt Lmϕ
for all ϕ ∈ V . ✷
Using the commutation LmTmt ϕ = Tmt Lmϕ, we are able to get better estimates, uniform
in m.
Corollary 1 For all ϕ0 ∈ V and for all α > 1, we have
‖(1 +N )α∂tϕm(t)‖2 = ‖(1 +N )αLmϕm(t)‖2 . etC‖(1 +N )αLmϕ0‖2, (26)
and
‖(1 +N )α(1 − Lθ)1/2ϕm(t)‖2 . tetC‖(1 +N )αLmϕm0 ‖2 + ‖(1 +N )α(1 − Lθ)1/2ϕ0‖2. (27)
Proof Recall Tmt ϕ
m
0 = ϕ
m(t). We already know
e−tC‖(1 +N )αTmt ϕm0 ‖2 +
∫ ∞
0
e−sC‖(1 +N )α(1− Lθ)1/2Tms ϕm0 ‖2ds . ‖(1 +N )αϕ0‖2,
which yields∫ ∞
0
e−tC‖(1 +N )α(1− Lθ)1/2∂tTmt ϕm0 ‖2dt =
∫ ∞
0
e−tC‖(1 +N )α(1 − Lθ)1/2Tmt Lmϕ0‖2dt
. ‖(1 +N )αLmϕ0‖2,
and
‖(1 +N )α(1− Lθ)1/2Tmt ϕ0‖2
.
∥∥∥∫ t0 (1 +N )α(1− Lθ)1/2∂sTms ϕm0 ds∥∥∥2 + ‖(1 +N )α(1 − Lθ)1/2ϕ0‖2
6 t
∫ t
0 ‖(1 +N )α(1− Lθ)1/2∂sTms ϕ0‖2ds+ ‖(1 +N )α(1− Lθ)1/2ϕ0‖2
6 tetC
∫ t
0 e
−sC‖(1 +N )α(1− Lθ)1/2∂sTms ϕ0‖2ds+ ‖(1 +N )α(1− Lθ)1/2ϕ0‖2
. tetC‖(1 +N )αLmϕ0‖2 + ‖(1 +N )α(1− Lθ)1/2ϕ0‖2,
which is what claimed. ✷
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5.2 Controlled structures
The a priori bounds (26) and (27) bring us in position to control ‖ϕm(t)‖, ‖∂tϕm(t)‖, and
‖Lmϕm(t)‖ uniformly in m and locally uniformly in t, but in order to study the limiting
Kolmogorov backward equation we have first to deal with the limiting operator L and to define
a domain D(L).
To take care of the term G in the limiting operator L, we decompose it by means of a cut-off
function M = M(N ) as follows
Gm = 1|Lθ|>MGm + 1|Lθ|<MGm =: Gm,≻ + Gm,≺.
We then set
ϕm,♯ := ϕm − (1− Lθ)−1Gm,≻ϕm, (28)
so that
(1− Lm)ϕm = (1− Lθ)ϕm,♯ + Gm,≺ϕm. (29)
Lemma 12 Let w be a weight, L > 1, ε¯ ∈]0, (θ − 1)/(2θ)[ and M(n) = L(n + 1)3θ/(θ−1−2θε).
Then we have
‖w(N )(1 − Lθ)−1/2Gm,≻ψ‖ . |w|L−
(θ−1)
2θ +ε¯‖w(N )(1 − Lθ)1/2ψ‖. (30)
Consequently, there exists L0 = L0(|w|) such that, for all L > L0 and all ϕ♯ ∈ w(N )−1(1 −
Lθ)−1/2H, there is a unique ϕm = Kmϕ♯ such that
ϕm = (1− Lθ)−1Gm,≻ϕm + ϕ♯ ∈ w(N )−1(1− Lθ)−1/2H,
which satisfies the bound
‖w(N )(1 − Lθ)1/2Kmϕ♯‖+ |w|−1L(θ−1)/(2θ)−ε¯‖w(N )(1 − Lθ)1/2(Kmϕ♯ − ϕ♯)‖
. ‖w(N )(1 − Lθ)1/2ϕ♯‖. (31)
All the estimates are uniform in m and true in the limit m→∞. We denote K = K∞.
Proof We start with the estimate on Gm,≻+ . We have, for ε ∈]0, 1/2− 1/(2θ)[, using Lemma 4,
‖w(N )(1 − Lθ)−1/2Gm,≻+ ψ‖ . ‖w(N )(1 − Lθ)−1/21|Lθ|>M(N )Gm+ ψ‖
. ‖w(N )M(N )−1/2+1/(2θ)+ε(1− Lθ)−1/(2θ)−εGm+ ψ‖
. ‖w(N + 1)M(N + 1)−1/2+1/(2θ)+ε(N + 1)(1− Lθ)1/2−εψ‖.
The bound on Gm,≻− can be obtained using again Lemma 4:
‖w(N )(1 − Lθ)−1/2Gm,≻− ψ‖ . ‖w(N )(1 − Lθ)−1/21|Lθ|>M(N )Gm−ψ‖
. ‖w(N )M(N )−1/2+1/(2θ)(1− Lθ)−1/(2θ)Gm−ψ‖
. ‖w(N − 1)M(N − 1)−1/2+1/(2θ)N 3/2(1− Lθ)1/2ψ‖.
In conclusion, for ε ∈]0, (θ − 1)/(2θ)[, choosing M(n) = L(n+ 1)3θ/(θ−1−2θε), for L > 1,
‖w(N )(1 − Lθ)−1/2Gm,≻ψ‖ . L−1/2+1/(2θ)+ε|w|‖w(N )(1 − Lθ)1/2ψ‖.
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Now let ϕ♯ ∈ w(N )−1(1− Lθ)−1/2H, the map
Ψm : w(N )−1(1− Lθ)−1/2H → w(N )−1(1 − Lθ)−1/2H,
ψ 7→ Ψm(ψ) := (1− Lθ)−1Gm,≻ψ + ϕ♯,
satisfies, for some positive constant C,
‖w(N )(1 − Lθ)1/2Ψm(ψ)‖ 6 ‖w(N )(1 − Lθ)−1/2Gm,≻ψ‖+ ‖w(N )(1 − Lθ)1/2ϕ♯‖
6 CL−1/2+1/(2θ)+ε|w|‖w(N )(1 − Lθ)1/2ψ‖+ ‖w(N )(1 − Lθ)1/2ϕ♯‖.
Namely, Ψm is well-defined and, choosing L large enough, it is a contraction leaving the ball of
radius 2‖w(N )(1 − Lθ)1/2ϕ♯‖ invariant. Therefore, it has a unique fixed point Kmϕ♯ satisfying
the claimed inequalities. ✷
Remark 3 In the previous lemma, the cut-off M(n) depends via |w| on the weight w. In the
following we will only use polynomial weights of the form w(n) = (1 + n)α with |α| 6 K for
a fixed K. In this case |w| is uniformly bounded and it is possible to select a cut-off which is
adapted to all those weights. This will be fixed once and for all and not discussed further.
Proposition 2 Let w be a polynomial weight, γ > 0, ε¯ as in Lemma 12,
α(γ) =
θ(6γ + 5)− 2
2(θ − 1) .
Let
ϕ♯ ∈ w(N )−1(1 − Lθ)−1H ∩ w(N )−1(1 +N )−α(γ)(1− Lθ)−1/2H,
and set ϕm := Kmϕ♯. Then Lmϕm is a well-defined operator and we have the bound
‖w(N )(1 − Lθ)γGm,≺ϕm‖ . ‖w(N )(1 +N )α(γ)(1− Lθ)1/2ϕ♯‖. (32)
Proof By eq. (29) we need only to estimate Gm,≺ϕm. We first deal with Gm,≺+ : we have by (11),
for δ < 1/2− 1/(2θ),
‖w(N )(1 − Lθ)γGm,≺+ ϕm‖ = ‖w(N )(1 − Lθ)γ1|Lθ|<M(N )Gm+ ϕm‖
. ‖w(N )M(N )γ+1/2−δ(1− Lθ)−1/2+δGm+ ϕm‖
. ‖w(N + 1)M(N + 1)γ+1/2(N + 1)(1− Lθ)1/(2θ)+δϕm‖.
For Gm,≺− , it follows in a similar way from estimate (12) that, for every δ ∈]0, 1/(2θ)],
‖w(N )(1 − Lθ)γGm,≺− ϕm‖ = ‖w(N )(1 − Lθ)γ1|Lθ|<M(N )Gm− ϕm‖
. ‖w(N )M(N )γ+1/(2θ)(1 − Lθ)−1/(2θ)Gm− ϕm‖
. ‖w(N − 1)M(N − 1)γ+1/(2θ)N 3/2(1− Lθ)1/2ϕm‖.
These bounds and the definition of M(n) give the claimed bound on Gm,≺. ✷
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5.3 Limiting generator and its domain
Lemma 13 Let w be a weight and take a cut-off function as in Proposition 2 with γ = 0. Set
Dw(L) := {Kϕ♯ : ϕ♯ ∈ w(N )−1(1− Lθ)−1H ∩ w(N )−1(N + 1)−α(0)(1− Lθ)−1/2H}.
Then Dw(L) is dense in w(N )−1H. If w ≡ 1 we simply write D(L).
Proof Note that w(N )−1(1−Lθ)−1H∩w(N )−1(N+1)−α(0)(1−Lθ)−1/2H is dense in w(N )−1H,
therefore, in order to prove Lemma 13, it suffices to show that, for any ψ ∈ w(N )−1(1−Lθ)−1H∩
w(N )−1(N + 1)−α(0)(1− Lθ)−1/2H and for all ν > 1, there exists ϕν ∈ Dw(L) such that
‖w(N )(1 − Lθ)1/2(ϕν − ψ)‖ . ν−(θ−1)/(2θ)+ε¯‖w(N )(1 − Lθ)1/2ψ‖, (33)
‖w(N )(1 − Lθ)1/2ϕν‖ . ‖w(N )(1 − Lθ)1/2ψ‖, (34)
‖w(N )(1 − L)ϕν‖ . ν1/(2θ)+δ(‖w(N )(1 − Lθ)ψ‖ (35)
+‖w(N )(N + 1)α(0)(1− Lθ)1/2ψ‖),
for some δ > 0. By Lemma 12, there exists ϕν ∈ w(N )−1H such that
ϕν = 1νM(N )6|Lθ|(1− Lθ)−1Gϕν + ψ
and satisfying estimates (33)–(34). We are left to show that ϕν ∈ Dw(L) and (35). Note that
ϕν = (1− Lθ)−1G≻ϕν + ϕν,♯,
where
ϕν,♯ = ψ − 1M(N )6|Lθ|<νM(N )(1− Lθ)−1Gϕν .
In particular, we have Lϕν = ϕν + G≺ϕν − (1 − Lθ)ϕν,♯, and, by Proposition 2, it suffices to
estimate ϕν,♯ in w(N )−1(1− Lθ)−1H ∩ w(N )−1(N + 1)−α(0)(1− Lθ)−1/2H. The first contribu-
tion, ψ, satisfies the required bounds by assumption, so it is enough to show that the second
contribution, which we denote by ψν , satisfies
‖w(N )(1 − Lθ)ψν‖ . ν1/(2θ)+δ‖w(N )(N + 1)α(0)(1− Lθ)1/2ψ‖, (36)
‖w(N )(N + 1)α(0)(1− Lθ)1/2ψν‖ . ‖w(N )(N + 1)α(0)(1− Lθ)1/2ψ‖. (37)
Notice that (1−Lθ)ψν = −1M(N )6|Lθ|<νM(N )Gϕν , hence estimate (36) can be obtained from the
uniform bounds in Lemma 4 as follows (note that those bounds are valid also when m = +∞).
We have, for G+,
‖w(N )1M(N )6|Lθ |<νM(N )G+ϕ‖
. ‖w(N )(1 − Lθ)1/(2θ)+δ1M(N )6|Lθ|<νM(N )(1 − Lθ)−1/(2θ)−δG+ϕ‖
. ν1/(2θ)+δ‖w(N + 1)M(N + 1)1/(2θ)+δ(N + 1)(1− Lθ)1/2−δϕ‖.
For G− we have, instead
‖w(N )1M(N )6|Lθ |<νM(N )G−ϕ‖
. ‖w(N )(1 − Lθ)1/(2θ)1M(N )6|Lθ|<νM(N )(1 − Lθ)−1/(2θ)G−ϕ‖
. ν1/(2θ)‖w(N − 1)M(N − 1)1/(2θ)N 3/21M(N )6|Lθ|<νM(N )(1− Lθ)−1/(2θ)G−ϕ‖,
which gives estimate (36) if we choose ε¯ small enough. In order to obtain estimate (37), note
that, for κ ∈]0, (θ − 1)/(2θ)[,
‖w(N )(N + 1)α(0)(1− Lθ)1/2ψν‖ = ‖w(N )(N + 1)α(0)(1 − Lθ)−1/21M(N )6|Lθ|<νM(N )Gϕν‖
. M(n)−(θ−1)/θ+2κ‖w(N )(N + 1)α(0)(1− Lθ)−1/(2θ)−κG+ϕν‖
+M(n)−(θ−1)/θ+2κ‖w(N )(N + 1)α(0)(1− Lθ)−1/(2θ)G−ϕν‖
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Now recall that M(n) ≃ (n+ 1)3θ/(θ−1−2θε¯) and get by (11)–(12) the inequality
‖w(N )(N + 1)α(0)(1− Lθ)1/2ψν‖ . ‖w(N )(1 +N )α(0)(1− Lθ)1/2ϕν‖.
Applying (31) yields the result. ✷
Lemma 14 For any ϕ ∈ D(L), we have
〈ϕ,Lϕ〉 6 0.
In particular, the operator (L,D(L)) is dissipative.
Proof Notice that ϕ ∈ D(L) implies Lθϕ,Gϕ ∈ (1−Lθ)1/2H and ϕ ∈ (1−Lθ)−1/2(1+N )−1H.
These regularities are enough to proceed by approximation and establish that
〈ϕ,Lϕ〉 = −〈ϕ, (−Lθ)ϕ〉 + 〈ϕ,Gϕ〉 = −〈ϕ, (−Lθ)ϕ〉 = −‖(−Lθ)1/2ϕ‖2 6 0,
where we used the anti-symmetry of the form associated to G, i.e. 〈ϕ,Gϕ〉 = 0. ✷
5.4 Existence and uniqueness for the Kolmogorov equation
Having defined a domain for L it remains to study the Kolmogorov equation ∂tϕ = Lϕ. In
particular, we consider the equation for ϕm,♯, which was defined in (28),
∂tϕ
m,♯ + (1 − Lθ)ϕm,♯ = Lmϕm + (1− Lθ)ϕm,♯ − (1 − Lθ)−1Gm,≻∂tϕm
= ϕm + Gm,≺ϕm − (1− Lθ)−1Gm,≻∂tϕm
= ϕm + Gm,≺ϕm − (1− Lθ)−1Gm,≻(ϕm + Gm,≺ϕm − (1 − Lθ)ϕm,♯)
=: Φm,♯.
We want to get a suitable bound in terms of ϕm,♯0 for each term of Φ
m,♯. The Schauder estimate
in Lemma 17 will be crucial. We will also need the following result.
Lemma 15 We have
‖(1 +N )p(1 − Lθ)1/2ϕm,♯(t)‖
. (tetC + 1)1/2(‖(1 +N )p(1− Lθ)ϕm,♯0 ‖+ ‖(1 +N )p+α(0)(1 − Lθ)1/2ϕm,♯0 ‖).
(38)
Proof By (27) and Lemma 12 it follows that
‖(1 +N )p(1− Lθ)1/2ϕm,♯(t)‖
. ‖(1 +N )p(1− Lθ)1/2ϕm(t)‖ + ‖(1 +N )p(1− Lθ)−1/2Gm,≻ϕm(t)‖
. tetC‖(1 +N )pLmϕm0 ‖+ ‖(1 +N )p(1 − Lθ)1/2ϕm0 ‖
. (tetC + 1)1/2(‖(1 +N )p(1− Lθ)ϕm,♯0 ‖+ ‖(1 +N )p+α(0)(1− Lθ)1/2ϕm,♯0 ‖),
where in the last step we exploited Proposition 2. ✷
For γ ∈]1/2, 1− 1/(2θ)[, we have that, by the estimates (11) and (12),
‖(1 +N )p(1− Lθ)γ−1Gm,≻(1− Lθ)ϕm,♯(s)‖ . ‖(1 +N )p+3/2(1− Lθ)γ+1/2+1/(2θ)ϕm,♯(s)‖
. ‖(1 +N )p+3/2(1− Lθ)γ+1/2+1/(2θ)ϕm,♯(s)‖.
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By interpolation for products, there exists q > 0 such that, for all ε ∈]0, 1[,
‖(1 +N )p+3/2(1− Lθ)γ+1/2+1/(2θ)ϕm,♯(s)‖ . Cε‖(1 +N )q(1− Lθ)1/2ϕm,♯(s)‖
+ε‖(1 +N )p(1− Lθ)γ+1ϕm,♯(s)‖,
where the first term on the right-hand side can be controlled via the a priori estimate (38),
while the second term can be absorbed on the left-hand side. Moreover, we have by (32) and by
estimate (38),
‖(1 +N )p(1− Lθ)γGm,≺ϕm(s)‖ . ‖(1 +N )p+α(γ)(1 − Lθ)1/2ϕm,♯(s)‖
. ‖(1 +N )p+α(γ)(1 − Lθ)ϕm,♯0 ‖
+‖(1 +N )p+α(γ)+α(0)(1− Lθ)1/2ϕm,♯0 ‖.
Recalling γ ∈]1/2, 1− 1/(2θ)[ and exploiting estimates (11)–(12), we get
‖(1 +N )p(1− Lθ)γ−1Gm,≻Gm,≺ϕm(s)‖
. ‖(1 +N )p+3/2(1− Lθ)γ−1/2+1/(2θ)Gm,≺ϕm(s)‖
. ‖(1 +N )p+3/2+α(γ−1/2+1/(2θ))(1 − Lθ)1/2ϕm,♯(s)‖
. ‖(1 +N )p+α(γ)(1− Lθ)1/2ϕm,♯(s)‖,
where we used 3/2 + α(γ − 1/2 + 1/(2θ)) < α(γ) whenever ε¯ < 1/3 − 1/(3θ). This bound
can be controlled via (38) as above. As a consequence, we established that, after renaming
q = q(p, γ) > 0,
sup06t6T ‖(1 +N )p(1− Lθ)γΦm,♯(t)‖ .T ‖(1 +N )q(1− Lθ)ϕm,♯0 ‖
+‖(1 +N )q+α(0)(1− Lθ)1/2ϕm,♯0 ‖
+ε sup06t6T ‖(1 +N )p(1 − Lθ)γ+1ϕm,♯(t)‖,
and hence, for γ ∈]1/2, 1− 1/(2θ)[,
sup06t6T ‖(1 +N )p(1 − Lθ)1+γϕm,♯(t)‖ .T ‖(1 +N )q(1− Lθ)ϕm,♯0 ‖+ ‖(1 +N )q(1− Lθ)1/2ϕm,♯0 ‖
+‖(1 +N )p(1− Lθ)1+γϕm,♯0 ‖
.T ‖(1 +N )q(1− Lθ)1+γϕm,♯0 ‖.
Recall ∂tϕ
m,♯ = (1− Lθ)ϕm,♯ +Φm,♯(t), so that
sup
06t6T
‖(1 +N )p(1− Lθ)γ∂tϕm,♯(t)‖ . ‖(1 +N )q(1− Lθ)1+γϕm,♯0 ‖.
By interpolation, this gives
‖(1 +N )p(1 − Lθ)1+γ/2(ϕm,♯(t)− ϕm,♯(s))‖ 6 |t− s|κ‖(1 +N )q(1 − Lθ)1+γϕm,♯0 ‖.
Introduce now, for p > 0, the sets
Up =
⋃
γ∈] 12 ,1−
1
2θ [
K(1 +N )q(p,γ)(1− Lθ)−1−γH ⊂ H,
and U = ⋃p>α(0) Up.
Theorem 3 Let p > 0 and ϕ0 ∈ Up. Then there exists a solution
ϕ ∈
⋃
δ>0
C(R+; (1 +N )−p+δ(1− Lθ)−1H)
to the Kolmogorov backward equation ∂tϕ = Lϕ with initial condition ϕ(0) = ϕ0. For p > α(0),
we have ϕ ∈ C(R+,D(L)) ∩ C1(R,H) and, by dissipativity of L, this solution is unique.
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Proof Let ϕ0 ∈ Up and set ϕ♯0 := K−1ϕ0 ∈ (1+N )−q(1−Lθ)−1−γH for γ ∈]1/2, 1−1/(2θ)[ and
p > 0. Form ∈ N, let ϕm be the solution to ∂tϕm = Lmϕm with initial condition ϕm(0) = Kmϕ♯0.
A diagonal argument yields the relative compactness of bounded sets of (1+N )−p(1−Lθ)−1−γ/2H
in the space (1+N )−p+δ(1−Lθ)−1H for δ > 0, with the consequence that, by Ascoli-Arzelà the
sequence (ϕm,♯)m is relatively compact in C(R+; (1 + N )−p+δ(1 − Lθ)−1H) equipped with the
topology of uniform convergence on compact sets. We denote ϕ♯ a limit point of such a sequence
and let ϕ = Kϕ♯. Then, along the convergent subsequence,
ϕ(t) − ϕ(0) = lim
m→∞
(ϕm(t)− ϕm(0))
= lim
m→∞
∫ t
0
Lmϕm(s)ds
= lim
m→∞
∫ t
0
(Lθϕm,♯(s) + Gm,≺Kmϕm,♯(s))ds
= lim
m→∞
∫ t
0
(Lθϕ♯(s) + Gm,≺Kmϕm,♯(s))ds
=
∫ t
0
(Lθϕ♯(s) + G≺Kϕ♯(s))ds,
where we exploited our uniform bounds on Lθ, Gm,≻, Km and the convergence of ϕm,♯ to ϕ♯
as m → ∞ to get the 4th equality, while the last step follows from our bounds for G≺ and K,
together with the dominated convergence theorem.
If we take p > α(0), then by definition (cfr. Lemma 13) ϕ ∈ D(L). Furthermore, Lϕ ∈
C(R+;H) and we have ϕ ∈ C1(R+;H) because of the relation ϕ(t) − ϕ(s) =
∫ t
s
Lϕ(τ)dτ . We
can hence compute,
∂t‖ϕ(t)‖2 = 2〈ϕ(t),Lϕ(t)〉 6 0,
by the dissipativity of the operator L given by Lemma 14. Therefore, for any solution we have
‖ϕ(t)‖ 6 ‖ϕ0‖, which together with the linearity of the equation yields the uniqueness. ✷
6 Bounds on the drift
We prove there the key bounds on the drift Gm.
Proof of Lemma 4 We start by estimating Gm+ . We have, by Lemma 16 and since γ > 1/(2θ),
‖w(N )(1 − Lθ)−γGm+ ϕ‖2 =
∑
n>0 n!w(n)
2
∑
k1:n
(∏n
i=1 |2πki|2
) |F((1− Lθ)−γGm+ ϕ)n(k1:n)|2
.
∑
n>2 n!n
2w(n)2
∑
k1:n
(∏n
i=1 |2πki|2
)
1|k1|,|k2|,|k1+k2|6m
|k1+k2|
4
(1+Lθ(k1:n))2γ |k1|2|k2|2
|ϕˆn−1(k1 + k2, k3:n)|2
.
∑
n>2 n!n
2w(n)2
∑
ℓ,k3:n
(∏n
i=3 |2πki|2
) |ℓ|4|ϕˆn−1(ℓ, k3:n)|2∑k1+k2=ℓ(1 + Lθ(k1:n))−2γ
.
∑
n>2 n!n
2w(n)2
∑
ℓ,k3:n
(∏n
i=3 |2πki|2
) |ℓ|4(1 + Lθ(ℓ, k3:n))−2γ+1/θ|ϕˆn−1(ℓ, k3:n)|2.
(39)
Introducing the notation ℓ1 = ℓ = k1 + k2 and ℓi = ki+1 for i > 2, we get
.
∑
n>2 n!n
2w(n)2
∑
ℓ1:n−1
(∏n−1
i=1 |2πℓi|2
)
|ℓ1|2(1 + Lθ(ℓ1:n−1))−2γ+1/θ|ϕˆn−1(ℓ1:n−1)|2.
then using the symmetry of ϕˆn−1 we reduce this to
.
∑
n>2 n!nw(n)
2
∑
ℓ1:n−1
(∏n−1
i=1 |2πℓi|2
)
|ℓ1|
2+···+|ℓn|
2
1+Lθ(ℓ1:n−1)
(1 + Lθ(ℓ1:n−1))
−2γ+1/θ+1|ϕˆn−1(ℓ1:n−1)|2.
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from which we obtain
.
∑
n>1
n!(n+ 1)2w(n+ 1)2
∑
ℓ1:n
(
n∏
i=1
|2πℓi|2
)
(1 + Lθ(ℓ1:n))
−2γ+1/θ+1|ϕˆn(ℓ1:n)|2
. ‖w(N + 1)(1 +N )(1 − Lθ)(1+1/θ)/2−γϕ‖2.
For Gm− , note first that, by the Cauchy-Schwarz inequality and by Lemma 16 (since γ < 1/2),∣∣∣∑p+q=k1(k⊥1 · p)(k1 · q)ϕˆn+1(p, q, k2:n)∣∣∣2
.
∑
p+q=k1
(1 + |p|2θ + |q|2θ)2γ−1−1/θ
×∑p+q=k1(1 + |p|2θ + |q|2θ)1+1/θ−2γ |k⊥1 · p|2|k1 · q|2|ϕˆn+1(p, q, k2:n)|2
. (1 + |k1|2θ)2γ−1
∑
p+q=k1
(1 + |p|2θ + |q|2θ)1+1/θ−2γ |k⊥1 · p|2|k1 · q|2|ϕˆn+1(p, q, k2:n)|2,
therefore,
‖w(N )(1 − Lθ)−γGm− ϕ‖2 =
∑
n>0 n!w(n)
2
∑
k1:n
(∏n
i=1 |2πki|2
) |F((1− Lθ)−γGm−ϕ)n(k1:n)|2
.
∑
n>0 n!w(n)
2(n+ 1)4
∑
k1:n
(∏n
i=1 |2πki|2
)
1
|k1|4(1+Lθ(k1:n))2γ
×
∣∣∣∑p+q=k1(k⊥1 · p)(k1 · q)ϕˆn+1(p, q, k2:n)∣∣∣2
.
∑
n>0 n!w(n)
2(n+ 1)4
∑
k1:n
(∏n
i=1 |2πki|2
)
1
|k1|4(1+Lθ(k1:n))2γ
(1 + |k1|2θ)2γ−1
×∑p+q=k1 (1 + |p|2θ + |q|2θ)1+1/θ−2γ |k1|4|p|2|q|2|ϕˆn+1(p, q, k2:n)|2
.
∑
n>0 n!w(n)
2(n+ 1)4
∑
k1:n
∑
p+q=k1
(∏n
i=2 |2πki|2
) |2πp|2|2πq|2
×(1 + |p|2θ + |q|2θ)1+1/θ−2γ |ϕˆn+1(p, q, k2:n)|2,
we now let ℓ1 = p, ℓ2 = q, and ℓi = ki−1 for 3 6 i 6 n+ 1, so that
‖w(N )(1 − Lθ)−γGm− ϕ‖2
.
∑
n>0 n!w(n)
2(n+ 1)4
∑
ℓ1:n+1
(∏n+1
i=1 |2πℓi|2
)
(1 + |ℓ1|2θ + |ℓ2|2θ)1+1/θ−2γ |ϕˆn+1(ℓ1:n+1)|2
.
∑
n>0 n!w(n)
2(n+ 1)4
∑
ℓ1:n+1
(∏n+1
i=1 |2πℓi|2
)
(1 + |ℓ1|2θ + · · ·+ |ℓn+1|2θ)1+1/θ−2γ |ϕˆn+1(ℓ1:n+1)|2
.
∑
n>1 n!w(n− 1)2n3
∑
ℓ1:n
(∏n
i=1 |2πℓi|2
)
(1 + |ℓ1|2θ + · · ·+ |ℓn|2θ)1+1/θ−2γ |ϕˆn(ℓ1:n)|2
. ‖w(N − 1)N 3/2(1− Lθ)(1+1/θ)/2−γϕ‖2
which gives the uniform bound.
Let us now discuss the m-dependent estimates, we have for Gm+
‖w(N )Gm+ ϕ‖2 =
∑
n>0 n!w(n)
2
∑
k1:n
(∏n
i=1 |2πki|2
) |F(Gm+ ϕ)n(k1:n)|2
.
∑
n>2 n!w(n)
2n2
∑
k1:n
(∏n
i=1 |2πki|2
)
1|k1|,|k2|,|k1+k2|6m
|k1+k2|
4
|k1|2|k2|2
|ϕˆn−1(k1 + k2, k3:n)|2
.
∑
n>2 n!w(n)
2n2
×∑k1:n (∏ni=3 |2πki|2) |2π(k1 + k2)|21|k1|,|k2|,|k1+k2|6m|k1 + k2|2θ|ϕˆn−1(k1 + k2, k3:n)|2
. m2
∑
n>2 n!w(n)
2n2
∑
ℓ1:n−1
(∏n−1
i=1 |2πℓi|2
)
|ℓ1|2θ|ϕˆn−1(ℓ1:n−1)|2
. m2
∑
n>2 n!w(n)
2n
∑
ℓ1:n−1
(∏n−1
i=1 |2πℓi|2
)
Lθ(ℓ1:n−1)|ϕˆn−1(ℓ1:n−1)|2
. m2
∑
n>1 n!w(n+ 1)
2(n+ 1)2
∑
ℓ1:n
(∏n
i=1 |2πℓi|2
)
(1 + Lθ(ℓ1:n))|ϕˆn(ℓ1:n)|2
. m2‖w(N + 1)(1 +N )(1 − Lθ)1/2ϕ‖2.
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Finally, for Gm− we have,
‖w(N )Gm− ϕ‖2 =
∑
n>0 n!w(n)
2
∑
k1:n
(∏n
i=1 |2πki|2
) |F(Gm−ϕ)n(k1:n)|2
.
∑
n>0 n!w(n)
2(n+ 1)4
∑
k1:n
(∏n
i=1 |2πki|2
)
1|k1|,|p|,|q|6m
|k1|4
×
∣∣∣∑p+q=k1 (k⊥1 · p)(k1 · q)ϕˆn+1(p, q, k2:n)∣∣∣2
.
∑
n>0 n!w(n)
2(n+ 1)4
×∑k1:n∑p+q=k1 (∏ni=2 |2πki|2) |2πp|2|2πq|21|k1|,|p|,|q|6m|k1|2|ϕˆn+1(p, q, k2:n)|2
. m2
∑
n>0 n!w(n)
2(n+ 1)3
∑
p,q,k2:n
(∏n
i=2 |2πki|2
)
×|2πp|2|2πq|2(|p|2θ + |q|2θ + |k2|2θ + · · ·+ |kn|2θ)|ϕˆn+1(p, q, k2:n)|2
. m2
∑
n>0 n!w(n)
2(n+ 1)3
∑
ℓ1:n+1
(∏n+1
i=1 |2πℓi|2
)
Lθ(ℓ1:n+1)|ϕˆn+1(ℓ1:n+1)|2
. m2
∑
n>1 n!w(n− 1)2n2
∑
ℓ1:n
(∏n
i=1 |2πℓi|2
)
Lθ(ℓ1:n)|ϕˆn(ℓ1:n)|2
. m2‖w(N − 1)N (1− Lθ)1/2ϕ‖2.
✷
7 Stochastic Navier–Stokes on the plane
In this section we prove that the main results of the paper, namely existence and uniqueness of
energy solution for the hyper-viscous Navier–Stokes eq. (1) extends very naturally to the setting of
the whole plane R2. We will discuss first existence of martingale solutions via a limiting procedure
involving finite volume approximations, then we will show that the Kolmogorov equation can be
solved also in the full space, which implies, as in the periodic setting, uniqueness in law.
The invariant measure At the beginning of the paper, we introduced the invariant measure
of the problem, i.e., the energy measure µ given by eq. (3). The computation of the covariance
in the current case gives, for any ϕ, ψ ∈ S,
E[ω(ϕ)ω(ψ)] = 〈(−∆)1/2ϕ, (−∆)1/2ψ〉L2(R2) =: 〈ϕ, ψ〉H˙1(R2),
where H˙s(Rd) denotes the so-called homogeneous Sobolev space of L2(Rd) functions f having
norm
∫
Rd
|ξ|2s|fˆ(ξ)|2dξ finite. We denote by µR2 the energy measure in the case of the whole
space.
A new approximating problem In order to approximate stochastic Navier-Stokes equations
on the whole space, we study Galerkin approximation problems on scaled tori T2λ := R
2\(2πλZ2),
λ > 0, with the goal to take first the limit as λ→∞, allowing us to pass to the case of R2. For
f : T2λ → R, we define the Fourier transform Fλ(f) = “f : λ−1Z2 → R as
Fλ(f)(k) = “f(k) =
∫
T2λ
e−2πιk·xf(x)dx, k ∈ λ−1Z2,
while the inverse transform is given by
F−1λ (f)(x) = (2πλ)−2
∑
k∈λ−1Z2
e2πιk·xf(k), x ∈ T2λ.
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Plancherel theorem now reads as
(2πλ)−2
∑
k∈λ−1Z2
Fλ(f)(k)Fλ(g)(k) =
∫
T2λ
f(x)g(x)dx.
The H-norm is now given by
‖ϕ‖Hλ =
∞∑
n=0
n!‖ϕn‖2(H10 (T2λ))⊗n ≃
∞∑
n=0
n!λ−2n
∑
k1:n∈(λ−1Z20)
n
(
n∏
i=1
|ki|2
)
| “ϕn(k1:n)|2.
The Biot-Savart kernel is K(x) = −(2π)−3λ−2ι∑k∈λ−1Z2 k⊥|k|−2e2πιk·x, for x ∈ T2λ, since from
the relation ω = ∇⊥ · u we get
“ω(k) = 2πιk2“u1(k)− 2πιk1“u2(k) = 2πιk⊥ · “u(k),
which gives “u(k) = −2πιk⊤|2πk|−2 · “ω(k).
Lλ,mθ can again be represented in Fourier terms by (6) for k1, . . . , kn ∈ λ−1Z2. The (λ-)Fourier
transform of Gλ,m+ is exactly the same as in (7), while the one of Gλ,m− is as in (8) but multiplied
by a factor λ−2 due to the convolution. Following the proof of Lemma 4, we get some estimates
of Gλ,m± uniform both in m and in λ (up to the λ-dependence of the Hλ-norm). After getting
this estimate we obtain the same result as in Lemma 6, for every λ > 0.
Proof of Lemma 4 We show here the two bounds for Gλ,m± . For Gλ,m+ , the main difference with
respect to the proof presented in Section 6 is the presence of the λ−2n term in the definition of
the norm (and, of course, of a different Fourier transform), the sum on k1 + k2 = ℓ in the third
step of the inequality (39) eats also a term λ−2, hence thereafter we will have λ−2(n−1), which is
the correct term that will enter the norm at the end of the estimate.
For the term Gλ,m− we will use the fact that, by Lemma 16,∣∣∣∣∣∣λ−2
∑
p+q=k1
(k⊥1 · p)(k1 · q) “ϕn+1(p, q, k2:n)
∣∣∣∣∣∣
2
. λ−2
∑
p+q=k1
(1 + |p|2θ + |q|2θ)2γ−1−1/θ
×λ−2
∑
p+q=k1
(1 + |p|2θ + |q|2θ)1+1/θ−2γ |k⊥1 · p|2|k1 · q|2| “ϕn+1(p, q, k2:n)|2
. (1 + |k1|2θ)2γ−1λ−2
∑
p+q=k1
(1 + |p|2θ + |q|2θ)1+1/θ−2γ |k⊥1 · p|2|k1 · q|2| “ϕn+1(p, q, k2:n)|2,
which implies that ‖w(N )(1 − Lθ)−γGm−ϕ‖2 can be bounded as in the proof in Section 6 with
the extra term λ−2(n+1), that is exactly the term that will enter the norm, yielding the claimed
estimate. ✷
Existence for the cylinder martingale problem We now want to give a proper definition
of infinitesimal generator and of martingale problem on the whole space R2 (cfr. Section 3), and
in particular we want to show the existence of solutions obtained in Theorem 1 for the present
scenario.
Let us therefore focus our attention on the proof of Theorem 1. Following Step 1, we want to
show tightness of the sequence (ωλ,m)λ,m. With Step 2, we are going to conclude the existence for
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the martingale problem as λ,m→∞. Let us assume for the moment that we can associate to each
cylinder function, ϕ ∈ CylR2 , of the form ϕ(ω) = Φ(ω(f1), . . . , ω(fn)), where f1, . . . , fn ∈ S(R2),
to ϕλ(ω) = Φ(ω(fλ1 ), . . . , ω(f
λ
n )) with f
λ
1 , . . . , f
λ
n ∈ S(T2λ) in such a way that
ϕλℓ (k1:ℓ) = ϕℓ(k1:ℓ), for k1, . . . , kℓ ∈ λ−1Z2,
where we are exploiting the chaos decompositions of ϕ and ϕλ. It is then possible to recover the
bound (20) for ωλ,m and therefore tightness, since Lλ,mθ has L∞θ as a limit of a sum converging
to an integral. As regards Step 2, the crucial part is to pass from Lλ,m to L∞,m in (21) when
taking the limit as λ→∞. To do this, we have to show that ‖(1−Lθ)−1/2(Lλ,mϕ−L∞,mϕ)‖Hλ
tends to 0 when λ→∞, which reduces to prove that
‖(1− Lθ)−1/2(Gλ,m− ϕ− G∞,m− ϕ)‖Hλ → 0, as λ→∞.
Comparing the explicit formulas for Gλ,m− and G∞,m− , we have that the only difference between
the two is the fact that in Gλ,m− the sum given by the convolution becomes an integral when
taking the limit. In particular,
‖(1− Lθ)−1/2(Gλ,m− ϕ− G∞,m− ϕ)‖Hλ
≃
∑
n>0
n!λ−2nn(n+ 1)
∑
k1:n∈(λ−1Z2)n
(
n∏
i=1
|ki|2
)
1
(1 + Lθ(k1:n))1/2
×
×
∣∣∣∣∣∣λ−2
∑
p+q=k1
1|k1|,|p|,|q|6m
k⊥1 · p|q|2
|k1|2 Fλ(ϕn+1)(p, q, k3:n)−
−
∫
R2
1|k1|,|s|,|k1−s|6m
k⊥1 · s|k1 − s|2
|k1|2 Fλ(ϕn+1)(s, k1 − s, k3:n)ds
∣∣∣∣2
.
∑
n>0
n!λ−2nn(n+ 1)
∑
k1:n∈(λ−1Z2)n
(
n∏
i=2
|ki|2
)
1|k1|6m
(1 + Lθ(k1:n))1/2
×
×
∣∣∣∣∣λ−2∑
p
1|p|,|k1−p|6mp|k1 − p|2Fλ(ϕn+1)(p, k1 − p, k3:n) ,
−
∫
R2
1|s|,|k1−s|6ms|k1 − s|2Fλ(ϕn+1)(s, k1 − s, k3:n)ds
∣∣∣∣2 ,
and the right-hand side goes to zero as λ→∞.
In both cases it is important to understand the role played by the test functions with respect
to the norm (which depends on λ) we are considering. We want in fact to take ϕ ∈ CylR2 , but
we will evaluate it on ωm,λ. This is a non-trivial step and it is worth to spend a few words on it
adopting a chaos expansion point of view. To apply the Mitoma’s criterion we only need to test
on linear functions, see [19], while for the second step it suffices to consider functions ϕ of the
form
ϕ(ω) =: eι〈ω,f〉 := eιω(f)+
1
2‖f‖
2
, for f ∈ S(R2),
where : eιg : indicates the Wick exponential of g, see also [13, 15]. Focusing on the latter case,
we can identify ϕ with the sequence of chaoses (ϕn(k1:n))n where ϕn(k1:n) = ι
nfˆ(k1) · · · fˆ(kn)
for k1:n ∈ (R2)n, so that, after noticing
ϕλ(ωm,λ) := ϕ(ωm,λ) = e
ιωm,λ(f)+ 12‖f‖
2
S(R2) = Cλ(f)e
ιωλ(f)+ 12‖f‖
2
S(T2
λ
) ,
with Cλ(f)→ 1 as λ→∞, we have ϕλn(k1:n) = ιnCλ(f) “f(k1) · · · “f(kn) for k1:n ∈ (λ−1Z2)n.
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The Kolmogorov backward equation in the plane Let us now turn to the study of the
Kolmogorov backward equation for the whole space setting. In order to get the result we have
obtained in Section 5 in the case of periodic boundary conditions, we need first to give a proper
description of the space we are working in, that is HR2 = L2(µR2). In particular, we need that
the operator L is well-defined on this space.
We start by describing the homogeneous Sobolev space H˙1(R2). As remarked in Proposi-
tion 1.34 of [4] this space is not a space of functions. Indeed consider a smooth bump function
θ : R2 → R compactly supported and such that θ(0) = 1. Let θε(x) = θ(εx), then as ε → 0
we have ‖θε‖H˙1(R2) ≈ 1, θε→ 1 pointwise and θε → 0 weakly in H˙1(R2). The elements of
H˙1(R2) consists of equivalence classes of functions modulo constants and we will have to take
this into account in our analysis. We say that ϕ ∈ H˙1(R2) if there exists a tempered distribution
ϕ˜ ∈ S ′(R2) such that
‖ϕ˜‖H˙1(R2) =
∫
R2
|k|2|̂˜ϕ(k)|2dk <∞,
and for which
〈ϕ, ψ〉H˙1(R2) = 〈ϕ˜, ψ〉H˙1(R2), for all ψ ∈ S(R2). (40)
Note that the equality (40) implies an identification of elements whose difference is a constant.
Indeed, for C ∈ R,
〈ϕ, ψ〉H˙1(R2) = 〈ϕ˜, ψ〉H˙1(R2) = ϕ˜(|D|2ψ) + Cδ̂0(|D|2ψ) = ̂˜ϕ(| · |2ψˆ(·)),
where D denotes the derivative operator. This means that we identify ϕ with ϕ˜+ C and write
‖ϕ‖H˙1(R2) =
∫
R2
|k|2|ϕˆ(k)|2dk.
As a consequence, the tensor product (H˙1(R2))⊗n, understood as a tensor product of Hilbert
spaces, can be described in the following way: for every ϕ ∈ (H˙1(R2))⊗n, there exists ϕ˜ ∈
S ′s((R2)n), the space of symmetric tempered distributions on (R2)n, such that
‖ϕ‖2
(H˙1(R2))⊗n
=
∫
(R2)n
(
n∏
i=1
|ki|2
)
|̂˜ϕ(k1:n)|2dk1:n <∞,
and for which
〈ϕ, ψ〉(H˙1(R2))⊗n = ̂˜ϕ
((
n∏
i=1
| ·i |2
)
ψˆ
)
, ψ ∈ Ss((R2)n),
that leaves the freedom to change ̂˜ϕ in Zn = ⋃ni=1{ki = 0} ⊂ (R2)n and defines it modulo a
symmetric distribution η whose Fourier transform is supported in Zn. Therefore, we can identify
ϕ with ϕ˜+ η, where
(∏n
i=1 |ki|2
)
ηˆ(k1:n) = 0.
Let us now study the operators G±. With the identification above we can define
F(Gm+ ϕ)n(k1:n) = (n− 1)χm(k1, k2, k1 + k2) (k
⊥
1 ·(k1+k2))((k1+k2)·k2)
|k1|2|k2|2
ϕˆn−1(k1 + k2, k3:n),
F(Gm− ϕ)n(k1:n) = (2π)2(n+ 1)n
∫
R2
χm(p, k1 − p, k1) (k
⊥
1 ·p)(k1·q)
|k1|2
ϕˆn+1(p, k1 − p, k2:n),
with χm a smooth function such that χm(k1, k2, k3) ≈ 1|k1|,|k2|,|k3|6m. These formulas have to
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be understood via duality
〈ψ, (Gm+ ϕ)n〉(H˙1)⊗n = (n− 1)
∫
(R2)n
[
n∏
i=1
|ki|2
]
χm(k1, k2, k1 + k2)
(k⊥1 · (k1 + k2))((k1 + k2) · k2)
|k1|2|k2|2
×ϕˆn−1(k1 + k2, k3:n)ψˆn(k1:n)dk1 · · · dkn
= (n− 1)
∫
(R2)n
[
n∏
i=3
|ki|2
]
χm(k1, k2, k1 + k2)(k
⊥
1 · (k1 + k2))((k1 + k2) · k2)
×ϕˆn−1(k1 + k2, k3:n)ψˆn(k1:n)dk1 · · · dkn.
In order to check that this definition is correct, we need to make sure that whenever ϕˆn−1 is
supported in Zn−1 or when ψˆ is supported in Zn the result is zero. This is obvious for ψˆ,
so let us check it for ϕˆn−1. Assume ϕˆn−1 is supported in Zn−1, then either k1 + k2 = 0 or
ki = 0 for some i = 3, . . . , n. In the first case the result is zero due to the multiplicative factor
(k⊥1 · (k1 + k2))((k1 + k2) · k2), while in the second the result is again zero because of the factor∏n
i=3 |ki|2. The same works for G− since it is the adjoint of G+.
The expression of the norms, and therefore the results about the estimates on the operator
and so on, are exactly the same as in the periodic setting modulo changing the sums into
integrals. As already shown in Section 4 for the torus case, the existence and uniqueness result
for the Kolmogorov backward equation yields, via duality, uniqueness of solutions to the cylinder
martingale problem also for the case of the whole space R2.
A Some auxiliary results
Lemma 16 Let C, β > 0, α > (d+ β)/(2θ). Then, for every λ large,
λ−2
∑
p∈λ−1Zd
|p|β
(|p|2θ + |k − p|2θ + C)α . (|k|
2θ + C)(β+d)/(2θ)−α, k ∈ λ−1Zd,
uniformly in λ.
Proof Since |p|2θ + |k − q|2θ & |p|2θ + |k|2θ, we have
λ−2
∑
p
|p|β
(|p|2θ+|k−p|2θ+C)α .
∫
Rd
|y|β
(|y|2θ+|k|2θ+C)αdy
By scaling ∫
Rd
|y|β
(|y|2θ + |k|2θ + C)α dy = (|k|
2θ + C)(β+d)/2θ−α
∫
Rd
|y|β
(|y|2θ + 1)α dy
and the integral is finite if β − 2θα < −d. ✷
Lemma 17 We have, for any T > 0, γ > 0,
sup
06t6T
‖(1 +N )p(1 − Lθ)1+γψ(t)‖ 6 ‖(1 +N )p(1− Lθ)1+γψ(0)‖
+ sup
06t6T
‖(1 +N )p(1− Lθ)γ(∂t − (1− Lθ))ψ(t)‖.
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Proof The proof is standard and proceeds by spectral calculus. Write Ψ(t) := (∂t−(1−Lθ))ψ(t)
Ψi(s) = 1|1−Lθ|∼2iΨ(s),
where 1|1−Lθ|∼2i denotes a dyadic partition of unity such that ‖ϕ‖2 ≈
∑
i ‖1|1−Lθ|∼2iϕ‖2 for
any ϕ.
Let St = e
−t(1−Lθ), so that
ψ(t) = Stψ(0) +
∫ t
0
St−sΨ(s)ds.
Then, using ‖(1−Lθ)1+γSt−sψ‖ . ((t− s)−1−γ ∨ 1)‖ψ‖ and ‖(1−Lθ)1+γ1|1−Lθ|∼2i‖ . 2(1+γ)i,
and letting δ = 2−i, we have∥∥∥(1 − Lθ)1+γ ∫ t0 St−sΨi(s)ds∥∥∥
6
∥∥∥(1 − Lθ)1+γ ∫ t−δ0 St−sΨi(s)ds∥∥∥+ ∥∥∥(1− Lθ)1+γ ∫ tt−δ St−sΨi(s)ds∥∥∥
.
∫ t−δ
0 ((t− s)−1−γ ∨ 1)‖Ψi(s)‖ds+ 2(1+γ)i
∫ t
t−δ ‖St−sΨi(s)‖ds
. (δ−γ + 2i(1+γ)δ) sup06s6T ‖Ψi(s)‖
. 2iγ sup06s6T ‖Ψi(s)‖
. sup06s6T ‖(1− Lθ)γΨi(s)‖,
and, as a consequence,∥∥∥(1− Lθ)1+γ ∫ t0 St−sΨ(s)ds∥∥∥2 . ∑i ∥∥∥(1 − Lθ)1+γ ∫ t0 St−sΨi(s)ds∥∥∥2
. sup06s6T
∑
i ‖(1− Lθ)γΨi(s)‖2
. sup06s6T ‖(1− Lθ)γΨ(s)‖2.
Therefore, since N commutes with Lθ, we also have
sup
06t6T
‖(1 +N )p(1− Lθ)1+γψ(t)‖ 6 ‖(1 +N )p(1 − Lθ)1+γψ(0)‖
+ sup
06t6T
‖(1 +N )p(1− Lθ)γΨ(s)‖,
that is the claimed estimate. ✷
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