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Abstract
In this paper we use an orthogonal system of the Jacobi polynomials as a tool to study fractional
integration and differentiation operators in the Riemann-Liouville sense on a compact of the real axis.
This approach has some advantages and allows us to complete a known fractional calculus results
by reformulating them in a new quality. The proved theorem on acting of the fractional integration
operator is formulated in terms of the Jacobi coefficients and is of particular interest. We obtain
a sufficient condition for the representation of a function by the fractional integral in terms of the
Jacobi coefficients. We consider several modifications of the Jacobi polynomials what gives us an
opportunity to study an invariant property of the Riemann-Liouville operator. As we have shown
in this direction, the fractional integration operator acting in weighted Lebesgue spaces of summable
with square functions has a sequence of included invariant subspaces.
Keywords: Fractional derivative; fractional integral; Riemann-Liouville operator; Jacobi polynomials; Legendre
polynomials; invariant subspace.
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1 Introduction
In this paper the first our aim is reformulating of well-known theorems on acting of the Riemann-
Liouville operator in terms of expansion in the Jacoby series. In spite of that this type of problems was
well studied by such mathematicians as Rubin B.S. [28],[29],[30], Vakulov B.G [37], Samko S.G. [33],[34],
Karapetyants N. K. [13],[14] in several spaces and for various generalizations of the fractional integration
operator, the method suggested in this work alow us to notice interesting properties of the operators of
fractional integration and differentiation.
The question on existence of a non-trivial invariant subspace for an arbitrary linear operator acting
in a Hilbert space is still relevant for today. In 1935 J. von Neumann proved that an arbitrary non-zero
compact operator acting in a Hilbert space has a non-trivial invariant subspace [2]. This approach had
got further generalizations in the works [3],[8], but the established results are based on the compact
property. In a general case the results [18],[21] are particular of interest. The overview of results in this
direction can be found in [10],[5],[9]. Due to many difficulties in solving of this problem in general case
some scientists have paid attention to special cases and one of these cases was the Volterra integration
operator acting in the Lebesgue space of summable with square functions on a compact of the real axis.
The invariant subspaces of this operator were carefully studied and described in the papers [4],[6],[12].
The second of our aims is studying invariant subspaces of the Riemann-Liouville fractional integration
operator acting in the weighted Lebesgue space of summable with square functions on a compact of the
real axis.
1
Throughout this paper we consider complex functions of a real variable, we use the following deno-
tation for weighted complex Lebesgue spaces Lp(I, ω), 1 ≤ p <∞, where I = (a, b) is an interval of the
real axis and the weighted function ω is a real-valued function. If ω = 1, then we use the notation Lp(I).
The orthonormal system of the Jacoby polynomials we denote as
p (β,γ)n (x) = δn(β, γ) y
(β,γ)
n (x), n ∈ N0,
where a normalized multiplier defined in the following expression
δn(β, γ) = (−1)n
√
β + γ + 2n+ 1
(b− a)n+(β+γ+1)/2 ·
√
Γ(β + γ + n+ 1)
n!Γ(β + n+ 1)Γ(γ + n+ 1)
,
δ0(β, γ) =
1√
Γ(β + 1)Γ(γ + 1)
, β + γ + 1 = 0,
and the orthogonal polynomials are defined as
y(β,γ)n (x) = (x− a)−β(b− x)−γ
dn
dxn
[
(x− a)β+n(b− x)γ+n
]
, β, γ > −1.
We use the following functions for convenience
ϕ(β,γ)n (x) = (x− a)n+β(b− x)n+γ .
If a misunderstanding cannot appear, then for convenience we can use the shorthand denotations in
various parts of this work
p (β,γ)n (x) := pn(x), y
(β,γ)
n (x) := yn(x), ϕ
(β,γ)
n (x) := ϕn(x), δn(β, γ) := δn.
In such cases we would like reader to see carefully the denotations corresponding to the concrete para-
graph. In particular in the case of the Jacobi polynomials, when β = γ = 0, we have the Legendre
polynomials. If we have the Hilbert space L2(I), then the Legendre orthonormal system has a basis
property due to the general property of complete orthonormal systems in Hilbert spaces, but the ques-
tion on the basis property of the Legendre system for arbitrary p ≥ 1 had been still relevant until half of
the last century. In the direction of this problem solving the following works are known [25],[26],[27],[23].
Particularly in [25] Pollard H. is proved that the Legendre system has a basis property in the case
3/4 < p < 4 and for the values of p ∈ [1, 4/3] ∪ [4,∞), the Legendre system does not have a basis prop-
erty in Lp(I) space. The cases p = 4/3, p = 4 were considered by Newman J. and Rudin W. in the paper
[23] there proved that in these cases the Legendre system also does not have a basis property in Lp(I)
space. It is worth seing that was proved by Pollard H. the criterion of a basis property for the Jacobi
polynomials in the work [27]. There formulated the theorem proposed that the Jacobi polynomials have
a basic property in the space Lp(I0, ω), I0 := (−1, 1), β, γ ≥ −1/2, M(β, γ) < p < m(β, γ) and do not
have a basis property when p < M(β, γ) or p > m(β, γ), where
m(β, γ) = 4min
{
β + 1
2β + 1
,
γ + 1
2γ + 1
}
, M(β, γ) = 4max
{
β + 1
2β + 3
,
γ + 1
2γ + 3
}
.
However, this result was subsequently improved by Muckenhoupt B. in [20]. Using the liner transform
l : [−1, 1]→ [a, b], y = b− a
2
x+
b+ a
2
,
in an obvious way, we can extend all results of the orthonormal polynomials theory obtained for the
segment [−1, 1]. We use the denotation Skf :=
k∑
n=0
fnpn, k ∈ N0, where fn are the Jacobi coefficients of
the function f.
2
Using the denotations of [31] let us define respectively the left-side, right-side fractional integrals and
the fractional derivative of a real order by the following
(
Iαa+f
)
(x) =
1
Γ(α)
x∫
a
f(t)
(x− t)1−α dt,
(
Iαb−f
)
(x) =
1
Γ(α)
b∫
x
f(t)
(t− x)1−α dt, f ∈ L1(I);
(
Dαa+f
)
(x) =
dn
dxn
(
In−αa+ f
)
(x), f ∈ Iαa+(L1);
(
Dαb−f
)
(x) = (−1)n d
n
dxn
(
In−αa+ f
)
(x), f ∈ Iαb−(L1),
α > 0, n = [α] + 1,
where Iαa+(L1), I
α
b−(L1) are the classes of functions which can be represented by the fractional integrals
(see[31]). Further, we use as a domain of definition of the fractional differentiation operators mainly
polynomials on which these operators are well defined. We use the shorthand notation L2 := L2(I) and
denote by (·, ·) an inner product in the Hilbert space L2(I). Following to Definition 1.5 [31, p.23], we
consider the class Hλ0 (I¯ , r) := {f : f(x)r(x) ∈ Hλ(I¯), f(a)r(a) = f(b)r(b) = 0} with the norm
‖f‖Hλ0 (I¯ ,r) = maxx∈I |f(x)r(x)|+ supx1,x2∈I
x1 6=x2
|f(x1)r(x1)− f(x2)r(x2)|
|x1 − x2|λ , r(x) = (x− a)
β(b− x)γ , β, γ ∈ R.
Denote positive real constants by C,Ci, i ∈ N. We mean that a value of C can be different in various
parts of formulas but values of Ci, i ∈ N are certain. For convenience, we use the special denotation(
η
µ
)
:= Γ(η + 1)/Γ(η − µ+ 1), η, µ ∈ R, µ 6= −1,−2, ... .
2 Auxiliary formulas and propositions
1. In further, we need the following formulas for n-multiple integrals. In assumption that ϕ ∈ L1(I), we
have
1
Γ(α−m)
x∫
a
dx
x∫
a
dx...
x∫
a︸ ︷︷ ︸
m+1 integrals
ϕ(t)(x − t)α−m−1dt = 1
Γ(α)
x∫
a
(x− t)α−1ϕ(t)dt;
1
Γ(α−m)
b∫
x
dx
b∫
x
dx...
b∫
x︸ ︷︷ ︸
m+1 integrals
ϕ(t)(t−x)α−m−1dt = 1
Γ(α)
b∫
x
(t−x)α−1ϕ(t)dt, m =
{
[α], α ∈ R+ \ N,
[α]− 1, α ∈ N. (1)
Let f(x) ∈ ACn(I¯), n ∈ N, then using the previous formulas we have the representations
f(x) =
1
(n− 1)!
x∫
a
(x− t)n−1f (n)(t)dt+
n−1∑
k=0
f (k)(a)
k!
(x− a)k;
f(x) =
(−1)n
(n− 1)!
b∫
x
(t− x)n−1f (n)(t)dt+
n−1∑
k=0
(−1)k f
(k)(b)
k!
(b− x)k.
3
Under assumptions f ∈ ACn(I¯), n = [α] + 1 the next formulas follows from the previous due to the
Theorem 2.5 (case 1) [31, p.51] and the formula of fractional differentiation of a power function. Thus
in the left-side case
(Dαa+f)(x) =
n−1∑
k=0
f (k)(a)
Γ(k + 1− α) (x− a)
k−α +
1
Γ(n− α)
x∫
a
f (n)(t)
(x− t)α−n+1 dt (2)
and in the right-side case
(Dαb−f)(x) =
n−1∑
k=0
(−1)k f
(k)(b)
Γ(k + 1− α)(b− x)
k−α +
(−1)n
Γ(n− α)
b∫
x
f (n)(t)
(t− x)α−n+1 dt. (3)
2. Consider the orthonormal Jacobi polynomials in the form of the shorthand notation
p(β,γ)n (x) = δnyn(x) = δn(x− a)−β(b− x)−γϕ(n)n (x), β, γ > −1/2, n ∈ N0.
We need some simple formulas. Using the Leibnitz formula, we get
ϕ(k)n (x) =
k∑
i=0
Cik
[
(x− a)n+β
](k−i) [
(b− x)n+γ](i) = k∑
i=0
Cik
[
(x− a)n+β
](i) [
(b− x)n+γ](k−i) =
=
k∑
i=0
(−1)iCik
(n+β
k−i
)
(x− a)n+β−k+i(n+γi )(b− x)n+γ−i=
=
k∑
i=0
(−1)k+iCik
(n+β
i
)
(x− a)n+β−i(n+γk−i)(b− x)n+γ−k+i, k ≤ n.
Hence
yn(x) =
n∑
i=0
(−1)iCin
(n+β
n−i
)
(x− a)i(n+γi )(b− x)n−i = n∑
i=0
(−1)n+iCin
(n+β
i
)
(x− a)n−i(n+γn−i)(b− x)i. (4)
Using a Leibnitz formula against, we have
y(k)n (x) =
n∑
i=0
(−1)iCin
(
n+β
n−i
)(
n+γ
i
) k∑
j=0
Cjk
[
(x− a)i](j) [(b− x)n−i](k−j) =
=
n∑
i=0
(−1)iCin
(n+β
n−i
)(n+γ
i
) i∑
j=c
(−1)k+jCjk
(i
j
)
(x− a)i−j(n−ik−j)(b− x)n+j−i−k, (5)
where
c = max {0 , k + i− n} , k ≤ n .
It implies that
y(k)n (a) = (−1)k(b− a)n−k
n∑
i=0
Cin
(n+β
n−i
)(n+γ
i
)
Cik
(n−i
k−i
)
i!, k ≤ n, (6)
and
p(k)n (a)=
(−1)n+k√β + γ + 2n+ 1
(b− a)k+(β+γ+1)/2 ·
√
Γ(β + γ + n+ 1)
n!Γ(β + n+ 1)Γ(γ + n+ 1)
n∑
i=0
Cin
(n+β
n−i
)(n+γ
i
)
Cik
(n−i
k−i
)
i!, k ≤ n.
4
Analogously, we get
y(k)n (x) =
n∑
i=0
(−1)n+iCin
(n+β
i
)(n+γ
n−i
) k∑
j=0
Cjk
[
(x− a)n−i]k−j [(b− x)i]j =
=
n∑
i=0
(−1)n+iCin
(n+β
i
)(n+γ
n−i
) i∑
j=c
(−1)iCjk
(n−i
k−j
)
(x− a)n+j−i−k(ij)(b− x)i−j , k ≤ n. (7)
Hence
y(k)n (b) = (−1)n(b− a)n−k
n∑
i=0
Cin
(n+β
i
)(n+γ
n−i
)
Cik
(n−i
k−i
)
i!, k ≤ n. (8)
and
p(k)n (b) =
√
β + γ + 2n+ 1
n!(b− a)k+(β+γ+1)/2 ·
√
n!Γ(β + γ + n+ 1)
Γ(β + n+ 1)Γ(γ + n+ 1)
n∑
i=0
Cin
(n+β
n−i
)(n+γ
i
)
Cik
(n−i
k−i
)
i!, k ≤ n.
Denote C
(k)
n (β, γ) := (−1)n+kp(k)n (a)(b−a)k , then p(k)n (b)(b−a)k = C(k)n (γ, β). Taking into considerations
these denotations, using the decomposition in the Taylor series for the Jacobi polynomials, we get
p(β,γ)n (x) =
n∑
k=0
(−1)n+k(b− a)−kC
(k)
n (β, γ)
k!
(x− a)k =
n∑
k=0
(−1)k(b− a)−kC
(k)
n (γ, β)
k!
(b− x)k.
Applying the formula of fractional integration of a power function [31], we obtain
(Iαa+pn)(x) =
n∑
k=0
(−1)n+k(b− a)−k C
(k)
n (β, γ)
Γ(k + 1 + α)
(x− a)k+α,
(Iαb−pn)(x) =
n∑
k=0
(−1)k(b− a)−k C
(k)
n (γ, β)
Γ(k + 1 + α)
(b− x)k+α.
Also using the formula of fractional differentiation of a power function, we have
(Dαa+pn)(x) =
n∑
k=0
(−1)n+k(b− a)−k C
(k)
n (β, γ)
Γ(k + 1− α) (x− a)
k−α,
(Dαb−pn)(x) =
n∑
k=0
(−1)k(b− a)−k C
(k)
n (γ, β)
Γ(k + 1− α) (b− x)
k−α.
Using the formula of integrating by parts, we obtain
b∫
a
pm(x)(I
α
a+pn)(x)ω(x)dx = δm
b∫
a
ϕ(m)m (x)(I
α
a+pn)(x)dx =
= −δm
b∫
a
ϕ(m−1)m (x)(I
α
a+pn)
(1)(x)dx = (−1)mδm
b∫
a
ϕm(x)(I
α
a+pn)
(m)(x)dx =
= (−1)mδm
b∫
a
ϕm(x)
n∑
k=0
(−1)n+k(b− a)−k C
(k)
n (β, γ)
Γ(k + 1 + α)
(
k+α
m
)
(x− a)k+α−mdx =
5
= (−1)mδm
b∫
a
n∑
k=0
(−1)n+k(b− a)−k C
(k)
n (β, γ)
Γ(k + α−m+ 1)(x− a)
k+α+β(b− x)m+γdx =
= (−1)m+n(b− a)α+β+γ+m+1δm
n∑
k=0
(−1)kC
(k)
n (β, γ)B(α + β + k + 1, γ +m+ 1)
Γ(k + α−m+ 1) =
= (−1)nδˆm
n∑
k=0
(−1)kC
(k)
n (β, γ)B(α + β + k + 1, γ +m+ 1)
Γ(k + α−m+ 1) ,
where
δˆm = (b− a)α+(β+γ+1)/2
√
(β + γ + 2m+ 1)Γ(β + γ +m+ 1)
m!Γ(β +m+ 1)Γ(γ +m+ 1)
.
Absolutely analogously, we get
(pm, I
α
b−pn)L2(I,ω) = (−1)mδˆm
n∑
k=0
(−1)kC
(k)
n (γ, β)B(α + γ + k + 1, β +m+ 1)
Γ(k + α−m+ 1) .
Denote by
Aα,β,γmn = δˆm
n∑
k=0
(−1)k C
(k)
n (β, γ)B(α + β + k + 1, γ +m+ 1)
Γ(k + α−m+ 1) ,
then we have
(pm, I
α
a+pn)L2(I,ω) = (−1)nAα,β,γmn , (pm, Iαb−pn)L2(I,ω) = (−1)mAα,γ,βmn . (9)
We do not take under a careful consideration the following formulas proof because of the absolute
analogue with the case corresponding to the fractional integration operators
(pm,D
α
a+pn)L2(I,ω) = (−1)nA−α,β,γmn , (pm,Dαb−pn)L2(I,ω) = (−1)mA−α,γ,βmn . (10)
Thus, we have the following matrix form of notations. Assume that α ∈ (−1, 1), let us denote
Aα,β,γ+ :=


Aα,β,γ00 −Aα,β,γ01 ...
Aα,β,γ10 −Aα,β,γ11 ...
·
·
· ...

 , A
α,γ,β
− :=


Aα,γ,β00 A
α,γ,β
01 ...
−Aα,γ,β10 −Aα,γ,β11 ...
·
·
· ...

 . (11)
This matrix form of the notation allows us to get a complete description of the integro-differentiation
operators acting in the weighted spaces Lp(I, ω), 1 ≤ p < ∞. Consider the so-called ultraspherical case
β = γ. Using algebraic methods, we can easily show that
(
Aα,β,β+
)∗
= Aα,β,β− . In fact, we can also obtain
this equality using the operator method. In view of the above, we can define a real part of the matrix
Aα,β,β+ by the following
Aα,β =
1
2
(
Aα,β,β+ +A
α,β,β
−
)
=


Aα,β,β00 0 A
α,β,β
02 ...
0 Aα,β,β11 0 ...
Aα,β,β20 0 A
α,β,β
22 ...
·
·
· ...


.
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In contrast to the Legendre case the matrix Aα,β is non-symmetric. It becomes clear in aggregate with
the information on the properties of the potential operator Iαab acting in the space L2(I, ω). Using the
Dirichlet formula we can verify that the operator Iαab is non-symmetric if we have understood one as an
operator acting as follows Iαab : L2(I, ω)→ L2(I, ω).
The results established for the left-side case in the following are also true for the right-side case. This
can be proved by repeating the reasoning.
3. The following lemma aims to establish more simplified and at the same time applicable form of
the results proved in theorems 3.10 [31, p.72], 3.12 [31, p.75] and devoted to the description of acting
Iαa+ : Lp(I, ω)→ Lp(I, ω) in some assumptions related to the weighted function and an index p.
Lemma 1. Consider Lp(I, ω), ω(x) = (x−a)β(b−x)γ , −1/2 ≤ β, γ ≤ 1/2, M(β, γ) < p < m(β, γ). The
Riemann-Liouville operator Iαa+, α ∈ (0, 1) boundary acts in the space Lp(I, ω), the following estimate
holds
‖Iαa+f‖Lp(I,ω) ≤ C‖f‖Lp(I,ω), f ∈ Lp(I, ω). (12)
Proof. We have the condition −1/2 ≤ β ≤ 1/2. By easy calculations we can verify that β satisfy the
inequality 2t2 + t− 1 < 0. We have obvious reasonings
2t2 + t− 1 ≤ 0; 2t2 + 3t ≤ 2t+ 1; t ≤ 2t+ 1
2t+ 3
; t+ 1 ≤ 4 t+ 1
2t+ 3
.
Let us substitute β instead of t, then we have
β + 1 ≤ 4 β + 1
2β + 3
≤M(β, γ) < p.
Hence β < p− 1. We have an absolutely analogous consideration for γ i.e. γ < p− 1.
i) p < 1/α. If we have γ > αp− 1, then in accordance with Theorem 3.10 [31, p.72], we get in this case
‖Iαa+f‖Lq(I,r) ≤ C‖f‖Lp(I,ω), q = p/(1− αp), r(x) = (x− a)
βq
p (b− x)γqp . (13)
Using the Holder inequality, we get

 b∫
a
∣∣Iαa+f ∣∣p ω dx


1
p
=

 b∫
a
∣∣∣ω 1p Iαa+f ∣∣∣p dx


1
p
≤ C

 b∫
a
∣∣Iαa+f ∣∣q ω qpdx


1
q
= C

 b∫
a
∣∣Iαa+f ∣∣q rdx


1
q
.
Thus, using (13) we obtain (12). If we have γ ≤ αp− 1, then we have the following reasoning

 b∫
a
∣∣Iαa+f ∣∣p ω dx


1
p
=

 b∫
a
∣∣∣(x− a)βp Iαa+f(x)∣∣∣p (b− x)γ dx


1
p
=
=

 b∫
a
∣∣∣(x− a)βp Iαa+f(x)∣∣∣p (b− x)γξ (b− x) γξ′ dx


1
p
= I1, ξ = 1/(1 − αp).
Using the Holder inequality, we get
I1 =

 b∫
a
∣∣∣(x− a)βp (b− x) γp ξ Iαa+f(x)∣∣∣p (b− x) γξ′ dx


1
p
≤
7
≤

 b∫
a
∣∣∣(x− a)βp (b− x) γp ξ Iαa+f(x)∣∣∣pξ dx


1
pξ
×

 b∫
a
(b− x)γ dx


1
pξ′
=
C

 b∫
a
∣∣Iαa+f(x)∣∣q (x− a)βqp (b− x)γ dx


1
q
≤ C

 b∫
a
∣∣Iαa+f(x)∣∣q (x− a)βqp (b− x)ν dx


1
q
, −1 < ν < γ.
Applying Theorem 3.10 [31, p.72], we obtain

 b∫
a
∣∣Iαa+f(x)∣∣q (x− a)βqp (b− x)ν dx


1
q
≤ C‖f‖Lp(I,ω).
Hence (12) is fulfilled.
ii) 1/α < p. We have several cases.
a) γ ≤ 0 or γ > αp− 1. Applying Theorem 3.8 [31, p.69] in the case γ ≤ 0, we obtain
‖Iαa+f‖Hα−1/p0 (I,r1) ≤ C

 b∫
a
|f(x)|p (x− a)βdx


1
p
≤ C

 b∫
a
|f(x)|p ω(x)dx


1
p
,
where r1(x) = (x− a)
β
p . We have the following

 b∫
a
∣∣Iαa+f ∣∣p ω(x)dx


1
p
=

 b∫
a
∣∣∣(x− a)βp Iαa+f ∣∣∣p (b− x)γdx


1
p′
≤ ‖Iαa+f‖Hα−1/p0 (I,r1)

 b∫
a
(b− x)γdx


1
p
= C‖Iαa+f‖Hα−1/p0 (I,r1).
Hence (12) is fulfilled. Making an easy reasoning, we get the following in the case γ > αp − 1

 b∫
a
∣∣Iαa+f(x)∣∣p ω(x)dx


1
p
=

 b∫
a
∣∣∣(x− a)βp (b− x)γp Iαa+f(x)∣∣∣p dx


1
p
≤ C‖Iαa+f(x)‖Hα−1/p0 (I,r1),
where r1(x) = (x− a)
β
p (b− x)γp . Applying Theorem 3.12 [31, p.75], we obtain
‖Iαa+f‖Hα−1/p0 (I,r1) ≤ C

 b∫
a
|f(x)|p ω(x)dx


1
p
.
Hence (12) is fulfilled.
b) p ≤ 2, 0 < γ ≤ αp− 1. As a consequence of the condition p ≤ 2, we have γ − (αp− 1) > −1. Making
an easy reasoning, we get

 b∫
a
∣∣Iαa+f ∣∣p ω(x)dx


1
p
=

 b∫
a
∣∣∣(x− a)βp (b− x) θp Iαa+f(x)∣∣∣p (b− x)γ−θdx


1
p
≤
8
≤ ‖Iαb−ϕm‖Hα−1/p0 (I,r1)

 b∫
a
(b− x)γ−θdx


1
p
,
where θ = (αp−1)+p δ, δ > 0, r1(x) = (x−a)
β
p (b−x) θp . Note that due to the relation γ−(αp−1) > −1,
for sufficient small δ > 0, we get the following

 b∫
a
(b− x)γ−θdx


1
p
<∞.
Applying Theorem 3.12 [31, p.75], we obtain
‖Iαa+f‖Hα−1/p0 (I,r1) ≤ C

 b∫
a
|f(x)|p ω(x)dx


1
p
.
Hence (12) is fulfilled.
c) p > 2, 0 < γ ≤ αp− 1. In this case we should consider several subcases.
c1) p′ > 1/α. If β ≥ 0, then at first we should note that ϕ(m)m (x)(b− x)−γ ∈ L∞(I). It can be verified by
easy calculation. Hence
b∫
a
|ϕ(m)m (x)|p
′
(b− x)γ(1−p′)dx <∞. (14)
Making an easy reasoning, we have

 b∫
a
∣∣∣Iαb−ϕ(m)m ∣∣∣p′ ω1−p′(x)dx


1
p′
=

 b∫
a
∣∣∣∣(b− x)γ(1−p′)p′ Iαb−ϕ(m)m (x)
∣∣∣∣p
′
(x− a)β(1−p′)dx


1
p′
≤
≤ ‖Iαb−ϕ(m)m (x)‖Hα−1/p′0 (I,r1)

 b∫
a
(x− a)β(1−p′)dx


1
p′
,
where r1(x) = (b−x)γ(1−p′)/p′ . Solving the quadratic equality we can verify that in the assumptions 0 <
β ≤ 1/2, we have 4(β+1)/(2β+1) ≤ (β+1)/β. Since we can verify that p′ < m(β, γ) ≤ 4(β+1)/(2β+1),
then p′ < (β + 1)/β or β(1− p′) > −1. Hence

 b∫
a
∣∣∣Iαb−ϕ(m)m ∣∣∣p′ ω1−p′(x)dx


1
p′
≤ C‖Iαb−ϕ(m)m (x)‖Hα−1/p′0 (I,r1).
It is obvious that γ(1 − p′) < p′ − 1. Applying relation (14), Theorem 3.8 [31, p.69], we obtain
‖Iαb−ϕ(m)m (x)‖Hα−1/p′0 (I,r1) ≤ C

 b∫
a
∣∣∣ϕ(m)m (x)∣∣∣p′ (b− x)γ(1−p′)dx


1
p′
<∞.
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Since β(1− p′) ≤ 0, then we get

 b∫
a
∣∣∣ϕ(m)m (x)∣∣∣p′ (b− x)γ(1−p′)dx


1
p′
≤ (b− a)β(p′−1)

 b∫
a
∣∣∣ϕ(m)m (x)∣∣∣p′ (x− a)β(1−p′)(b− x)γ(1−p′)dx


1
p′
=
= (b− a)β(p′−1)

 b∫
a
|pm(x)|p
′
(x− a)β(b− x)γdx


1
p′
.
Taking into consideration said above, we obtain

 b∫
a
∣∣∣Iαb−ϕ(m)m ∣∣∣p′ ω1−p′(x)dx


1
p′
≤ C‖pm‖Lp′ (I,ω), m ∈ N0. (15)
Thus, we get ω−1Iαb−ϕ
(m)
m ∈ Lp′(I, ω). Using the Holder inequality and the previous reasoning we can
provide the following
I2 =
∣∣∣∣∣∣
b∫
a
f(x)dx
b∫
x
ϕ(m)m (t)(t− x)α−1dt
∣∣∣∣∣∣ =
∣∣∣∣∣∣
b∫
a

ω−1(x)
b∫
x
ϕ(m)m (t)(t− x)α−1dt

 f(x)ω(x)dx
∣∣∣∣∣∣
≤


b∫
a
|f(x)|pω(x)dx


1/p


b∫
a
∣∣∣∣∣∣ω−1(x)
b∫
x
ϕ(m)m (t)(t− x)α−1dt
∣∣∣∣∣∣
p′
ω(x)dx


1/p′
≤ C‖f‖Lp(I,ω) ‖pm‖Lp′ (I,ω) <∞, f ∈ Lp(I, ω), m ∈ N0.
Hence in accordance with one of the consequences of the Fubini theorem we can use the Dirichlet formula,
we get (
Iαa+f, pm
)
L2(I,ω)
=
(
f, ω−1Iαb−ϕ
(m)
m
)
L2(I,ω)
, m ∈ N0. (16)
Consider the functional
lf (pm) =
(
Iαa+f, pm
)
L2(I,ω)
=
(
f, ω−1Iαb−ϕ
(m)
m
)
L2(I,ω)
.
In consequence of (15), we have
|lf (pm)| ≤ C‖f‖Lp(I,ω)‖pm‖Lp′(I,ω), m ∈ N0. (17)
It is easy to see, we can consider the previous inequality is true for all linear combinations
|lf (Lm)| ≤ C‖f‖Lp(I,ω)‖Lm‖Lp′ (I,ω), Lm :=
m∑
n=0
cnpn, cn = const, m ∈ N0. (18)
Since we can check that M(β, γ) < p′ < m(β, γ) in an easy way, then in accordance with the results [27]
the system pm has a basis property in the space Lp′(I, ω). Therefore, we can make passing to the limit
in (18). Thus we obtain
|lf (g)| ≤ C‖f‖Lp(I,ω)‖g‖Lp′ (I,ω), ∀g ∈ Lp′(I,ω). (19)
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In the terms of the previous denotation, we have
| (Iαa+f, g)L2(I,ω) | ≤ C‖f‖Lp(I,ω)‖g‖Lp′ (I,ω), ∀g ∈ Lp′(I,ω).
This inequality can be rewritten in the following form∣∣∣∣∣∣
(
Iαa+f
‖f‖Lp(I,ω)
, g
)
L2(I,ω)
∣∣∣∣∣∣ ≤ C‖g‖Lp′ (I,ω), ∀g ∈ Lp′(I,ω),
where norm in the brackets is understood as Lp(I, ω) norm. Consequently the set
F :=
{
Iαa+f
‖f‖Lp(I,ω)
, f ∈ Lp(I, ω)
}
is weekly bounded. Hence in accordance with the known theorem this set is bounded in the sense of
norm Lp(I, ω). It implies that (12) holds.
If β < 0, then it is easy to see that β(1 − p′) − αp′ + 1 > −1. In assumptions β(p′ − 1) ≤ αp′ − 1,
making an easy reasoning we have

 b∫
a
∣∣Iαb−ϕm∣∣p′ ω1−p′(x)dx


1
p′
=

 b∫
a
∣∣∣∣(x− a) θp′ (b− x)γ(1−p′)p′ Iαb−ϕm(x)
∣∣∣∣p
′
(x− a)β(1−p′)−θdx


1
p′
≤
≤ ‖Iαb−ϕm(x)‖Hα−1/p′0 (I,r1)

 b∫
a
(x− a)β(1−p′)−θdx


1
p′
,
where θ = (αp′ − 1) + p′δ, δ > 0, r1(x) = (x − a)θ/p′(b − x)γ(1−p′)/p′ . Hence, due to the condition
β(1− p′)− θ > −1, for sufficient small δ > 0, we get the following

 b∫
a
∣∣Iαb−ϕm∣∣p′ ω1−p′(x)dx


1
p′
≤ C‖Iαb−ϕm(x)‖Hα−1/p′0 (I,r1).
On the other hand, in assumptions β(1− p′) > αp′ − 1, we can evaluate directly

 b∫
a
∣∣Iαb−ϕm∣∣p′ ω1−p′(x)dx


1
p′
=

 b∫
a
∣∣∣∣(x− a)β(1−p′)p′ (b− x)γ(1−p′)p′ Iαb−ϕm(x)
∣∣∣∣p
′
dx


1
p′
≤
≤ C‖Iαb−ϕm(x)‖Hα−1/p′0 (I,r1),
where r1(x) = (x− a)
β(1−p′)
p′ (b− x)
γ(1−p′)
p′ . Applying Theorem 3.12 [31, p.75] in both subcases, we obtain
‖Iαb−ϕm(x)‖Hα−1/p′0 (I,r1) ≤ C

 b∫
a
|ϕm(x)|p
′
ω1−p
′
(x)dx


1
p′
=

 b∫
a
|pm(x)|p
′
ω(x)dx


1
p′
.
Hence (15) holds in both subcases. Using the absolutely analogous reasonings, we come to (12).
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c2) p′ < 1/α. If β ≥ 0, then we should use the reasoning of (i) in both cases β(1 − p′) > αp′ − 1 or
β(1− p′) ≤ αp′ − 1, having noticed in the second one that p′ < 2 and as a consequence β(1− p′) > −1.
Thus we get (15) in both cases. Therefore, we obtain (12) in the way considered above.
If β < 0, then taking into consideration that in this case β(1− p′) > αp′− 1 and using the reasoning
of (i), we achieve (15) and in the way considered above, we obtain (12).
iii) α = 1/p. Note, it was proved above that due to conditionM(β, γ) < p < m(β, γ), we have β, γ < p−1.
Assume that p1 = p− ε, ε > 0, β, γ < p1− 1 and consider the subcases γ ≥ 0, γ < 0. If γ ≥ 0, it implies
that γ > p1p
−1 − 1. We have the following reasoning

 b∫
a
|I1/pa+ f |pωdx


1
p
=

 b∫
a
|ω 1p1 I1/pa+ f |pω1−
p
p1 dx


1
p
≤ C

 b∫
a
|I1/pa+ f |qω
q
p1 dx


1
q

 b∫
a
ω
(
1− p
p1
)
ξ′
dx


1
pξ′
,
where q := p ξ = p1/(1 − p1p−1). Thus for sufficient small ε, we obtain
b∫
a
ω
(
1− p
p1
)
ξ′
dx <∞.
Hence, using Theorem 3.10 [31, p.72], we get

 b∫
a
|I1/pa+ f(x)|pω(x)dx


1
p
≤ C

 b∫
a
|I1/pa+ f(x)|qω
q
p1 (x)dx


1
q
≤ C

 b∫
a
|f(x)|p1ω(x)dx


1
p1
.
Since, it is clear that ‖f‖Lp1 (I,ω) ≤ C‖f‖Lp(I,ω), then (12) is fulfilled.
If γ < 0, it implies that we can chose ε so that γ < p1p
−1 − 1. We have the following reasoning

 b∫
a
∣∣∣I1/pa+ f ∣∣∣p ω dx


1
p
=

 b∫
a
∣∣∣∣(x− a) βp1 I1/pa+ f(x)
∣∣∣∣p (x− a)β
(
1− p
p1
)
(b− x)γ
(
1
ξ
+ 1
ξ′
)
dx


1
p
= I1,
where p ξ = p1/(1 − p1p−1) =: q. Using the Holder inequality, we get
I1 =

 b∫
a
∣∣∣∣(x− a) βp1 (b− x) γp ξ I1/pa+ f(x)
∣∣∣∣p (x− a)β
(
1− p
p1
)
(b− x)
γ
ξ′ dx


1
p
≤
≤

 b∫
a
∣∣∣∣(x− a) βp1 (b− x) γp ξ I1/pa+ f(x)
∣∣∣∣pξ dx


1
pξ
×

 b∫
a
(x− a)β
(
1− p
p1
)
ξ′
(b− x)γ dx


1
pξ′
.
We can chose ε so that we will have β (1− p/p1) ξ′ > −1. Consequently
I1 ≤ C

 b∫
a
∣∣∣∣(x− a) βp1 (b− x) γp ξ I1/pa+ f(x)
∣∣∣∣pξ dx


1
pξ
= C

 b∫
a
∣∣Iαa+f(x)∣∣q (x− a)βqp1 (b− x)γ dx


1
q
≤ C

 b∫
a
∣∣Iαa+f(x)∣∣q (x− a)βqp1 (b− x)ν dx


1
q
, −1 < ν < γ.
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Applying Theorem 3.10 [31, p.72], we obtain
 b∫
a
∣∣Iαa+f(x)∣∣q (x− a)βqp (b− x)ν dx


1
q
≤ C‖f‖Lp1 (I,ω).
Due to the inequality ‖f‖Lp1 (I,ω) ≤ C‖f‖Lp(I,ω), we obtain fulfillment of (12).
3 Main results
The previously obtained results give us an opportunity to describe acting of the fractional integration
operator dependently on value of an order α in the case, when one acts in the space Lp(I, ω), 1 < p <
∞, ω(x) = (x− a)β(b− x)γ , β < p − 1, when α < 1/p, and β < p − 1, γ > 0, when 1/p < α < 1 + 1/p.
Thus if p < 1/α, then its acting describes in Theorem 3.10 [31, p.72] according to which, we have
‖Iαa+f‖Lq(I,r) ≤ C‖f‖Lp(I,ω), , q = p/(1− αp);
If 1/p < α < 1 + 1/p, then in accordance with Theorem 3.12 [31, p.75]) we have
‖Iαa+f‖Hλ0 (I¯ ,r) ≤ C‖f‖Lp(I,ω), λ = α− 1/p,
where r(x) = (x − a)β/p(b − x)µ and µ depends on β, γ in both cases (more precisely see [31, p.75]).
Actually the following question is still relevant.”What does happen in the case p = 1/α ?” In the non-
weighted case the approach to description of this question is given in the paper [24], also it can be seen
in more convenient form in paper [31, p.83], where the next relation is written
‖I1/pa+ f‖∗ ≤ C‖f‖Lp(I),
where
‖f‖∗ = sup
J⊂I
mJf , mJf =
1
|J |
∫
J
|f(x)− fJ |dx, fJ =
∫
J
f(x)dx.
In fact, we have no mention on the weighted case in the historical review of monograph [31]. Remarkable
that in contrast to these approaches we can describe acting of the fractional integral for an arbitrary
index M(β, γ) < p < m(β, γ) in terms of the Jacobi coefficients of a function.
Theorem 1. Let the space Lp(I, ω), ω(x) = (x− a)β(b− x)γ such that
M(β, γ) < p < m(β, γ) , −1/2 ≤ β, γ ≤ 1/2, (20)
then the operator Iαa+ acts in the following
Iαa+ : ψm −→ fm,
where
ψ ∈ Lp(I, ω), ψm = (ψ, pm)L2(I,ω), pm := p(β,γ)m (x), fm =
∞∑
n=0
(−1)nψnAα,β,γmn , m ∈ N0.
This theorem can be formulated in matrix terms
Aα,β,γ+ × ψ = f , ∼


Aα,β,γ00 −Aα,β,γ01 ...
Aα,β,γ10 −Aα,β,γ11 ...
·
·
· ...

×


ψ1
ψ2
·
·
·

 =


f0
f1
·
·
·

 .
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Proof. Note, that according to the results of [27] the normalized Jacobi polynomials pn have a basis
property in Lp(I, ω) due to made assumptions (20) related to p. Hence
l∑
n=0
ψnpn
Lp(I,ω)−→ ψ ∈ Lp(I, ω), l→∞.
Since all conditions of Lemma 1 are fulfilled, then applying one we obtain
l∑
n=0
ψnI
α
a+pn
Lp(I,ω)−→ Iαa+
(
∞∑
n=0
ψnpn
)
= Iαa+ψ, l →∞.
Taking into consideration this limit, we get
l∑
n=0
ψn
(
Iαa+pn, pm
)
Lp(I,ω)
=
(
l∑
n=0
ψnI
α
a+pn, pm
)
Lp(I,ω)
−→ (Iαa+ψ, pm)Lp(I,ω) , l→∞.
Applying first formula (9), we obtain
fm =
(
Iαa+ψ, pm
)
Lp(I,ω)
=
∞∑
n=0
(−1)nψnAα,β,γmn .
Thus, using (11) we obtain the matrix form for the statement of this theorem. The proof is complete.
The following result devoted to representation of a function by the fractional integral in terms of the
Jacobi coefficients. Consider the Abel equation in most general assumptions relative to the right part
Iαa+ϕ = f . (21)
It is well known fact (see[31]) if the next conditions hold In−αa+ f ∈ ACn(I¯),
[
(In−αa+ f)
(k)
]
(a) = 0, k =
0, 1, ..., n − 1 , n = [α] + 1, then there exists a unique solution of the Abel equation in the class L1(I).
The following theorem gives us sufficient conditions for solvability of the Abel equation in terms of the
Jacobi coefficients of the right part.
Theorem 2. Let Lp(I, ω), ω(x) = (x − a)β(b − x)γ , −1/2 ≤ β, γ ≤ 1/2, M(β, γ) < p < m(β, γ), the
right part of the Abel equation such that
‖S−αk f‖Lp(I,ω) ≤ C, k ∈ N0,
∣∣∣∣∣
∞∑
n=0
(−1)nfnA−α,β,γmn
∣∣∣∣∣ ∼ m−λ, m→∞, λ ∈ [0,∞), (22)
where
fn = (f, pn)L2(I,ω), pn := p
(β,γ)
n (x), S
−α
k f =
k∑
n=0
fnD
α
a+pn.
Then there exists a unique solution of the Abel equation in the Lebesgue class Lp(I, ω), the existing
solution belongs to the class Lq(I, ω), where: q = p, when 0 ≤ λ ≤ 1/2 ; q = max{p, t}, t < (2s− 1)/(s−
λ), when 1/2 < λ < s, s := 3/2 + max{β, γ} and the value q is arbitrary large, when λ ≥ s. Moreover
the solution ψ is represented by a convergent series in the sense of norm Lq(I, ω)
ψ(x) =
∞∑
m=0
pm(x)
∞∑
n=0
(−1)nfnA−α,β,γmn . (23)
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Proof. Using conditions of this theorem and applying first formula (10), we obtain the following relation
(
S−αk f, pm
)
L2(I,ω)
−→
∞∑
n=0
(−1)nfnA−α,β,γmn , k →∞, m ∈ N0. (24)
In easy calculations, we can verify thatM(β, γ) < p′ < m(β, γ). Hence due to Theorem A [27] the system
of polynomials pn has a basis property in the space Lp′(I, ω). Since relation (24) holds and the sequence{
S−αk f
}∞
0
is bounded in the sense of norm Lp(I, ω), then due to the known theorem, we have that the
sequence
{
S−αk f
}∞
0
converges weakly to some function ψ ∈ Lp(I, ω). Using the properties (see [31]) of
the fractional integration operator, we get
(Skf, pm)L2(I,ω) =
(
Iαa+S
−α
k f, pm
)
L2(I,ω)
=
(
S−αk f, ω
−1Iαb−ϕm
)
L2(I,ω)
.
Let us show that ω−1Iαb−ϕm ∈ Lp′(I, ω). For this purpose consider the functional
l1(f) :=
(
f, ω−1Iαb−ϕm
)
L2(I,ω)
.
Since having used the Holder inequality, due to Lemma 2, we have(
Iαa+f, pm
)
L2(I,ω)
≤ C‖f‖Lp(I,ω)‖pm‖Lp′ (I,ω) <∞, (25)
then in accordance with consequence of the Fubini theorem we can use the Dirichlet formula, we have(
Iαa+f, pm
)
L2(I,ω)
=
(
f, ω−1Iαb−ϕm
)
L2(I,ω)
.
Hence, we can rewrite relation (25) in the following |l1(f)| ≤ C‖f‖Lp(I,ω), ∀f ∈ Lp(I, ω). In consequence
of the Riesz representation theorem we obtain ω−1Iαb−ϕm ∈ Lp′(I, ω). Hence, we get(
S−αk f, ω
−1Iαb−ϕm
)
L2(I,ω)
→ (ψ, ω−1Iαb−ϕm)L2(I,ω) .
Using the Dirichlet formula, we obtain(
ψ, ω−1Iαb−ϕm
)
L2(I,ω)
=
(
Iαa+ψ, pm
)
L2(I,ω)
, m ∈ N0. (26)
Hence
(Skf, pm)L2(I,ω) −→
(
Iαa+ψ, pm
)
L2(I,ω)
, k →∞, m ∈ N0.
If we note that due to the orthogonal property of the Jacobi polynomials we have
(Skf, pm)L2(I,ω) =
{
fm, k ≥ m,
0, k < m
,
then it becomes clear that in view of the above we get(
Iαa+ψ, pm
)
L2(I,ω)
= fm, m ∈ N0.
Since the system pn has a basis property in the space Lp(I, ω) (see [27]) and due to the property of
uniqueness of expansion in the Jacobi series, we obtain the equality Iαa+ψ = f as equality of elements
of the space Lp(I, ω). It is clear this equality implies coincidence of the functions I
α
a+ψ and f almost
everywhere on I. Hence there exists a solution of the Abel equation. Now if we suppose that there
exists other solution φ ∈ Lp(I, ω), then it implies that Iαa+ψ = Iαa+φ a.e. Assume that η ∈ C∞0 (I), it is
clear that (ψ − φ, η) < ∞. Hence, as it was mentioned above, we can use the Dirichlet formula. Using
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the ordinary properties of the fractional integral (see [31]) and Dirichlet formula, we have the following
reasoning
(ψ − φ, η) = (ψ − φ, Iαb−Dαb−η) = (Iαa+[ψ − φ],Dαb−η) = 0.
Hence, if we consider the space Lp(I
′),∀I ′ ⊂ I, we have ψ, φ ∈ Lp(I ′). Since it is clear that C∞0 (I ′) ⊂
C∞0 (I), then we obtain
(ψ − φ, η)L2(I′) = 0, ∀η ∈ C∞0 (I ′).
Since ψ 6= φ, then in accordance with consequence of the Hahn-Banach theorem there exists such element
ϑ ∈ Lp′(I ′), that we have
(ψ − φ, ϑ)L2(I′) = ‖ψ − φ‖Lp(I′) > 0.
On the other hand, we have existence of the sequence {ηn}∞1 ⊂ C∞0 (I ′), so that ηn
Lp′ (I
′)−→ ϑ. Hence
0 = (ψ − φ, ηn)L2(I′) → (ψ − φ, ϑ)L2(I′) .
Thus, we come to contradiction. Hence ψ = φ a.e. on I ′, ∀I ′ ⊂ I. It implies that ψ = φ a.e. on I.
Uniqueness has been proved.
The conclusion of this theorem, that ψ ∈ Lq(I, ω), q = p, when 0 ≤ λ < ∞ was proved above. Let
us show that the existing solution belongs to Lq(I, ω), where q < (2s − 1)/(s − λ), 1/2 < λ < s. As it
was shown above, the function ψ is a weak limit of the sequence
{
S−αk
}∞
0
in the sense of norm Lp(I, ω)
i.e. we have (
S−αk f, pm
)
L2(I,ω)
−→ (ψ, pm)L2(I,ω) , m ∈ N0.
Hence in consequence of (24), we get
ψm = (ψ, pm)L2(I,ω) =
∞∑
n=0
(−1)nfnA−α,β,γmn , m ∈ N0. (27)
By virtue of this theorem conditions, we have
|ψm| ∼ m−λ, m→∞.
Now we need an adopted version of the so-called Zigmund-Marczinkevich theorem (see [19]) that es-
tablishes the following. Let {φn} be an orthoghonal system on the closed interval I¯ and ‖φn‖L∞(I) ≤
Mn, (n = 1, 2, ...), where Mn is monotone increasing sequence of real numbers. If q ≥ 2 and
Ωq(c) =
(
∞∑
n=1
|cn|qnq−2M q−2n
)1/q
<∞, (28)
then the series
∞∑
n=1
cnφn(x) converges in the sense of norm Lq(I) to some function f ∈ Lq(I) and
‖f‖Lq(I) ≤ CΩq(c). We aim to apply this theorem respectively to the case of the Jacobi system, however
we need some auxiliary reasoning. As the matter of fact, we deal with the weighted Lp(I, ω) spaces,
but the Zigmund-Marczinkevich theorem in its pure form formulated in terms of non-weighted case.
Consider the following change of a variable
x∫
a
ω(t)dt = τ. For the existing solution ψ ∈ Lp(I, ω), we have
ψn =
b∫
a
ψ(x)pn(x)ω(x)dx =
B∫
0
ψ˜(τ)φn(τ)dτ, (29)
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where ψ˜(τ) = ψ(κ(τ)), φn(τ) = pn(κ(τ)), κ(τ) = (b−a)−(β+γ+1)B−1τ (β+1, γ+1), B = (b−a)β+γ+1B(β+
1, γ + 1). Hence, if we note the known estimate |pn(x)| ≤ Cna+1/2, a = max{β, γ}, x ∈ I¯ (see Theorem
7.3 [32, p.288]), then due to the change of a variable, we have |φn(τ)| ≤ Vn, τ ∈ [0, B], Vn = Cna+1/2.
Also, it is clear that (φm, φn)L2(0,B) = δmn, where δmn the Kronecker symbol. Thus {φm}∞0 is the
orthonormal system on [0, B] satisfying the conditions of the Zigmund-Marczinkevich theorem. We can
easy to see that due to the conditions of this theorem the following series is convergent in the case
1/2 < λ < s, q < (2s− 1)/(s − λ)
∞∑
m=0
mq (s−λ)−2s <∞, (30)
for the values λ ≥ s series (30) converges for an arbitrary positive q. In accordance with given above, we
have {
∞∑
m=0
|ψm|qmq−2V q−2m
}1/q
≤ C
{
∞∑
m=0
mq (s−λ)−2s
}1/q
<∞.
Thus all conditions of the Zigmund-Marczinkevich theorem are fulfilled. Consequently, we can conclude
that there exists a such function ψ1 that the next estimate holds
‖ψ1‖Lq(0,B) ≤ C
{
∞∑
m=0
|ψm|qmq−2M q−2m
}1/q
<∞, (31)
and ψm are the Jacobi coefficients of the function ψ1. Since the system pm has a basis property in the space
Lp(I, ω), then from the previous considerations follows that the system φm has a basis property in the
space Lp(0, B). Since the functions ψ1 and ψ˜ have the same Jacobi coefficients, then we conclude ψ1 = ψ˜
a.e. on (0, B). Due to the chosen change of variable, we obtain ‖ψ‖Lq(I,ω) = ‖ψ˜‖Lq(0,B). Consequently
the solution ψ belongs to the space Lq(I, ω), q < (2s− 1)/(s− λ), when 1/2 < λ < s and the index q is
arbitrary large, when λ ≥ s. Finally, in an absolute analogous way, due to the Zigmund-Marczinkevich
theorem, we have
k∑
m=0
φmψm
Lq(0,B)−→ ψ˜, k →∞.
Using the inverse change of a variable and applying representation (27), we come to (23). The proof is
complete.
4 Open problem
The questions related to existence of an invariant subspace on which a constriction of the operator is a
selfadjoint operator (so-called non-simple property [7, p.275] ) are still relevant for today. Thanks to the
powerful tool provided by Jacobi polynomials, we are able to approach a little close to solving of this
type of problem for the Riemann-Liouville operator.
Consider so-called normalized ultraspherical polynomials pn(x) := p
(β, β)
n (x). We deal with the
weighted space Lp(I, ω), 1 ≤ p < ∞, where ω(x) = [(x− a)(b− x)]λ−1/2, λ ≥ 0. It is a known fact
(see [26]) that the polynomials system pn(x), β = λ − 1/2 has a basis property in the space Lp(I, ω)
under the following assumptions
2− 1
λ+ 1
< p < 2 +
1
λ
,
and does not have a basis property if 1 ≤ p < 2 − 1/(1 + λ) or p > 2 + 1/λ. Having noticed that
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Aα,β,βmn = A
α,β,β
nm , m, n ∈ N0, in accordance with formulas (9) we obtain
b∫
a
(
Iαa+pn
)
(x)pm(x)ω(x)dx = (−1)n+m
b∫
a
pn(x)
(
Iαa+pm
)
(x)ω(x)dx ;
b∫
a
(
Iαb−pn
)
(x)pm(x)ω(x)dx = (−1)n+m
b∫
a
pn(x)
(
Iαb−pm
)
(x)ω(x)dx, m, n ∈ N0. (32)
Due to the results cited above and devoted to the basis property of the ultraspherical polynomials, it
implies that the operators of fractional integration are symmetric in the subspaces of L2(I, ω) generated
respectively by even and odd normalized ultraspherical polynomials. Let us denote these subspaces
respectively by L2+(I, ω) and L2−(I, ω). The following theorem offers us an alternative.
Theorem 3. (Alternative) We have the following alternative for the values 1/2 < α < 1 + 1/2. Either
the Riemann-Liouville operator of the fractional integration acting in the space L2(I, ω), ω(x) = (x −
a)β(b − x)β, α − 1/2 < β < 1 is non-simple or one has an infinite sequence of the included invariant
subspaces having non-empty intersection with both subspaces of even and odd functions.
Proof. We provide the proof only for the left-side case i.e. for the operator Iαa+ since the proof corre-
sponding to the right case is absolutely analogous and can be obtained by a simple review. Let us show
that the operator Iαa+ : L2(I, ω) → L2(I, ω) is compact. First, in accordance with Theorem 3.12 [31,
p.75] consider the estimate
‖Iαa+f‖Hλ0 (I¯ ,r) ≤ C‖f‖L2(I,ω), λ = α− 1/2, (33)
where r(x) = (x− a)β/2(b− x)β/2 if β > 2α− 1 and r(x) = (x− a)β/2(b− x)α−1/2+δ for sufficient small
δ > 0 if β ≤ 2α − 1. It is easy to see, that in the case β > 2α− 1, we have
 b∫
a
∣∣(Iαa+)f(x)∣∣2 ω(x)dx


1/2
=

 b∫
a
∣∣r(x)(Iαa+)f(x)∣∣2 dx


1/2
≤ C‖Iαa+f‖Hλ0 (I¯ ,r),
and in the case β ≤ 2α− 1, we have
 b∫
a
∣∣(Iαa+)f(x)∣∣2 ω(x)dx


1/2
=

 b∫
a
∣∣r(x)(Iαa+)f(x)∣∣2 (b− x)β−(2α−1+2δ)dx


1/2
.
Note that β − (2α− 1 + 2δ) > −1 for sufficient small δ. Consequently

 b∫
a
∣∣(Iαa+)f(x)r(x)∣∣2 (b− x)β−(2α−1+2δ)dx


1/2
≤ C‖Iαa+f‖Hλ0 (I¯ ,r).
Hence, using estimate (33), we obtain in both cases
‖Iαa+f‖L2(I,ω) ≤ C‖f‖L2(I,ω). (34)
To prove compactness, we would like to use the Kolmogoroff theorem (the criterion of compactness)
[15] which proposes that the set in the space Lp(I, ω), 1 ≤ p < ∞ is compact if one is bounded and
equicontinuous in the sense of norm Lp(I, ω). Let us denote N := {f : ‖f‖L2(I,ω) ≤ M, M > 0}. Due
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to (34) we have ‖Iαa+f‖L2(I,r) ≤ C1. Hence the set Iαa+(N) is bounded. Further, using (33) we get
‖Iαa+f‖Hλ0 (I¯ ,r) ≤ C2, ∀f ∈ N. It implies in accordance with definition of norm in the space H
λ
0 (I¯ , r) that
we have |(Iαa+f)(x + t)r(x+ t) − (Iαa+f)(x)r(x)| < C2tλ, ∀f ∈ N, ∀x ∈ [a, b) and sufficient small t > 0.
Assuming that all functions have a zero extension outside of I¯ , we obtain


b∫
a
∣∣(Iαa+f)(x+ t)− (Iαa+f)(x)∣∣2 ω(x)dx


1
2
=


b−t∫
a
∣∣(Iαa+f)(x+ t)− (Iαa+f)(x)∣∣2 ω(x)dx


1
2
+
+


b∫
b−t
∣∣(Iαa+f)(x)∣∣2 ω(x)dx


1
2
= I + I0.
Taking into consideration said above, we have the following reasonings in the case β ≤ 2α−1. Note that
due to Theorem 3.12 [31, p.75], we obtain
I0 ≤ C2


b∫
b−t
(b− x)β−µdx


1
2
≤ Ctβ−µ+1, µ = 2α− 1 + 2δ.
Using the triangle inequality, we get
I ≤


b−t∫
a
∣∣(Iαa+f)(x+ t)r(x+ t)− (Iαa+f)(x)r(x)∣∣2 (b− x)β−µdx


1
2
+
+


b−t∫
a
∣∣(Iαa+f)(x+ t)[r(x+ t)− r(x)]∣∣2 (b− x)β−µdx


1
2
= I1 + I2,
where r(x) = (x− a)β/2(b− x)µ/2. Applying Theorem 3.12 [31, p.75] again, we get I1 ≤ Ctα−1/2. Using
the inequality (τ + 1)ν < τν + 1, τ > 1, 0 < ν < 1, we can verify that
∣∣∣(x+ t− a)β/2 − (x− a)β/2∣∣∣ = tβ/2
∣∣∣∣∣
(
x− a
t
+ 1
)β/2
−
(
x− a
t
)β/2∣∣∣∣∣ < tβ/2, a+ t < x < b.
Analogously, using the inequality (τ − 1)ν > τν − 1, τ > 1, 0 < ν < 1, we obtain∣∣∣(b− x− t)µ/2 − (b− x)µ/2∣∣∣ < tµ/2, a < x < b− t.
Since r(x) is a product of the Holder functions, then it is easy to verify that
|r(x+ t)− r(x)| < C3tβ/2, a+ t < x < b− t.
By virtue of the fact ‖Iαa+f‖Hλ0 (I¯ ,r) ≤ C2, we obtain
I22 ≤ C2
b−t∫
a
r−2(x+ t) |r(x+ t)− r(x)|2 (b−x)β−µdx ≤ C2
b−t∫
a+t
r−2(x+ t) |r(x+ t)− r(x)|2 (b−x)β−µdx+
19
+C2
a+t∫
a
r−2(x+ t) |r(x+ t)− r(x)|2 (b− x)β−µdx = I21 + I22.
Taking into considerations said above, we have
I21 ≤ Ctβ
b−t∫
a+t
r−2(x+ t)(b− x)β−µdx ≤ Ct2β−µ
b−t∫
a+t
(x− a+ t)−β(b− t− x)−µdx =
= Ct2β−µ

(b− a)1−β−µB(1− β, 1− µ)−
a+t∫
a−t
(x− a+ t)−β(b− t− x)−µdx


1
2
≤ Ct2β−µ ;
I22 ≤ C
a+t∫
a
(x− a+ t)−β(b− t− x)−µξ(b− x)β−µdx ≤ C
a+t∫
a
(x− a+ t)−βdx ≤ Ct1−β.
Hence, we can conclude that I2 ≤ Ctδ1 , β > µ/2 and as a consequence, we get I ≤ Ctδ2 , β > µ/2 for
sufficient small δ1, δ2 > 0. We are able to achieve the case β > 2α− 1 in exactly the same way, we have
to repeat all the reasoning while replacing µ with β. Therefore, we obtain
∀ε > 0, ∃ t := t(ε) : ‖(Iαa+f)(·+ t)− (Iαa+f)(·)‖L2(I,ω) < ε, ∀f ∈ N.
It implies that all conditions of the Kolmogoroff criterion of compactness are fulfilled. Hence all bounded
set in the sense of norm L2(I, ω) has a compact image. It implies that the opearator I
α
a+ : L2(I, ω) →
L2(I, ω) is compact.
Having used compactness property and applying the von Neumann theorem [1, p.204], we can con-
clude that there exists a non-trivial invariant subspace of the operator Iαa+, which we denote by M. On
the other hand, using a expansion on the Jacobi basis, we have L2(I, ω) = L2+(I, ω)⊕L2−(I, ω), where
L2+(I, ω), L2−(I, ω) are respectively the subspaces of even and odd functions. Let M ∩ L2+(I, ω) 6=
∅, M ∩ L2−(I, ω) 6= ∅. If we assume otherwise, then we have existence of an invariant subspace of the
operator Iαa+ on which its contraction is a selfadjoin operator (in consequence of formulas (4)), thus we
get the first statement of the alternative. Making the same reasoning, in the assumption excluding the
first statement of the alternative we come to conclusion that this process can be finished only in the case
when on the one step we get a finite-dimensional invariant subspace. Thus we obtain a finite-dimensional
constriction I˜αa+ of the operator I
α
a+. Due to Theorem 2 the point zero is not an eigenvalue of the operator
Iαa+, hence one is not an eigenvalue of the operator I˜
α
a+. It implies that in accordance with the well-known
fact the operator I˜αa+ has at least one non-zero eigenvalue (because I˜
α
a+ is finite-dimensional). It is clear
that this eigenvalue is an eigenvalue of the operator Iαa+. Let us show that it can not be and in this way
we will come to contradiction that allows us to conclude that there does not exist finite dimensional
invariant subspace. For this purpose let us use the method described in [36, p.14]. Thus in the made
assumptions we have
∃λ ∈ C, λ 6= 0, f ∈ L2(I, ω), f 6= 0 : Iαa+f = λf a.e.
Using the Cauchy Schwarz inequality, we get
|f(x)|2 ≤ |λ|−2Γ−1(α)
x∫
a
(x− t)2α−2ω−1(t)dt
x∫
a
|f(t)|2ω(t)dt ≤ |λ|−2‖f‖2L2(I,ω)B(x), (35)
where
B(x) = Γ−1(α)
x∫
a
(x− t)2α−2ω−1(t)dt.
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Using inequality (35) and making substitution in the integral
x∫
a
|f(t)|2ω(t)dt, we come to the inequality
|f(x)|2 ≤ ‖f‖2L2(I,ω)|λ|−4B(x)
x∫
a
B(t)ω(t)dt.
Continuing this process, we have
|f(x)|2 ≤ ‖f‖2L2(I,ω)|λ|−2(n+1)B(x)
x∫
a
B(xn)ω(xn)dxn
xn∫
a
B(xn−1)ω(xn−1)dxn−1...
x2∫
a︸ ︷︷ ︸
n integrals
B(x1)ω(x1)dx1, n ∈ N.
Let us denote
Bn(x) :=
x∫
a
B(xn)ω(xn)dxn
xn∫
a
B(xn−1)ω(xn−1)dxn−1...
x2∫
a
B(x1)ω(x1)dx1,
thus
Bn(x) =
x∫
a
B(t)Bn−1(t)ω(t)dt, B0(x) := B(x), n ∈ N. (36)
Let us show that Bn(x) = B
n
1 (x)/n!. It is clear in the case n = 1. Suppose one is fulfilled for n − 1 and
let us deduce fulfillment for n. Using representation (36), we obtain
Bn(x) =
1
(n− 1)!
x∫
a
B(t)Bn−11 (t)ω(t)dt =
1
(n− 1)!
x∫
a
dB1(t)
dt
Bn−11 (t)dt =
Bn1 (x)
n!
.
Hence
|f(x)|2 ≤ 1
n!
‖f‖2L2(I,ω)|λ|−2(n+1)B(x)Bn1 (x), n ∈ N.
Using the Dirichlet formula, we get
B1(x) ≤ 1
Γ(α)
b∫
a
ω(y)dy
y∫
a
(y − t)2α−2ω−1(t)dt = 1
Γ(α)
b∫
a
ω−1(t)dt
b∫
t
(y − t)2α−2ω(y)dy =: J.
Due to the conditions of this theorem concerning α, β, we can conclude that J < ∞. Consequently, we
have
|f(x)|2 ≤ |λ|
−2(n+1)Jn
n!
‖f‖2L2(I,ω)B(x), n ∈ N.
Since it is obvious that
(|λ|−2(n+1)Jn) /n! → 0, n → ∞, then f(x) = 0, x ∈ I. We have come to
contradiction. Hence, we have a sequence of the included invariant subspaces
M1 ⊃M2 ⊃ ... ⊃Mk ⊃ ... ,
Mk ∩ L2+(I, ω) 6= ∅, Mk ∩ L2−(I, ω) 6= ∅, k = 1, 2, ... .
The proof is complete.
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