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A CRITERION FOR THE EXPLICIT RECONSTRUCTION OF A
HOLOMORPHIC FUNCTION FROM ITS RESTRICTIONS ON
LINES
AMADEO IRIGOYEN
Abstract. We deal with a problem of the explicit reconstruction of any holo-
morphic function f on C2 from its restricions on a union of complex lines. The
validity of such a reconstruction essentially depends on the mutual repartition
of these lines, condition that can be analytically described. The motivation of
this problem comes also from possible applications in mathematical economics
and medical imaging.
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1. Introduction
1.1. Presentation of the problem. In this paper we deal with a problem of the
reconstruction of a holomorphic function from its restrictions on analytic subvari-
eties. The general presentation is the following: let f be a holomorphic function on
a domain Ω ⊂ Cn and {Zj}Nj=1 a family of analytic subvarieties of Ω. We assume
that we just know the data f|{Zj}Nj=1 := {f|Zj}Nj=1 and we want to find f . One can
give interpolation functions fN ∈ O (Ω) that satisfy fN |{Zj}Nj=1 = f|{Zj}Nj=1 (see [2]),
but generally fN 6= f (since there exist nonzero holomorphic functions that van-
ish on a finite union of analytic subvarieties). Then a natural way is to consider
an infinite family of subvarieties {Zj}∞j=1 and construct the associate interpolating
f{Zj}j≥1 as limN→∞ fN . In this case the uniqueness of the interpolating function
will certainly be made sure but now without any guaranty of the convergence of
the sequence (fN)N≥1. Moreover, in case of positive result, we are motivated to
give explicit reconstruction formula.
In this paper we will deal with the special case of C2 and a family of distinct
complex lines that cross the origin. Such a family can be described as{{z ∈ C2, z1 − ηjz2 = 0}}j≥1 ,(1.1)
1
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with ηj ∈ C all different, that we will simply denote by η = {ηj}j≥1 (without loss
of generality we can forget the line {z2 = 0} that is associate to η0 =∞). On the
other hand, we consider an entire function f ∈ O (C2) and assume that we know
all its restrictions fj ∈ O(C), ∀ j ≥ 1, where
{fj}j≥1 :=
{
f|{z1=ηjz2}
}
j≥1 .(1.2)
A way to give the interpolation function fN is the one that uses the following
relation that is proved in [7] by using residues and principal values: B2 (resp. S2)
being the unit ball {z ∈ C2, |z1|2+ |z2|2 < 1} (resp. unit sphere { |z1|2+ |z2|2 = 1}),
one has, ∀ z ∈ B2,
f(z) = lim
ε→0
1
(2ipi)2
∫
ζ∈S2,|∏Nj=1(ζ1−ηjζ2)|=ε
f(ζ) det
(
ζ, PN (ζ, z)
)
ω(ζ)∏N
j=1(ζ1 − ηjζ2)(1− < ζ, z >)
− lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
ζ∈S2,|∏Nj=1(ζ1−ηjζ2)|>ε
f(ζ)ω′
(
ζ
) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
,
with {
ω′(ζ) = ζ1dζ2 − ζ2dζ1 ,
ω(ζ) = dζ1 ∧ dζ2 ,
and PN (ζ, z) ∈
(O (C2))2 satisfying, for all (ζ, z) ∈ C2 × C2,
< PN (ζ), ζ − z > = PN,1(ζ, z)(ζ1 − z1) + PN,2(ζ, z)(ζ2 − z2)
=
N∏
j=1
(ζ1 − ηjζ2)−
N∏
j=1
(z1 − ηjz2) .
Both integrals can be explicited and yield to (Section 2, Lemma 1): ∀ z ∈ C2,
f(z) = EN (f ; η)(z)−RN (f ; η)(z) +
∑
k+l≥N
ak,lz
k
1z
l
2 ,(1.3)
where
∑
k,l≥0 ak,lz
k
1z
l
2 is the Taylor expansion of f ,
EN (f ; η)(z) :=
N∑
p=1
 N∏
j=p+1
(z1 − ηjz2)
 N∑
q=p
1 + ηpηq
1 + |ηq|2
1∏N
j=p,j 6=q(ηq − ηj)
×
×
∑
m≥N−p
(
z2 + ηqz1
1 + |ηq|2
)m−N+p
1
m!
∂m
∂vm
|v=0[f(ηqv, v)] .(1.4)
and
RN (f ; η)(z) :=
N∑
p=1
 N∏
j=1,j 6=p
z1 − ηjz2
ηp − ηj
 ∑
k+l≥N
ak,lη
k
p
(
z2 + ηpz1
1 + |ηp|2
)k+l−N+1
.(1.5)
The formula EN (f ; η) is an explicit interpolation formula constructed with the
data (f1, . . . , fN ): it is an entire function that coincides with f on the first N lines,
ie ∀ p = 1, . . . , N ,
(EN (f ; η))|{z1=ηpz2} = f|{z1=ηpz2} .
As N → ∞, the function f − EN (f ; η) will be a holomorphic function that will
vanish on an increasing number of lines. If EN (f ; η) is uniformly bounded on any
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compact subset K ⊂ C2 (in particular if it converges to some function), then by the
Stiltjes-Vitali-Montel Theorem, there will be a subsequence of f−EN(f ; η) that will
converge to a holomorphic function that will vanish on an infinite number of lines.
So this limit will be 0. In fact, any subsequence will have another subsequence that
will also converge to 0. It will follow that the sequence f − EN (f ; η) will converge
to 0, ie EN (f ; η) will converge to f (see [1] and [8] for examples of positive results
of reconstruction).
The problem is that we do not have any control a priori of the function EN (f ; η)
and do not have any idea if EN (f ; η) is always uniformly bounded for any f ∈
O (C2). In fact, this is false and one can construct special subsets {ηj}j≥1 (see
Section 5, Proposition 2) for which EN (f ; η) is not bounded for any f (ie there
exists f ∈ O (C2) such that EN (f ; η) does not converge). Conversely, if we choose
for f a polynomial function, the formula EN (f ; η) will converge for any subset
{ηj}j≥1. Finally, if we choose special subsets for {ηj}j≥1 like real lines or circles of
C, the formula EN (f ; η) will always converge to f (Theorem 3). Therefore we want
to reduce the problem of the convergence of EN (f ; η) to the one of classifying the
good subsets {ηj}j≥1 (ie the ones for which EN (f ; η) converges for every f) and the
others (the ones for which there is –at least– a function f such that EN (f ; η) does
not converge).
On the other hand, since for any compact subset K ⊂ C2,
sup
z∈K
∣∣∣∣∣∣
∑
k+l≥N
ak,lz
k
1z
l
2
∣∣∣∣∣∣ −−−−→N→∞ 0 ,
the relation (1.3) allows us to reduce the problem of the convergence of EN (f ; η)
to the one of the formula RN (f ; η). A preliminar property about the Lagrange
interpolation polynomials (Section 2, Lemma 4) yields to
RN (f ; η)(z) =
N−1∑
p=0
zN−1−p2
p∏
j=1
(z1 − ηjz2) ×
× ∆p,(ηp,...,η1)
ζ 7→ ∑
m≥N
(
z2 + ζz1
1 + |ζ|2
)m−N+1 ∑
k+l=m
ak,lζ
k
 (ηp+1) ,(1.6)
where the function ∆p is defined as follows:
∆0,∅(g)(η1) := g(η1),(1.7)
∆p+1,(ηp+1,ηp...,η1)(g)(ηp+2) :=
∆p,(ηp,...,η1)(g)(ηp+2)−∆p,(ηp,...,η1)(g)(ηp+1)
ηp+2 − ηp+1 .
∆p means the discrete derivative of g. A control of these ∆p will allow us to get a
control of RN (f ; η). For example, the ∆p of a holomorphic function looks like its
usual iterative derivative (Section 2, Lemma 6). Nevertheless, a non holomorphic
function, even C∞, can have a ∆p without any control (Section 5, Lemma 20). It
follows that, in the case of RN (f ; η), the non-validity of the convergence for every
f is linked to the fact that, in its above expression (1.6), there is the ∆p of a non
holomorphic function with respect to ζ ∈ C (although it is C∞, bounded on C and
uniformly converges to 0 as N →∞). This should allow us to reduce the problem of
the control of RN (f ; η) to the one of the ∆p of the function ζ, that will be specified
in the following subsection.
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1.2. Results. In this part we give the results of this paper. The first gives an
equivalent criterion about the convergence of EN (f ; η) for every f , for the case
when the subset {ηj}j≥1 is bounded.
Theorem 1. Let {ηj}j≥1 be bounded. Then the interpolation formula EN (f ; η)
converges to f uniformly on any compact K ⊂ C2 and for all f ∈ O (C2), if and
only if {ηj}j≥1 satisfies the following condition: ∃Rη ≥ 1 (that only depends on
{ηj}j≥1), ∀ p, q ≥ 0,∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ ≤ Rp+qη .(1.8)
First, we see that the convergence of EN (f ; η) is linked to the control of the
∆p of a non holomorphic function. Next, this is an analytic criterion that only
depends on the configuration of the points ηj , j ≥ 1, and does not involve any
function f ∈ O (C2).
We also give an extension of this result for the case when {ηj}j≥1 can be not
bounded but is not dense in C. Let be η∞ ∈ C \ {ηj}j≥1 and set, for all j ≥ 1,
θj :=
1 + η∞ηj
ηj − η∞ ,(1.9)
Then the set {θj}j≥1 is bounded and an application of Theorem 1 with the θj yields
to the following more general result.
Theorem 2. Let assume that {ηj}j≥1 is not dense in C. Let be any η∞ /∈ {ηj}j≥1
and the associate set {θj}j≥1. Then for all f ∈ O
(
C2
)
the interpolation formula
EN (f ; η) converges to f uniformly on any compact K ⊂ C2, if and only if {θj}j≥1
satisfies the condition (1.8) of Theorem 1, ie ∃Rθ ≥ 1, ∀ p, q ≥ 0,∣∣∣∣∣∆p,(θp,...,θ1)
[(
ζ
1 + |ζ|2
)q]
(θp+1)
∣∣∣∣∣ ≤ Rp+qθ .
Now we will give another condition for the set {ηj}j≥1 to make converge any
EN (f ; η), that is more natural to be expressed. First, we give the following defini-
tion.
Definition 1. {ηj}j≥1 is real-analytically interpolated if, for all ζ ∈ {ηj}j≥1, there
exist a neighborhood V of ζ and g ∈ O(V ) such that, ∀ ηj ∈ V ,
ηj = g(ηj) .
Although the conjugate function ζ is not holomorphic, this condition means that
the closure of {ηj}j≥1 can be embedded in some subset on which ζ locally coincides
with a certain holomorphic function. It follows that any ηj is locally in the zero set
of some real-analytic function: (x, y) ∈ V ′ ⊂ R2 7→ x− iy − g(x+ iy).
Then we can give the following result that is a sufficient condition for the set
{ηj}j≥1 to make converge EN (f ; η) for every function f .
Theorem 3. If {ηj}j≥1 is real-analytically interpolated, then for all f ∈ O
(
C
2
)
,
the interpolation formula EN (f ; η) converges to f uniformly on any K ⊂ C2.
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The condition for {ηj}j≥1 to be real-analytically interpolated is also linked to
the uniform control of its ∆p
(
ζ
)
(Section 4, Proposition 1). This is an analogous
condition to (1.8), but with a uniform estimation on the subsequences (ηjk )k≥1 and
the same constant Rη (Section 4, Definition 2).
On the other hand, we understand why the convergence of EN (f ; η) is always
true for subsets like lines. For example, the subset R is the set of z ∈ C such that
z = z. In the same way, iR = {z = −z}, and more generally, any real line D of C
can be written as {z ∈ C, aℜ z + bℑ z + c = 0}, with (a, b) ∈ R2 \ {(0, 0)}, then
D =
{
a
z + z
2
+ b
z − z
2i
+ c = 0
}
=
{
z = −
a−ib
2 z + c
(a+ ib)/2
}
.
In the same way, any circle C of C can be written as {z ∈ C, |z − z0| = r}, with
z0 ∈ C, r > 0, then
C =
{
(z − z0)(z − z0) = r2
}
=
{
z = z0 +
r2
z − z0
}
.
Another fact is that the real-analytical condition for {ηj}j≥1 can also be refor-
mulated as a real-analytical dependence of the family ({z1 − ηjz2 = 0})j≥1, for-
mulation that can be extended in the case of any family of analytic subvarieties
{Zj}j≥1 of any domain Ω ⊂ Cn.
This also yields to another natural question: is this condition necessary? We
think that it should not be the case since the formula EN (f ; η) still converges
for a lots of subsets {ηj}j≥1 that are in greater number than the ones that are
real-analytically interpolated.
Nevertheless, we will see that this condition cannot be completely forgotten.
Indeed, we will construct in Section 5 (Proposition 2) a bounded sequence (ηj)j≥1 ⊂
R ∪ iR that converges to 0 without staying in R or iR, and does not satisfy the
condition (1.8) of Theorem 1 (then EN (f ; η) cannot converge for every function f).
Another fact that we want to specify is that the formula EN (f ; η) is a canonical
interpolation formula in the meaning that it is essentially the most simple inter-
polation formula that fixes the polynomials of degree at most N − 1 (Section 2,
Lemma 8), ie
∀P ∈ CN−1[z1, z2], EN (P ; η) ≡ P .(1.10)
This problem of explicit reconstruction is also motivated by possible applications
in mathematical economics and medical imaging. We want to reconstruct any
given function F with compact support K ⊂ Rn from the knowledge of its Radon
transforms (RF ) (θj , s), (θj , s) ∈ Sn−1 × R, on a finite number of directions j =
1, . . . , N (see [4] and [5]).
I would like to thank G. Henkin for having introduced me this interesting problem
and J. Ortega-Cerda for all the rewarding ideas and discussions about it.
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2. Some preliminar results
2.1. Equality of residues/principal values. We remind from Introduction ([7],
Proposition 1) that, for all f ∈ O (B2), one has
f(z) = lim
ε→0
1
(2ipi)2
∫
|∏Nj=1(ζ1−ηjζ2)|=ε
f(ζ) det
(
ζ, PN (ζ, z)
)
ω(ζ)∏N
j=1(ζ1 − ηjζ2)(1− < ζ, z >)
− lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
|∏Nj=1(ζ1−ηjζ2)|>ε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
,(2.1)
the integration being on the unit sphere S2 = {ζ ∈ C2, |ζ1|2 + |ζ2|2 = 1}, with{
ω′(ζ) = ζ1dζ2 − ζ2dζ1 ,
ω(ζ) = dζ1 ∧ dζ2 ,
and PN (ζ, z) ∈
(O (C2))2 is such that, for all (ζ, z) ∈ C2 × C2,
< PN (ζ, z), ζ − z > =
N∏
j=1
(ζ1 − ηjζ2)−
N∏
j=1
(z1 − ηjz2)
(see [7], Lemma 7 for an explicit expression of PN ).
We also have the analogous following relation ([7], Proposition 2)
f(z) = lim
ε→0
1
(2ipi)2
∫
∂Σε
f(ζ) det
(
ζ, PN (ζ, z)
)
ω(ζ)∏N
j=1(ζ1 − ηjζ2)(1− < ζ, z >)
(2.2)
− lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
Σε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
,
where
Σε :=
N⋃
j=0
{ζ ∈ S2, αj + ε < |ζ1| < αj+1 − ε}
and for all p = 1, . . . , N
αp :=
|ηp|√
1 + |ηp|2
,(2.3)
with α1 ≤ α2 ≤ · · · ≤ αN (that one can assume without loss of generality) and
the convention that α0 = 0 and αN+1 = 1. This allows us to explicit both above
integrals and get the following relation: for all f ∈ O (B2) and z ∈ B2,
f(z) = EN (f ; η)(z)−RN (f ; η)(z) +
∑
k+l≥N
ak,lz
k
1z
l
2 ,(2.4)
where
f(z) =
∑
k,l≥0
ak,lz
k
1z
l
2 ,(2.5)
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is the Taylor expansion of f (that absolutely converges on B2),
EN (f ; η)(z) =
N∑
p=1
N∏
j=p+1
(z1 − ηjz2)
N∑
q=p
1 + ηpηq
1 + |ηq|2
1∏N
j=p,j 6=q(ηq − ηj)
×
×
∑
m≥N−p
(
z2 + ηqz1
1 + |ηq|2
)m−N+p
1
m!
∂m
∂vm
|v=0[f(ηqv, v)](2.6)
=
N∑
p=1
N∏
j=p+1
(z1 − ηjz2)
N∑
q=p
1 + ηpηq
1 + |ηq|2
1∏N
j=p,j 6=q(ηq − ηj)
×
×
∑
k+l≥N−p
ak,lη
k
p
(
z2 + ηqz1
1 + |ηq|2
)k+l−N+p
,
and
RN (f ; η)(z) =
N∑
p=1
N∏
j=1,j 6=p
z1 − ηjz2
ηp − ηj
∑
m≥N
(
z2 + ηpz1
1 + |ηp|2
)m−N+1
×
× 1
m!
∂m
∂vm
|v=0[f(ηpv, v)](2.7)
=
N∑
p=1
N∏
j=1,j 6=p
z1 − ηjz2
ηp − ηj
∑
k+l≥N
ak,lη
k
p
(
z2 + ηpz1
1 + |ηp|2
)k+l−N+1
.
This equality holds if f ∈ O (C2). Since by Cauchy-Schwarz∣∣∣∣z2 + ηpz11 + |ηp|2
∣∣∣∣ ≤
√|z1|2 + |z2|2√1 + |ηp|2
1 + |ηp|2 ≤ ‖z‖ ,
for all z ∈ C2 and p = 1, . . . , N , EN (f ; η) and RN (f ; η) are still absolutely conver-
gent series then are still well-defined for z ∈ C2. Then by analytic extension, (2.4)
holds for all z ∈ C2.
Now we will prove the following preliminar result.
Lemma 1. For all N ≥ 1 and z ∈ B2,
lim
ε→0
1
(2ipi)2
∫
|∏Nj=1(ζ1−ηjζ2)|=ε
f(ζ) det
(
ζ, PN (ζ, z)
)
ω(ζ)∏N
j=1(ζ1 − ηjζ2)(1− < ζ, z >)
=
= lim
ε→0
1
(2ipi)2
∫
∂Σε
f(ζ) det
(
ζ, PN (ζ, z)
)
ω(ζ)∏N
j=1(ζ1 − ηjζ2)(1− < ζ, z >)
and
lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
|∏Nj=1(ζ1−ηjζ2)|>ε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
=
= lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
Σε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
.
Before giving the proof of the lemma, we begin with this first result.
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Lemma 2. We define for all p = 1, . . . , N
Cp =
N∏
j=1,j 6=p
|ηj − ηp|√
1 + |ηj |2
.(2.8)
Then
lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
|∏Nj=1(ζ1−ηjζ2)|>ε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
=
= lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
⋂
N
j=1{|ζ1−ηjζ2|>2ε/Cj}
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
.
Proof. First, z ∈ B2 being fixed, one has to integrate the following 3-differential
form
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
,
with ϕ a 3-form that is C∞ on S2 (since | < ζ, z > | ≤ ‖ζ‖ ‖z‖ < 1).
On the other hand, one has
S2 ∩ {ζ1 = ηjζ2} = {ζ1 = ηjζ2, |ζ1| = αp} .(2.9)
For all ε > 0 small enough, if
∏N
j=1 |ζ1 − ηjζ2| ≤ ε, then ∃ p, |ζ1− ηpζ2| ≤ ε1/N and
ε ≥
N∏
j=1
|ζ1 − ηjζ2| ∼ |ζ1 − ηpζ2|
∏
j 6=p
|ηp − ηj ||ζ2| ∼ |ζ1 − ηpζ2|
∏
j 6=p
|ηp − ηj |√
1 + |ηp|2
∼ Cp|ζ1 − ηpζ2| ,
thus
Aε :=

N∏
j=1
|ζ1 − ηjζ2| ≤ ε
 ⊂
N⋃
j=1
{|ζ1 − ηjζ2| ≤ 2ε/Cj} =: Bε
(the union being disjoint for ε small enough since the ηj are all differents). Since∫
S2\Aε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
=
∫
S2\Bε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
+
∫
Bε\Aε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
,
in order to prove the lemma it is sufficient to prove that∫
Bε\Aε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
−−−→
ε→0
0 .(2.10)
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One has∣∣∣∣∣
∫
Bε\Aε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
∣∣∣∣∣ ≤
N∑
j=1
∫
{|ζ1−ηjζ2|≤2ε/Cj ,
∏N
i=1 |ζ1−ηiζ2|≥ε}
∣∣∣∣∣ ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
∣∣∣∣∣
≤ 1
ε
N∑
j=1
∫
{|ζ1−ηjζ2|≤2ε/Cj ,
∏
N
i=1 |ζ1−ηiζ2|≥ε}
|ϕ(ζ)|
≤ 1
ε
N∑
j=1
∫
{|ζ1−ηjζ2|≤2ε/Cj}
|ϕ(ζ)|
=
1
ε
N∑
j=1
∫
{|ζ1−ηjζ2|≤2ε/Cj},||ζ1|−αj|≤bjε}
|ϕ(ζ)| ,
the last equality coming from (2.9). Since ϕ is bounded on S2, for j = 1, . . . , N one
has∫
{|ζ1−ηjζ2|≤2ε/Cj},||ζ1|−αj |≤bjε}
|ϕ(ζ)| ≤ M
∫ αj+bjε
αj−bjε
2rdr
∫
|ζ2|=
√
1−r2
dθ2
∫
|ζ1|=r,|ζ1−ηjζ2|≤2ε/Cj
dθ1 .
For all ε small enough and ζ2 fixed,
θ1 = Arg(ζ1) = Arg(ηjζ2) +Arg
(
ζ1
ηjζ2
)
= Arg(ηjζ2) +Arg
(
1 +
ζ1 − ηjζ2
ηjζ2
)
= Arg(ηjζ2) +
1
i
ℑLog
(
1 +
O(ε)
ηjζ2
)
= Arg(ηjζ2) +O(ε) ,
then∫ αj+bjε
αj−bjε
2rdr
∫
|ζ2|=
√
1−r2
dθ2
∫
|ζ1−ηjζ2|≤2ε/Cj,|ζ1|=r
dθ1 =
∫ αj+bjε
αj−bjε
2rdr
∫
|ζ2|=
√
1−r2
dθ2O(ε)
= O
(
ε2
)
.
Finally ∣∣∣∣∣
∫
Bε\Aε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
∣∣∣∣∣ = 1εN O (ε2) = O(ε) −−−→ε→0 0 .
√
Now we can prove Lemma 1.
Proof. By relations (2.1) and (2.2), in order to prove the lemma it is sufficient to
prove the second equality. By the previous lemma it is sufficient to prove that
lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
⋂
N
j=1{|ζ1−ηjζ2|>2ε/Cj}
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
=
= lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
Σε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(z1 − ηjz2)(1− < ζ, z >)2
.(2.11)
If ∃ ηj0 = 0 then {|ζ1−ηj0ζ2| > 2ε/Cj0} = {|ζ1| > 2ε/Cj0}. Since 1/ζ1 is defined
in the neighborhood of any {||ζ1| − αj | ≤ bjε}, one just has to consider the case of
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ηj 6= 0, j 6= j0 with ϕ(ζ)/ζ1. So one can assume that ηj 6= 0, ∀ j = 1, . . . , N (then
αj > 0). Without loss of generality, one has
Bε ⊂
N⋃
j=1
{||ζ1| − αj | ≤ bjε} =
K⊔
k=1
{||ζ1| − αjk | ≤ bjkε} =: Cε ,
with α1 = · · · = αj1 6= αj1+1 = · · · = αj2 6= · · · 6= αjK−1+1 = · · · = αjK . Then for
all ε small enough,
Cε \Bε =
K⊔
k=1
({||ζ1| − αjk | ≤ cjkε} \Bε)
=
K⊔
k=1
⋂
αj=αjk
({| |ζ1| − αjk | ≤ cjkε} ∩ {|ζ1 − ηjζ2| ≥ 2ε/Cj}) ,
thus∫
Cε\Bε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
=
K∑
k=1
∫
{||ζ1|−αjk |≤cjkε}∩{|ζ1−ηjζ2|≥2ε/Cj}
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
.
Since for all j = 1, . . . , N
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
=
ϕ˜j(ζ)
ζ1 − ηjζ2
=
ϕ˜j(ηjζ2, ζ2)
ζ1 − ηjζ2 +
ϕ˜j(ζ)− ϕ˜j(ηjζ2, ζ2)
ζ1 − ηjζ2
=
ψj,1(ζ2)
ζ1 − ηjζ2 + ψj,2(ζ) ,
with ψj,1, ψj,2 locally integrables and bounded in the neighborhood of {ζ1− ηjζ2 =
0}. On the other hand, for all k = 1, . . . ,K
{||ζ1| − αjk | ≤ cjkε} =
jk⊔
j=jk−1+1
(Uj ∩ {||ζ1| − αjk | ≤ cjkε}) ,
where Ujk−1+1, . . . , Ujk is a partition such that ϕj , ψj are bounded in Uj (for
example, Uj = {|ζ1 − ηjζ2| ≤ ε0}, for all j = jk−1 + 1, . . . , jk, with ε0 small
enough so that Uj ∩ Ui ∩ S2 = ∅ if j 6= i; finally one replaces Ujk−1+1 with
Ujk−1+1
⋃(
S2 \
⋃jk
j=jk−1+2
Uj
)
). Then∫
Cε\Bε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
=
=
K∑
k=1
jk∑
j=jk−1+1
∫
Uj∩{||ζ1|−αjk |≤cjkε}∩{|ζ1−ηjζ2|≥2ε/Cj}
(
ψj,1(ζ2)
ζ1 − ηjζ2 + ψj,2(ζ)
)
.
Since∣∣∣∣∣
∫
Uj∩{||ζ1|−αjk |≤cjkε}∩{|ζ1−ηjζ2|≥2ε/Cj}
ψj,2(ζ)
∣∣∣∣∣ ≤ M
∫
S2∩{||ζ1|−αjk |≤cjkε}
dλ −−−→
ε→0
0 ,
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one has
lim
ε→0
∫
Cε\Bε
ϕ(ζ)∏N
j=1(ζ1 − ηjζ2)
=
= lim
ε→0
K∑
k=1
jk∑
j=jk−1+1
∫
Uj∩{||ζ1|−αjk |≤cjkε}∩{|ζ1−ηjζ2|≥2ε/Cj}
ψj,1(ζ2)
ζ1 − ηjζ2
= lim
ε→0
K∑
k=1
jk∑
j=jk−1+1
∫ αjk+cjkε
αjk−cjkε
(−2rdr)
∫
|ζ2|=
√
1−r2
ψ˜j(r, ζ2)
dζ2
ζ2
×
×
∫
|ζ1|=r,ζ∈Uj,|ζ1−ηjζ2|≥2ε/Cj
dζ1
ζ1(ζ1 − ηjζ2) ,
because
ω′(ζ) ∧ ω(ζ) =
(
r2
ζ1
d
(
1− r2
ζ2
)
− 1− r
2
ζ2
d
(
r2
ζ1
))
∧ dζ1 ∧ dζ2
= −2rdr ∧ dζ1
ζ1
∧ dζ2
ζ2
.
Now for all r 6= αj and |ζ2| =
√
1− r2 (6= αj/|ηj |), one has (since ∀ ε small enough,
{|ζ1 − ηjζ2| ≤ 2ε/Cj} ⊂ Uj)∫
|ζ1|=r,ζ∈Uj ,|ζ1−ηjζ2|≥2ε/Cj
dζ1
ζ1(ζ1 − ηjζ2) =
=
[∫
|ζ1|=r
−
∫
|ζ1|=r,ζ /∈Uj
−
∫
|ζ1|=r,|ζ1−ηjζ2|≤2ε/Cj
]
dζ1
ζ1(ζ1 − ηjζ2) .
First, since |ζ1| > |ηjζ2| if and only if r > αj , one has∣∣∣∣∣
∫
|ζ1|=r
dζ1
ζ1(ζ1 − ηjζ2)
∣∣∣∣∣ =
∣∣∣∣(2ipi)(− 1ηjζ2 + 1r>αj 1ηjζ2
)∣∣∣∣
=
2pi
|ηjζ2|
(
1− 1r>αj
) ≤ 2pi|ηj |√1− r2 .
Next, ∀ j = jk−1 + 1, . . . , jk, Uj ⊃ {|ζ1 − ηjζ2| ≤ ε0}, then∣∣∣∣∣
∫
|ζ1|=r,ζ /∈Uj
dζ1
ζ1(ζ1 − ηjζ2)
∣∣∣∣∣ ≤
∫
|ζ1|=r,ζ /∈Uj
|dζ1|
rε0
≤
∫
|ζ1|=r
|dζ1|
rε0
=
2pi
ε0
.
Thus∣∣∣∣∣∣
K∑
k=1
jk∑
j=jk−1+1
∫ αjk+cjkε
αjk−cjkε
2rdr
∫
|ζ2|=
√
1−r2
ψ˜j(r, ζ2)dζ2
[∫
|ζ1|=r
−
∫
|ζ1|=r,ζ /∈Uj
]
dζ1
ζ1(ζ1 − ηjζ2)
∣∣∣∣∣∣ ≤
≤
N∑
j=1
∫ αj+cjε
αj−cjε
2rdr 2pi
√
1− r2 max
jk−1+1≤j≤jk
‖ψ˜j‖∞,Uj 2pi
(
1
|ηj |
√
1− r2 +
1
ε0
)
−−−→
ε→0
0 .
Finally, we consider the following integral∫
|ζ1|=r,|ζ1−ηjζ2|≤2ε/Cj
dζ1
ζ1(ζ1 − ηjζ2)
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(in the case where the measure of {|ζ1| = r, |ζ1 − ηjζ2| ≤ 2ε/Cj} is not zero). We
set θj := Arg(ηjζ2), ζ1 = re
iθ so
2ε
Cj
≥ |ζ1 − ηjζ2| =
∣∣reiθ − |ηjζ2|eiθj ∣∣ = ∣∣∣rei(θ−θj) − |ηjζ2|∣∣∣
≥
∣∣∣ℑ(rei(θ−θj) − |ηjζ2|)∣∣∣ = |r sin(θ − θj)| .
Since for all ε small enough, r ∼ αj > 0, one has | sin(θ − θj)| ≤ O(ε), then
|θ − θj | ≤ O(ε), ie θ ∈ [θj − θε, θj + θ′ε] with θε, θ′ε = O(ε). Since∣∣∣rei((θj−θ)−θj) − |ηjζ2|∣∣∣ = ∣∣re−iθ − |ηjζ2|∣∣ = ∣∣reiθ − |ηjζ2|∣∣
=
∣∣∣rei((θj+θ)−θj) − |ηjζ2|∣∣∣ ,
then θ′ε = θε. So∫
|ζ1|=r,|ζ1−ηjζ2|≤2ε/Cj
dζ1
ζ1(ζ1 − ηjζ2) =
∫ θj+θε
θj−θε
ireiθ dθ
reiθ(reiθ − |ηjζ2|eiθj )
= ie−iθj
∫ θε
−θε
dθ
r cos θ − |ηj |
√
1− r2 + ir sin θ .
With the change of variables t = tan(θ/2), one has t ∈ [−tε, tε], with tε =
tan(θε/2) = O(ε), then∫ θε
−θε
dθ
r cos θ − |ηj |
√
1− r2 + ir sin θ =
=
∫ tε
−tε
2 dt/(1 + t2)
r 1−t21+t2 − |ηj |
√
1− r2 + ir 2t1+t2
= − 2
r + |ηj |
√
1− r2
∫ tε
−tε
dt
t2 − 2i r
r+|ηj |
√
1−r2 t−
r−|ηj|
√
1−r2
r+|ηj |
√
1−r2
= − 2
r + |ηj |
√
1− r2
∫ tε
−tε
dt
(t− t+)(t− t−) ,
with 
t+ =
ir + i|ηj |
√
1− r2
r + |ηj |
√
1− r2 = i ,
t− =
ir − i|ηj |
√
1− r2
r + |ηj |
√
1− r2 = i
r − |ηj |
√
1− r2
r + |ηj |
√
1− r2 .
Since
1
(t− t+)(t− t−) =
r + |ηj |
√
1− r2
2i|ηj|
√
1− r2
(
1
t− t+ −
1
t− t−
)
,
one has∫ θε
−θε
dθ
r cos θ − |ηj |
√
1− r2 + ir sin θ =
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=
i
|ηj |
√
1− r2
∫ tε
−tε
(
1
t− t+ −
1
t− t−
)
dt
=
i
|ηj |
√
1− r2 (Log(tε − t+)− Log(−tε − t+)− Log(tε − t−) + Log(−tε − t−)) ,
Log being the principal determination of the logarithm on C \ R+ (that is well-
defined since t+, t− 6= 0 for all r 6= αj). ℑ(tε − t+) = ℑ(−tε − t+) then Log(tε −
t+)− Log(−tε − t+) = Log
(
tε − t+
−tε − t+
)
, so
Log
(
tε − t+
−tε − t+
)
= Log
(
tε − i
−tε − i
)
= Log(1 +O(ε)) = O(ε) .
On the other hand, one can write r = αj + r
′ with r′ ∈ [−cjε, cjε] (and still keep
the variable r) so
t− = i
r + αj − |ηj |
√
1− α2j
√
1− 2αj
1−α2j r +O(r
2)
r + αj + |ηj |
√
1− α2j
√
1 +O(r)
= i
r + αj − αj
(
1− αj
1−α2j r +O(r
2)
)
r + αj + αj +O(r)
= i
r
1− α2j
+O(r2)
2αj +O(r)
=
i
2αj(1− α2j )
r +O
(
r2
)
.
Then
| ± tε − t−| ≥ |t−| =
∣∣∣∣∣ i2αj(1− α2j ) r +O (r2)
∣∣∣∣∣ ≥ |r|4αj(1− α2j ) ,
for all ε small enough and r ∈ [−cjε, cjε], r 6= 0. Therefore
|Log(±tε − t−)| ≤ |Log| ± tε − t−| |+ |Arg(±tε − t−)|
≤
∣∣∣∣∣Log
(
|r|
4αj(1 − α2j)
)∣∣∣∣∣+ pi ≤ |Log|r| |+O(1) ,
thus∣∣∣∣∣
∫ θε
−θε
dθ
r cos θ − |ηj |
√
1− r2 + ir sin θ
∣∣∣∣∣ ≤ 1|ηj |√1− (r + αj)2 (O(ε) + 2|Log|r| |+O(1))
=
2
αj
|Log|r| |+O(1) = O(Log|r|) .
Finally, we get for all ε small enough
K∑
k=1
jk∑
j=jk−1+1
∣∣∣∣∣
∫ αjk+cjkε
αjk−cjkε
(−2rdr)
∫
|ζ2|=
√
1−r2
ψ˜j(r, ζ2)dζ2
∫
|ζ1|=r,|ζ1−ηjζ2|≤2ε/Cj
dζ1
ζ1(ζ1 − ηjζ2)
∣∣∣∣∣ ≤
≤
N∑
j=1
∫ cjε
−cjε
O(|r|Log|r|)dr −−−→
ε→0
0 .
√
This result yields to the following consequence that will be usefull in Section 4,
Subsection 4.2 (Lemma 17).
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Corollary 1. One has, for all f ∈ O (C2), all N ≥ 1 and all z ∈ B2,
lim
ε→0
∏N
j=1(z1 − ηjz2)
(2ipi)2
∫
∏N
j=1 |ζ1−ηjζ2|>ε
f(ζ)ω′
(
ζ
) ∧ ω(ζ)∏N
j=1(ζ1 − ηjζ2)(1− < ζ, z >)2
=
= RN (f ; η)(z)−
∑
k+l≥N
ak,lz
k
1z
l
2 .
2.2. Some properties of ∆p. In this part, {ηj}j≥1 will be any set of points all
differents, and h will be any function defined on the ηj , j ≥ 1.
We begin with this first result that follows from the definition of ∆p.
Lemma 3. For all p ≥ 0 and 0 ≤ q ≤ p,
∆p,(ηp,...,η1)(h) (ηp+1) = ∆1,ηp
[
ζ 7→ ∆p−1,(ηp−1,...,η1)(h)(ζ)
]
(ηp+1)
= ∆p−1,(ηp,...,η2) [ζ 7→ ∆1,η1(h)(ζ)] (ηp+1)
= ∆p−q,(ηp,...,ηq+1)
[
ζ 7→ ∆q,(ηq ,...,η1)(h)(ζ)
]
(ηp+1)
= ∆1,ηp
[
ζp 7→ ∆1,ηp−1 [· · · [ζ1 7→ ∆1,η1(h) (ζ1)] · · · ] (ζp)
]
(ηp+1) .
Now we will prove the two following results that will be usefull in Section 3.
Lemma 4. Let h be a function that is defined on every ηj , j ≥ 1. Then for all
N ≥ 1, one has
N∑
p=1
N∏
j=1,j 6=p
X − ηj
ηp − ηj h(ηp) =
N−1∑
p=0
p∏
j=1
(X − ηj)∆p,(ηp,...,η1)(h) (ηp+1) .
Proof. This relation can be proved by induction on N ≥ 1. It is obvious for N = 1.
If it is true for N ≥ 1, then
N+1∑
p=1
N+1∏
j=1,j 6=p
X − ηj
ηp − ηj h(ηp) = (X − η1)
N+1∑
p=2
N+1∏
j=2,j 6=p
X − ηj
ηp − ηj
h(ηp)± h(η1)
ηp − η1 + h(η1)
N+1∏
j=2
X − ηj
η1 − ηj
=
N+1∑
p=2
N+1∏
j=2,j 6=p
X − ηj
ηp − ηj h1,X(ηp) + h(η1)
N+1∑
p=1
N+1∏
j=1,j 6=p
X − ηj
ηp − ηj ,
where
h1,X(u) := (X − η1)h(u)− h(η1)
u− η1 .
By induction,
N+1∑
p=2
N+1∏
j=2,j 6=p
X − ηj
ηp − ηj h1,X(ηp) =
N∑
p=1
p∏
j=2
(X − ηj)∆p−1,(ηp,...,η2) (h1,X) (ηp+1)
=
N∑
p=1
(X − η1)
p∏
j=2
(X − ηj)∆p−1,(ηp,...,η2) (u 7→ ∆1,η1(h)(u)) (ηp+1)
=
N∑
p=1
p∏
j=1
(X − ηj)∆p,(ηp,...,η1)(h)(ηp+1) .
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On the other hand,
N+1∑
p=1
N+1∏
j=1,j 6=p
X − ηj
ηp − ηj = 1 ,
since 1 is the unique polynomial of degree at most N that coincides with 1 on N+1
points. Then
N+1∑
p=1
N+1∏
j=1,j 6=p
X − ηj
ηp − ηj h(ηp) =
N∑
p=1
p∏
j=1
(X − ηj)∆p,(ηp,...,η1)(h)(ηp+1) + h(η1)
=
N∑
p=0
p∏
j=1
(X − ηj)∆p,(ηp,...,η1)(h)(ηp+1) ,
and this achieves the induction. √
Lemma 5. For all p ≥ 0, g, h functions defined on the ηj,
∆p,(ηp,...,η1)(gh) (ηp+1) =
p∑
q=0
∆p−q,(ηp,...,ηq+1)(g) (ηp+1) ∆q,(ηq,...,η1)(h) (ηq+1) .
Proof. We prove this result by induction on p ≥ 0. It is obvious for p = 0. If p ≥ 0
one has
∆p+1,(ηp+1,...,η1)(gh) (ηp+2) = ∆p,(ηp+1,...,η2)
[
ζ 7→ (gh)(ζ) − (gh)(η1)± g(ζ)h(η1)
ζ − η1
]
(ηp+2)
= ∆p,(ηp+1,...,η2) [g(ζ)∆1,η1(h)(ζ)] (ηp+2)
+ h(η1)∆p,(ηp+1,...,η2) [∆1,η1(g)(ζ)] (ηp+2)
=
p∑
q=0
∆p−q,(ηp+1,...,ηq+2)(g) (ηp+2)∆q,(ηq+1,...,η2) [∆1,η1(h)(ζ)] (ηq+2)
+ h(η1)∆p+1,(ηp+1,...,η1)(g) (ηp+2)
=
p+1∑
q=1
∆p−q+1,(ηp+1,...,ηq+1)(g) (ηp+2)∆q,(ηq,...,η1)(h) (ηq+1)
+ h(η1)∆p+1,(ηp+1,...,η1)(g) (ηp+2) ,
and this achieves the induction. √
The following result is an example of explicit calculation of the ∆p of an holo-
morhic function.
Lemma 6. Let be h ∈ O(D(w0, r)) and h(w) =
∑
n≥0 an(w − w0)n its Taylor
expansion for all |w − w0| < r. Assume that ∀ j ≥ 1, ηj ∈ D(w0, r). Then for all
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p ≥ 0,
∆p,(ηp,...,η1)(h) (ηp+1) =
∑
n≥p
an
n−p∑
l1=0
(η1 − w0)n−p−l1
l1∑
l2=0
(η2 − w0)l1−l2 · · ·
· · ·
lp−2∑
lp−1=0
(ηp−1 − w0)lp−2−lp−1
lp−1∑
lp=0
(ηp − w0)lp−1−lp(ηp+1 − w0)lp .(2.12)
In particular,
lim
η1,...,ηp,ηp+1→w0
∆p,(ηp,...,η1)(h) (ηp+1) = ap =
h(p)(0)
p!
.
On the other hand, if h ∈ C[w], then for any subset {ηj}j≥1 ⊂ C and all p > deg h,
∆p,(ηp,...,η1)(h) (ηp+1) = 0 .
Proof. The second relation is a consequence of (2.12) and the third with the choice
of r = +∞.
By translation we can assume that w0 = 0. The lemma will be proved by
induction on p ≥ 0. This is true for p = 0 if we admit that l0 = n− p = n and
0∏
j=1
lj−1∑
lj=0
η
lj−1−lj
j η
l0
1 = η
n
1 .
Now if it is true for p ≥ 0 then
∆p+1,(ηp+1,...,η1)(h) (ηp+2) =
∑
n≥p
an
n−p∑
l1=0
ηn−p−l11 · · ·
lp−1∑
lp=0
ηlp−1−lpp ∆1,ηp+1
(
ζlp
)
(ηp+2)
=
∑
n≥p
an
n−p∑
l1=0
ηn−p−l11 · · ·
lp−1∑
lp=0
ηlp−1−lpp 1lp≥1
lp−1∑
lp+1=0
η
lp−1−lp+1
p+1 η
lp+1
p+2
=
∑
n≥p
an
n−p∑
l1=0
ηn−p−l11 · · · llp−1≥1
lp−1−1∑
lp=0
ηlp−1−lp−1p
lp∑
lp+1=0
η
lp−lp+1
p+1 η
lp+1
p+2
=
∑
n≥p
an
n−p∑
l1=1
ηn−p−l11 · · ·
lp−1∑
lp=0
ηlp−1−lpp
lp∑
lp+1=0
η
lp−lp+1
p+1 η
lp+1
p+2
=
∑
n≥p+1
an
n−p−1∑
l1=0
ηn−p−l1−11 · · ·
lp∑
lp+1=0
η
lp−lp+1
p+1 η
lp+1
p+2 ,
and the induction is achieved. √
The following result will be usefull in Section 4, Subsection 4.1 (Proposition 1).
Lemma 7. For all p ≥ 0, h function defined on the ηj,
∆p,(ησ(p),...,ησ(1))(h)
(
ησ(p+1)
)
= ∆p,(ηp,...,η1)(h) (ηp+1) .
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Proof. We prove the lemma by induction on p ≥ 0. It is obvious for p = 0 and
p = 1. Let be p ≥ 2 and σ ∈ Sp+1. First, assume that σ(1) = 1. Then by induction
∆p,(ησ(p),...,ησ(1))(h)
(
ησ(p+1)
)
= ∆p,(ησ(p),...,ησ(2),η1)(h)
(
ησ(p+1)
)
= ∆p−1,(ησ(p),...,ησ(2)) [ζ 7→ ∆1,η1(h)(ζ)]
(
ησ(p+1)
)
= ∆p−1,(ηp,...,η2) [ζ 7→ ∆1,η1(h)(ζ)] (ηp+1)
= ∆p,(ηp,...,η1)(h) (ηp+1) .
Now one can assume that σ(1) 6= 1 and consider the transposition τ = (1 σ(1)).
Then (τσ)(1) = 1 and
∆p,(η(τσ)(p) ,...,η(τσ)(1))(h)
(
η(τσ)(p+1)
)
= ∆p,(ηp,...,η1)(h) (ηp+1) .
Now let assume that the lemma is also proved for all transposition (1 j), 2 ≤ j ≤
p+ 1. Then
∆p,(ησ(p),...,ησ(1))(h)
(
ησ(p+1)
)
= ∆p,(ητ[(τσ)(p)] ,...,ητ[(τσ)(1)])(h)
(
ητ [(τσ)(p+1)]
)
= ∆p,(η(τσ)(p),...,η(τσ)(1))(h)
(
η(τσ)(p+1)
)
= ∆p,(ηp,...,η1)(h) (ηp+1)
and the lemma will be proved. So it is sufficient to prove it for any τ = (1 j), 2 ≤
j ≤ p+ 1. On the other hand,
∆p,(ηp,...,η1)(h) (ηp+1) =
∆p−1,(ηp−1,...,η1)(h) (ηp)−∆p−1,(ηp−1,...,η1)(h) (ηp+1)
ηp − ηp+1
= ∆p,(ηp+1,ηp−1,...,η1)(h) (ηp) ,
then it is also true for τp := (p p+ 1).
Let assume that it is also true for any permutation that fixes p+1. Then it will
be true for all (1 j), 2 ≤ j ≤ p, also for (1 p+ 1) = τp(1 p)τp and the proof will be
achieved.
Finally let be σ ∈ Sp+1 such that σ(p + 1) = p + 1. Then
∏p
j=1
(
X − ησ(j)
)
=∏p
j=1(X − ηj) and
p∑
q=0
q∏
j=1
(
X − ησ(j)
)
∆q,(ησ(q) ,...,ησ(1))(h)
(
ησ(q+1)
)
=
=
p−1∑
q=0
 q∏
j=1
(
X − ησ(j)
)
∆q,(ησ(q) ,...,ησ(1))(h)
(
ησ(q+1)
)
+
p∏
j=1
(X − ηj)∆p,(ησ(p),...,ησ(1))(h)
(
ησ(p+1)
)
.
Since for all q = 0, . . . , p− 1, the family {1, X − η1, . . . , (X − η1) · · · (X − ηq)} is a
basis of Cq[X ] = {P ∈ C[X ], degP ≤ q}, one has
q∏
j=1
(X − ησ(j)) =
q∑
l=0
cq,l
l∏
j=1
(X − ηj) ,
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then
p∑
q=0
q∏
j=1
(
X − ησ(j)
)
∆q,(ησ(q) ,...,ησ(1))(h)(ησ(q+1)) =
=
p−1∑
q=0
Cq
q∏
j=1
(X − ηj) +
p∏
j=1
(X − ηj)∆p,(ησ(p),...,ησ(1))(h)
(
ησ(p+1)
)
.
On the other hand, one has by Lemma 4
p∑
q=0
q∏
j=1
(
X − ησ(j)
)
∆q,(ησ(q) ,...,ησ(1))(h)
(
ησ(q+1)
)
=
=
p+1∑
q=1
 p+1∏
j=1,j 6=q
X − ησ(j)
ησ(q) − ησ(j)
 h (ησ(q)) = p+1∑
q=1
 p+1∏
j=1,j 6=q
X − ηj
ηq − ηj
 h(ηq)
=
p−1∑
q=0
q∏
j=1
(X − ηj)∆q,(ηq ,...,η1)(h)(ηq+1) +
p∏
j=1
(X − ηj)∆p,(ηp,...,η1)(h)(ηp+1) .
Since the family {1 , X − η1, (X − η1)(X − η2), . . . , (X − η1) · · · (X − ηp)} is a basis
of Cp[X ], it follows that
∆p,(ησ(p),...,ησ(1))(h)
(
ησ(p+1)
)
= ∆p,(ηp,...,η1)(h)(ηp+1)
and the lemma is proved. √
2.3. About the formula EN (·, η). In this part we want to justify what we mean
when we claim that the formula EN (f ; η) is the canonical interpolation formula for
any f ∈ O (C2). We set, for all p ≥ 1,
wp(z) :=
z2 + ηpz1
1 + |ηp|2 .(2.13)
Then the formula EN (f ; η) can be written as
EN (f ; η)(z) =
N∑
p=1
N∏
j=p+1
(z1 − ηjz2)
N∑
q=p
1 + ηpηq
1 + |ηq|2
1∏N
j=p,j 6=q(ηq − ηj)
[f (ηqwq(z), wq(z))]N−p
wq(z)N−p
,
where [h]N−p is the truncation of h at orderN−p, ie [h]N−p(w) =
∑
m≥N−p
wm
m! h
(m)(0).
On the other hand, notice that the point (ηqwq(z), wq(z)) is the orthogonal
projection of z on the line {z1 − ηqz2 = 0} with respect to the hermitian scalar
product on C2, since (ηqwq(z), wq(z)) =< z, uq > uq, with uq := (ηq, 1)/
√
1 + |ηq|2
being a normalized director vector of {z1 − ηqz2 = 0}. In particular, z ∈ C2 being
given, f (ηqwq(z), wq(z)) is a naturel way to use the restriction f |{z1=ηqz2}.
Finally, on the expression of EN (f ; η) appear derivatives of the restrictions of f
of order at most max(N − 2, 0) since p ≥ 1 and
[f (ηqwq(z), wq(z))]N−p = f (ηqwq(z), wq(z))−
N−p−1∑
p=0
wq(z)
m
m!
∂m
∂vm
|v=0(f(ηqv, v)) .
Now we can give the following result about the fact that the formula EN (f ; η)
is a canonical interpolation formula.
A CRITERION FOR THE RECONSTRUCTION OF A HOLOMORPHIC FUNCTION 19
Lemma 8. For all N ≥ 1, EN (f ; η) is essentially the unique interpolation for-
mula betwen the interpolation formula that fix CN−1[z1, z2] and have the following
expression
F =
N∑
q=1
Fq(z) ,
where Fq(z) =
∑
k+l≤N−1 Cq,k,lz
k
1z
l
2, with Cq,k,l being an operator on the space
O(C)q :=
(O (C2)) |{z1=ηqz2}, of order at most max(N − 2, 0).
Proof. First, in the expression of such an operator Fq onO(C)q and any f ∈ O
(
C
2
)
,
there must appear parts of f(ηqvq(z), vq(z)) where vq(z) = aqz1+ bqz2 is such that
‖z‖ ≥ ‖(ηqvq(z), vq(z))‖ = |vq(z)|
√
1 + |ηq|2, ie |vq(z)| ≤ ‖z‖/
√
1 + |ηq|2. This
yields to
sup
‖z‖≤1
|aqz1 + bqz2| =
√
|aq|2 + |bq|2 ≤ 1√
1 + |ηq|2
.(2.14)
On the other hand, the condition of interpolation must satisfy F (f)|{z1=ηqz2} =
f|{z1=ηqz2}, then
1 = |vq(ηq, 1)| = |ηqaq + bq| ≤
√
|aq|2 + |bq|2
√
1 + |ηq|2 .(2.15)
It folows from (2.14) and (2.15) that
√|aq|2 + |bq|2 = 1/√1 + |ηq|2 and (aq, bq) =
λ(ηq, 1), λ ∈ C. Then |λ| = 1/(1 + |ηq|2) and
vq(z) = ωq
ηqz1 + z2
1 + |ηq|2 , |ωq| = 1 .(2.16)
Finally, the condition (ηqvq(ηq, 1), vq(ηq , 1)) = (ηq, 1) yields to ωq = 1, then
vq(z) =
ηqz1 + z2
1 + |ηq|2 = wq(z) .(2.17)
Next, for any P ∈ CN−1[z], in particular, for all z2 ∈ C \ {0}, P (·, z2) ∈ C[z1].
It follows by Lemma 4 that
P (z) =
N∑
p=1
N∏
j=1,j 6=p
z1 − ηjz2
ηpz2 − ηjz2 P (ηpz2, z2)
=
N∑
p=1
N∏
j=p+1
(z1 − ηjz2)∆N−p,(ηp+1z2,...,ηNz2) (ζ 7→ P (ζ, z2)) (ηpz2) .(2.18)
On the other hand, by Lemma 6, for all p = 1, . . . , N , ∆N−p,(ηp+1z2,...,ηNz2) (P (·, z2)) (ηpz2) ∈
C[z2]. Moreover,
deg∆N−p,(ηp+1z2,...,ηNz2) (P (·, z2)) (ηpz2) ≤ degz1 P − (N − p) + degz2 P
≤ p− 1 .(2.19)
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It follows from (2.17), (2.18) and (2.19) that one can write F as
F =
N∑
q=1
N∑
p=1
N∏
j=p+1
(z1 − ηjz2)∆N−p,(ηp+1z2,...,ηNz2) (Fq(·, z2)) (ηpz2)
=
N∑
q,p=1
Qq,p(z2)
 N∏
j=p+1
(z1 − ηjz2)
Fq,p ,(2.20)
where Qq,p ∈ C[z2] and, for all f ∈ O
(
C2
)
,
Fq,p(f) =
dq,p∑
l=0
cN,q,p,lwq(z)
l
∑
m≥rq,p
wq(z)
m−rq,p
m!
∂m
∂vm
|v=0 [f(ηqv, v)] ,(2.21)
with rq,p ≤ N − 1, ∀ l = 0, . . . , dq,p (since Fq,p is of order at most N − 2).
Now, if N ≥ 1 and FN is such an operator, the operator FN − EN can still be
written as the expression (2.20). Moreover, (FN − EN )|CN−1[z] = 0 since EN and
FN fix CN−1[z]. On the other hand, let consider the Lagrange monomials
Lq(z) :=
N∏
j=1,j 6=q
z1 − ηjz2
ηq − ηj , 1 ≤ q ≤ N .(2.22)
In particular, degLq ≤ N − 1 and Lq|{z1−ηpz2} = 1p=qz
N−1
2 . Then one has, for all
N ≥ 1 and q = 1, . . . , N ,
0 = (FN − EN )(Lq) =
N∑
p=1
Qq,p(z2)
N∏
j=p+1
(z1 − ηjz2)×
×
dq,p∑
l=0
cN,q,p,lwq(z)
l
∑
m≥rq,p
wq(z)
m−rq,p
m!
∂m
∂vm
|v=0
[
vN−1
]
=
N∑
p=1
Qq,p(z2)
N∏
j=p+1
(z1 − ηjz2)
dq,p∑
l=0
cN,q,p,lwq(z)
l+N−1−rq,p .(2.23)
Now we will prove the lemma by induction on N ≥ 1. If N = 1, (2.23) becomes
0 = Q1,1(z2)
d1,1∑
l=0
c1,1,1,lw1(z)
l , ∀ z ∈ C2 ,
then Q1,1 = 0 (in this case, F1 = E1) or
∑d1,1
l=0 c1,1,1,lw1(z)
l = 0, ∀ z ∈ C2 (in this
case,
∑d1,1
l=0 c1,1,1,lw
l = 0, ∀w ∈ C, then c1,1,1,l = 0, ∀ l = 0, . . . , d1,1 and F1 = E1).
Now if the lemma is proved for N ≥ 1 and we consider N + 1, then (2.23)
becomes, for all q = 1, . . . , N + 1,
0 = (z1 − ηN+1z2)
N∑
p=1
Qq,p(z2)
N∏
j=p+1
(z1 − ηjz2)
dq,p∑
l=0
cN+1,q,p,lwq(z)
l+N−rq,p
+ Qq,N+1(z2)
dq,N+1∑
l=0
cN+1,q,N+1,lwq(z)
l+N−rq,N+1 .(2.24)
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In particular, (z1−ηN+1z2) dividesQq,N+1(z2)
∑dq,N+1
l=0 cN+1,q,N+1,lwq(z)
l+N−rq,N+1 .
Then one (and only one) of these different cases can happen:
• (z1−ηN+1z2) divides Qq,N+1(z2), then Qq,N+1(z2) = 0 and (2.24) becomes
0 =
N∑
p=1
Qq,p(z2)
N∏
j=p+1
(z1 − ηjz2)
dq,p∑
l=0
cN+1,q,p,lwq(z)
l+N−rq,p ,
that yields by induction to FN+1 = EN+1.
• Otherwise (since z1− ηN+1z1 is irreducible and C[z1, z2] is factorial), (z1−
ηN+1z2) divides
∑dq,p
l=0 cN+1,q,p,lwq(z)
l+N−rq,p . If
∑dq,p
l=0 cN+1,q,p,lX
l = 0,
then (2.24) and the induction yield to FN+1 = EN+1.
• Else ∑dq,pl=0 cN+1,q,p,lwq(z)l+N−rq,p = wq(z)m′∑d′l=0 c′lwq(z)l, with c′0 6= 0,
and (z1 − ηN+1z2) divides
∑d′
l=0 c
′
lwq(z)
l. Then ∃ Q˜ ∈ C[z1, z2] such that
d′∑
l=0
c′lwq(z)
l = (z1 − ηN+1z2)Q˜(z)
and z = 0 yields to c′0 = 0, which is impossible.
• Finally, (z1−ηN+1z2) must divide wq(z)m′ then divide wq(z) = ηqz1+z21+|ηq|2 that
is irreducible too. It follows that they are proportional then 1+ηqηN+1 = 0.
In this case, the part
1 + ηN+1ηq
1 + |ηq|2
1∏N+1
j=N+1,j 6=q(ηq − ηj)
∑
m≥0
(
z2 + ηqz1
1 + |ηq|2
)m
1
m!
∂m
∂vm
|v=0[f(ηqv, v)]
will disappear in the expression (1.4) of EN . It follows that EN will be
the most natural choice for the interpolation formula and this achieves the
induction. √
3. Proof of Theorem 1
In this part we will assume that the set {ηj}j≥1 is bounded, what we will write
as
‖η‖∞ := sup
j≥1
|ηj | < +∞ .(3.1)
Remark 3.1. We will see that the condition (1.8) is equivalent to the existence of
Rη such that, for all p, q, s ≥ 0 with s ≤ q,∣∣∣∣∣∆p,(ηp,...,η1)
(
ζ
s
(1 + |ζ|2)q
)
(ηp+1)
∣∣∣∣∣ ≤ Rp+qη .(3.2)
In all the following, we will mean the Taylor expansion of any function f ∈
O (C2) (that absolutely converges in any compact subset K ⊂ C2) by
f(z) =
∑
k,l≥0
ak,lz
k
1z
l
2 .(3.3)
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3.1. Condition (1.8) is necessary. We begin with this result.
Lemma 9. For all f ∈ O (C2), N ≥ 1 and k1 ≥ N ,
1
k1!
∂k1
∂zk11
|z=0[RN (f ; η)(z)] = ∆N−1,(ηN−1,...,η1)
((
ζ
1 + |ζ|2
)k1−N+1 ∑
k+l=k1
ak,lζ
k
)
(ηN ) .
Proof. First, we claim that
RN (f ; η)(z) =
N−1∑
p=0
zN−1−p2
p∏
j=1
(z1 − ηjz2)∆p,(ηp,...,η1) (ζ 7→ rN (ζ, z)) (ηp+1) ,(3.4)
with
rN (ζ, z) :=
∑
k+l≥N
ak,lζ
k
(
z2 + ζz1
1 + |ζ|2
)k+l−N+1
(3.5)
=
∑
m≥N
(
z2 + ζz1
1 + |ζ|2
)m−N+1 ∑
k+l=m
ak,lζ
k .
Indeed, by Lemma 4,
RN (f ; z)(z) = z
N−1
2
N∑
p=1
N∏
j=1,j 6=p
z1/z2 − ηj
ηp − ηj
∑
k+l≥N
ak,lη
k
p
(
z2 + ηpz1
1 + |ηp|2
)k+l−N+1
= zN−12
N−1∑
p=0
p∏
j=1
(z1/z2 − ηj)∆p,(ηp,...,η1)
 ∑
k+l≥N
ak,lζ
k
(
z2 + ζz1
1 + |ζ|2
)k+l−N+1 (ηp+1) .
It follows that
RN (f ; η)(z) =
N−1∑
p=0
zN−1−p2
p∏
j=1
(z1 − ηjz2)∆p,(ηp,...,η1)(ζ 7→ rN (ζ, z))(ηp+1)
=
N−1∑
p=0
zN−1−p2
p∑
r=0
zr1(−1)p−rzp−r2 σp−r(η1, . . . , ηp)∆p(rN (ζ, z))
=
N−1∑
r=0
zr1z
N−1−r
2
N−1∑
p=r
(−1)p−rσp−r(η1, . . . , ηp)∆p(rN (ζ, z)) ,
with σr(η1, . . . , ηp) =
∑
1≤j1<···<jr≤p ηj1 · · · ηjr . Then
1
k1!
∂k1
∂zk11
|z=0[RN (f ; η)(z)] =
=
N−1∑
r=0
0N−1−r
N−1∑
p=r
(−1)p−rσp−r(η1, . . . , ηp) 1
k1!
∂k1
∂zk11
|z=0 [zr1∆p(rN (ζ, z))]
=
1
k1!
∂k1
∂zk11
|z=0
[
zN−11 ∆N−1(rN (ζ, z))
]
= ∆N−1,(ηN−1,...,η1)
(
ζ 7→ 1
k1!
∂k1
∂zk11
|z=0
[
zN−11 rN (ζ, z)
])
(ηN ) .
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Since k1 ≥ N , one has for all ζ ∈ C
1
k1!
∂k1
∂zk11
|z=0
[
zN−11 rN (ζ, z)
]
=
=
k1∑
s=0
1
s!
∂s
∂zs1
|z1=0
(
zN−11
) 1
(k1 − s)!
∂k1−s
∂zk1−s1
|z=0[rN (ζ, z)]
=
1
(k1 −N + 1)!
∂k1−N+1
∂zk1−N+11
|z=0[rN (ζ, z)]
=
∑
m≥N
∑
k+l=m
ak,lζ
k 1
(k1 −N + 1)!
∂k1−N+1
∂zk1−N+11
|z=0
[(
z2 + ζz1
1 + |ζ|2
)m−N+1]
=
∑
k+l=k1
ak,lζ
k
(
ζ
1 + |ζ|2
)k1−N+1
,
and the proof is achieved. √
Now we can prove the first sense of Theorem 1.
Proof. We assume that, for every f ∈ O(C2), RN (f ; η) is uniformly bounded on
any compact subset K ⊂ C2, ie
sup
N≥1
sup
z∈K
|RN (f ; η)(z)| ≤ M(f,K) < +∞ .
In particular, ∀ p ≥ 0,
sup
z∈D2(0,(1,1))
|Rp+1(f ; η)(z)| ≤ M(f) .
Then for all p ≥ 0 and q ≥ 1,∣∣∣∣ 1(p+ q)! ∂p+q∂zp+q1 |z=0[Rp+1(f ; η)(z)]
∣∣∣∣ =
∣∣∣∣∣ 1(2ipi)2
∫
|ζ1|=|ζ2|=1
Rp+1(f ; η)(ζ1, ζ2) dζ1 ∧ dζ2
ζp+q+11 ζ2
∣∣∣∣∣
≤ sup
z∈D2(0,(1,1))
|Rp+1(f ; η)(z)| ≤ M(f) .
Since p+ q ≥ p+ 1, one can deduce from the above lemma that∣∣∣∣∣∣∆p,(ηp,...,η1)
( ζ
1 + |ζ|2
)q ∑
k+l=p+q
ak,lζ
k
 (ηp+1)
∣∣∣∣∣∣ ≤ M(f) .
Now consider any function entire on C, h(w) =
∑
n≥0 anw
n and set fh(z) :=
h(z2). Then fh ∈ O
(
C2
)
and for all p ≥ 0, q ≥ 1,∑
k+l=p+q
ak,l(fh)ζ
k = a0,p+q(fh) = ap+q .
It follows that for all p ≥ 0, q ≥ 1,∣∣∣∣∣∣∆p,(ηp,...,η1)
( ζ
1 + |ζ|2
)q ∑
k+l=p+q
ak,l(fh)ζ
k
 (ηp+1)
∣∣∣∣∣∣ =
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= |ap+q|
∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ ≤ M(h) :=M (fh) ,
then
sup
p≥0, q≥1
|ap+q| 1p+q
∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣
1
p+q
 < +∞ .
Since h ∈ O(C), lim supn→∞ |an|1/n = 0. Conversely, if (εn)n≥1 is any sequence
that converges to 0, the function hε(w) :=
∑
n≥1 ε
n
nw
n is entire on C and
sup
p≥0, q≥1
|εp+q|
∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣
1
p+q
 < +∞ .(3.6)
Now we claim that
Rη := sup
p≥0, q≥1

∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣
1
p+q
 < +∞ .(3.7)
If it is true, we will have proved the lemma for p ≥ 0, q ≥ 1. On the other hand,
since for all q = 0, p ≥ 1, one has∣∣∆p,(ηp,...,η1)(ζ 7→ 1)(ηp+1)∣∣ = 0 ,
and
|∆0(ζ 7→ 1)(η1)| = 1 = R0η ,
the proof will be achieved.
Assume that (3.7) is not true. For all n ≥ 1, there exist pn and qn such that∣∣∣∣∣∆pn,(ηpn ,...,η1)
[(
ζ
1 + |ζ|2
)qn]
(ηpn+1)
∣∣∣∣∣
1
pn+qn
≥ n .
One can choose (pn)n≥1 and (qn)n≥1 such that the sequence (pn+qn)n≥1 is strictly
increasing. Indeed, let be p1 and q1 for n = 1 and assume that there are p1, . . . , pn
and q1, . . . , qn such that ∀ j = 1, . . . , n− 1, pj + qj < pj+1 + qj+1. Since
+∞ = sup
p≥0, q≥1

∣∣∣∣∣∆p
[(
ζ
1 + |ζ|2
)q]∣∣∣∣∣
1
p+q

= max
 supp+q≤pn+qn
∣∣∣∣∣∆p
[(
ζ
1 + |ζ|2
)q]∣∣∣∣∣
1
p+q
, sup
p+q>pn+qn
∣∣∣∣∣∆p
[(
ζ
1 + |ζ|2
)q]∣∣∣∣∣
1
p+q

and the set {p ≥ 0, q ≥ 1, p+ q ≤ pn + qn} is finite, it follows that
sup
p+q>pn+qn
∣∣∣∣∣∆p
[(
ζ
1 + |ζ|2
)q]∣∣∣∣∣
1
p+q
= +∞ .
In particular, there are pn+1, qn+1 such that pn+1 + qn+1 > pn + qn and∣∣∣∣∣∆pn+1,(ηpn+1 ,...,η1)
[(
ζ
1 + |ζ|2
)qn+1]
(ηpn+1+1)
∣∣∣∣∣
1
pn+1+qn+1
≥ n+ 1 .
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This allows us to construct by induction on n ≥ 1 the sequences (pn)n≥1 and
(qn)n≥1.
Now we define (εn)n≥1 by
εn :=
{
1/
√
j , if ∃ j ≥ 1, pj + qj = n ,
0 otherwise .
(3.8)
Since (pn+ qn)n≥1 is strictly increasing, if such a j exists, it is unique then (εn)n≥1
is well-defined.
On the other hand, limn→∞ εn = 0. Indeed, ∀ ε > 0, ∃ J ≥ 1, ∀ j ≥ J , 1/
√
j ≤
1/
√
J < ε. We set Nε := pJ + qJ and let be any n ≥ Nε. If there is no j such
that pj + qj = n, then εn = 0 < ε; otherwise ∃ j ≥ 1, n = pj + qj and one has
pj+ qj = n ≥ Nε = pJ + qJ . In particular, j ≥ J (else n = pj+ qj < pJ + qJ = Nε),
then εn = 1/
√
j ≤ 1/√J < ε.
It follows that for all j ≥ 1,
εpj+qj
∣∣∣∣∣∆pj ,(ηpj ,...,η1)
[(
ζ
1 + |ζ|2
)qj]
(ηpj+1)
∣∣∣∣∣
1
pj+qj
≥ 1√
j
j =
√
j ,
then
sup
p≥0, q≥1
εp+q
∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣
1
p+q
 ≥ supj≥1
{√
j
}
= +∞ ,
which is in contradiction with (3.6), thus (3.7) follows. √
3.2. Condition (1.8) is sufficient. In this part we will prove the inverse sense of
Theorem 1. We assume that the (bounded) set {ηj}j≥1 satisfies (1.8). We begin
with the following result that is a little stronger consequence (see Remark 3.1).
Lemma 10. There is R′η ≥ 1 such that for all p, q, s ≥ 0 with 0 ≤ s ≤ q, one has∣∣∣∣∣∆p,(ηp,...,η1)
[
ζ 7→ ζ
s
(1 + |ζ|2)q
]
(ηp+1)
∣∣∣∣∣ ≤ R′ηp+q .
Proof. Set 
R = max (1, Rη) ,
Q = max(3, Rη) ,
S = 3max(1, ‖η‖∞) .
(3.9)
In order to prove the lemma, we want to prove the following estimation: ∀ p, q, s ≥ 0
with s ≤ q, one has∣∣∣∣∣∆p,(ηp,...,η1)
[
ζ 7→ ζ
s
(1 + |ζ|2)q
]
(ηp+1)
∣∣∣∣∣ ≤ RpQqSq−s .(3.10)
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This will be proved by induction on p + q − s ≥ 0. If p + q − s = 0 then since
p, q − s ≥ 0, necessarily p = 0 and s = q ≥ 0. Thus∣∣∣∣∣∆0
(
ζ
q
(1 + |ζ|2)q
)
(η1)
∣∣∣∣∣ =
∣∣∣∣ η1q(1 + |η1|2)q
∣∣∣∣ = (0.1 + 1.|η1|1 + |η1|2
)q
≤
(
1.
√
1 + |η1|2
1 + |η1|2
)q
(Cauchy-Schwarz inequality)
=
1(√
1 + |η1|2
)q ≤ 1 ≤ R0QqS0 .
If p+ q − s = 1, then p = 1 and q = s ≥ 0, or p = 0 and 0 ≤ s = q − 1. In the
first case, since (1.8) is satisfied, one has∣∣∣∣∣∆1,η1
[(
ζ
1 + |ζ|2
)q]
(η2)
∣∣∣∣∣ ≤ R1+qη ≤ R1QqS0 .
In the second case, one has for all q ≥ 1∣∣∣∣∣∆0
(
ζ
q−1
(1 + |ζ|2)q
)
(η1)
∣∣∣∣∣ =
∣∣∣∣ η1q−1(1 + |η1|2)q
∣∣∣∣ = 11 + |η1|2
∣∣∣∣ η11 + |η1|2
∣∣∣∣q−1 ≤ 1 ≤ R0QqS1 .
Now let be m ≥ 1 and assume that (3.10) is true for all p, q, s ≥ 0 with s ≤ q
and such that p + q − s ≤ m. Now let be p, q, s ≥ 0 with s ≤ q and such that
p+ q − s = m+ 1. One has different cases.
If p = 0 then∣∣∣∣∣∆0
(
ζ
s
(1 + |ζ|2)q
)
(η1)
∣∣∣∣∣ =
∣∣∣∣ η1s(1 + |η1|2)q
∣∣∣∣ = ∣∣∣∣ η1(1 + |η1|2)
∣∣∣∣s 1(1 + |η1|2)q−s
≤ 1 ≤ R0QqSq−s .
If s = q then by (1.8)∣∣∣∣∣∆p,(ηp,...,η1)
[
ζ 7→ ζ
q
(1 + |ζ|2)q
]
(ηp+1)
∣∣∣∣∣ ≤ Rp+qη ≤ RpQqS0 .
Otherwise p ≥ 1 and 0 ≤ s ≤ q − 1 (in particular q ≥ 1). On one hand, one has
by Lemmas 5 and 6
∆p,(ηp,...,η1)
(
ζ
s+1
ζ
(1 + |ζ|2)q
)
(ηp+1) =
=
p∑
r=0
∆r,(ηr ,...,η1)
(
ζ
s+1
(1 + |ζ|2)q
)
(ηr+1)∆p−r,(ηp,...,ηr+1) (ζ 7→ ζ) (ηp+1)
= ∆p−1,(ηp−1,...,η1)
(
ζ
s+1
(1 + |ζ|2)q
)
(ηp)× 1 + ∆p,(ηp,...,η1)
(
ζ
s+1
(1 + |ζ|2)q
)
(ηp+1)× ηp+1 .
On the other hand,
∆p,(ηp,...,η1)
(
ζ
s+1
ζ
(1 + |ζ|2)q
)
(ηp+1) =
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= ∆p,(ηp,...,η1)
(
ζ
s
(|ζ|2 + 1− 1)
(1 + |ζ|2)q
)
(ηp+1)
= ∆p,(ηp,...,η1)
(
ζ
s
(1 + |ζ|2)q−1
)
(ηp+1)−∆p,(ηp,...,η1)
(
ζ
s
(1 + |ζ|2)q
)
(ηp+1) .
Thus
∆p,(ηp,...,η1)
(
ζ
s
(1 + |ζ|2)q
)
(ηp+1) =
= ∆p,(ηp,...,η1)
(
ζ
s
(1 + |ζ|2)q−1
)
(ηp+1)
−∆p−1,(ηp−1,...,η1)
(
ζ
s+1
(1 + |ζ|2)q
)
(ηp)− ηp+1∆p,(ηp,...,η1)
(
ζ
s+1
(1 + |ζ|2)q
)
(ηp+1) .
Since s ≤ q−1, s+1 ≤ q and (p−1)+q−(s+1) ≤ p+(q−1)−s = p+q−(s+1) = m,
by induction and (3.9) it follows that∣∣∣∣∣∆p,(ηp,...,η1)
(
ζ
s
(1 + |ζ|2)q
)
(ηp+1)
∣∣∣∣∣ ≤
≤ RpQq−1Sq−s +Rp−1QqSq−s−1 + ‖η‖∞RpQqSq−s−1
≤ Rp−1Qq−1Sq−s−1 (RS +Q+ ‖η‖∞RQ)
≤ Rp−1Qq−1Sq−s−1
(
RS
Q
3
+Q
RS
3
+
S
3
RQ
)
= RpQqSq−s ,
and this proves (3.10).
Finally, if we set
R′η := [max(R,Q, S)]
2
= [max (3, 3‖η‖∞, Rη)]2 ,(3.11)
(3.10) yields to, for all p, q, s ≥ 0 with s ≤ q,∣∣∣∣∣∆p,(ηp,...,η1)
(
ζ
s
(1 + |ζ|2)q
)
(ηp+1)
∣∣∣∣∣ ≤ RpQqSq ≤ R′ηp+q ,
and the proof is achieved. √
In the following the constant Rη will mean R
′
η from Lemma 10. One can deduce
as a consequence the following result.
Lemma 11. For all p, q ≥ 0 and z ∈ C2,∣∣∣∣∣∆p,(ηp,...,η1)
[
ζ 7→
(
z2 + ζz1
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ ≤ Rpη(2Rη‖z‖)q .
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Proof. Indeed, Lemma 10 yields to∣∣∣∣∣∆p,(ηp,...,η1)
[(
z2 + ζz1
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ =
=
∣∣∣∣∣
q∑
u=0
q!
u! (q − u)!z
q−u
2 z
u
1∆p,(ηp,...,η1)
(
ζ
u
(1 + |ζ|2)q
)
(ηp+1)
∣∣∣∣∣
≤
q∑
u=0
q!
u! (q − u)!‖z‖
q
∣∣∣∣∣∆p,(ηp,...,η1)
(
ζ
u
(1 + |ζ|2)q
)
(ηp+1)
∣∣∣∣∣
≤ ‖z‖q
q∑
u=0
q!
u! (q − u)!R
p+q
η = ‖z‖q2qRp+qη = Rpη(2Rη‖z‖)q .
√
The next result will be usefull in order to prove the reciprocal sense of Theorem 1.
Lemma 12. For all n, p ≥ 0,
Apn :=
n∑
l1=0
l1∑
l2=0
· · ·
lp−1∑
lp=0
1 = card {(l1, . . . , lp) ∈ Np, n ≥ l1 ≥ l2 ≥ · · · ≥ lp ≥ 0}
=
(n+ p)!
n! p!
.
Proof. First, we admit that if p = 0 then l0 = n and
A0n =
0∏
j=1
lj−1∑
lj=0
1 = 1 .
So one can assume that p ≥ 1 and we prove this result by induction on n+ p ≥ 1.
If n+ p = 1 then p = 1 and n = 0 then
A10 = card {s1 ∈ N, 0 ≥ s1 ≥ 0} = 1 .
Now we assume that it is true for all p, n such that 1 ≤ p+ n ≤ m with p ≥ 1 and
n ≥ 0, and let be n ≥ 0, p ≥ 1 such that n+ p = m+ 1.
If n = 0 then
card {0 ≥ s1 ≥ · · · ≥ sp ≥ 0} = card{(0, . . . , 0)} = 1 .
If p = 1 then
card {n ≥ s1 ≥ 0} = (n+ 1)!
n! 1!
.
Otherwise n ≥ 1 and p ≥ 2. We claim that
Apn = A
p
n−1 + A
p−1
n .(3.12)
Indeed, for any element of {(s1, . . . , sp) ∈ Np, n ≥ s1 ≥ · · · ≥ sp ≥ 0}, either s1 = n
or s1 ≤ n− 1. Then
card {(s1, . . . , sp) ∈ Np, n ≥ s1 ≥ · · · ≥ sp ≥ 0} =
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= card
{
(s2, . . . , sp) ∈ Np−1, n ≥ s2 ≥ · · · ≥ sp ≥ 0
}
+ card {(s1, . . . , sp) ∈ Np, n− 1 ≥ s1 ≥ · · · ≥ sp ≥ 0}
= Ap−1n +A
p
n−1 .
Since n+ p− 1 = n− 1 + p = m, one has by induction
Apn =
(n+ p− 1)!
n! (p− 1)! +
(n− 1 + p)!
(n− 1)! p! =
(n+ p− 1)!
n! p!
(p+ n)
and the lemma is proved. √
Now Lemmas 11 and 12 yield to the following result.
Lemma 13. Let be f ∈ O (C2). For all p ≥ 0, N ≥ 1, z ∈ C2 and R >
2‖η‖∞R2η‖z‖, one has∣∣∣∣∣∣∆p,(ηp,...,η1)
ζ 7→ ∑
m≥N
(
z2 + ζz1
1 + |ζ|2
)m−N+1 ∑
k+l=m
ak,lζ
k
 (ηp+1)
∣∣∣∣∣∣ ≤
≤ 8‖f‖RR
2
η‖z‖
‖η‖∞(1− 2‖η‖∞R2η‖z‖/R)
(‖η‖∞Rη
R
)N (
Rη(1 + ‖η‖∞)
‖η‖∞
)p
,
with
‖f‖R := sup
|z1|,|z2|≤R
|f(z1, z2)| .(3.13)
Proof. First, for all m ≥ N , one has
∆p,(ηp,...,η1)
[(
z2 + ζz1
1 + |ζ|2
)m−N+1 ∑
k+l=m
ak,lζ
k
]
(ηp+1) =
=
p∑
v=0
∆v,(ηv ,...,η1)
[(
z2 + ζz1
1 + |ζ|2
)m−N+1]
(ηv+1)∆p−v,(ηp,...,ηv+1)
( ∑
k+l=m
ak,lζ
k
)
(ηp+1) .
Next, for all 0 ≤ v ≤ p and m ≥ N (> p), on has by Lemmas 6 and 12∣∣∣∣∣∆p−v,(ηp,...,ηv+1)
(
m∑
k=0
ak,m−kζk
)
(ηp+1)
∣∣∣∣∣ ≤
≤
m∑
k=p−v
|ak,m−k|
k−p+v∑
l1=0
|ηv+1|k−p+v−l1
l1∑
l2=0
|ηv+2|l1−l2 · · ·
lp−v−1∑
lp−v=0
|ηp|lp−v−1−lp−v |ηp+1|lp−v
≤
m∑
k=p−v
|ak,m−k|‖η‖k−p+v∞
k−p+v∑
l1=0
· · ·
lp−v−1∑
lp−v=0
1 =
m∑
k=p−v
|ak,m−k|‖η‖k−p+v∞
k!
(p− v)! (k − p+ v)! .
On the other hand, since f ∈ O (C2), one has for all R ≥ 1
|ak,l| =
∣∣∣∣∣ 1(2ipi)2
∫
|ζ1|=|ζ2|=R
f(ζ1, ζ2) dζ1 ∧ dζ2
ζk+11 ζ
l+1
2
∣∣∣∣∣ ≤ ‖f‖RRk+l .
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Thus∣∣∣∣∣∆p−v,(ηp,...,ηv+1)
(
m∑
k=0
ak,m−kζk
)
(ηp+1)
∣∣∣∣∣ ≤
≤ ‖f‖R
Rm
m∑
k=p−v
k!
(p− v)! (k − p+ v)!‖η‖
k−p+v
∞ =
‖f‖R
Rm
1
(p− v)!
∂p−v
∂tp−v
|t=‖η‖∞
[
m∑
k=0
tk
]
=
‖f‖R
Rm
1
2ipi
∫
|t|=Rη
m∑
k=0
tk
dt
(t− ‖η‖∞)p−v+1
≤ ‖f‖R
Rm
Rη
∑m
k=0 R
k
η
(Rη − ‖η‖∞)p−v+1 =
‖f‖R
Rm
Rm+1η − 1
(Rη − ‖η‖∞)p−v+1(1 − 1/Rη)
≤ 2‖f‖R
Rm
Rm+1η
‖η‖p−v+1∞
= 2‖f‖R Rη‖η‖∞
(
Rη
R
)m
1
‖η‖p−v∞
,
since by (3.11), Rη ≥ 2‖η‖∞, 2.
It follows with Lemma 11 that
∆p,(ηp,...,η1)
[(
z2 + ζz1
1 + |ζ|2
)m−N+1 ∑
k+l=m
ak,lζ
k
]
(ηp+1) ≤
≤
p∑
v=0
Rvη(2Rη‖z‖)m−N+1
2‖f‖RRη
‖η‖∞
(
Rη
R
)m
1
‖η‖p−v∞
=
2‖f‖RRη
‖η‖∞
(
Rη
R
)m
(2Rη‖z‖)m−N+1 1‖η‖p∞
p∑
v=0
(Rη‖η‖∞)v
≤ 2‖f‖RRη‖η‖∞(2Rη‖z‖)N−1
(
2‖η‖∞R2η‖z‖
R
)m
1
‖η‖p∞
(Rη(1 + ‖η‖∞))p+1 − 1
Rη(1 + ‖η‖∞)− 1
≤ 4‖f‖RRη‖η‖∞(2Rη‖z‖)N−1
(
2‖η‖∞R2η‖z‖
R
)m(
Rη(1 + ‖η‖∞)
‖η‖∞
)p
.
One can deduce that, for all N ≥ 1, 0 ≤ p ≤ N − 1, z ∈ C2 and R > 2‖η‖∞R2η‖z‖,∣∣∣∣∣∣∆p,(ηp,...,η1)
∑
m≥N
(
z2 + ζz1
1 + |ζ|2
)m−N+1 ∑
k+l=m
ak,lζ
k
 (ηp+1)
∣∣∣∣∣∣ ≤
≤
∑
m≥N
∣∣∣∣∣∆p,(ηp,...,η1)
[(
z2 + ζz1
1 + |ζ|2
)m−N+1 ∑
k+l=m
ak,lζ
k
]
(ηp+1)
∣∣∣∣∣
≤ 4‖f‖RRη‖η‖∞(2Rη‖z‖)N−1
(
Rη(1 + ‖η‖∞)
‖η‖∞
)p ∑
m≥N
(
2‖η‖∞R2η‖z‖
R
)m
≤ 4‖f‖RRη‖η‖∞(2Rη‖z‖)N−1
(
Rη(1 + ‖η‖∞)
‖η‖∞
)p (2‖η‖∞R2η‖z‖/R)N
1− 2‖η‖∞R2η‖z‖/R
=
8‖f‖RR2η‖z‖
‖η‖∞(1− 2‖η‖∞R2η‖z‖/R)
(‖η‖∞Rη
R
)N (
Rη(1 + ‖η‖∞)
‖η‖∞
)p
.
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√
We can finally complete the proof of Theorem 1.
Proof. f ∈ O (C2) and K ⊂ C2 compact subset being given, it follows from
Lemma 13 that, for all N ≥ 1, z ∈ K and R > 2‖η‖∞R2η‖z‖,
|RN (f ; η)(z)| ≤
≤
N−1∑
p=0
|z2|N−1−p
p∏
j=1
|z1 − ηjz2|
∣∣∣∣∣∣∆p,(ηp,...,η1)
 ∑
k+l≥N
ak,lη
k
p
(
z2 + ηpz1
1 + |ηp|2
)k+l−N+1 (ηp+1)
∣∣∣∣∣∣
≤
N−1∑
p=0
‖z‖N−1−p‖z‖p
p∏
j=1
√
1 + |ηj |2
8‖f‖RR2η‖z‖
‖η‖∞(1− 2‖η‖∞R2η‖z‖/R)
(‖η‖∞Rη
R
)N (
Rη(1 + ‖η‖∞)
‖η‖∞
)p
≤ 8‖f‖RR
2
η
‖η‖∞(1− 2‖η‖∞R2η‖z‖/R)
(‖η‖∞Rη‖z‖
R
)N N−1∑
p=0
(
Rη(1 + ‖η‖∞)2
‖η‖∞
)p
=
8‖f‖RR2η
‖η‖∞(1− 2‖η‖∞R2η‖z‖/R)
(‖η‖∞Rη‖z‖
R
)N
((1 + ‖η‖∞)2Rη/‖η‖∞)N − 1
(1 + ‖η‖∞)2Rη/‖η‖∞ − 1
≤ 16‖f‖RRη
(1 + ‖η‖∞)2(1− 2‖η‖∞R2η‖z‖/R)
(
R2η(1 + ‖η‖∞)2‖z‖
R
)N
.
If we set
R = Rη,K := 4 (1 + ‖η‖∞)2R2η sup
z∈K
‖z‖ ,
in particular 2‖η‖∞R2η‖z‖/Rη,K ≤ 1/2 < 1 and
sup
z∈K
|RN (f ; η)(z)| ≤
32Rη‖f‖Rη,K
(1 + ‖η‖∞)2
1
4N
−−−−→
N→∞
0 ,(3.14)
and the proof of Theorem 1 is achieved. √
Furthermore, (3.14) yields to a precision for the convergence of EN (f ; η).
Corollary 2. Assume that {ηj}j≥1 satisfies (1.8). Let be K ⊂ O
(
C2
)
(resp.
K ⊂ C2) a compact subset. Then there exists CK,K such that, for all N ≥ 1,
sup
f∈K
sup
z∈K
|f(z)− EN (f ; η)(z)| ≤ CK,K
4N
.
Proof. It follows from above and the fact that f(z) = EN (f ; η)(z)−RN (f ; η)(z) +∑
k+l≥N ak,lz
k
1z
l
2, with |ak,l| ≤ ‖f‖R/Rk+l, ∀R ≥ 1. √
4. Proof of Theorems 2 and 3
4.1. Proof of Theorem 3 when {ηj}j≥1 is bounded.
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4.1.1. An equivalent condition for {η}j≥1 to be real-analytically interpolated. We
begin with giving the following definition.
Definition 2. The (bounded) set {ηj}j≥1 ⊂ C will be said of uniform exponential
∆ if there exist Cη, Rη such that, for all subsequence (jk)k≥1 and for all p ≥ 0,∣∣∣∆p,(ηjp ,...,ηj1 ) (ζ 7→ ζ) (ηjp+1)∣∣∣ ≤ Cη Rpη .
This condition looks like (1.8) from Theorem 1, with the difference that the
constant Rη does not depend on the subsequence (ηjk)k≥1. This uniform condition
for {ηj}j≥1 seems stronger, in particular as it is specified by the following result.
Proposition 1. The bounded set {ηj}j≥1 ⊂ C is real-analytically interpolated if
and only if it is of uniform exponential ∆.
We begin with the reciprocal sense of the equivalence.
Lemma 14. If {ηj}j≥1 is of uniform exponential ∆, then it is real-analytically
interpolated.
Proof. We want to prove that, for all ζ0 ∈ {ηj}j≥1, there exist V ∈ V (ζ0) and
g ∈ O(V ) such that, ∀ ηj ∈ V , ηj = g(ηj).
If ζ0 is isolated, then ζ0 = ηj0 . Let be V ∈ V(ηj0 ) such that V ∩{ηj}j≥1 = {ηj0}.
One can choose the constant function g(ζ) := ηj0 .
Otherwise ζ0 is a limit point. Let be V = D(ζ0, 1/(4Rη)) and let be (ηjk)k≥1
a sequence that converges to ζ0. We can assume that {ηjk}k≥1 ⊂ V (by remov-
ing a finite number of points if necessary). Consider the Lagrange interpolation
polynomial that is also by Lemma 4
PN (ζ) =
N∑
p=1
N∏
k=1,k 6=p
ζ − ηjk
ηjp − ηjk
ηjp
=
N−1∑
p=0
p∏
k=1
(z − ηjk)∆p,(ηjp ,...,ηj1 )
(
ζ 7→ ζ) (ηjp+1) .
For all ζ ∈ V and k ≥ 1, one has |ζ − ηjk | ≤ |(ζ − ζ0)− (ηjk − ζ0)| ≤ 1/(2Rη) then∑
p≥0
sup
ζ∈V
∣∣∣∣∣
p∏
k=1
(ζ − ηjk)∆p,(ηjp ,...,ηj1 )
(
ζ
)
(ηjp+1)
∣∣∣∣∣ ≤ ∑
p≥0
(
1
2Rη
)p
CηR
p
η
= Cη
∑
p≥0
1
2p
= 2Cη .
The series
∑
p≥0
∏p
k=1(ζ− ηjk)∆p,(ηjp ,...,ηj1 )
(
ζ
)
(ηjp+1) is absolutely convergent on
V . The sequence (PN )N≥1 uniformly converges on V to a function g1 ∈ O(V ).
Moreover
sup
ζ∈V
|g1(ζ)| ≤ 2Cη
and for all k ≥ 1,
g1(ηjk) = lim
N→∞
PN (ηjk) = lim
N→∞, N≥k
PN (ηjk ) = ηjk ,
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ie g1 is a holomorphic and bounded function on V that interpolates the values ηjk
on the points ηjk , k ≥ 1.
Now if V ∩{ηj}j≥1 = {ηjk}k≥1, the function g1 satisfies the required conditions.
Otherwise we set S1 := (ηjk)k≥1, choose an element ηp2 ∈ V \ S1 and set S2 :=
(ηp2 , S1) := (ηp2 , ηj1 , . . . , ηjk , . . .). Then S2 ⊂ V is another subsequence of {ηj}j≥1
that converges to ζ0. One can construct the same sequence of Lagrange polynomials
that converges to a function g2 ∈ O(V ) (since {ηj}j≥1 is of uniform exponential
∆). With the same argument g2 is bounded (by 2Cη) and interpolates the values
ηj on the points ηp2 , ηj1 , . . . , ηjk , . . ..
We can follow this process as long as there is ηj ∈ V that is not reached. If
there is r ≥ 1 such that Sr = V ∩ {ηj}j≥1, the associate function gr will satisfy
the required conditions. Otherwise we can construct a sequence (Sr, gr)r≥1 with
Sr = (ηpr , Sr−1) and gr ∈ O(V ), bounded that interpolates the values ηj on Sr.
Since {ηj}j≥1 is countable, for all ηj ∈ V , there exists r ≥ 1 such that ηj ∈ Sr and
∀ s ≥ r, gs(ηj) = gr(ηj) = ηj .
On the other hand the sequence (gr)r≥1 is uniformly bounded on V (by 2Cη). By
the Stiltjes-Vitali-Montel Theorem, there is a subsequence (grl)l≥1 that uniformly
converges on V to a function g∞ ∈ O(V ). So ∀ ηj ∈ V , ∃ r ≥ 1, ηj ∈ Sr and
g∞(ηj) = lim
l→∞
grl(ηj) = lim
l→∞, rl≥r
grl(ηj) = lim
l→∞, rl≥r
ηj = ηj ,
ie the function g∞ interpolates the values ηj on all the points ηj ∈ V . √
Now we prove the first sense of the equivalence.
Lemma 15. If {ηj}j≥1 is real-analytically interpolated, then it is of uniform expo-
nential ∆.
Proof. For all ζ ∈ {ηj}j≥1, reducing Vζ if necessary, we can assume that Vζ =
D(ζ, 3εζ). Since
{ηj}j≥1 ⊂
⋃
ζ∈{ηj}j≥1
D(ζ, εζ)
and {ηj}j≥1 is a compact subset, there exists a finite number ζ1, . . . , ζL such that
{ηj}j≥1 ⊂
L⋃
l=1
D(ζl, εζl) .
There also exists ε0 such that, for all ζ ∈ {ηj}j≥1, ∃ l, 1 ≤ l ≤ L, D(ζ, ε0) ⊂
D(ζl, εζl).
Now we begin with giving the proof in the following special case.
Lemma 16. Let be p ≥ 1 and ηj1 , . . . , ηjp+1 such that, for all 1 ≤ k < l ≤ p + 1,
|ηjk − ηjl | < ε0. Then ∃Cη, εη (that do not depend on p),∣∣∣∆p,(ηjp ,...,ηj1 ) (ζ) (ηjp+1)∣∣∣ ≤ Cηεpη .
Proof. In particular, ηj2 , . . . , ηjp+1 ∈ D(ηj1 , ε0). On the other hand, ∃ l, 1 ≤ l ≤ L,
D(ηj1 , ε0) ⊂ D(ζl, εζl). Since the function gζl ∈ O (D(ζl, 3εζl)) interpolates the ηj
on the points ηj ∈ D(ζl, 3εζl), one has
∆p,(ηjp ,...,ηj1 )
(
ζ 7→ ζ) (ηjp+1) = ∆p,(ηjp ,...,ηj1 ) (ζ 7→ gζl(ζ)) (ηjp+1) .
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Let consider for all |ζ − ζl| < 3εζl ,
gζl(ζ) =
∑
n≥0
an(ζl)(ζ − ζl)n
the Taylor expansion of gζl on ζl. Since ηj1 , . . . , ηjp , ηjp+1 ∈ D(ζl, εζl), it follows by
Lemmas 6 and 12 that∣∣∣∆p,(ηjp ,...,ηj1 ) (ζ 7→ gζl(ζ)) (ηjp+1)∣∣∣ ≤
≤
∑
n≥p
|an(ζl)|
n−p∑
l1=0
|ηj1 − ζl|n−p−l1 · · ·
lp−1∑
lp=0
|ηjp − ζl|lp−1−lp |ηjp+1 − ζl|lp
≤
∑
n≥p
|an(ζl)|
n−p∑
l1=0
· · ·
lp−1∑
lp=0
ε
n−p−l1+···+lp−1−lp+lp
ζl
=
∑
n≥p
|an(ζl)| εn−pζl
n−p∑
l1=0
· · ·
lp−1∑
lp=0
1 =
∑
n≥p
|an(ζl)| εn−pζl
n!
p! (n− p)!
=
1
p!
∂p
∂tp
|t=εζl
∑
n≥0
|an(ζl)|tn
 = 1
2ipi
∫
|t−ζl|=2εζl
∑
n≥0 |an(ζl)|tn dt
(t− εζl)p+1
≤ 2εζl sup
|t|=2εζl
∑
n≥0 |an(ζl)| |t|n
(|t| − εζl)p+1
=
2
εpζl
∑
n≥0
|an(ζl)|(2εζl)n .
For all l = 1, . . . , L, we set
Mζl := 2
∑
n≥0
|an(ζl)|(2εζl)n < +∞ ,
Cη := max
1≤l≤L
Mζl < +∞
and
εη := min
{
ε0/2 , min
1≤l≤L
εζl
}
> 0 .
Thus ∣∣∣∆p,(ηjp ,...,ηj1 ) (ζ) (ηjp+1)∣∣∣ ≤ Cηεpη .
√
Now we can give the proof in the general case by induction on p ≥ 0 with the
above choice of Cη, εη.
Let be p = 0 and j1 ≥ 1. Then ∃ l, 1 ≤ l ≤ L, ηj1 ∈ D(ζl, εζl), thus∣∣∆0 (ζ) (ηj1 )∣∣ = |ηj1 | = |gζl(ηj1 )| ≤ ∑
n≥0
|an(ζl)| |ηj1 − ζl|n
≤
∑
n≥0
|an(ζl)| εnζl ≤ Mζl ≤ Cη .
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Now if it is true for p − 1 ≥ 0, let be p ≥ 1 and ηj1 , . . . , ηjp+1 ∈ {ηj}j≥1. If for
all 1 ≤ k < l ≤ L, |ηjk − ηjl | < ε0, then it is still true by Lemma 16. Otherwise,
∃ k, l with 1 ≤ k < l ≤ L such that |ηjk − ηjl | ≥ ε0, then by Lemma 7∣∣∣∆p,(ηjp ,...,ηj1 ) (ζ) (ηjp+1)∣∣∣ = ∣∣∣∆p,(ηjk ,ηjr ,...,ηjs ) (ζ) (ηjl)∣∣∣
=
∣∣∣∣∣∆p−1,(ηjr ,...,ηjs )
(
ζ
)
(ηjl)−∆p−1,(ηjr ,...,ηjs )
(
ζ
)
(ηjk)
ηjl − ηjk
∣∣∣∣∣
≤
∣∣∆p−1,(ηjr ,...,ηjs ) (ζ) (ηjl)∣∣+ ∣∣∆p−1,(ηjr ,...,ηjs ) (ζ) (ηjk )∣∣
ε0
≤ 2Cη/ε
p−1
η
ε0
≤ Cη
εpη
.
√
4.1.2. Proof of Theorem 3 when ‖η‖∞ < +∞. Now we will give the proof of The-
orem 3 in the special case when {ηj}j≥1 is bounded.
Proof. One has by (3.4) from the proof of Lemma 9,
RN (f ; η)(z) =
N−1∑
p=0
zN−1−p2
p∏
j=1
(z1 − ηjz2)∆p,(ηp,...,η1) (ζ 7→ rN (ζ, z)) (ηp+1) .
We know that ∀ ζ0 ∈ {ηj}j≥1, ∃Vζ0 ∈ V(ζ0), gζ0 ∈ O (Vζ0), such that ∀ ηj ∈ Vζ0 ,
ηj = gζ0(ηj). In particular, ζ0 = gζ0(ζ0). Indeed, if ζ0 is isolated, ζ0 = ηj0 .
Reducing Vζ0 if necessary, one has {ηj}j≥1∩Vζ0 = {ηj0} then ζ0 = ηj0 = gζ0(ηj0) =
gζ0(ζ0). Otherwise ζ0 is a limit point so there is a subsequence (ηjk )k≥1 that
converges to ζ0, then ζ0 = limk→∞ ηjk = limk→∞ gζ0(ηjk) = gζ0(ζ0).
In particular, ζ0gζ0(ζ0) = |ζ0|2 ≥ 0 then reducing Vζ0 if necessary, ∀ ζ ∈ Vζ0 ,
ℜ (ζgζ0(ζ)) > −1/2. Finally, reducing Vζ0 again if necessary, one can choose Vζ0 =
D(ζ0, 4εζ0) such that
∀ ηj ∈ Vζ0 , ηj = gζ0(ηj) ,
∀ ζ ∈ Vζ0 , ℜ (ζgζ0(ζ)) > −1/2 ,
‖gζ0‖Vζ0 := supζ∈Vζ0 |gζ0(ζ)| < +∞ .
(4.1)
Now let consider for all ζ ∈ Vζ0 and z ∈ C2,
r˜N,ζ0(ζ, z) :=
∑
m≥N
(
z2 + z1gζ0(ζ)
1 + ζgζ0(ζ)
)m−N+1 ∑
k+l=m
ak,lζ
k .(4.2)
This function is well-defined for all N ≥ 1, ζ ∈ Vζ0 and z ∈ C2 since
∑
m≥N
∣∣∣∣∣
(
z2 + z1gζ0(ζ)
1 + ζgζ0(ζ)
)m−N+1 ∑
k+l=m
ak,lζ
k
∣∣∣∣∣ ≤
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≤
∑
m≥N
(
‖z‖√1 + |gζ0(ζ)|2
|1 + ζgζ0(ζ)|
)m−N+1 ∑
k+l=m
|ak,l||ζ|k
≤
∑
m≥N
(‖z‖(1 + ‖gζ0‖Vζ0 )
|ℜ(1 + ζgζ0(ζ))|
)m−N+1 ∑
k+l=m
‖f‖R
Rk+l
‖η‖k∞
≤ ‖f‖R
∑
m≥N
(
2‖z‖(1 + ‖gζ0‖Vζ0 )
)m−N+1 1
Rm
(2 + ‖η‖∞)m+1 − 1
(2 + ‖η‖∞)− 1
≤ 2‖f‖R
(2‖z‖(1 + ‖gζ0‖Vζ0 ))N−1
∑
m≥N
(
2‖z‖(2 + ‖η‖∞)(1 + ‖gζ0‖Vζ0 )
R
)m
=
2‖f‖R
(2‖z‖(1 + ‖gζ0‖Vζ0 ))N−1
(
2(2 + ‖η‖∞)‖z‖(1 + ‖gζ0‖Vζ0 )/R
)N
1− 2(2 + ‖η‖∞)‖z‖(1 + ‖gζ0‖Vζ0 )/R
,
for all R > 2(2 + ‖η‖∞)‖z‖(1 + ‖gζ0‖Vζ0 ). Moreover r˜N,ζ0 ∈ O
(
Vζ0 × C2
)
and for
any compact subset K ∈ C2 and all R ≥ 4(2 + ‖η‖∞)‖z‖K(1 + ‖gζ0‖Vζ0 ),
sup
(ζ,z)∈Vζ0×K
|r˜N,ζ0(ζ, z)| ≤
4‖f‖R‖z‖K(1 + ‖gζ0‖Vζ0 )
1− 2(2 + ‖η‖∞)‖z‖K(1 + ‖gζ0‖Vζ0 )/R
(
2 + ‖η‖∞
R
)N
≤ 8‖f‖R‖z‖K(1 + ‖gζ0‖Vζ0 )
(
2 + ‖η‖∞
R
)N
.(4.3)
Moreover, ∀ ηj ∈ Vζ0 ,
rN (ηj , z) = r˜N,ζ0(ηj , z) .(4.4)
Now let consider the Taylor expansion of r˜N,ζ0(·, z) on Vζ0 ,
r˜N,ζ0(ζ, z) =
∑
n≥0
an(N, ζ0, z)(ζ − ζ0)n .
One has, for all n ≥ 0,
|an(N, ζ0, z)| =
∣∣∣∣∣ 12ipi
∫
|ζ−ζ0|=3εζ0
r˜N,ζ0(ζ, z) dζ
(ζ − ζ0)n+1
∣∣∣∣∣ ≤ ‖r˜N,ζ0(·, z)‖Vζ0(3εζ0)n ,
then
sup
z∈K
|an(N, ζ0, z)| ≤
‖r˜N,ζ0‖Vζ0×K
(3εζ0)
n
.
It follows that
sup
z∈K
∑
n≥0
|a(N, ζ0, z)|(2εζ0)n ≤
∑
n≥0
‖r˜N,ζ0‖Vζ0×K
(
2
3
)n
≤ 3‖r˜N,ζ0‖Vζ0×K =: MN,ζ0,K .(4.5)
Since it is true for any ζ0 ∈ {ηj}j≥1 and {ηj}j≥1 is compact, there are ζ1, . . . , ζL
such that
{ηj}j≥1 ⊂
L⋃
l=1
D(ζl, εζl) .
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Moreover, there is ε0 > 0 such that, for all ζ ∈ {ηj}j≥1, ∃ l, 1 ≤ l ≤ L, D(ζ, ε0) ⊂
D(ζl, εζl). Set
MN,K := 2 max
1≤l≤L
MN,ζl,K(4.6)
and
ε := min
{
1/2, ε0/2, min
1≤l≤L
εζl
}
.(4.7)
For all
R ≥ 4(2 + ‖η‖∞)‖z‖K
(
1 + max
1≤l≤L
‖gζl‖Vζl
)
,(4.8)
one has by (4.3), (4.5) and (4.6),
MN,K = 6 max
1≤l≤L
‖r˜N,ζl‖Vζl×K
≤ 48‖f‖R‖z‖K
(
1 + max
1≤l≤L
‖gζl‖Vζl
)(
2 + ‖η‖∞
R
)N
< +∞ .(4.9)
Now we want to prove by induction on p ≥ 0 that
sup
z∈K
∣∣∆p,(ηp,...,η1)(ζ 7→ rN (ζ, z))(ηp+1)∣∣ ≤ MN,Kεp .(4.10)
If p = 0, let be ζl such that η1 ∈ D(ζl, εζl). One has
sup
z∈K
|∆0(ζ 7→ rN (ζ, z))(η1)| = sup
z∈K
|rN (η1, z)| = sup
z∈K
|r˜N,ζl(η1, z)|
≤ ‖r˜N,ζl‖Vζl×K ≤ MN,ζl,K ≤ MN,K .
Now if it is true for p ≥ 0, let be η1, . . . , ηp+1, ηp+2. If there exist 1 ≤ k < l ≤ p+2
such that |ηk− ηl| ≥ ε0, then by permuting if necessary the ηj , 1 ≤ j ≤ p+2, (that
does not change ∆p+1 by Lemma 7), we can assume that |ηp+2− ηp+1| ≥ ε0. Then
sup
z∈K
∣∣∆p+1,(ηp+1,...,η1)(ζ 7→ rN (ζ, z))(ηp+2)∣∣ ≤
≤ supz∈K
∣∣∆p,(ηp,...,η1)(rN (ζ, z))(ηp+2)∣∣+ supz∈K ∣∣∆p,(ηp,...,η1)(rN (ζ, z))(ηp+1)∣∣
|ηp+2 − ηp+1|
≤ MN,K/ε
p +MN,K/ε
p
ε0
=
MN,K/ε
p
ε0/2
≤ MN,K
εp+1
.
Otherwise, for all 1 ≤ l < k ≤ p + 2, |ηk − ηl| < ε0. In particular, η2, . . . , ηp+1 ∈
D(η1, ε0). On the other hand, ∃ ζl, D(η1, ε0) ⊂ D(ζl, εζl). Then ∀ z ∈ K, one has
by (4.4), Lemmas 6 and 12∣∣∆p+1,(ηp+1,...,η1)(rN (ζ, z))(ηp+2)∣∣ =
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=
∣∣∆p+1,(ηp+1,...,η1)(r˜N,ζl(ζ, z))(ηp+2)∣∣
≤
∑
n≥p+1
|an(N, ζl, z)|
n−p−1∑
s1=0
|η1 − ζl|n−p−1−s1 · · ·
sp∑
sp+1=0
|ηp+1 − ζl|sp−sp+1 |ηp+2 − ζl|sp+1
≤
∑
n≥p+1
|an(N, ζl, z)|εn−p−1ζl
n−p−1∑
s1=0
· · ·
sp+1∑
sp+1=0
1
=
∑
n≥p+1
|an(N, ζl, z)|εn−p−1ζl
n!
(p+ 1)! (n− p− 1)!
=
1
(p+ 1)!
∂p+1
∂tp+1
|t=εζl
∑
n≥0
|an(N, ζl, z)| tn
 = 1
2ipi
∫
|t|=2εζl
∑
n≥0 |an(N, ζl, z)| tn dt
(t− εζl)p+2
≤ 2εζl sup
|t|=2εζl
∑
n≥0 |an(N, ζl, z)| |t|n dt
(|t| − εζl)p+2
=
2
εp+1ζl
∑
n≥0
|an(N, ζl, z)|(2εζl)n.
It follows by (4.5), (4.6) and (4.7) that
sup
z∈K
∣∣∆p+1,(ηp+1,...,η1)(rN (ζ, z))(ηp+2)∣∣ ≤ 2
εp+1ζl
∑
n≥0
sup
z∈K
|an(N, ζl, z)|(2εζl)n
≤ 2MN,ζl,K
εp+1ζl
≤ MN,K
εp+1
,
and this proves (4.10).
Then one has by (4.7) and (4.9), for all N ≥ 1,
sup
z∈K
|RN (f ; z)(z)| ≤ sup
z∈K
N−1∑
p=0
|z2|N−1−p
p∏
j=1
|z1 − ηjz2|
∣∣∆p,(ηp,...,η1)(ζ 7→ rN (ζ, z))(ηp+1)∣∣
≤
N−1∑
p=0
‖z‖N−1−pK
p∏
j=1
(
‖z‖K
√
1 + |ηj |2
)
sup
z∈K
|∆p(rN (ζ, z))(ηp+1)|
≤ ‖z‖N−1K
N−1∑
p=0
(1 + ‖η‖∞)pMN,K
εp
= MN,K‖z‖N−1K
((1 + ‖η‖∞)/ε)N − 1
(1 + ‖η‖∞)/ε− 1
≤ MN,K‖z‖N−1K ((1 + ‖η‖∞)/ε)N
≤ 48‖f‖R
(
1 + max
1≤l≤L
‖gζl‖Vζl
)(‖z‖K(2 + ‖η‖∞)(1 + ‖η‖∞)/ε
R
)N
.
It follows by (4.8) that if we fix
R = RK := 4‖z‖K(2 + ‖η‖∞)2
(
1 + max
1≤l≤L
‖gζl‖Vζl
)
/ε ,
we get
sup
z∈K
|RN (f ; z)(z)| ≤ 48‖f‖RK
(
1 + max
1≤l≤L
‖gζl‖Vζl
)
1
4N
−−−−→
N→∞
0 ,
and the proof is achieved. √
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4.2. Proof of Theorems 2 and 3. In this part we do not assume any more that
{ηj}j≥1 is bounded, else it is not dense in C. Then ∃ η∞ ∈ C, ∃V ∈ V(η∞),
∀ j ≥ 1, ηj /∈ V . We can assume that η∞ 6= ∞ because otherwise it means that
{ηj}j≥1 is bounded and the results we want to prove have already been proved in
Section 3 and Subsection 4.1. Then
∃ ε∞ > 0, ∀ j ≥ 1, |ηj − η∞| ≥ ε∞ .(4.11)
4.2.1. Proof of Theorem 2. Let consider
Uη∞ :=
1√
1 + |η2∞|
(
η∞ 1
1 −η∞
)
.(4.12)
Uη∞ ∈ U(2,C), ie
U⋆η∞ = U
−1
η∞ =
1√
1 + |η∞|2
(
η∞ 1
1 −η∞
)
(4.13)
and {
Uη∞({z1 − η∞z2 = 0}) = {z2 = 0} ,
U⋆η∞({z2 = 0}) = {z1 − η∞z2 = 0} .
(4.14)
We remind the definition of θj associate to η∞ (Introduction, (1.9)),
∀ j ≥ 1, θj = 1 + η∞ηj
ηj − η∞ ,
and we begin with this preliminar result.
Lemma 17. The following assertions are equivalent:
(1) the formula RN (f ; η) converges for every function f ∈ O
(
C2
)
(2) ∃ η∞ /∈ {ηj}j≥1∪{∞} such that the formula RN (f ; θ) (constructed with the
associate θj) converges for every f ∈ O
(
C2
)
(3) ∀ η∞ /∈ {ηj}j≥1 ∪ {∞}, the formula RN (f ; θ) converges for every f ∈
O (C2).
Proof. We begin with reminding this equality (Introduction, Corollary 1): ∀ f ∈
O(C2), ∀N ≥ 1 and ∀ z ∈ B2,
N∏
j=1
(z1 − ηjz2) lim
ε→0
1
(2ipi)2
∫
Ωε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(ζ1 − ηjζ2) (1− < ζ, z >)2
=(4.15)
= RN (f ; η)(z)−
∑
k+l≥N
ak,lz
k
1z
l
2 ,
with
Ωε =
ζ ∈ S2,
∣∣∣∣∣∣
N∏
j=1
(ζ1 − ηjζ2)
∣∣∣∣∣∣ > ε
 .(4.16)
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On the other hand,
N∏
j=1
(z1 − ηjz2) lim
ε→0
1
(2ipi)2
∫
Ωε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(ζ1 − ηjζ2) (1− < ζ, z >)2
=
=
N∏
j=1
(z1 − ηjz2)×
× lim
ε→0
1
(2ipi)2
∫
Ωε
f(U⋆η∞Uη∞ζ)ω
′(U⋆η∞Uη∞ζ) ∧ ω(U⋆η∞Uη∞ζ)∏N
j=1((U
⋆
η∞Uη∞ζ)1 − ηj(U⋆η∞Uη∞ζ)2) (1− < U⋆η∞Uη∞ζ, z >)2
=
N∏
j=1
(z1 − ηjz2)×
× lim
ε→0
1
(2ipi)2
∫
Uη∞ (Ωε)
f(U⋆η∞ζ)ω
′(U⋆η∞ζ) ∧ ω(U⋆η∞ζ)∏N
j=1((U
⋆
η∞ζ)1 − ηj(U⋆η∞ζ)2) (1− < U⋆η∞ζ, z >)2
.
Since 
(U⋆η∞ζ)1 =
η∞ζ1 + ζ2√
1 + |η∞|2
(U⋆η∞ζ)2 =
ζ1 − η∞ζ2√
1 + |η∞|2
,
then
ω′
(
U⋆η∞ζ
)
=
1
1 + |η∞|2
[
(η∞ζ1 + ζ2)(dζ1 − η∞dζ2)− (ζ1 − η∞ζ2)(η∞dζ1 + dζ2)
]
=
1
1 + |η∞|2
[
(1 + |η∞|2)ζ2dζ1 + (−1− |η∞|2)ζ1dζ2
]
= −ω′ (ζ) ,
and
ω
(
U⋆η∞ζ
)
=
1
2
d
(
ω′
(
U⋆η∞ζ
))
= −1
2
dω′
(
ζ
)
= −ω (ζ) = −ω(ζ) .
One has also, ∀ j = 1, . . . , N ,
(U⋆η∞ζ)1 − ηj(U⋆η∞ζ)2 =
1√
1 + |η∞|2
((η∞ − ηj)ζ1 + (1 + η∞ηj)ζ2)
=
η∞ − ηj√
1 + |η∞|2
(ζ1 − θjζ2) .
Moreover, since U⋆η∞ ∈ U(2,C),
< U⋆η∞ζ, z > = < U
⋆
η∞ζ , U
⋆
η∞Uη∞z >
= < ζ , Uη∞z >
and ∀ j = 1, . . . , N ,
z1 − ηjz2 = (U⋆η∞Uη∞z)1 − (U⋆η∞Uη∞z)2
=
η∞ − ηj√
1 + |η∞|2
((Uη∞z)1 − θj(Uη∞z)2) .
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Finally, since U⋆η∞ (S2) = S2, one has
Uη∞(Ωε) =
(
U⋆η∞
)−1
(Ωε)
=
ζ ∈ S2,
∣∣∣∣∣∣
N∏
j=1
(
(U⋆η∞ζ)1 − ηj(U⋆η∞ζ)2
)∣∣∣∣∣∣ > ε

=

 N∏
j=1
|η∞ − ηj |√
1 + |η∞|2
∣∣∣∣∣∣
N∏
j=1
(ζ1 − θjζ2)
∣∣∣∣∣∣ > ε

=
ζ ∈ S2,
∣∣∣∣∣∣
N∏
j=1
(ζ1 − θjζ2)
∣∣∣∣∣∣ > ε/CN

= Ω′ε/CN .
It follows from (4.15) that
RN (f ; η)(z)−
∑
k+l≥N
1
k! l!
∂k+lf
∂zk1∂z
l
2
(0)zk1z
l
2 =
=
N∏
j=1
(z1 − ηjz2) lim
ε→0
1
(2ipi)2
∫
Ωε
f(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(ζ1 − ηjζ2) (1− < ζ, z >)2
= CN
N∏
j=1
((Uη∞z)1 − θj(Uη∞z)2)×
× lim
ε→0
1
(2ipi)2
∫
Ω′
ε/CN
f(U⋆η∞ζ)(−ω′(ζ)) ∧ (−ω(ζ))
CN
∏N
j=1(ζ1 − θjζ2)(1− < ζ, Uη∞z >)2
=
N∏
j=1
((Uη∞z)1 − θj(Uη∞z)2) lim
ε→0
1
(2ipi)2
∫
Ω′ε
(
f ◦ U⋆η∞
)
(ζ)ω′(ζ) ∧ ω(ζ)∏N
j=1(ζ1 − θjζ2)(1− < ζ, Uη∞z >)2
= RN
(
f ◦ U⋆η∞ ; θ
)
(Uη∞z)−
∑
k+l≥N
1
k! l!
∂k+l
(
f ◦ U⋆η∞
)
∂zk1∂z
l
2
(0) (Uη∞z)
k
1 (Uη∞z)
l
2 .
Since f, f ◦ U⋆η∞ ∈ O(C2) and for any compact subset K ⊂ C2, Uη∞(K) is still
compact, one has
sup
z∈K
∣∣∣∣∣∣
∑
k+l≥N
1
k! l!
∂k+lf
∂zk1∂z
l
2
(0)zk1 z
l
2
∣∣∣∣∣∣ −−−−→N→∞ 0 ,
and
sup
z∈K
∣∣∣∣∣∣
∑
k+l≥N
1
k! l!
∂k+l
(
f ◦ U⋆η∞
)
∂zk1∂z
l
2
(0) (Uη∞z)
k
1 (Uη∞z)
l
2
∣∣∣∣∣∣ −−−−→N→∞ 0 .
ThereforeRN (f ; η) converges for every function f ∈ O(C2) if and only ifRN
(
f ◦ U⋆η∞ ; θ
)
(Uη∞(·))
converges for every f ∈ O(C2), then if and only if RN (f ; θ) converges for every
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function f ∈ O(C2). Moreover, this equivalence is true for all η∞ /∈ {ηj}j≥1∪{∞}.
This yields to (2)⇒(1)⇒(3) (and (3)⇒(2) since C \ {ηj}j≥1 6= ∅). √
Now we see that if |ηj | ≤ 2|η∞|, then by (4.11)
|θj | = |1 + η∞ηj ||ηj − η∞| ≤
1 + 2|η∞|2
ε∞
< +∞ .
Otherwise |ηj | > 2|η∞| then
|θj | = |η∞ + 1/ηj||1− η∞/ηj| ≤
|η∞|+ 1/(2|η∞|)
1− 1/2 = 2 (|η∞|+ 1/(2|η∞|)) < +∞ ,
as long as η∞ 6= 0; if it is not the case, one has |ηj | ≥ ε∞, ∀ j ≥ 1, then
|θj | = 1/|ηj| ≤ 1/ε∞ < +∞ .
It follows that
‖θ‖∞ = sup
j≥1
|θj | < +∞ .(4.17)
On the other hand, if we admit that for η∞ =∞ (ie ‖η‖∞ < +∞) one has
θj := lim
x→∞,x>0
1 + ixηj
ηj − ix ,
then θj = ηj . Moreover, if we more generally choose
θj := lim
x→∞,x>0
1 + eiϕxηj
ηj − eiϕx ,
then θj = −e−2iϕηj and one still has∣∣∣∣∣∆p,(θp,...,θ1)
[(
ζ
1 + |ζ|2
)q]
(θp+1)
∣∣∣∣∣ =
∣∣∣∣∣∆p,(−e−2iϕηp,...,−e−2iϕη1)
[(
ζ
1 + |ζ|2
)q] (−e−2iϕηp+1)
∣∣∣∣∣
=
∣∣∣∣∣∆p,(ηp,...,η1)
[(
ζ
1 + |ζ|2
)q]
(ηp+1)
∣∣∣∣∣ .(4.18)
This allows us to give the proof of Theorem 2.
Proof. Let be η∞ /∈ {ηj}j≥1 ∪ {∞} and the associate {θj}j≥1. We know by
Lemma 17 that RN (f ; η) converges for every f ∈ O
(
C2
)
if and only if so does
RN (f ; θ), ∀ f ∈ O
(
C2
)
. On the other hand, {θj}j≥1 being bounded by (4.17), it
follows by Theorem 1 that it is true if and only if ∃Rθ, ∀ p, q ≥ 0,∣∣∣∣∣∆p,(θp,...,θ1)
[(
ζ
1 + |ζ|2
)q]
(θp+1)
∣∣∣∣∣ ≤ Rp+qθ .
√
Remark 4.1. It follows from (4.18) that Theorem 2 can be extended in the case
when η∞ =∞, so it is an extension of Theorem 1.
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4.2.2. Proof of Theorem 3. We begin with specifying a point about a real-analytically
interpolated set {ηj}j≥1.
Remark 4.2. If {ηj}j≥1 is not bounded, then ζ0 = ∞ is a limit point. Let be
(ηjk)k≥1 a subsequence that converges to ∞, then from Definition 1, g∞(∞) =
limk→∞ g∞(ηjk) = limk→∞ ηjk = ∞. It follows that the associate function g∞ is
holomorphic from a neighborhood of ∞ to a neighborhood of ∞, ie the function
g˜∞ : V0 → V ′0
ζ 7→

1
g∞(1/ζ)
if ζ 6= 0 ,
0 if ζ = 0
(with V0, V
′
0 ∈ V(0)), is holomorphic.
In Definition 1, we do not need to assume that {ηj}j≥1 is not dense. The
following result specifies that it cannot be the case.
Lemma 18. Let {ηj}j≥1 ⊂ C be any subset. If it is real-analytically interpolated,
then it is not dense.
Proof. On the contrary, assume that {ηj}j≥1 is dense. Then in particular 0 is limit
point. Let be the associate V ∈ V(0) and g ∈ O(V ). Then V ⊂ {ηj}j≥1 and for all
ηj close to 0 one has
ηj − 0
ηj − 0 =
ηj
ηj
=
g(ηj)− g(0)
ηj − 0 −−−→ηj→0
∂g
∂ζ
(0) .
In particular
∣∣∣∣∂g∂ζ (0)
∣∣∣∣ = 1 then one has ∂g∂ζ (0) = eiθ. We set
wp =
1
p
i e−iθ/2
with p large enough such that wp ∈ V . Let (ηjp)p≥p0 be a subsequence of {ηj}j≥1
such that, for all p ≥ p0, wp ∈ V and∣∣ηjp − wp∣∣ ≤ 12p2 .
Then (since (ηjp)p≥p0 converges to 0)
eiθ =
∂g
∂ζ
(0) = lim
p→∞
ηjp
ηjp
= lim
p→∞
wp +O(1/p
2)
wp +O(1/p2)
= lim
p→∞
−ieiθ/2 +O(1/p)
ie−iθ/2 +O(1/p)
= −eiθ ,
and that is impossible. √
The following result will be usefull for the proof of Theorem 3.
Lemma 19. Assume that {ηj}j≥1 is not bounded and real-analytically interpolated.
Then for all η∞ /∈ {ηj}j≥1 ( 6= C), the associate bounded subset {θj}j≥1 is real-
analytically interpolated.
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Proof. Let be any η∞ /∈ {ηj}j≥1 (such an element exists by Lemma 18). Necessarily
η∞ 6=∞. By definition, θj = h(ηj), where
h : C → C(4.19)
z 7→ η∞z + 1
z − η∞ ,
is homographic. In particular, h is bicontinuous from C to C then there is a cor-
respondence between the limit (resp. isolated) points of {ηj}j≥1 and the ones of
{θj}j≥1.
Now let be w0 ∈ {θj}j≥1. ∃ ! ζ0 ∈ {ηj}j≥1, w0 = h(ζ0). One has ζ0 = ∞ if and
only if w0 = η∞. First, assume that ζ0 6= ∞ and let be the associate Vζ0 ∈ V(ζ0),
gζ0 ∈ O(Vζ0 ). In particular, gζ0(ζ0) = ζ0. One has, for all ηj ∈ Vζ0 ,
θj =
(
1 + η∞ηj
ηj − η∞
)
=
1 + η∞ηj
ηj − η∞ =
1 + η∞gζ0(ηj)
gζ0(ηj)− η∞
.
On the other hand, one has ηj = h
−1(θj), with
h−1 : C → C
w 7→ η∞w + 1
w − η∞ .
Notice that h−1(w) = h (w), then
θj = h
−1 (gζ0(ηj)) .
Finally, for all θj ∈
(
h−1
)−1
(Vζ0 ) = h(Vζ0),
θj = h
−1 [gζ0 (h−1(θj))] .(4.20)
Since dist
(
{ηj}j≥1, η∞
)
≥ ε∞ and w0 6= η∞, then ∃Vw0 ∈ V(w0), ∀w ∈ Vw0 , w 6=
η∞. One the other hand, gζ0(ζ0) = ζ0 6= η∞, then by reducing Vζ0 if necessary, one
can assume that, ∀ ζ ∈ Vζ0 , gζ0(ζ) 6= η∞. Finally, ∃Ww0 , ∀w ∈ Ww0 , h−1(w) ∈ Vζ0 .
This allows us to define
gw0 : Ww0 → C
w 7→ h−1 [gζ0 (h−1(w))] ,
the composed function of
(
Ww0 → Vζ0
w 7→ h−1(w)
)
,
(
Vζ0 → C \ {η∞}
ζ 7→ gζ0(ζ)
)
and
(
C \ {η∞} → C
u 7→ h−1(u)
)
.
It follows that gw0 is holomorphic and satisfies by (4.20): ∀ θj ∈Ww0 , gw0(θj) = θj .
Now assume that ζ0 =∞ (then w0 = η∞) and let be the associate V∞ ∈ V(∞),
g∞ : V∞ → C, holomorphic that satisfies: ∀ ηj ∈ V∞, ηj = g∞(ηj). On the other
hand, let be W0, V0 ∈ V(0) such that
g˜∞ : W0 → V0(4.21)
ζ 7→

1
g∞(1/ζ)
if ζ 6= 0,
0 if ζ = 0,
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is holomorphic. By reducing V0 and W0 if necessary, one can assume that, ∀ ζ ∈
W0 \ {0}, 1/ζ ∈ V∞ and ∀w ∈ V0, 1− η∞ w 6= 0.
Now let beW∞ ∈ V(∞) such thatW∞ ⊂ V∞, 0 /∈ W∞ and ∀ ζ ∈W∞, 1/ζ ∈ W0.
Since we still have, ∀ ηj ∈ W∞ ⊂ V∞,
θj =
1 + η∞g∞(ηj)
g∞(ηj)− η∞ =
η∞ + 1/g∞(ηj)
1− η∞/g∞(ηj) =
η∞ + g˜∞(1/ηj)
1− η∞ g˜∞(1/ηj) ,
and
ηj = h
−1(θj) =
η∞θj + 1
θj − η∞ ,
we get, for all θj ∈ h(V∞),
θj = h∞
[
g˜∞
(
1/h−1(θj)
)]
,(4.22)
with
h∞ : C → C(4.23)
w 7→ η∞ + w
1− η∞ w .
In particular, the restriction h∞ : V0 → C, is still holomorphic. If we choose
Vη∞ ∈ V(η∞) such that Vη∞ ⊂ h(V∞) and, ∀w ∈ Vη∞ , one has 1/h−1(w) =
w − η∞
η∞w + 1
∈W0 and h(w) = η∞w + 1
w − η∞ ∈W∞, the function
gη∞ : Vη∞ → C(4.24)
w 7→
{
h∞
[
g˜∞
(
1/h−1(w)
)]
if w 6= η∞,
h∞(g˜∞(0)) = η∞ if w = η∞,
is holomorphic and satisfies by (4.22): ∀ θj ∈ Vη∞ , gη∞(θj) = θj . √
Remark 4.3. We could also prove that the assertion is reciprocal but it will not be
usefull for the result that we want to prove.
Now we can give the proof of Theorem 3.
Proof. Let {ηj}j≥1 be a real-analytically interpolated subset. If it is bounded, then
Theorem 3 follows by Section 4, Subsection 4.1. Otherwise, we know by Lemma 18
that {ηj}j≥1 cannot be dense, then there is η∞ /∈ {ηj}j≥1 ∪ {∞}. Let consider the
associate bounded subset {θj}j≥1. Thus by Lemma 19, {θj}j≥1 is bounded and
real-analytically interpolated. It follows by Subsection 4.1 that RN (f ; θ) converges
for every function f ∈ O (C2). Finally, by Lemma 17, RN (f ; η) (then EN (f ; η))
converges for every f ∈ O (C2), and the theorem is proved. √
46 AMADEO IRIGOYEN
5. A counterexample
Let consider the subset R ∪ iR. It is a union of real-analytical manifolds of C
(R and iR), but is not a manifold (problem on 0). Here we will deal with which
can happen when the sequence (ηj)j≥1 converges to 0 without staying in one or the
other line (see Introduction) and show the following result.
Proposition 2. There exists a (bounded) subset {ηj}j≥1 ⊂ R ∪ iR that does not
satisfy the condition (1.8). It follows by Theorem 1 that there is (at least) a function
f ∈ O (C2) such that the formula EN (f ; η) cannot converge.
We begin with the following result that gives the construction in a more general
case.
Lemma 20. Let f be a function of class C2 in a neighborhood V of 0 and that is
not C-differentiable on 0, ie
∂f
∂ζ
(0) 6= 0 .
Then there exists a bounded sequence (ηj)j≥1 ⊂ R ∪ iR such that, for all p ≥ 1,∣∣∆3p−1,(η3p−1,...,η1)(ζ 7→ f(ζ))(η3p)∣∣ ≥ pp .
Proof. For all differents and nonzero η1, . . . , ηp ∈ R∪iR, the function ζ 7→ ∆p,(ηp,...,η1)(f)(ζ)
is still of class C2 on V \ {η1, . . . , ηp}. Moreover,
∂
∂ζ
[∆p(f)] (ζ) =
∂
∂ζ
[
∆p−1(f)(ζ)−∆p−1(f)(ηp)
ζ − ηp
]
=
1
ζ − ηp
∂
∂ζ
[∆p−1(f)] (ζ) = · · ·
=
1
(ζ − ηp)(ζ − ηp−1) · · · (ζ − η1)
∂
∂ζ
[∆0(f)] (ζ)
=
∂f
∂ζ
(ζ)
(ζ − ηp) · · · (ζ − η1) .
Now let be η1, . . . , η3p−1, η3p all different and nonzero, and let be η3p+1 ∈ (R∪ iR)∩
(V \ {0, η1, . . . , η3p}). Since ∂f
∂ζ
(0) 6= 0, one has
∂
∂ζ
[∆3p+1(f)] (0) =
∂f
∂ζ
(0)
(−η3p+1)(−η3p) · · · (−η1)
=
−1
η1 · · · η3p η3p+1
∂f
∂ζ
(0) −−−−−−→
η3p+1→0
∞ .
Let fix η3p+1 ∈ R ∪ iR with 0 < |η3p+1| < min1≤i≤3p |ηi| (then η3p+1 ∈ V \
{0, η1, . . . , η3p}) and such that∣∣∣∣ ∂∂ζ [∆3p+1(f)] (0)
∣∣∣∣ ≥ (p+ 1)p+1 + 1 .(5.1)
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Now for all η3p+2, η3p+3 ∈ R ∪ iR, different and such that 0 < |η3p+2|, |η3p+2| <
min1≤i≤3p+1 |ηi|, one has
∆3p+2,(η3p+2,η3p+1,...,η1)(f)(η3p+3) =
=
∆3p+1,(η3p+1,...,η1)(f)(η3p+3)−∆3p+1,(η3p+1,...,η1)(f)(η3p+2)±∆3p+1,(η3p+1,...,η1)(f)(0)
η3p+3 − η3p+2
=
1
η3p+3 − η3p+2
[
η3p+3
∂
∂ζ
∆3p+1(f)(0) + η3p+3
∂
∂ζ
∆3p+1(f)(0) +O(η
2
3p+3)
]
− 1
η3p+3 − η3p+2
[
η3p+2
∂
∂ζ
∆3p+1(f)(0) + η3p+2
∂
∂ζ
∆3p+1(f)(0) +O(η
2
3p+2)
]
=
∂
∂ζ
∆3p+1(f)(0) +
η3p+3 − η3p+2
η3p+3 − η3p+2
∂
∂ζ
∆3p+1(f)(0) +
O(η23p+3) +O(η
2
3p+2)
η3p+3 − η3p+2 .
On the other hand, since ∆3p+1(f)(ζ) is of class C
2 on V \ {η1, . . . , η3p+1}, there
is εp+1 > 0 small enough with 0 < εp+1 < min1≤i≤3p+1 |ηi|, D(0, εp+1) ⊂ V , such
that
Mp+1 := sup
0<|ζ|≤εp+1
∣∣∣∣∣O
(
ζ2
)
ζ2
∣∣∣∣∣ < +∞
(εp+1 and Mp+1 will only depend on f and η1, . . . , η3p+1).
Now we assume that
∂
∂ζ
∆3p+1(f)(0) 6= 0. Then
∂
∂ζ
∆3p+1(f)(0)
∂
∂ζ
∆3p+1(f)(0)
=
∣∣∣∣ ∂∂ζ∆3p+1(f)(0)
∣∣∣∣ eiϕ1∣∣∣∣ ∂∂ζ∆3p+1(f)(0)
∣∣∣∣ eiϕ2 =
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0)
∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣ e
iθ .
Three cases can happen.
(1) If eiθ = 1, we choose η3p+2, η3p+3 ∈ R with η3p+3 = −η3p+2 and 0 <
|η3p+2| = |η3p+3| ≤ min(εp+1, 1/Mp+1). One has
∣∣∣∣∣O(η23p+3) +O(η23p+2)η3p+3 − η3p+2
∣∣∣∣∣ ≤ 2Mp+1 η23p+22|η3p+2| = Mp+1|η3p+2| ≤ 1 ,
48 AMADEO IRIGOYEN
then by (5.1)
|∆3p+2(f)(η3p+3)| ≥
∣∣∣∣ ∂∂ζ∆3p+1(f)(0) + η3p+3 − η3p+2η3p+3 − η3p+2 ∂∂ζ∆3p+1(f)(0)
∣∣∣∣
−
∣∣∣∣∣O(η23p+3) +O(η23p+2)η3p+3 − η3p+2
∣∣∣∣∣
≥
∣∣∣∣ ∂∂ζ∆3p+1(f)(0) + ∂∂ζ∆3p+1(f)(0)
∣∣∣∣− 1
=
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0)
∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0) +
∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣− 1
≥
∣∣∣∣ ∂∂ζ∆3p+1(f)(0)
∣∣∣∣− 1 ≥ (p+ 1)p+1 .
(2) If eiθ = −1, we choose η3p+2, η3p+3 ∈ iR with η3p+3 = −η3p+2, 0 <
|η3p+2| = |η3p+3| ≤ min(εp+1, 1/Mp+1), such that∣∣∣∣∣O(η23p+3) +O(η23p+2)η3p+3 − η3p+2
∣∣∣∣∣ ≤ Mp+1|η3p+2| ≤ 1 ,
then by (5.1)
|∆3p+2(f)(η3p+3)| ≥
∣∣∣∣ ∂∂ζ∆3p+1(f)(0) + η3p+3 − η3p+2η3p+3 − η3p+2 ∂∂ζ∆3p+1(f)(0)
∣∣∣∣− 1
=
∣∣∣∣ ∂∂ζ∆3p+1(f)(0)− ∂∂ζ∆3p+1(f)(0)
∣∣∣∣− 1
=
∣∣∣∣∣∣∣∣−
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0)
∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0)− ∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣− 1
≥
∣∣∣∣ ∂∂ζ∆3p+1(f)(0)
∣∣∣∣− 1 ≥ (p+ 1)p+1 .
(3) Otherwise eiθ 6= ±1, ie eiθ = cos θ + i sin θ with sin θ 6= 0. We choose{
η3p+2 := rp+1 cos(θ/2)
η3p+3 := irp+1 sin(θ/2)
,
with 0 < rp+1 ≤ min(εp+1, 1/Mp+1). Since θ/2 6= 0 (mod pi/2) then
η3p+2, η3p+3 are nonzero and different. One has∣∣∣∣∣O(η23p+3) +O(η23p+2)η3p+3 − η3p+2
∣∣∣∣∣ ≤ Mp+1(rp+1 cos(θ/2))2 +Mp+1(rp+1 sin(θ/2))2|rp+1 cos(θ/2)− irp+1 sin(θ/2)|
=
Mp+1r
2
p+1
rp+1
= Mp+1rp+1 ≤ 1 .
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On the other hand,
η3p+3 − η3p+2
η3p+3 − η3p+2 =
−irp+1 sin(θ/2)− rp+1 cos(θ/2)
irp+1 sin(θ/2)− rp+1 cos(θ/2)
=
cos(θ/2) + i sin(θ/2)
cos(θ/2)− i sin(θ/2) = e
iθ .
It follows by (5.1) that
|∆3p+2(f)(η3p+3)| ≥
∣∣∣∣ ∂∂ζ∆3p+1(f)(0) + η3p+3 − η3p+2η3p+3 − η3p+2 ∂∂ζ∆3p+1(f)(0)
∣∣∣∣− 1
=
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0)
∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣ e
iθ ∂
∂ζ
∆3p+1(f)(0) + e
iθ ∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣− 1
≥
∣∣∣∣ ∂∂ζ∆3p+1(f)(0)
∣∣∣∣− 1 ≥ (p+ 1)p+1 .
Now if
∂
∂ζ
∆3p+1(f)(0) = 0, one still has for example
∂
∂ζ
∆3p+1(f)(0) =
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0)
∂
∂ζ
∆3p+1(f)(0)
∣∣∣∣∣∣∣∣
∂
∂ζ
∆3p+1(f)(0) ,
and we go back to the first case that is already done.
Finally, there are η3p+1, η3p+2, η3p+3 ∈ R∪iR, different with 0 < |η3p+1|, |η3p+2|, |η3p+3| <
min1≤i≤3p |ηi| and such that∣∣∆3p+2,(η3p+2,...,η1)(f)(η3p+3)∣∣ ≥ (p+ 1)p+1 .(5.2)
This allows us to construct the sequence (ηj)j≥1 = (η3p+1, η3p+2, η3p+3)p≥0 by
induction on p ≥ 0. We begin with η1, η2, η3 ∈ (R∪ iR)∩V , different and such that∣∣∆2,(η2,η1)(f)(η3)∣∣ ≥ 1 .
Now if we assume having constructed η1, . . . , η3p−1, η3p such that, ∀ j = 1, . . . , p,∣∣∆3j−1,(η3j−1 ,...,η1)(f)(η3j)∣∣ ≥ jj ,
we can construct η3p+1, η3p+2 and η3p+3, different, distinct from η1, . . . , η3p and
that satisfy by (5.2)∣∣∆3p+2,(η3p+2,...,η1)(f)(η3p+3)∣∣ ≥ (p+ 1)p+1 ,
and this proves the induction. On the other hand, the sequence (ηj)j≥1 is bounded,
thus the proof of the lemma is achieved. √
Remark 5.1. We can also construct (ηj)j≥1 such that it converges to 0. Indeed, in
the proof, we can also assume that 0 < |η3p+1| < min (min1≤i≤3p |ηi|, 1/(3p+ 1)).
Since by construction 0 < |η3p+2|, |η3p+3| < |η3p+1|, then limj→∞ ηj = 0.
Now we can give the proof of Proposition 2.
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Proof. We consider
f(ζ) =
ζ
1 + |ζ|2 =
ζ
1 + ζζ
.
Then f ∈ C∞(C) and ∀ ζ ∈ C,
∂f
∂ζ
(ζ) =
1 + |ζ|2 − ζ ζ
(1 + |ζ|2)2 =
1
(1 + |ζ|2)2 .
In particular,
∂f
∂ζ
(0) 6= 0, then f satisfies the conditions of Lemma 20. It follows
that there is a (bounded) sequence (ηj)j≥1 ⊂ R ∪ iR that satisfies: ∀ p ≥ 1,∣∣∣∣∆3p−1,(η3p−1,...,η1)(ζ 7→ ζ1 + |ζ|2
)
(η3p)
∣∣∣∣ ≥ pp .
Therefore the condition (1.8) of Theorem 1 is not satisfied with {ηj}j≥1 since there
cannot exist R ≥ 1 such that, for all p ≥ 1, one has
pp ≤ R3p−1+1 = (R3)p .
√
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