Silencing is a practice that disrupts linguistic and communicative acts but its relationship to knowledge and justice is not fully understood. Prior models of epistemic injustice tend to characterize silencing as a symptom that follows as a result of underrepresenting the knowledge of others. In this paper, I advance a model of epistemic injustice in which the opposite sometimes happens. Drawing on recent work in experimental cognitive science, I
Introduction
In recent years philosophers of language have begun focusing on how their research can be applied to illuminate practical matters of ethical and social concern [McGowan and Maitra 2009; Stanley 2015; Bolinger 2017] . One important discovery in this line of research is that in addition to injustice in the social or legal realms, there is also a closely related but distinct type of injustice in the intellectual realm [Fricker 2007; Dotson 2011; Alcoff 2012; Anderson 2012; Dotson 2014] . This type of injustice is called "epistemic injustice". It refers to the wrongs done to persons in their capacity as intellectual agents, and specifically, in their capacity as knowers. Because this category is so broad, there are several potential social and cognitive mechanisms by which epistemic injustice might occur, for example, through impeding one's ability to collect evidence, give testimony, form beliefs, or receive recognition for intellectual achievements (for an overview of potential biases, see Origgi [2012] ). The focus of this paper is on epistemic injustice that occurs specifically in connection with one particular mechanism known as silencing.
Silencing is the act of interfering with or preventing others from speaking, communicating, or being heard [Langton 1993; Hornsby 1995; Maitra 2009; Dotson 2011] .
Interfering with communication might not always be unjust, but it often can be. For example, many theorists have argued that silencing is unjust by observing that it is often motivated by prejudicial attitudes that differentially target vulnerable populations and members of marginalized groups [Collins 2000; Fricker 2007; Tuana 2009; Dotson 2011; Peet 2017] . Others have argued that silencing is unjust because of the serious epistemic, moral, and legal consequences it promotes, for example regarding health care, pornography, oppression, and consent [MacKinnon 1987; Langton 1993 Langton , 1998 Mcgowan 3 2003; West 2003; Tuana 2009] . In light of this research it has become clear that there is a pressing need to better understand silencing, both its effects in the applied social realm, as well as how it might inform and expand current theorizing on communication at the intersection of ethics, epistemology, and philosophy of language.
Influential prior work on epistemic injustice, most famously by Miranda Fricker and Kristie Dotson, has provided extensive models of how silencing can be a symptom of epistemic harm. Call this the "symptom model" of epistemic injustice. According to the symptom model, silencing can be an effect of certain epistemic evaluations. According to Fricker's account of "testimonial injustice", for example, "prejudice on the hearer's part causes him to give the speaker less credibility than he would otherwise have given," which can lead to silencing them [Fricker 2007: 4] . Dotson characterizes a type of silencing called "testimonial quieting" whereby "epistemic violence" occurs when an "audience fails to identify a speaker as a knower" [Dotson 2011: 242] . In other words, the antecedent ignorance judgments that listeners make about speakers lead them to reject their testimony, which causes silencing to occur. As a result of incorrectly identifying the knowledge a speaker has, the listener might dismiss the speaker's evidence, undermine or reject their credibility, refuse to listen to them over others, or stop communicating with them entirely.
This model of epistemic injustice illustrates ways that silencing could follow as a result of representing knowledge. This paper advances a compatible but distinct model of epistemic injustice involving silencing working in the opposite direction. Call this the "causal model" of epistemic injustice. According to the causal model, the practice of silencing constitutes epistemic injustice by causing certain mental state representations of knowledge. In other 4 words, the impact that antecedent acts of silencing have on speakers and listeners can lead us to subsequently deny knowledge to them and, in some cases, this can potentially deprive individuals or communities of knowledge itself.
There are many ways in which interfering with communicative acts could potentially limit what others know. One straightforward way this could happen is when silencing literally prevents the spread of information. According to some policies in Canada during the Harper government, for example, some scientists were forbidden from speaking to the press or public about their research [Zhang 2017] . Similar policies of the Trump administration in the United States may limit what information government officials at the Environmental Protection Agency and Department of Agriculture can communicate to the public [Maron 2017] . If scientists or officials cannot inform the public about climate change, for example, then it is easy to see how silencing could contribute to lower public knowledge about this or related scientific discoveries.
However silencing may also cause epistemic injustice in more subtle ways, rooted in the mechanisms by which we represent and attribute knowledge to others [Langton 2015; Stanley 2015] . The goal of this paper is to contribute to our understanding of these subtler connections between language and knowledge in theory of mind by modelling how this happens. To do this, I begin by introducing three types of silencing in speech act theory. I then present research on knowledge representation in social cognition and argue that it supports the causal model of epistemic injustice across each type of silencing. I then discuss the implications of this model in epistemology for the linguistics and metaphysics of knowing and argue that on several leading theories, silencing not only causes knowledge representation on the psychological level, but also may literally cause ignorance and risk 5 limiting knowledge itself. I conclude by discussing these findings in the broader context of ethics and social practice.
Silencing Prevents Action
Silencing is a practice that disrupts speech and communicative acts. Within this broad description, there are several types and manifestations of silencing. To help isolate the causes and effects of silencing in social practice, theorizing typically follows divisions of action in speech act theory. This approach is famously pioneered over the last twenty years by philosophers Rae Langton and Jennifer Hornsby, characterizing different forms of silencing by their association with different linguistic or communicative acts [Langton 1993; Hornsby and Langton 2009] . Particularly, it has become standard to study silencing as it relates to one dominant taxonomy in philosophy of language distinguishing locutionary, illocutionary, and perlocutionary acts (see Austin [1975] ; Turri [2012] , for criticism see Finlayson [2014] ). Although broad, this provides initial categories with which to begin identifying distinct types of silencing. In what follows, I sketch this broad taxonomy of acts ultimately deriving from Austin, while attempting to remain neutral about their finer points debated in contemporary speech act theory.
A first act type is the locutionary act. A locutionary act is the linguistic act of saying something meaningful in a language. In a spoken language, this is the act of uttering words that satisfy basic grammatical and semantic conventions of that language. For example, simply uttering the sentence "that person is guilty of a crime" is a locutionary act in virtue of satisfying the basic grammatical and semantic conventions of English. When someone utters those words, they have completed a locutionary act.
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Corresponding to the locutionary act is locutionary silencing. Following Langton [1993] , this occurs when speakers are prevented from completing locutionary acts by uttering words. This type of silencing can occur when speakers are gagged or otherwise physically restrained, or when intimidation, coercion, or other threats deter or prevent individuals from speaking. Individuals might be silenced in this way when, for example, they are discouraged from speaking due to fear of retaliation or other harmful consequences of acting. Consider again the example of saying "that person is guilty of a crime". One can imagine many different types of locutionary silencing that could interfere with or deter someone from making such an utterance, from financial threats such as losing one's job or health insurance to physical violence in retaliation for coming forward. When individuals are prevented from speaking in these ways, they have been locutionarily silenced.
A second type of act is the illocutionary act. An illocutionary act is the speech act that you make by uttering words in a conversational context. To see this, consider the different moves you can make in different conversational exchanges by saying the very same words "yes I do" in different contexts. In answer to the question "do you swear it to be true?" for example, that utterance might constitute a promise. In other contexts, though, the same utterance could be used to guarantee something, recant or deny something, or to apologize for something. When you make these conversational moves with your words, such as promising, apologizing, guaranteeing, recanting, denying, or apologizing, you complete an illocutionary act.
Corresponding to the illocutionary act is illocutionary silencing. Again, following Langton [1993] , this form of silencing can occur when individuals and groups are prevented from making certain kinds of conversational moves with their utterances that 7 they intend to in specific contexts. There is some debate about what is required to successfully complete an illocutionary act and whether or to what extent this requires audience recognition [Bird 2002; Maitra 2009 ]. This debate notwithstanding, however, this kind of silencing is perhaps most straightforwardly demonstrated in highly institutionalized contexts, when, for example, governments pass laws restricting who can marry, give testimony, or enter into legal contracts. In such contexts, anyone might be able to utter the phrase "yes I do". Nonetheless, unjust laws restrict the kinds of conversational moves that individuals can make when they utter those words, namely, whether the utterance counts as a legal promise or legal marriage. In other words, by failing to recognize these utterances as such, governments can prevent speakers from being able to complete specific speech acts with their words, such as promising. When individuals are prevented from making speech acts, they have been illocutionarily silenced.
A third type of act is the perlocutionary act. A perlocutionary act is the act of affecting an audience with your linguistic and speech acts as you intended to. In asserting "that person is guilty of a crime", for example, you might intend your audience to be many things as a result. You might intend to inform them that this is true. Or you might intend to alert them, persuade or convince them, or galvanize them to act in such a way that would make sense given that the person is guilty. When your speech has the intended effect on your audience, such as having informed, alerted, persuaded, convinced, or galvanized them, you completed a perlocutionary act.
Corresponding to the perlocutionary act is perlocutionary silencing (see also Dotson [2011] on "testimonial smothering"). This form of silencing can occur when speakers successfully complete locutionary and illocutionary acts, such as making an assertion, for example, but when such acts fail to have the effect on their audience that the speaker intended. Because the category of perlocutionary action is so broad (for discussion, see Turri [2012] ), not all forms of perlocutionary failure will count as silencing. For example, not all failures to win arguments by convincing audiences of something count as perlocutionary silencing. Instead, the term is typically reserved for conditions in which speakers fail to complete perlocutionary acts as a result of being denied some level of appropriate communicative cooperation from an audience. 
Actionability Causes Knowledge Representation
Many philosophers have thought that action has a great deal to do with knowledge. The question of their relation is a foundational one in epistemology that weaves its way through the history of philosophy. William James, for example, thought cognition was deeply connected to action and perhaps that cognition was even partially constituted by actionability. He wrote that "it is far too little recognized how entirely the intellect is built up of practical interests," and that, "in the lower forms of life no one will pretend that cognition is anything more than a guide to appropriate action" [James 1879: 18] . Other philosophers, such as John Locke related actionability not only to cognition generally but to knowing specifically. Locke thought that the "notice we have by our senses…deserves the name of knowledge," because it gives us notice of things that "serve our purpose well enough," for governing our actions [Locke 1690 [Locke 1975 . The thought experiments involve a couple facing financial threats. In the "low threat" case, the couple wishes to deposit a check, but it is not very important if they are wrong about the bank's hours because they have plenty of money in their bank account. In a corresponding "high threat" case, however, they face many overdue bills and angry creditors, making it very important that they are correct about when the bank is open.
Philosophers argue that it is harder to know when facing these high threats than low threats and, subsequently, that people will be more likely to say that it is true the couple knows the bank will be open when there is no threat than when the financial threat is high.
This prediction has been confirmed by experimental studies on epistemic judgments across a range of cases [Turri 2017 Researchers then asked participants to evaluate a series of statements regarding the low or high threat case. In the low threat condition, for example, participants evaluated whether "It's true that Ivan no longer jogs regularly," whether "Jennifer thinks that Ivan no longer jogs regularly," whether "Jennifer has good evidence that Ivan no longer jogs regularly,"
whether "Jennifer should write in the report that Ivan no longer jogs regularly," and finally,
whether Jennifer knows that Ivan no longer jogs regularly." Participants in the high threat conditions answered the same questions where "jogs regularly" was replaced with "is a threat".
Entering these judgments into a causal search algorithm, researchers found that judgments about actionalibity concerning what the protagonist should write in the file had a significant effect on epistemic judgments. Specifically, in the best fitting causal model of these data, actionability judgments directly caused their judgments about knowledge, evidence, and truth. This model is depicted in Figure 1 , where "stakes" corresponds to the independent variable of low or high threats, and "actionability", "knowledge", "truth", and "evidence" corresponds to dependent variables. Additionally, these threats can also impact the perceived quality of the evidence one has for a claim, whether we think something is actually true, and whether one forms a belief about it in the first place. Lastly, and most importantly, the research suggests a pathway for the effect of practical interests on knowledge representation. According to this pathway, practical interests affect knowledge representation due to the direct causal link between communication and knowledge judgments. In particular, judgments about what someone should say can directly cause judgments about what we think they know.
Silencing Causes Knowledge Representation
According to the causal model of epistemic injustice, silencing does not just follow as a symptom of certain epistemic representations, but can cause them to occur. evidence would lead to the judgments that I am a poor driver, that I should not get behind the wheel, and furthermore, that I do not know how to drive. In a similar fashion, the observation that someone is unsuccessful at performing basic communicative acts, as in cases of perlocutionary silencing, can be misconstrued as evidence for their ignorance.
After a period of failing to have the intended effects on an audience, one might come to doubt whether silenced individuals can or should perform certain communicative acts, such as alert, inform, or even persuade listeners concerning a certain proposition. Whether or not an individual should perform these acts, in turn, negatively impacts our evaluations of whether the proposition associated with these acts is known. Since communicative acts are more likely to be successful when silencing does not occur, this suggests that knowledge 19 is less likely to be associated with individuals when they are silenced. This result is again unjust because the communicative goals of silenced individuals fail precisely because they face challenges to perlocutionary success that are not imposed to other individuals outside of these contexts. Returning to the driving analogy, this would be like inferring that I do not know how to drive on the basis of observing failed attempts, while neglecting to notice that they were the result of someone sabotaging the car. And so, failure to successfully persuade Don may be perceived as evidence for Bill's ignorance. After all, being able to persuade someone with such good evidence in many contexts often is actionable in that way. But in silenced contexts that lack minimal appropriate conversational cooperation, it isn't. Don neglects to notice that perlocutionary failure can be explained by the fact that Don does not extend basic communicative charity or cooperation to Bill when hearing his arguments. When overlooking that detail, perlocutionary failure can be perceived as evidence for ignorance, rather than as a result of perlocutionary silencing.
Finally, illocutionary silencing also causes epistemic injustice as a result of the connection between actionability and knowledge representation. Illocutionary silencing decreases which illocutions are actionable. For example, consider again the case in which 20 unjust laws prevent certain people from marrying by stopping "I do" from counting as a legal promise, or voting by stopping "yea" from casting a legal ballot. The less something is viewed as actionable, the less likely it will be viewed as being known. And such laws are specifically designed to prevent illocutionary action. As a result of this, observations of unsuccessful illocutionary action, in this case, not being able to make a legal promise or vote, may be misconstrued as evidence of ignorance about, say, the actual nature of voting or marriage. The result is again highly unjust because actionability is limited in this case as a result of unjust laws, irrespective of what a speaker actually knows about marriage or voting.
Silencing and Ignorance
Silencing can cause us to misrepresent the knowledge of others when they are unable to These theories predict that practical costs associated with acting will sometimes make it harder for a subject to know things. Silencing can raise the costs associated with communicating. One implication of this theory, then, is that silencing makes it harder to have or retain actual knowledge [Stanley 2005 [Stanley , 2015 . Of course, interest relative invariantists are not committed to the claim that knowledge is always sensitive to practical interests in every circumstance or that they always decrease knowledge when they arise.
But given that practical interests are frequently and perhaps predominately set in relation to social costs, and injustice is often the norm for the disadvantaged in many social interactions, we should expect a large proportion of the practical costs associated with communicative acts to stem from unjust features of social contexts. As a result of this, one potential consequence of the theory is that it seems to predict that the socially disadvantaged are in fact less knowledgeable (for a critical response, see Dotson [2018] ).
These potential theoretical consequences mark several avenues for further research.
It is an open theoretical question whether or to what extent theories which posit linguistic and metaphysical connections between knowledge and action allow the powerful to manipulate what is true to say about "knowledge" or what is actually known. To the extent 23 that they do, one approach is to treat this as an objection or reason to reject such theories.
Theorists have previously acknowledged that the idea that being in certain practical positions matters to the strength of an epistemic position could strike many as "madness" [Fantl and McGrath 2009: 28] . The fact that silencing can effectively manipulate action across many practical positions may serve as a particularly pointed example. After all, it might be thought, the consequence of speaking in such contexts "has no impact on your standing on any truth-relevant dimension" (ibid.), and further, that the problem with silencing is that it causes us to misrepresent, undervalue, or fail to recognize what the socially disadvantaged truly know, not that it renders them genuinely ignorant or their knowledge statements false. Alternatively, future research might take the opposite approach. It might be thought that epistemic contextualism or interest relative invariantism can shed unique light on the harms of silencing overlooked by prior accounts. According to these views, for example, it could be that silencing someone has the ability to reach into the linguistics or metaphysics of knowledge and literally change what they in fact know or the literal truth of what they say. Instead of serving as an objection to these theories, it might be thought, these shocking and disquieting theoretical implications may isolate precisely why silencing is so deeply epistemically unjust.
Lastly, the causal model of silencing may shed light on the origins of silencing in social practice and public policy. On the symptom model of epistemic injustice, silencing occurs as a consequence of prior epistemic representations. But given that silencing can also cause epistemic representations, it could be that these practices were developed as a form of epistemic control (relatedly, see Collins [2000: 3] ). In other words, it could be that somewhere along the way the powerful implicitly recognized the connection between 24 communication and knowledge, and adopted practices and policies to control speech acts precisely because it was a straightforward and effective means of controlling what people are classified by others as knowing or "knowledgeable", the literal truth of knowledge claims according to a conversational standard, or perhaps even what is actually known (relatedly, see also Hacking [1999: 34, 160] ; Haslanger [2017] on "looping effects"). Such a recognition may begin to explain how epistemic injustice arose both as a byproduct of ordinary social cognition and how silencing continues as a structural phenomenon that promotes the systemization of certain kinds of oppression in the intellectual domain.
Conclusions
Silencing is the practice of interfering with speech and communicative action. Actionability We began with the symptom model of epistemic injustice, in which silencing is a symptom of prior epistemic representations. This paper advances a causal model in which silencing is not only a symptom, but can cause epistemic representations of knowledge.
Though the main focus of this paper is to defend the causal model, these two models of how epistemic injustice occurs are not mutually exclusive and perhaps complement each another. It is plausible that silencing can both result from prior epistemic representations and sometimes contribute to further epistemic representations. Moreover, given the close link between actionability and knowledge representation in ordinary judgment, it is reasonable to conjecture that these things might frequently blend together in actual practice.
If this is correct, then it may suggest an even broader model of epistemic injustice that is cyclical in nature. According to this hypothesis, silencing and knowledge representation may go hand in hand in an ongoing cycle, with silencing causing certain patterns of knowledge representation, which in turn, results in and promotes more acts of silencing.
Future research is needed to study this hypothesis in greater detail and to explore how a 26 broader understanding of this kind of cyclical epistemic injustice might prevent negative effects of silencing.
