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Abstract
We discuss exponential asymptotic property of the solution of a parallel repairable system with warm standby under common-
cause failure. This system can be described by a group of partial differential equations with integral boundary. First we show that
the positive contraction C0-semigroup T (t) [Weiwei Hu, Asymptotic stability analysis of a parallel repairable system with warm
standby under common-cause failure, Acta Anal. Funct. Appl. 8 (1) (2006) 5–20] which is generated by the operator corresponding
to these equations is a quasi-compact operator. Then by using [Weiwei Hu, Asymptotic stability analysis of a parallel repairable
system with warm standby under common-cause failure, Acta Anal. Funct. Appl. 8 (1) (2006) 5–20] that 0 is an eigenvalue of the
operator with algebraic index one and the C0-semigroup T (t) is contraction, we conclude that the spectral bound of the operator is
zero. By using the above results the exponential asymptotical stability of the time-dependent solution of the system follows easily.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
As the development of science and technology, electron productions and network are used everywhere. So the
stability analysis of the system becomes more and more important. In [1], the author developed the mathematical
model, which is a parallel repairable system with warm standby under common-cause failure. In [2] the author proved
the asymptotic stability of the system and the steady-state solution is shown to be the eigenvector of the system
operator corresponding to the eigenvalue 0. Whereas, the velocity of the time-dependent solution converging to the
steady one has not mentioned. In this paper, we will discuss the converging velocity. We first convert the model into
an abstract Cauchy problem in a Banach space, then show that the operator corresponding to this model generates
a positive contraction C0-semigroup. We then prove that C0-semigroup T (t) is a quasi-compact operator, and that
spectral bound of this operator is zero. Thus by Theorem 2.1 in [3, p. 343] we obtain our desired result.
✩ Supported by the National Science Foundation of China (10471113), Natural Science Foundation of Zhejiang Province (Y606292).
* Corresponding author.
E-mail address: szf@zjnu.cn (Z. Shen).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.10.016
458 Z. Shen et al. / J. Math. Anal. Appl. 341 (2008) 457–466Fig. 1. State space diagram of the system.
2. System model
The following assumptions are associated with this system (see Fig. 1):
(i) The system has three identical units (two active and one on standby).
(ii) The hardware and common-cause failures are statistically independent.
(iii) A common-cause failure can occur when both active parallel units and the standby are in perfect working
condition as well as when the system is operating in a degraded state.
(iv) The system is in an up-state as long as one unit is working.
(v) All failure rates are constant.
(vi) A unit’s repair rate is constant.
(vii) The failed system repair times are assumed to be arbitrarily distributed.
(viii) A repaired unit or system is assumed to be as good as new.
(ix) The switching mechanism for the standby is considered automatic and instantaneous.
(x) The standby may fail in its standby mode, in addition, to the switching mechanism.
The following symbols are used in this article:
t : time;
λ1: constant failure rate of a unit;
λ2: constant failure rate of switching mechanism and/or standby itself;
λC0 : constant critical common-cause failure rate;
λC1 : constant common-cause failure rate of the system when one of the parallel units has failed;
λC2 : constant common-cause failure rate when the switching mechanism and/or standby itself is disabled;
λC3 : constant common-cause failure rate when two units have failed;
pi(t): the probability that the system is in state i at time t ; for i = 0,1,2,3;
μ1: constant repair rate when one of the parallel units is disable;
μ2: constant repair rate for the switching mechanism and/or the standby itself;
μ3: constant repair rate when two units have been disabled;
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time of x, for i = 4,5;
μi(x): repair rate when the failed system is in state i and has an elapsed repair time of x, for i = 4,5.
According to [1], the model for a two identical units parallel repairable system with warm standby subject to
common-cause failures can be expressed by a group of integro-differential equations:
d
dt
p0(t) + (2λ1 + λC0 + λ2)p0(t) = μ1p1(t) + μ2p2(t) +
5∑
i=4
∞∫
0
pi(x, t)μi(x) dx, (1)
d
dt
p1(t) + (2λ1 + λC1 + μ1)p1(t) = 2λ1p1(t) + μ3p3(t), (2)
d
dt
p2(t) + (2λ1 + λC2 + μ2)p2(t) = λ2p0(t) + μ3p3(t), (3)
d
dt
p3(t) + (λ1 + λC3 + 2μ3)p3(t) = 2λ1p1(t) + 2λ1p2(t), (4)(
∂
∂t
+ ∂
∂x
+ μ4(x)
)
p4(x, t) = 0, (5)(
∂
∂t
+ ∂
∂x
+ μ5(x)
)
p5(x, t) = 0, (6)
p4(0, t) = λ1p3(t), (7)
p5(0, t) = λC0p0(t) + λC1p1(t) + λC2p2(t) + λC3p3(t), (8)
p0(0) = 1, pi(0) = 0, i = 1,2,3, pj (x,0) = 0, j = 4,5, (9)
where
μi(x) 0, Gi = sup
0x<∞
μi(x) < ∞,
x∫
0
μi(s) ds < ∞,
∞∫
0
μi(x) dx = ∞, i = 4,5.
For simplicity, let
h0 = 2λ1 + λC0 + λ2, h1 = 2λ1 + λC1 + μ1, h2 = 2λ1 + λC2 + μ2, h3 = λ1 + λC3 + 2μ3.
Take state space as follows:
X =
{
y ∈ R × R × R × R × L1[0,∞) × L1[0,∞)
∣∣∣ ‖y‖ = 3∑
i=0
|yi | +
5∑
i=4
‖yi‖L1[0,∞)
}
.
It is obvious that X is a Banach space.
In the following we define several operators and their domains:
Ap =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−h0 0 0 0 0 0
0 −h1 0 0 0 0
0 0 −h2 0 0 0
0 0 0 −h3 0 0
0 0 0 0 − d
dx
− μ4(x) 0
0 0 0 0 0 − d
dx
− μ5(x)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
p0
p1
p2
p3
p4(x)
p5(x)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
D(A) =
{
p ∈ X
∣∣∣ dpi(x)dx ∈ L1[0,∞), pi (i = 4,5) are absolutely continuous functions,
p (0) = λ p , p (0) =∑3 λ p
}
,4 1 3 5 i=0 Cj j
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 μ1 μ2 0
∫∞
0 ·μ4(x) dx
∫∞
0 ·μ5(x) dx
2λ1 0 0 μ3 0 0
λ2 0 0 μ3 0 0
0 2λ1 2λ1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
p0
p1
p2
p3
p4(x)
pd(x)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
D(E) = X.
Then the above equations (1)–(9) can be written as an abstract Cauchy problem in the Banach space X,
dp(t)
dt
= (A + E)p(t), t ∈ [0,∞), (10)
p(0) = (1,0,0,0,0,0). (11)
In [2], we proved the following result.
Theorem 1. A + E generates a positive contraction C0-semigroup T (t).
Theorem 2. A generates a positive contraction C0-semigroup S(t).
The proof is similar to the [2,6].
In this paper, we first prove that S(t) is a quasi-compact operator by studying two operators V (t) and W(t), then we
obtain that T (t) is a quasi-compact operator by using the compactness of E, and last by using [2], 0 is an eigenvalue
of A + E and (A + E)∗ with geometric multiplicity one. Thus by Theorem 2.1 in [3, p. 343] we deduce our desired
result.
3. Main results
Proposition 1. For φ ∈ X, p(x, t) = (S(t)φ)(x) is a solution of the following system:
dp(t)
dt
= Ap(t),
p(0) = φ, φ ∈ X,
(∗)
then
p(x, t) = (S(t)φ)(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
φ0e−h0t
φ1e−h1t
φ2e−h2t
φ3e−h3t
p4(0, t − x)e−
∫ x
0 μ4(τ ) dτ
p5(0, t − x)e−
∫ x
0 μ5(τ ) dτ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, x < t,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
φ0e−h0t
φ1e−h1t
φ2e−h2t
φ3e−h3t
φ4(t − x)e−
∫ x
x−t μ4(τ ) dτ
φ5(t − x)e−
∫ x
x−t μ5(τ ) dτ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, x  t,
where p4(0, t − x), p5(0, t − x) are given by (7) and (8).
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d
dt
p0(t) = −h0p0(t), (12)
d
dt
p1(t) = −h1p1(t), (13)
d
dt
p2(t) = −h2p2(t), (14)
d
dt
p3(t) = −h3p3(t), (15)(
∂
∂t
+ ∂
∂x
+ μ4(x)
)
p4(x, t) = 0, (16)(
∂
∂t
+ ∂
∂x
+ μ5(x)
)
p5(x, t) = 0, (17)
p4(0, t) = λ1p3(t), (18)
p5(0, t) = λC0p0(t) + λC1p1(t) + λC2p2(t) + λC3p3(t), (19)
p0(0) = φ0, pi(0) = φi, i = 1,2,3, pj (x,0) = φj , j = 4,5. (20)
If we set ξ = x − t and define Q4(t) = p4(t + ξ, t) and Q5(t) = p5(t + ξ, t), then from (16), (17) we know that
dQ4(t)
dt
= −μ4(ξ + t)Q4(t), (21)
dQ5(t)
dt
= −μ5(ξ + t)Q5(t). (22)
If ξ < 0, then integrating (21)–(22) from −ξ to t , and using Q4(−ξ) = p4(0,−ξ) = p4(0, t − x), Q5(−ξ) =
p5(0,−ξ) = p5(0, t − x) we have
p4(x, t) = Q4(t) = Q4(−ξ)e−
∫ t
−ξ μ4(ξ+τ) dτ , (23)
p4(x, t) = p4(0, t − x)e−
∫ x
0 μ4(τ ) dτ , (24)
p5(x, t) = p5(0, t − x)e−
∫ x
0 μ5(τ ) dτ . (25)
From (12)–(15) we obtain
p0(t) = φ0e−h0t , p1(t) = φ1e−h1t , p2(t) = φ2e−h2t , p3(t) = φ3e−h3t . (26)
If ξ  0, then integrating (21)–(22) from 0 to t , and then using relations Q4(0) = p4(ξ,0) = Q4(x − t) and Q5(0) =
p5(ξ,0) = Q5(x − t), and by similar argument to (23)–(25) we obtain
p(x, t) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
φ0e−h0t
φ1e−h1t
φ2e−h2t
φ3e−h3t
φ4(t − x)e−
∫ x
x−t μ4(τ ) dτ
φ5(t − x)e−
∫ x
x−t μ5(τ ) dτ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The proof of Proposition 1 is completed. 
Remark. By Theorem 2 and similar argument in [2] or [6], we know that the system (∗) has a unique nonnegative
solution p(x, t) = (S(t)φ)(x), by using the C0-semigroup theory in [5], we can know that p(x, t) is not only the weak
solution of the system (∗) but also the strong solution.
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(
V (t)p
)
(x) =
{0, x ∈ [0, t),
(S(t)p)(x), x ∈ [t,+∞), (27)(
W(t)p
)
(x) =
{
(S(t)p)(x), x ∈ [0, t),
0, x ∈ [t,+∞), (28)
then S(t)p = V (t)p + W(t)p.
Lemma 1. (See [4, p. 29].) A closed and bounded subset Y of L1[0,∞] is compact if and only if the following two
conditions hold:
(i) lim
h→0
∞∫
0
∣∣φ(x + h) − φ(x)∣∣dx = 0, uniformly for φ ∈ Y,
(ii) lim
h→∞
∞∫
h
∣∣φ(x + h)∣∣dx = 0, uniformly for φ ∈ Y.
From Lemma 1 it is easy to prove the following result.
Lemma 2. A closed and bounded subset Y ⊂ X is compact if and only if the following two conditions hold:
(i) lim
h→0
5∑
j=4
∞∫
0
∣∣φj (x + h) − φj (x)∣∣dx = 0, uniformly for φ = (φ0, φ1, φ2, φ3, φ4, φ5) ∈ Y,
(ii) lim
h→∞
5∑
j=4
∞∫
h
∣∣φj (x)∣∣dx = 0, uniformly for φ = (φ0, φ1, φ2, φ3, φ4, φ5) ∈ Y.
Theorem 3. W(t) is a compact operator on X.
Proof. According to the definition of W(t), it suffices to prove condition (ii) in Lemma 2. For bounded φ ∈ X we
set p(x, t) = (S(t)φ)(x), x ∈ [0, t), then p(x, t) is a generalized solution of the system (∗). So by Proposition 1, we
have, for x,h ∈ [0, t), x + h ∈ [0, t),
5∑
i=4
∞∫
0
∣∣pi(x + h, t) − pi(x, t)∣∣dx =
t∫
0
∣∣p4(x + h, t) − p4(x, t)∣∣dx +
t∫
0
∣∣p5(x + h, t) − p5(x, t)∣∣dx
=
t∫
0
∣∣p4(0, t − x − h)e− ∫ x+h0 μ4(τ ) dτ − p4(0, t − x)e− ∫ x0 μ4(τ ) dτ ∣∣dx
+
t∫
0
∣∣p5(0, t − x − h)e− ∫ x+h0 μ5(τ ) dτ − p5(0, t − x)e− ∫ x0 μ5(τ ) dτ ∣∣dx

t∫
0
∣∣p4(0, t − x − h)∣∣∣∣e− ∫ x+h0 μ4(τ ) dτ − e− ∫ x0 μ4(τ ) dτ ∣∣dx
+
t∫ ∣∣p4(0, t − x − h) − p4(0, t − x)∣∣e− ∫ x0 μ4(τ ) dτ dx0
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t∫
0
∣∣p5(0, t − x − h)∣∣∣∣e− ∫ x+h0 μ5(τ ) dτ − e− ∫ x0 μ5(τ ) dτ ∣∣dx
+
t∫
0
∣∣p5(0, t − x − h) − p5(0, t − x)∣∣e− ∫ x0 μ5(τ ) dτ dx. (29)
We will estimate each term in (29). By using (18), (19) and Theorem 2 we have∣∣p4(0, t − x − h)∣∣= ∣∣λ1p3(t − x − h)∣∣ λ1∥∥p(·, t − x − h)∥∥X = λ1∥∥S(t − x − h)φ(·)∥∥X  λ1‖φ‖X, (30)∣∣p5(0, t − x − h)∣∣
= λC0p0(t − x − h) + λC1p1(t − x − h) + λC2p2(t − x − h) + λC3p3(t − x − h)
max{λC0, λC1 , λC2, λC3}
∣∣p0(t − x − h) + p1(t − x − h) + p2(t − x − h) + p3(t − x − h)∣∣
max{λC0, λC1 , λC2, λC3}
∥∥p(·, t − x − h)∥∥
X
= max{λC0, λC1 , λC2, λC3}
∥∥S(t − x − h)φ(·)∥∥
X
max{λC0, λC1 , λC2, λC3}‖φ‖X. (31)
By using (30), (31) we estimate the first and third term in (29) as follows:
t∫
0
∣∣p4(0, t − x − h)∣∣∣∣e− ∫ x+h0 μ4(τ ) dτ − e− ∫ x0 μ4(τ ) dτ ∣∣dx
 λ1‖φ‖X
t∫
0
∣∣e− ∫ x+h0 μ4(τ ) dτ − e− ∫ x0 μ4(τ ) dτ ∣∣dx
→ 0 as |h| → 0, uniformly for φ, (32)
t∫
0
∣∣p5(0, t − x − h)∣∣∣∣e− ∫ x+h0 μ5(τ ) dτ − e− ∫ x0 μ5(τ ) dτ ∣∣dx
max{λC0, λC1 , λC2, λC3}‖φ‖X
t∫
0
∣∣e− ∫ x+h0 μ5(τ ) dτ − e− ∫ x0 μ5(τ ) dτ ∣∣dx
→ 0 as |h| → 0, uniformly for φ. (33)
By using (18), (26) we have∣∣p4(0, t − x − h) − p4(0, t − x)∣∣ = λ1∣∣p3(t − x − h) − p3(t − x)∣∣
= λ1
∣∣φ3(e−h3(t−x−h) − e−h3(t−x))∣∣
→ 0 as h → 0, uniformly for φ. (34)
By using (19), (26) we have∣∣p5(0, t − x − h) − p5(0, t − x)∣∣

∣∣λC0p0(t − x − h) − λC0p0(t − x)∣∣+ ∣∣λC1p1(t − x − h) − λC1p1(t − x)∣∣
+ ∣∣λC2p2(t − x − h) − λC2p2(t − x)∣∣+ ∣∣λC3p3(t − x − h) − λC3p3(t − x)∣∣.
By using (26) and do as (34) we have∣∣λC0p0(t − x − h) − λC0p0(t − x)∣∣→ 0 as h → 0, uniformly for φ,∣∣λC1p1(t − x − h) − λC1p1(t − x)∣∣→ 0 as h → 0, uniformly for φ,∣∣λC p2(t − x − h) − λC p2(t − x)∣∣→ 0 as h → 0, uniformly for φ.2 2
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(34) and (35) imply that the second term and fourth term in (29) satisfy
t∫
0
∣∣p4(0, t − x − h) − p4(0, t − x)∣∣e− ∫ x0 μ4(τ ) dτ dx → 0 as h → 0, uniformly for φ,
t∫
0
∣∣p5(0, t − x − h) − p5(0, t − x)∣∣e− ∫ x0 μ5(τ ) dτ dx → 0 as h → 0, uniformly for φ. (36)
Combining (32), (33), (36) with (29), for x + h ∈ [0, t), we deduce
5∑
i=4
∞∫
0
∣∣pi(x + h, t) − pi(x, t)∣∣dx → 0 as h → 0, uniformly for φ. (37)
If h ∈ [−t,0), x ∈ (0, t), then from the relation p4(x + h, t) = 0, p5(x + h, t) = 0, for x + h < 0, we have
5∑
i=4
∞∫
0
∣∣pi(x + h, t) − pi(x, t)∣∣dx =
t∫
0
∣∣p4(x + h, t) − p4(x, t)∣∣dx +
t∫
0
∣∣p5(x + h, t) − p5(x, t)∣∣dx
=
t∫
−h
∣∣p4(x + h, t) − p4(x, t)∣∣dx +
−h∫
0
∣∣p4(x + h, t) − p4(x, t)∣∣dx
+
t∫
−h
∣∣p5(x + h, t) − p5(x, t)∣∣dx +
−h∫
0
∣∣p5(x + h, t) − p5(x, t)∣∣dx
=
t∫
−h
∣∣p4(x + h, t) − p4(x, t)∣∣dx +
−h∫
0
∣∣p4(x, t)∣∣dx
+
t∫
−h
∣∣p5(x + h, t) − p5(x, t)∣∣dx +
−h∫
0
∣∣p5(x, t)∣∣dx. (38)
Since x +h ∈ [0, t), for x ∈ [0, t), h ∈ [−t,0), for the first term and the third term in (38), similar way to (37) we have
t∫
−h
∣∣p4(x + h, t) − p4(x, t)∣∣dx → 0 as h → 0, uniformly for φ, (39)
t∫
−h
∣∣p5(x + h, t) − p5(x, t)∣∣dx → 0 as h → 0, uniformly for φ. (40)
By using Proposition 1 and (30), we estimate the second term in (38) as follows:
−h∫
0
∣∣p4(x, t)∣∣dx =
−h∫
0
∣∣p4(0, t − x)e− ∫ x0 μ4(τ ) dτ ∣∣dx  λ1‖φ‖X
−h∫
0
e−
∫ x
0 μ4(τ ) dτ dx
→ 0 as h → 0, uniformly for φ. (41)
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−h∫
0
∣∣p5(x, t)∣∣dx → 0 as h → 0, uniformly for φ. (42)
Combining (39)–(42) with (38), for h ∈ [−t,0), we obtain
5∑
i=4
∞∫
0
∣∣pi(x + h, t) − pi(x, t)∣∣dx → 0 as h → 0, uniformly for φ. (43)
From (37) and (43) we know that the result of this theorem is right. 
Theorem 4. Assume there exist four positive constants μj ,μj , j = 4,5 such that 0 < μj  μj (x)  μj < +∞,
j = 4,5, then V (t) satisfies∥∥V (t)φ∥∥
X
 e−min{h0,h1,h2,h3,μ4,μ5}t‖φ‖X, ∀φ ∈ X. (44)
Proof. For any φ ∈ X from the definition of V (t) and (26), we have∥∥V (t)φ∥∥
X
= ∣∣p0(t)∣∣+ ∣∣p1(t)∣∣+ ∣∣p2(t)∣∣+ ∣∣p3(t)∣∣
+
∞∫
t
∣∣φ4(t − x)e− ∫ xx−t μ4(τ ) dτ ∣∣dx +
∞∫
t
∣∣φ5(t − x)e− ∫ xx−t μ5(τ ) dτ ∣∣dx
 |φ0|e−h0t + |φ1|e−h1t + |φ2|e−h2t + |φ3|e−h3t + sup
x∈[t,∞)
∣∣e− ∫ xx−t μ4(τ ) dτ ∣∣
∣∣∣∣∣
∞∫
t
φ4(t − x)dx
∣∣∣∣∣
+ sup
x∈[t,∞)
∣∣e− ∫ xx−t μ5(τ ) dτ ∣∣
∣∣∣∣∣
∞∫
t
φ5(t − x)dx
∣∣∣∣∣
 e−min{h0,h1,h2,h3}t
(|φ0| + |φ1| + |φ2| + |φ3|)+ e−μ4t‖φ4‖L1[0,∞) + e−μ5t‖φ5‖L1[0,∞)
 e−min{h0,h1,h2,h3,μ4,μ5}t‖φ‖X, ∀φ ∈ X. (45)
(45) shows that the result of this theorem holds. 
From Theorems 3 and 4 we deduce∥∥S(t) − W(t)∥∥= ∥∥V (t)∥∥ e−min{h0,h1,h2,h3,μ4,μ5}t → 0, as t → ∞.
From which together with Definition 2.7 in [3, p. 214], we derive the following result.
Theorem 5. S(t) is a quasi-compact operator on X.
Since E is a compact operator on X by Theorem 5 and Proposition 2.9 in [3, p. 215], we conclude
Corollary 1. T (t) is a quasi-compact operator on X.
Lemma 3. (See [2].) 0 ∈ σp(A + E) and its algebraic index is one, 0 ∈ σp(A + E)∗ and its geometric multiplicity is
one.
From Lemma 3 we deduce that 0 ∈ σp(A + E)∗ and its algebraic multiplicity is one.
Lemma 4. (See [2].) {γ ∈ C | Reγ > 0 or γ = ia, a 	= 0, a ∈ R} belongs to the resolvent set of (A + E).
466 Z. Shen et al. / J. Math. Anal. Appl. 341 (2008) 457–466Combining Lemmas 3 and 4 we conclude that spectral bound of (A + E) is zero. Thus by using Lemma 3, Theo-
rem 1 and Corollary 1 and Theorem 2.1 [3, p. 343], we conclude the following result.
Theorem 6. If there exist four positive constants μj ,μj , j = 4,5, such that 0 < μj  μj (x) μj < +∞, j = 4,5,
then exist a positive projection P of rank one, and suitable constants δ > 0, M  0 such that∥∥T (t) − P∥∥Me−δt ,
where P = 12πi
∫
Γ
(zI − A − B − E)−1 dz, Γ is a circle with center 0 and sufficiently small radius.
Combining Lemmas 3 and 4, [5, Theorem 14], Theorem 6, Theorem 2.10 of [3, p. 216], we obtain the following
result.
Theorem 7. If there exist four positive constants μj ,μj , j = 4,5 such that 0 < μj  μj (x) μj < +∞, j = 4,5,
then the time-dependent solution of the system (1)–(9) strongly converges to its steady-state solution that is
lim
t→∞p(x, t) = pˆ,
and ∥∥p(x, t) − pˆ∥∥ Ce−εt , ε > 0, C  1,
where pˆ is the eigenvector corresponding to 0.
Proof. By using Theorem 2.10 of [3, p. 216], Theorem 6, we obtain
T (t) = T1(t) + R(t),
where T1(t) = P , P is the positive projection of 0, ‖R(t)‖ Ce−εt , ε > 0, C  1. Then
p(x, t) = T (t)p(0) = Pp(0) + R(t)p(0) = 〈p0,Q〉pˆ + R(t)p(0) = pˆ + R(t)p(0),
where p(0) = (1,0,0,0,0,0), Q = (1,1,1,1,1,1) is the eigenvector corresponding eigenvalue 0 of the adjoint matrix
(A + E)∗.
As a result, the exponential asymptotical stability of the solution of the system is obtained. 
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