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Abstract: This paper studies Bayesian variable selection in linear models
with general spherically symmetric error distributions. We propose sub-
harmonic priors which arise as a class of mixtures of Zellner’s g-priors for
which the Bayes factors are independent of the underlying error distribu-
tion, as long as it is in the spherically symmetric class. Because of this in-
variance to spherically symmetric error distribution, we refer to our method
as a robust Bayesian variable selection method. We demonstrate that our
Bayes factors have model selection consistency and are coherent. We also
develop Laplace approximations to Bayes factors for a number of recently
studied mixtures of g-priors that have recently appeared in the literature
(including our own) for Gaussian errors. These approximations, in each
case, are given by the Gaussian Bayes factor based on BIC times a sim-
ple rational function of the prior’s hyper-parameters and the R2’s for the
respective models. We also extend model selection consistency for several
g-prior based Bayes factor methods for Gaussian errors to the entire class
of spherically symmetric error distributions. Additionally we demonstrate
that our class of sub-harmonic priors are the only ones within a large class
of mixtures of g-priors studied in the literature which are robust in our
sense. A simulation study and an analysis of two real data sets indicates
good performance of our robust Bayes factors relative to BIC and to other
mixture of g-prior based methods.
AMS 2000 subject classifications: Primary 62F15, 62F07; secondary
62A10.
Keywords and phrases: Bayes factor, Bayesian variable selection, fully
Bayes method, model selection consistency, sub-harmonic prior.
1. Introduction
Suppose the linear regression model is used to relate Y to the p potential pre-
dictors x1, . . . , xp,
y = α1n +XFβF + σF F , (1.1)
where the subscript F refers to the full model MF . In the model (1.1), α is an
unknown intercept parameter, 1n is an n× 1 vector of ones, XF = (x1, . . . ,xp)
is an n × p design matrix, and βF is a p × 1 vector of unknown regression
coefficients. In the error term of (1.1), σF is an unknown scalar and F has a
spherically symmetric (SS) distribution with the density fn(‖F ‖2), E[F ] = 0n
∗This work was partially supported by KAKENHI #21740065 & #23740067.
†This work was partially supported by a grant from the Simons Foundation (#209035 to
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and Var[F ] = In. We assume that the columns of XF have been standardized
so that for 1 ≤ i ≤ p, x′i1n = 0 without loss of generality.
We shall be particularly interested in the variable selection problem where
we would like to select an unknown subset of the effective predictors. It will be
convenient throughout to index each of these 2p possible subset choices by the
vector
γ = (γ1, . . . , γp)
′
where γi = 0 or 1. We use qγ = γ
′1p to denote the size of the γth subset. The
problem then becomes that of selecting a submodel of (1.1)
y = α1n +Xγβγ + σγγ . (1.2)
In (1.2), Xγ is the n× qγ matrix whose columns correspond to the γth subset
of x1, . . . , xp, βγ is a qγ × 1 vector of unknown regression coefficients. Let Mγ
denote the submodel given by (1.2). We assume the error term γ has the SS
density
γ ∼ fn(‖γ‖2) (1.3)
for all γ, with E[γ ] = 0n and Var[γ ] = In. Further σγ is an unknown scalar in
the error term. We note that, in most earlier studies, the error terms in linear
models have been assumed to have a Gaussian distribution, e.g. as in George
and Foster (2000) and Liang et al. (2008). There are a number of reasons to
broaden the class of error distributions from the Gaussian to the general SS
family, chief among them being that it allows error distributions with flatter
tails than the normal. Among the commonly assumed distributions, the class of
multivariate-t distributions given by
fn(‖γ‖2) = Γ({l + n}/2)
(lpi)n/2Γ(l/2)
(
1 + ‖γ‖2/l
)−(l+n)/2
with degrees of freedom l, is the best known and most useful. More generally, the
class of scale mixtures of normals allows, by De Finetti’s theorem, a huge class
of exchangeable error distributions with flatter tails than the normal. However
the class of SS distributions is much broader. While the class of multivariate-t
distributions or scale mixtures of normals may be the most interesting extensions
to the normal class, our results will hold for the entire class of SS distributions.
Note that for all such distributions the coordinates are uncorrelated, but, except
for the normal distribution they are dependent. Standard references for linear
models with SS distributions include Anderson (2003) and Fang and Zhang
(1990) among others.
In this paper, we assume that n > p + 1 (the so called classical setup) and
{x1, . . . ,xp} are linearly independent, which implies that
rank XF = p, rank Xγ = qγ . (1.4)
We also assume in much of the paper that the null model MN (qγ = 0 or
γ = (0, . . . , 0)′) is not a possible model, that is, the number of possible models
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is 2p−1, rather than, 2p. Some reviewers of a previous version of this paper have
objected on philosophical grounds to the exclusion of the null model. While we
agree that in some studies a fundamental scientific issue is to decide if there
are any significant effects, in many other cases that particular issue has been
addressed and the issue is to select those variables that have the most important
effects. Thus for most of the paper we will assume that the null model is not a
possible choice. However, in Section 6, we give a slightly modified development
that allows positive prior probability on all submodels including the null model.
All the results in the paper remain true under this modification.
A Bayesian approach to this problem entails the specification of prior distri-
butions on the models Pr(Mγ), and on the parameters α,βγ , σγ of each model.
For each such specification, of key interest is the posterior probability of Mγ
given y,
Pr(Mγ |y) = Pr(Mγ)mγ(y)∑
γ Pr(Mγ)mγ(y)
=
Pr(Mγ)BFγ:F∑
γ Pr(Mγ)BFγ:F
, (1.5)
where Pr(MN ) = 0 is assumed as mentioned in the above. In (1.5), mγ(y) is
the marginal density under Mγ and BFγ:F is the Bayes factor for comparing
each of Mγ to the full model MF which is defined as
BFγ:F =
mγ(y)
mF (y)
,
where mF (y) is the marginal density under the full model. In Bayesian model
selection,
argmax
γ
Pr(Mγ |y) = argmax
γ
Pr(Mγ)BFγ:F , (1.6)
is typically selected as the best model.
In this paper, the main focus is on BFγ:F , not Pr(Mγ). Hence our main aim is
to propose and study specifications for the prior distribution of the parameters
for each submodelMγ . We have four main goals, three of which are motivated by
results in Maruyama and Strawderman (2005) on minimax generalized Bayes
(GB) ridge regression estimators. Maruyama and Strawderman (2005) give a
class of separable priors that lead to GB estimators which do not depend on the
particular underlying SS error distribution and are simultaneously minimax for
all such distributions with finite second moment. Within this class, a subclass
was found such that the GB estimators had simple analytical forms.
One corresponding goal in this paper is to find conditions on the prior distri-
butions that lead to robustness of the Bayesian variable selection procedure in
the sense that the Bayes factors are independent of the particular SS error dis-
tribution, these conditions turn out to be separability condition as in Maruyama
and Strawderman (2005).
The second is to find, among this separable class of priors, a subclass for
which the corresponding GB estimators in each submodel are admissible and
(at least nearly) minimax over the entire SS class. This is achieved by choosing
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the “sub-harmonic priors” on βγ described in Section 2. In particular, the joint
density we consider for Mγ has the form
pi(α,θγ , σγ |ν) ∝ σ−ν−1γ ‖θγ‖−qγ+ν (1.7)
for θγ = (θ1, . . . , θqγ )
′ = (X ′γXγ)
1/2βγ and a non-random hyper-parameter ν
with 0 < ν < qγ . Since the term including θγ in the prior above, ‖θγ‖−qγ+ν for
0 < ν < min(2, qγ), is known as a sub-harmonic function, that is,∑qγ
i=1
{
∂2/∂θ2i
} ‖θγ‖−qγ+ν > 0,
we call the prior given by (1.7) a sub-harmonic prior. We will show that such
priors lead to robust Bayes factors, in the sense that each Bayes factor does not
depend on the form of the underlying error distribution. We indicate that the
corresponding generalized Bayes estimators for each submodel are admissible
and “nearly” minimax.
The third goal is to find a class of priors for which the Bayes factors have
a tractable form. The class of mixtures of g-priors is a large class which leads
to tractable Bayes factors in the Gaussian case. We demonstrate that our sub-
harmonic priors are unique among the class of g-mixture priors studied in the
literature that are robust in our sense (see Lemma 3.3).
The final goal is to show that the resulting procedures have model selection
consistency over the entire class of SS distributions. This is accomplished by
deriving an approximation to the Bayes factors in terms of BIC based Bayes
factors and showing consistency of the BIC procedures implies that of the Bayes
factors based procedures.
The organization of this paper is as follows. In Section 2, we give details of
the prior distribution. In Section 3, we show that the Bayes factor with respect
to the above prior is given by
BFγ:F (ν) = BF
G
γ:F (ν) (1.8)
where
BFGγ:F (ν) =
∫∞
0
g
ν
2−1(1 + g)
n−qγ−1
2 {g(1−R2γ) + 1}−
n−1
2 dg∫∞
0
g
ν
2−1(1 + g)
n−p−1
2 {g(1−R2F ) + 1}−
n−1
2 dg
, (1.9)
for 0 < ν < minγ qγ = 1. In (1.9), BF
G
γ:F (ν) is the Bayes factor for standard
Gaussian errors and
R2γ = 1−
‖Qγ(y − y¯1n)‖2
‖y − y¯1n‖2 , R
2
F = 1−
‖QF (y − y¯1n)‖2
‖y − y¯1n‖2 ,
with Qγ = I −Xγ(X ′γXγ)−1X ′γ and QF = I −XF (X ′FXF )−1X ′F , which are
the coefficient of determination under the submodelMγ and the full modelMF ,
respectively. From (1.8), the Bayes factor does not depend on the particular SS
sampling density. Hence, even when there is no specific information about the
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form of the error distribution of each model (other than spherical symmetry),
it is not necessary to specify the exact form of the sampling density. It suffices
to assume it is Gaussian. As far as we know, in the area of Bayesian variable
selection with shrinkage priors or Zellner’s g-priors, the sampling density has
been assumed to be Gaussian and this kind of robustness result has not yet been
studied. Note that we use the term “robustness” in this sense of distributional
robustness over the class of SS error distributions. We specifically are not using
the term to indicate a high breakdown point. The use of the term “robustness”
in our sense is however common (if somewhat misleading) in the context of
insensitivity to the error distribution in the shrinkage literature. In Section 4,
by use of the Laplace approximation, we approximate the Bayes factor given by
(1.8) as BFGγ:F (ν) ≈ B˜F
G
γ:F (ν)
B˜F
G
γ:F (ν) =
ϕ(qγ − ν, 1−R2γ)
ϕ(p− ν, 1−R2F )
BFGγ:F [BIC] (1.10)
as n→∞ where
ϕ(s, r) = rss−1{(1/r − 1)e}−s
and BFGγ:F [BIC] is the BIC based alternative for standard Gaussian errors
BFGγ:F [BIC] =
{
(1−R2γ)−nn−qγ
(1−R2F )−nn−p
}1/2
.
(See, e.g. Hastie, Tibshirani and Friedman (2009), Chapter 7.) Since ϕ0(s, r)
does not depend on n, (1.10) is asymptotically equivalent to BIC with a simple
O(1) rational correction function depending upon ν as well as the R-squares
and the numbers of predictors. Actually this is a special case of Theorem 4.1 in
which several Bayes factors under Gaussian errors which have been proposed in
earlier studies, are shown to have similar asymptotic approximations. While the
main theme in this paper is to develop the relationship (1.8) under sub-harmonic
priors, we believe that this asymptotic equivalence is another noteworthy con-
tribution, in particular, from the computational point of view. In Section 5, we
show that our Bayes factor has model selection consistency uniformly over the
class of SS error distributions, as n→∞ and p is fixed. It also follows from these
results that several model selection methods recently studied in the literature
for Gaussian errors have model selection consistency for the entire class of SS
error distributions. In Section 6, we indicate an alternative development which
allows all 2p possible models. We emphasize once more that the inclusion of all
2p possible models (including the null model) requires only a slight modification
of the developments in the main body of the paper and that resulting Bayes
factor is of the form given in (1.10) with n− 1 replaced by n, qγ by qγ + 1, p by
p+ 1, R2γ by Rˇ
2
γ , and R
2
F by Rˇ
2
F where
Rˇ2γ = 1−
‖Qγ(y − y¯1n)‖2
‖y‖2 , Rˇ
2
F = 1−
‖QF (y − y¯1n)‖2
‖y‖2 ,
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are the “non-centered” coefficients of determination. Further, model consistency
(including for the null model) holds for this modification. We provide illustra-
tions of the method and comparisons with other methods using both simulated
and real data in Section 7. We give concluding remarks in Section 8. The Ap-
pendix presents some of the more technical proofs.
2. Prior distributions
In this section, for each submodel, we give a prior joint density of a form
pi(α,βγ , ηγ) = pi(α)pi(ηγ)pi(βγ |ηγ),
where ηγ = 1/σ
2
γ . We choose the natural priors for location (α) and scale (ηγ),
pi(α) = I(−∞,∞)(α), (2.1)
and
pi(ηγ) = η
−1
γ I(0,∞)(ηγ). (2.2)
Since (2.1) and (2.2) have invariance to location and scale transformation, re-
spectively, they are considered by many as non-informative objective priors.
Next we give conditional priors on βγ given ηγ
pi(βγ |ηγ ; ν) =
∫ ∞
0
pi(g; ν)φqγ (βγ |0, gη−1γ (X ′γXγ)−1)dg (2.3)
where ν is a non-random positive parameter. Further
pi(g; ν) = gν/2−1I(0,∞)(g), (2.4)
and φq(·|µ,Σ) denotes the q-variate Gaussian density with mean vector µ and
covariance matrix Σ. The prior (2.3) clearly has a hierarchical structure and
it can be interpreted a scale mixture of Zellner’s g-priors. Similar priors have
been considered by Liang et al. (2008) and Maruyama and George (2011) and
others under the Gaussian linear regression setup. See Sub-Section 2.1 below
for a review of priors on g. Thanks to the simple form of pi(g|ν), the analytical
integration is possible as
pi(βγ |ηγ ; ν)
=
∫ ∞
0
gν/2−1
|X ′γXγ |1/2ηqγ/2γ
(2pi)qγ/2gqγ/2
exp
(
−ηγ
2g
β′γX
′
γXγβγ
)
dg
=
Γ({qγ − ν}/2)
2ν/2piqγ/2
|X ′γXγ |1/2(β′γX ′γXγβγ)−(qγ−ν)/2ην/2γ ,
(2.5)
when 0 < ν < qγ , which we assume throughout the paper. In summary, the
prior joint density under Mγ is given by
pi(α,βγ , ηγ ; ν) = pi(α)pi(ηγ)pi(βγ |ηγ ; ν)
=
Γ({qγ − ν}/2)
2ν/2piqγ/2
|X ′γXγ |1/2(β′γX ′γXγβγ)−(qγ−ν)/2ην/2−1γ ,
(2.6)
where 0 < ν < qγ .
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Remark 2.1. The use of Bayes factors for model comparisons with these im-
proper priors for α and η is formally justified here because α and η are location-
scale parameters that appear in every submodel. See Berger, Pericchi and Var-
shavsky (1998); Berger, Bernardo and Sun (2009) for details. Further, impropri-
ety of pi(βγ |ηγ ; ν) comes from that of pi(g; ν). Clearly pi(g; ν) appears in every
submodel and with the same ν. Thus the use of the improper prior is justifiable.
If, in the above joint prior on (α,βγ , ηγ), we make the change of variables,
θγ = (X
′
γXγ)
1/2βγ , the joint prior of (α,θγ , ηγ) becomes
pi(α,θγ , ηγ ; ν) =
Γ({qγ − ν}/2)
2ν/2piqγ/2
‖θγ‖−(qγ−ν)ην/2−1γ . (2.7)
As noted in Section 1, the part depending on θγ , ‖θγ‖−(qγ−ν) for 0 < ν <
min(2, qγ), is known as a sub-harmonic function, that is,
qγ∑
i=1
∂2
∂θ2i
‖θγ‖−(qγ−ν) = (qγ − ν)(2− ν)‖θγ‖−(qγ−ν)−2 > 0.
2.1. Review of priors on g
As noted above, the prior given by (2.3) is a scale mixture of Zellner’s g-priors.
Actually the original Zellner’s g-priors were used for the Gaussian linear re-
gression setup and historically the hyperparameter g has been a priori fixed or
somehow estimated. The first paper to effectively use a prior on g was Zellner
and Siow (1980); they stated things in terms of multivariate Cauchy densities,
which can always be expressed as a mixture of g-priors where
pi(g) = g−3/2 exp(−n/{2g}).
Here we review the prior on g, the second stage of g-priors for Gaussian linear
regression. We hope that it helps to clarify our prior (2.4) on g which applies to
the entire class of SS error densities and not just Gaussian errors.
As a generalization of pi(g; ν) given by (2.4), consider the prior on g,
pi(g; {ν, k, l}) = gν/2−1(1 + l/g)−k/(2l)I(0,∞)(g). (2.8)
Note that it is improper at g = 0 when ν ≤ −k/l. As we will see in Section
3 and 4, Bayes factors are not well-defined when the prior on g is improper at
g = 0 and that is why ν > −k/l is assumed. On the other hand, it is improper
at g = ∞ when ν ≥ 0. But as long as 0 ≤ ν < qγ , the Bayes factor under Mγ
is well-defined as shown in Section 3.
All examples of mixtures of g-priors that we have found in the literature
are of the form (2.8). For example, Liang et al. (2008) considered the (proper)
“hyper-g” case where −2 < ν < 0, k = 2−ν and l = 1 and the (proper) “hyper-
g/n” case where −2 < ν < 0, k = n(2−ν) and l = n. Guo and Speckman (2009)
and Celeux et al. (2012) considered the (improper) case where ν = 0, k = 2 and
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l = 1. Zellner and Siow (1980) considered the case where ν = −1, k = n and
l = 0 since
lim
l→0
(1 + l/g)−k/(2l) = exp(−{k/(2g)}).
Maruyama and George (2011) considered −1 < ν < 0, k = (n − qγ − 1)/2 and
l = 1. As in (2.4), we are considering the (improper) case where 0 < ν < qγ and
k = 0.
Remark 2.2. As emphasized in Liang et al. (2008), a major reason for studying
the above class of mixtures of g-priors is their tractability in the Gaussian case.
One of the main results of this paper is that under a condition of separability
(see e.g. Theorem 3.1) the Bayes factors for the normal case are valid for the
entire class of SS distributions. We show also, in Lemma 3.3 below, that our
class of sub-harmonic priors are the only ones among the class of mixtures of
g-priors given in (2.8). for which this extension holds. In this sense, our sub-
harmonic priors are unique among the class (2.8), in being robust over the class
of SS distributions and leading to tractable Bayes factors.
Remark 2.3. Here we discuss objectivity (or at least non-subjectivity) of the
prior in terms of hyper-parameters of the prior on g. Under the prior for g given
by (2.8), consider the (proper or improper) prior on βγ given ηγ ,
pi(βγ ; ηγ , {ν, k, l}) def.=
∫ ∞
0
pi(g; {ν, k, l})φqγ (βγ |0, gη−1γ (X ′γXγ)−1)dg (2.9)
In order to obtain the asymptotic behavior of the density as η
1/2
γ ‖βγ‖ → ∞,
we appeal to the Tauberian theorem for the Laplace transform (see Geluk and
de Haan (1987)). Since (1 + l/g)k/(2l) → 1 for any {k, l} as g →∞,
lim
η
1/2
γ ‖βγ‖→∞
pi(βγ |ηγ , {ν, a, b}){
ηγβ′γX ′γXγβγ
}− qγ−ν2 η qγ2γ =
Γ({qγ − ν}/2)
2ν/2piqγ/2
|X ′γXγ |1/2 (2.10)
when ν < qγ . Hence the asymptotic order of (2.10) is the same as (2.5) and
does not depend on {k, l}. The larger ν(< qγ) is, the more objective the prior
pi(βγ |ηγ , {ν, k, l}) is.
3. Marginal density and Bayes factor under sub-harmonic priors
In this section we derive the marginal density under each submodel and the
Bayes factor for comparing eachMγ to the full modelMF . The marginal density
of y under Mγ , is given by
Mγ(y|ν) =
∫ ∞
−∞
∫
Rqγ
∫ ∞
0
ηn/2γ fn(ηγ‖y − α1n −Xγβγ‖2)
× pi(α,βγ , ηγ ; ν)dα dβγ dηγ ,
(3.1)
where the prior pi(α,βγ , ηγ |ν) is given by (2.6):
pi(α,βγ , ηγ ; ν) =
Γ({qγ − ν}/2)
2ν/2piqγ/2
|X ′γXγ |1/2ην/2−1γ
(β′γX ′γXγβγ)(qγ−ν)/2
. (3.2)
Y. Maruyama and W. Strawderman/Bayes factors 9
Two aspects of the joint density pi(α,βγ , ηγ ; ν) above, namely
K1. (α,βγ) and ηγ are separable in the sense that the prior distribution factors
into two terms involving the indicated parameters,
K2. The term involving ηγ is given by a power function,
will be key for calculating the marginal density for the entire class of SS er-
ror densities and not just Gaussian errors. Let Mγ(y|ν) and MGγ (y|ν) be the
marginal densities underMγ with general SS errors γ and with with standard
Gaussian errors G, respectively. The next result provides a relationship between
Mγ(y|ν) and MGγ (y|ν).
Lemma 3.1. Let ν be between 0 and qγ . Assume the existence of E[‖γ‖ν ].
Then
Mγ(y|ν) = E[‖γ‖
ν ]
E[‖G‖ν ]M
G
γ (y|ν). (3.3)
Proof. See Appendix A.
Hence Mγ(y|ν) depends on the error distribution γ only through the ν-th
moment of γ , E[‖γ‖ν ]. The identity in Lemma 3.1 under K1 and K2 has been
used in Maruyama (2003) and Maruyama and Strawderman (2005) for finding
robust minimax estimators. Essentially the same identity in Lemma 3.1 under
scale mixture of normals error distribution γ with the prior pi(α,βγ , ηγ) = η
−1
γ
was used for the Bayesian prediction problem in Jammalamadaka, Tiwari and
Chib (1987).
Using the expression of the prior (2.6) as the scale mixture of normals in
Section 2, we will make use of the following result which may be founded in
equation (5) of Liang et al. (2008).
Lemma 3.2. Let 0 < ν < qγ . Then
MGγ (y|ν) =
n1/2Γ({n− 1}/2)
‖y − y¯1n‖n−1pi(n−1)/2
∫ ∞
0
gν/2−1(1 + g)(n−qγ−1)/2{
g(1−R2γ) + 1
}(n−1)/2 dg, (3.4)
where R2γ is the coefficient of determination under the submodel Mγ .
Combining Lemmas 3.1 and 3.2, we have the main result of this paper.
Theorem 3.1. Assume the full model MF and the submodel Mγ are given by
(1.1) and (1.2), respectively. Also assume their error terms, F and γ have the
same SS distribution (1.3) with mean zero and the identity covariance matrix.
Let 0 < ν < qγ . Assume that the proper joint prior densities of (α,βF , ηF )
and (α,βγ , ηγ) are given by (2.6) and assume also E[‖γ‖ν ] < ∞. Then, for
Mγ 6=MN , the Bayes factor for comparing each of Mγ to the full model MF
is given by
BFγ:F (ν) =
Mγ(y|ν)
MF (y|ν) = BF
G
γ:F (ν) (3.5)
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where
BFGγ:F (ν) =
∫∞
0
g
ν
2−1(1 + g)
n−qγ−1
2 {g(1−R2γ) + 1}−
n−1
2 dg∫∞
0
g
ν
2−1(1 + g)
n−p−1
2 {g(1−R2F ) + 1}−
n−1
2 dg
. (3.6)
By Theorem 3.1, even when there is no specific information about the error
distribution of each model (other than spherical symmetry), but we assume they
are all the same, it is not necessary to specify the exact form of the sampling
density. It suffices to assume they are all Gaussian. As far as we know, in the
area of Bayesian variable selection with shrinkage priors, the sampling density
has been assumed to be Gaussian and this kind of robustness result has not yet
been studied.
Remark 3.1. Maruyama and George (2011) considered Bayesian variable selec-
tion under Gaussian errors. They proposed Bayes factors with a simple analytic
form under generalized ridge-type priors. The results heavily depend on spe-
cial features of Gaussian distributions and hence the extension or generalization
of Maruyama and George (2011) to the general SS case, may not be possible,
or may not lead to analytically tractable procedures which are distributionally
robust to SS error distributions.
Remark 3.2. A collection of Bayes factors is called coherent if
BFγ1:γ2 = BFγ1:γ0BFγ0:γ2 , and BFγ1:γ2 = 1/BFγ2:γ1 ,
for all γ1 and γ2 (see, e.g. Robert (2007)). By (3.5), the Bayes factors corre-
sponding to our sub-harmonic priors are coherent (with the exception of those
involving the null modelMN ), which is why we require Pr(MN ) = 0. Also with
the adaptation of the alternative specification given in Section 6, coherence holds
for all Bayes factors including those involving the null model MN .
As in Zellner and Siow (1980) and Liang et al. (2008), the posterior proba-
bility of any model is an expression of the form (1.5) given by
Pr(Mγ |y) = Pr(Mγ)BFγ:F∑
γ Pr(Mγ)BFγ:F
.
In our development, we choose the full modelMF as the base model rather than
the null model MN employing the encompassing approach of Zellner and Siow
(1980). Without employing the adaptation of our prior described in Section 6,
the choice of the full modelMF as the base model, as opposed to the null model
MN , is forced on us since Pr(MN ) = 0. Liang et al. (2008) argue that the null
model is the superior choice as a base model in their setup (which also involves
g-priors or mixture thereof) due to incoherence of the Bayes factors if MF is
chosen as the base model (in their setup). This incoherence arises in the setup
of Liang et al. (2008) because prior distribution on the full modelMF depends
on each nested alternative Mγ . This incoherence is not a problem in our setup
since the choice of prior for each submodel depends only on the submodel, and
we have taken care that all relevant (conditional) posteriors are well defined. As
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noted above, by (3.5) our Bayes factors are coherent. In fact our development
(aside from eliminating the null model from the consideration) is very close in
spirit to the null-based Bayes factors approach in Liang et al. (2008).
3.1. Robustness, uniqueness and tractability
For establishing Lemma 3.1, two aspects K1 (separability) and K2 (power func-
tion for the distribution of ηγ) are key for calculating the marginal density for
the entire class of SS error densities and not just Gaussian errors. Recall from
Sub-Section 2.1 that the class of mixtures of g-priors found in the literature
are of the form (2.3) with pi(g; ·) of the form (2.8). Hence in each case we may
express pi(βγ |ηγ) as
pi(βγ |ηγ) =
∫ ∞
0
gν/2−1p˜i(g)φqγ (βγ |0, gη−1γ (X ′γXγ)−1)dg (3.7)
where p˜i(g)→ 1 as g →∞. Note in particular that our sub-harmonic prior (see
(2.4)) corresponds to p˜i(g) ≡ 1 in (3.7). If pi(βγ |ηγ) is separable with respect to
βγ and ηγ and the term involving ηγ is given by the power function, K1 and K2
are satisfied.
Clearly when p˜i(g) ≡ 1, K1 and K2 are satisfied as in (2.5). As in (2.10)
in Sub-Section 2.1, the asymptotic order of pi(βγ |ηγ) with limg→∞ p˜i(g) = 1 is
the same as pi(βγ |ηγ) with p˜i(g) ≡ 1. As a matter of fact, among the class of
scale mixtures of g-priors (3.7) with limg→∞ p˜i(g) = 1, p˜i(g) ≡ 1 is the only
choice leading to separability as stated in the following result. In particular, our
sub-harmonic priors are the only separable priors among the class of mixtures
of g-priors found in the literature and more generally among priors of the form
(3.7) where limg→∞ p˜i(g) = 1.
Lemma 3.3. If pi(βγ |ηγ) in (3.7) is continuous and can be expressed as the
product of a function of β′X ′Xβ and a function of η and if limg→∞ p˜i(g) = 1,
then p˜i(g) ≡ 1.
Proof. See Appendix B.
The relationship given in Lemma 3.1 remains true under more general sepa-
rable priors η
ν/2−1
γ pi(α,βγ), which satisfy K1 and K2. Unfortunately we could
not find any other priors, which lead to analytically tractable Bayes factors un-
der Gaussian errors, except for our sub-harmonic priors pi(α,βγ , ηγ ; ν) given by
(2.6). For simplicity, let
pi(α,βγ) = pi(α)pi(β) = 1× |X ′X|1/2pi(β′X ′Xβ).
After some calculation, the marginal density under the prior is given by
Γ((n+ ν − 1)/2)
2−ν/2pi(n−1)/2
∫∫
Rqγ
pi(‖θγ‖2)dθγ
‖θγ −U ′γ(y − y¯1n)‖n+ν−1
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which is a function of R2γ = ‖U ′γ(y− y¯1n)‖2 from spherical symmetry, (here Uγ
has orthonormal columns which span the column space of Xγ). In other words,
the marginal density under a general separable prior is expressed as a multiple
integral, which is less tractable than the marginal density under sub-harmonic
separable prior with a one-dimensional integral expression as in Lemma 3.2 and
Theorem 3.1.
In summary, as far as we know, the sub-harmonic prior is the unique choice
for robustness and tractability. Certainly this is so among the class of mixtures
of g-priors in Sub-Section 2.1 which represent the class studied in the literature
for Gaussian samples.
3.2. The choice of ν
In an earlier version of this paper we developed the results in the more general
context wherein the SS distribution of γ ∼ fγ(‖γ‖2) could depend on γ, i.e. it
could be different for each submodel Mγ . So F ∼ fF (‖F ‖2) as well. All of
the above results can be developed for the more general case. The only essential
changes are that (3.5) in Theorem 3.1 becomes
BFγ:F (ν) =
E[‖γ‖ν ]
E[‖F ‖ν ]BF
G
γ:F (ν). (3.8)
We investigated the ranges of these “correction terms” in (3.8) when γ and
F have possibly different SS t-distributions with at least 3-degrees of freedom
(so that the variances exist), both analytically and numerically. We found that
BFγ:F (ν) was independent of n and reasonably stable for all ν in range (0, 1)
but that stability was greater for ν close to 0. This trade-off between stability
(favoring ν ≈ 0) and objectivity (favoring larger ν) led us initially to prefer the
midpoint of the allowable values in (0, 1), namely ν = 1/2 as the default choice.
However the examples presented in Section 7 indicate that the performance of
the method seems insensitive to the choice of ν in the range of (0, 1).
It is interesting to note in connection with the above that the correction term
E[‖γ‖ν ]/E[‖F ‖ν ] for BFγ:F (ν) approaches 1 as ν → 0. Hence choices of ν close
to 0 are essentially completely robust to choice of SS error distribution for the
submodels.
Note also that if we force Pr(Mγ) = 0 for all submodels such that qγ ≤ 2, then
the allowable range of ν is (0, 3) and hence ν = 2 becomes a possible choice.
In this case, again, the correction term E[‖γ‖ν ]/E[‖F ‖ν ] = 1 regardless of
the choice of error distributions, since we have assumed the variance of each
component γ is 1, and the Bayes factor is completely robust to choice of SS
error distribution. Additionally, the case ν = 2 corresponds to the harmonic
prior
pi(α,βγ , ηγ ; ν) ∝ ‖θγ‖2−qγ
where θγ = (X
′
γXγ)
1/2βγ and qγ ≥ 3. It is well-known that the harmonic prior
plays an important role in estimation problems with the Stein effect in the sense
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that the GB estimators of βγ for such submodels are minimax. See Maruyama
(2003) for details. It is interesting to observe the additional advantage of the
harmonic prior in the model choice problem. See Section 8 for some additional
discussion of the advantages of such priors.
3.3. BIC under spherically symmetric error distributions
BIC (Schwarz (1978)) is a popular criterion for model selection. See e.g. Hastie,
Tibshirani and Friedman (2009) Chapter 7. We will show in this subsection that
BIC has a similar distributional robustness property to the above Bayes model
selection procedure. In Section 4, we will develop Laplace approximations to our
Bayes factors which relate them to BIC. In Section 5 we will show that both the
BIC and our Bayes model selection (as well as a number of other Bayes methods
developed specifically for the Gaussian case) are consistent for the entire class
of SS models.
BIC for the model Mγ is defined as
[BIC]γ = −2 ln
{
max
α,βγ ,ηγ
ηn/2γ fn
(
ηγ‖y − α1n −Xγβγ‖2
)
n−qγ/2
}
, (3.9)
and is derived by eliminating O(1) terms from the approximate marginal den-
sities. Here we denote
Mγ(y|BIC) = exp(−[BIC]γ/2). (3.10)
In general, maximization with respect to unknown parameters in (3.9) is not al-
ways tractable. However when γ has a unimodal SS distribution, the maximum
is achieved at αˆ = y¯, βˆγ = (X
′
γXγ)
−1X ′γy, and
1/ηˆγ = c‖y − αˆ1n −Xγβˆγ‖2 = c‖y − y¯1n‖2(1−R2γ) (3.11)
where c is the sole solution of
n/2 + cf ′n(c)/fn(c) = 0. (3.12)
Hence Mγ(y|BIC) may be expressed as
Mγ(y|BIC) = c
−n/2fn(c)
c
−n/2
G fG(cG)
MGγ (y|BIC) (3.13)
where MGγ (y|BIC) is Mγ(y|BIC) with Gaussian errors, specifically
MGγ (y|BIC) = c−n/2G fG(cG){‖y − y¯1n‖2(1−R2γ)}−n/2n−qγ/2
= n−n/2fG(n){‖y − y¯1n‖2(1−R2γ)}−n/2n−qγ/2
(3.14)
(since cG is given by n). Clearly (3.13) and (3.14) correspond to (3.3) and (3.4),
respectively. Hence we have the following result.
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Theorem 3.2. Assume the full model MF and the submodel Mγ are given by
(1.1) and (1.2), respectively. Also assume their error terms, F and γ have a
unimodal SS distribution (1.3) with the mean zero and the identity covariance
matrix. Then the Bayes factor based on BIC for comparing each of Mγ to the
full model MF is given by
BFγ:F [BIC] =
Mγ(y|BIC)
MF (y|BIC) = BF
G
γ:F [BIC] (3.15)
where BFGγ:F [BIC] is the BIC based Bayes factor under Gaussian errors,
BFGγ:F [BIC] =
{
(1−R2γ)−nn−qγ
(1−R2F )−nn−p
}1/2
. (3.16)
Obviously (3.16) corresponds to (3.6). By Theorem 3.2, the Bayes factor
based on BIC is also independent of the error distribution provided each distri-
bution is unimodal and is the same for all models (c.f. Theorem 3.1). Note that
BFGγ:F [BIC] is well defined if Mγ =MN .
4. The Laplace approximation of BF under Gaussian errors
In Section 3, we saw that the Bayes factor BFγ:F (ν) under SS errors is equal
to BFGγ:F (ν), which is the Bayes factor under Gaussian errors. In this section,
we consider the so-called Laplace approximation of some Bayes factors under
Gaussian errors. We will approximate not only the function BFGγ:F (ν) but also
Bayes factors with respect to more general priors where the prior on g is (2.8);
pi(g; {ν, k}) = gν/2−1(1 + g)−k/2. (4.1)
When the same prior on g is used for Mγ and MF , improper choices of ν
(0 ≤ ν < qγ) as well as proper choices of ν (−k < ν < 0) are valid for use.
Under Gaussian errors, the Bayes factor for comparing each of Mγ to MF is
well-defined as
BFGγ:F [ν, k]
=
∫∞
0
gν/2−1(1 + g)−k/2(1 + g)
n−qγ−1
2 {g(1−R2γ) + 1}−
n−1
2 dg∫∞
0
gν/2−1(1 + g)−k/2(1 + g)
n−p−1
2 {g(1−R2F ) + 1}−
n−1
2 dg
(4.2)
where k ≥ 0, −k < ν < qγ .
First we provide a summary of Laplace approximations to the integral based
on Tierney and Kadane (1986). For integrals of the form∫ ∞
−∞
exp(h(τ, n))dτ,
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we make the use of the fully exponential Laplace approximation, based on ex-
panding a smooth unimodal function h(τ, n) in a Taylor series expansion about
τˆ , the mode of h(τ, n). The Laplace approximation is given by
lim
n→∞
∫∞
−∞ exp(h(τ, n))dτ
(2pi)1/2σˆh exp(h(τˆ , n))
= 1 (4.3)
where
σˆh =
{
−∂
2h(τ, n)
∂τ2
∣∣∣
τ=τˆ
}−1/2
.
In the following, we will use the symbol f(n) ≈ g(n) (n→∞) if
lim
n→∞
f(n)
g(n)
= 1. (4.4)
Hence the approximation given by (4.3) is written as∫ ∞
−∞
exp(h(τ, n))dτ ≈ (2pi)1/2σˆh exp(h(τˆ , n)), (n→∞). (4.5)
The next result gives approximations of the Bayes factor (3.6) in terms of
the Bayes factor based on BIC given in (3.16).
Theorem 4.1. Let the prior be given by (4.1). Assume {ν, k} do not depend
on n.
1. Assume −k < ν < q, and 0 < r < 1. Then∫ ∞
0
gν/2−1
(1 + g−1)k/2
(1 + g)
n−q−1
2
(1 + rg)
n−1
2
dg ≈
{
4piϕ(q − ν, r)
nq−νrn
}1/2
, (4.6)
where ϕ(s, r) = rss−1{(1/r − 1)e}−s.
2. Assume that −k < ν < qγ , that R2F is strictly less than 1 and that Mγ 6=
MN . Then BFGγ:F [ν, k] ≈ B˜F
G
γ:F (ν) where
B˜F
G
γ:F (ν) =
{
ϕ(qγ − ν, 1−R2γ)
ϕ(p− ν, 1−R2F )
}1/2
BFGγ:F [BIC] (4.7)
and BFGγ:F [BIC] is the BIC based alternative under Gaussian errors.
Proof. See Appendix C.
Clearly the function ϕ does not depend on n and hence Theorem 4.1 shows
that BFGγ:F [ν, k] is asymptotically equivalent to BIC with a simple O(1) correc-
tion function depending ν as well as {p, qγ} and the R-squares. Although several
fully Bayes factors for the variable selection problem have been proposed in the
literature, the relationship between the approximate Bayes factors and naive
BIC has not been shown to the authors’ knowledge. In this sense, while the
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main contributions in this paper are given in Section 3, Theorem 4.1 may be
a practically useful contribution because of the simplicity of the approximate
Bays factor.
In this section, we have considered general Bayes factors under Gaussian
errors. Recall, by (4.2), that BFγ:F (ν) the Bayes factor w.r.t. sub-harmonic
priors, under SS errors, is equal to BFGγ:F [ν, 0] for 0 < ν < 1. Under Gaussian
errors, Liang et al. (2008) recommended the use of BFGγ:F [ν, 2 − ν] with −2 <
ν < 0. Guo and Speckman (2009) and Celeux et al. (2012) recommended the
use of BFGγ:F [0, 2]. these Bayes factors may be approximated as follows.
Corollary 4.1.
BFγ:F (ν) = BF
G
γ:F [ν, 0] ≈ B˜F
G
γ:F (ν) for 0 < ν < 1. sub-harmonic prior
BFGγ:F [0, 2] ≈ B˜F
G
γ:F (0). a version of Guo and Speckman (2009)
BFGγ:F [ν, 2− ν] ≈ B˜F
G
γ:F (ν) for − 2 < ν < 0. Liang et al. (2008)
In Section 7, we will see how approximate Bayes factors B˜F
G
γ:F (ν) work nu-
merically and how sensitive they are to to the choice of ν.
5. Model selection consistency
In this section, we consider model selection consistency in the case where p is
fixed and as n approaches infinity. Let MT be the true model,
y = αT1n +XTβT + σT .
Consistency for model choice is defined as
plim
n→∞
Pr(MT |y) = 1,
where plim denotes convergence in probability and the probability distribution
is the sampling distribution under the true model MT . We will show that the
Bayes factors considered in the previous sections have model selection consis-
tency under generally SS errors. The consistency property is clearly equivalent
to
plim
n→∞
BFγ:T = plim
n→∞
BFγ:F
BFT :F
= 0 ∀γ 6= T. (5.1)
For model selection consistency, we make the following assumptions;
A1. Un = ‖‖2/n is bounded in probability from below and from above, that
is, for any c > 0 and any positive integer n, there exists an M such that
Pr
(
M−1 < Un < M
)
> 1− c.
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A2. The limit of the correlation matrix of x1, . . . , xp, limn→∞X ′FXF /n, exists
and is positive definite.
A1 seems more general than necessary. It appears that, by the law of large
numbers, Un ought to converge to 1 in probability, but this is not necessarily
true if the error distribution is not Gaussian since in that case the errors are
not independent. In the case of a scale mixture of Gaussians, Un approaches, in
law, a random variable ξ which has the distribution of the mixing variable of the
variance. Even when the error distribution is not a scale mixture of Gaussians,
A1 appears to be a reasonable and minimal assumption. A2 is the standard
assumption which also appears in Knight and Fu (2000) and Zou (2006). Under
these mild assumptions, we have following preliminary results for proving the
consistency.
Lemma 5.1. Assume A1 and A2.
1. Assume Mγ 6=MN . For any 0 < k < 1 and any positive integer n, there
exists a c1(γ, k) > 2 such that
Pr
(
1
c1(γ, k)
< R2γ < 1−
1
c1(γ, k)
)
> 1− k. (5.2)
2. Let γ ) T . Then (1 − R2T )/(1 − R2γ) ≥ 1. Further for any 0 < k < 1 and
any positive integer n, there exists a c2(γ, T, k) > 0 such that
Pr
(
1 ≤
(
1−R2T
1−R2γ
)n
< 1 + c2(γ, T, k)
)
> 1− k. (5.3)
3. Let γ + T . Then for any 0 < k < 1 and any positive integer n, there exists
a c3(γ, T, k) > 1 such that
Pr
(
1−R2T
1−R2γ
< 1− 1
c3(γ, T, k)
)
> 1− k. (5.4)
Proof. See Appendix D.
First we give a consistency result on BIC.
Theorem 5.1. Assume A1 and A2. The Bayes factor based on BIC under
Gaussian errors
BFGγ:F [BIC] =
{
(1−R2γ)−nn−qγ
(1−R2F )−nn−p
}1/2
is consistent for model selection under SS errors (including Mγ =MN ).
Proof. We have only to show that
plim
n→∞
BFGγ:F [BIC]
BFGT :F [BIC]
= plim
n→∞
{
nqT−qγ
(
1−R2T
1−R2γ
)n}1/2
= 0. (5.5)
Consider the following two situations:
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1. γ ) T : By part 2 of Lemma 5.1, {(1 − R2T )/(1 − R2γ)}n is bounded in
probability. Since qγ > qT , (5.5) is satisfied.
2. γ + T : By part 3 of Lemma 5.1, (1 − R2T )/(1 − R2γ) is strictly less
than 1 in probability. Hence {(1 − R2T )/(1 − R2γ)}n converges to zero in
probability exponentially fast with respect to n. Therefore, no matter what
value qT − qγ takes, (5.5) is satisfied.
These complete the proof.
Note that in Theorem 5.1 we do not exclude the null model MN and hence
BIC has model selection consistency even when the null model is true. When
we consider consistency of the Bayes factors treated in the previous sections,
BFγ:F (ν), BF
G
γ:F [ν, k], B˜F
G
γ:F (ν), we have to exclude the null model MN , but
they all still have model selection consistency among non-null models.
Corollary 5.1. Assume A1 and A2. {ν, a} is assumed independent of n and
Mγ . Assume also MN is excluded from possible models. Then
1. B˜F
G
γ:F (ν) for ν < 1 is consistent for model selection under SS errors.
2. BFGγ:F [ν, k] for −k < ν < 1 is consistent for model selection under SS
errors.
3. BFγ:F (ν) for 0 < ν < 1 is consistent for model selection under SS errors.
Proof. By part 1 of Lemma 5.1, whenMγ 6=MN , both R2γ and R2F are positive
and strictly less than 1 with probability 1. Hence both ϕ(qγ − ν, 1 − R2γ) and
ϕ(p− ν, 1−R2F ) where
ϕ(s, r) = rss−1{(1/r − 1)e}−s
are positive and bounded from above with probability 1 provided ν < 1 and ν is
independent of n andMγ . (On the other hand, since R2N ≡ 0, ϕ(qγ−ν, 1−R2N )
is not defined.) As in Theorem 4.1,
B˜F
G
γ:F (ν) =
{
ϕ(qγ − ν, 1−R2γ)
ϕ(p− ν, 1−R2F )
}1/2
BFGγ:F [BIC].
Hence consistency of B˜F
G
γ:F (ν) follows from consistency of BIC.
Further as n→∞, we have
BFGγ:F [ν, k] ≈ B˜F
G
γ:F (ν)
by Theorem 4.1 provided −k < ν < 1 and {ν, k} are independent of n andMγ .
Hence consistency of BFGγ:F [ν, k] follows from consistency of B˜F
G
γ:F (ν).
Remember that BFγ:F (ν), the Bayes factor w.r.t. sub-harmonic priors, under
SS errors, is equal to BFGγ:F [ν, 0] for 0 < ν < 1. Hence consistency of BFγ:F (ν)
follows from consistency of BFGγ:F [ν, k].
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Remark 5.1. Liang et al. (2008) established model selection consistency for
ν < 0 and k = 2 − ν for Gaussian errors. Corollary 5.1 in conjunction with
Theorem 4.1 extends their result to the entire class of SS distributions for a
broader class of ν and k.
It should be emphasized in each of the above cases that is the Bayes factor
method developed for the Gaussian case that is shown to have model selection
consistency for the entire class of SS error distributions. These Gaussian based
Bayes factors, however, are not Bayes factors for error distributions which are
not Gaussian, the sole exception being our robust Bayes factors which are based
on separable priors in the sense described earlier, and which are simultaneously
(for all SS distributions) Bayes factors relative to the same prior.
Remark 5.2. The issue of model selection consistency in our setup, is somewhat
complicated by the wide choice of possible error distributions. If all errors are
normally distributed, then under our assumptions A2 on the design matrix
XF , imply that each R
2
γ approaches a constant, and that ‖‖2/n→ 1. If on the
other hand, all models are variance mixtures of Gaussians with mixture variance
distributed as a positive random variable ξ, then ‖‖2/n→ ξ a random variable,
and R2γ also approaches a random variable which is bounded above and below
in probability provided that ξ is similarly bounded.
In general philosophical terms, it might be better to assume that the se-
quence of error terms  = (1, . . . , n)
′ are exchangeable for all n. By De finetti’s
Theorem, this would imply that the error terms all have a variance mixture
of normal distributions. We have chosen a slightly weaker requirement on the
sequence of error distributions, namely, that ‖‖2/n remains bounded above
and below in probability, which extracts the necessary limiting behavior of the
error terms to ensure consistency of model selection. Interestingly, although we
attain model selection consistency with these assumptions, it is not necessarily
true that 1 = vari = varξ is consistently estimated by ‖‖2/n.
6. Including the null model
We noted in the introduction that it is often important that the null model be
allowed as a possible model. In this section we show how our method my be
easily altered to include the null model.
First note for example that expression (3.6) clearly shows why the null model
is not allowed as a possibility in the development of that section. For the null
model MN , R2N = 0 so the numerator of (3.6) is infinite, and hence so would
be BFGN :F (ν). This situation may be avoided at a slight cost in complexity
and in interpretability of the expressions. The required alteration in the prior
distributions (proper and improper) is to treat the intercept parameter α as
another β, (and not give it a “uniform” prior). This results in replacing the
improper prior in (2.6) by
pi(βˇγ , ηγ |ν) =
Γ(
qγ+1−ν
2 )
2
ν
2 pi
qγ+1
2
|Xˇ ′γXˇγ |
1
2 (βˇ′γXˇ
′
γXˇγβˇγ)
− qγ+1−ν2 η
ν
2−1
γ ,
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where βˇγ = (α,β
′
γ)
′ and Xˇγ = (1n|Xγ). Similarly the marginal distribution in
(3.4) and the Bayes factor given by (3.6) are replaced by
MˇGγ (y|ν) =
Γ(n/2)
‖y‖npin/2
∫ ∞
0
gν/2−1(1 + g)(n−qγ−1)/2{
g(1− Rˇ2γ) + 1
}n/2 dg,
and
BˇF
G
γ:F (ν) =
∫∞
0
g
ν
2−1(1 + g)
n−qγ−1
2 {g(1− Rˇ2γ) + 1}−
n
2 dg∫∞
0
g
ν
2−1(1 + g)
n−p−1
2 {g(1− Rˇ2F ) + 1}−
n
2 dg
, (6.1)
where
Rˇ2γ = 1−
‖Qγ(y − y¯1n)‖2
‖y‖2 , Rˇ
2
F = 1−
‖QF (y − y¯1n)‖2
‖y‖2 ,
(the “coefficient of determination” of the model Mγ relative to the 0-intercept
model). Hence with the substitution R2γ → Rˇ2γ , n − 1 → n, qγ → qγ + 1,
y− y¯1n → y, all expressions and results in the paper remain valid. In particular,
the Bayes factor BˇF
G
γ:F (ν) is approximated by
˜ˇBFGγ:F (ν) =
{
ϕ(qγ + 1− ν, 1− Rˇ2γ)
ϕ(p+ 1− ν, 1− Rˇ2F )
}1/2
BFGγ:F [BIC] (6.2)
since
1− Rˇ2γ
1− Rˇ2F
=
1−R2γ
1−R2F
.
Since ϕ(qγ+1−ν, 1−Rˇ2γ) under the null model is strictly positive and bounded,
(6.2) is asymptotically equivalent to BIC with a simple O(1) rational correction
function depending upon ν as well as the Rˇ2γ and the numbers of predictors.
The approximation (6.2) guarantees that the result (Corollary 5.1) on model
selection consistency in Section 5 holds also for the null model.
In summary, the quantity Rˇ2γ is somewhat unusual, but if model selection
consistency under the null-model is desirable, we can use BˇF
G
γ:F (ν) or the ap-
proximated ˜ˇBFGγ:F (ν). Interestingly, under the Gaussian regression setup, Guo
and Speckman (2009) and Celeux et al. (2012) recommend use of the Bayes fac-
tor as a function of Rˇ2γ , which just substitutes g
ν/2−1 with (1+g)−1 in BˇF
G
γ:F (ν)
given by (6.1).
7. Examples
In this section, we provide illustrations of the method using both simulated
and real data. In each example, we compare several different versions of the
Laplace approximated Bayes factors B˜F
G
γ:F (ν) and BF
G
γ:F [BIC]. The values of ν
are −2,−1, 0, 0.5, 0.95. These choices correspond to our default choice, ν = 1/2
and ν = 0.95 which also satisfies our robustness condition 0 < ν < 1. The choice
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ν = 0 approximates BFGγ:F [0, 2] of Guo and Speckman (2009) and ν = −2 and
ν = −1 approximates two choices of Liang et al. (2008) as presented in Corollary
4.1.
7.1. Simulation Studies
We compare numerical performance of our with BIC in a small simulation study.
We generated 16 possible correlated predictors (p = 16) as follows:
cor=0.5︷ ︸︸ ︷
x1, x2 , x3, x4︸ ︷︷ ︸
cor=−0.4
,
cor=0.3︷ ︸︸ ︷
x5, x6 , x7, x8︸ ︷︷ ︸
cor=−0.2
,
cor=0.1︷ ︸︸ ︷
x9, x10 ∼ N(0, 1)
x11, x12, x13, x14, x15, x16 ∼ N(0, 1).
Here “cor” denotes the correlation of two Gaussian random variables. Also
(x1, x2), (x3, x4), (x5, x6), (x7, x8), (x9, x10), x11, x12, x13, x14, x15, x16 are as-
sumed to be independent. After generating pseudo random x1, . . . , x16, we cen-
tered and scaled them as noted in Section 1. We set n = 30 and consider 4 cases
where the true predictors are
qT = 16 x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15, x16
qT = 12 x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12
qT = 8 x1, x2, x5, x6, x9, x10, x11, x12
qT = 4 x1, x2, x5, x6
(where qT denotes the number of true predictors) and the true model is given
by
y = 130 + 2
∑
i∈{true}
xi + σ ×
{
N30(0, I30),
Multi-t(0, I30; 3, 30),
(7.1)
with σ = 0.5, 1, 2. Tables 1 and 2 show how often the true model ranks first
and how often it is in the top 3 among 216 − 1 candidates when the number
of replicates is N = 200. The error distributions are Gaussian (Table 1) and
multivariate-t with 3 degrees of freedom (Table 2). For the case of normally
distributed errors (Table 1), the Bayes factor methods performed well and stably
for σ = 0.5 and σ = 1 and did reasonably well for σ = 2 for the smaller true
models (qT = 4, 8). BIC seemed, generally, to have a preference for larger models,
and performed much less well than the Bayes factor method for σ = 0.5 and
σ = 1 for models of smaller size (qT = 4, 8, 12) For σ = 2, BIC did substantially
better than BF for the largest model (qT = 16) and somewhat better for qT = 12.
Performance of B˜F
G
γ:F (ν) seemed relatively insensitive to the choice of ν. When
qT 6= 16, the choice of ν makes little difference. But when qT = 16, positive
ν = (0.5, 0.95) seems to perform better especially for larger σ.
Interestingly, for the case of a multivariate-t error distribution with 3 degrees
of freedom (the minimum so that a variance exists), the numerical results were
quite similar to those in the normal case for both B˜F
G
γ:F (ν) and BIC, both
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Table 1
Frequency of the true model (Gaussian error)
qT 16 12 8 4
rank 1 1-3 1 1-3 1 1-3 1 1-3
σ = 0.5
B˜F
G
(0.95) 1.00 1.00 0.94 1.00 0.94 0.99 0.89 0.99
B˜F
G
(0.5) 1.00 1.00 0.95 1.00 0.94 0.99 0.88 0.99
B˜F
G
(0) 1.00 1.00 0.95 1.00 0.94 0.99 0.88 0.99
B˜F
G
(−1) 1.00 1.00 0.96 1.00 0.94 1.00 0.89 0.99
B˜F
G
(−2) 1.00 1.00 0.96 1.00 0.94 1.00 0.89 0.99
BIC 1.00 1.00 0.44 0.62 0.28 0.46 0.20 0.35
σ = 1
B˜F
G
(0.95) 0.85 0.92 0.87 0.99 0.86 0.97 0.76 0.95
B˜F
G
(0.5) 0.83 0.90 0.88 0.99 0.87 0.97 0.76 0.94
B˜F
G
(0) 0.80 0.87 0.89 1.00 0.87 0.97 0.75 0.94
B˜F
G
(−1) 0.73 0.81 0.89 1.00 0.88 0.97 0.74 0.94
B˜F
G
(−2) 0.55 0.72 0.90 1.00 0.89 0.98 0.76 0.95
BIC 1.00 1.00 0.44 0.62 0.28 0.46 0.20 0.35
σ = 2
B˜F
G
(0.95) 0.06 0.11 0.26 0.42 0.50 0.74 0.51 0.73
B˜F
G
(0.5) 0.05 0.10 0.25 0.41 0.51 0.74 0.50 0.72
B˜F
G
(0) 0.05 0.10 0.24 0.41 0.52 0.73 0.49 0.72
B˜F
G
(−1) 0.04 0.06 0.22 0.39 0.43 0.74 0.48 0.72
B˜F
G
(−2) 0.02 0.03 0.17 0.32 0.47 0.72 0.43 0.71
BIC 0.62 0.77 0.31 0.48 0.24 0.40 0.19 0.34
quantitatively and qualitatively. One possible aspect of the relative insensitivity
of the results to choice of ν in heavy tailed case is the extension of model selection
consistency for the entire class of SS errors to a broad class mixture of g-prior
based methods given by Corollary 5.1.
7.2. Analysis of real data
In this section, we apply our methods (approximate Bayes factor and BIC) to
Hald data set presented and analyzed in Casella and Moreno (2006) and to the
US Crime data set in Raftery, Madigan and Hoeting (1997). See those papers
for detailed descriptions of the data sets. Table 3 and 4 present posterior proba-
bilities based on B˜F
G
(ν) of the top three selected models (assuming equal prior
probabilities on all models) for several different choices of ν (0.95, 0.5, 0,−1,−2).
BIC was also included in the study. In each case, the first, second and third
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Table 2
Frequency of the true model (multi-t error)
qT 16 12 8 4
rank 1 1-3 1 1-3 1 1-3 1 1-3
σ = 0.5
B˜F
G
(0.95) 0.94 0.95 0.92 0.98 0.85 0.97 0.84 0.96
B˜F
G
(0.5) 0.94 0.95 0.92 0.98 0.86 0.97 0.84 0.96
B˜F
G
(0) 0.93 0.95 0.93 0.98 0.86 0.97 0.84 0.96
B˜F
G
(−1) 0.93 0.94 0.93 0.98 0.87 0.97 0.83 0.96
B˜F
G
(−2) 0.91 0.92 0.95 0.98 0.89 0.98 0.84 0.96
BIC 0.98 0.99 0.47 0.63 0.28 0.45 0.26 0.38
σ = 1
B˜F
G
(0.95) 0.67 0.70 0.75 0.84 0.72 0.88 0.70 0.85
B˜F
G
(0.5) 0.64 0.68 0.76 0.84 0.71 0.88 0.70 0.85
B˜F
G
(0) 0.62 0.67 0.77 0.84 0.72 0.89 0.69 0.84
B˜F
G
(−1) 0.58 0.63 0.76 0.83 0.75 0.89 0.69 0.84
B˜F
G
(−2) 0.49 0.58 0.76 0.83 0.75 0.89 0.69 0.84
BIC 0.89 0.93 0.45 0.60 0.27 0.44 0.25 0.37
σ = 2
B˜F
G
(0.95) 0.14 0.20 0.28 0.37 0.37 0.51 0.45 0.58
B˜F
G
(0.5) 0.14 0.18 0.29 0.36 0.37 0.51 0.45 0.57
B˜F
G
(0) 0.13 0.17 0.29 0.36 0.38 0.51 0.45 0.57
B˜F
G
(−1) 0.09 0.13 0.29 0.33 0.38 0.51 0.44 0.56
B˜F
G
(−2) 0.07 0.11 0.24 0.34 0.35 0.49 0.40 0.55
BIC 0.47 0.59 0.28 0.39 0.21 0.32 0.20 0.30
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Table 3
Hald data: posterior probabilities of top 3 selected models
B˜F
G
ν 0.95 0.5 0 -1 -2
1 {1, 2, } 0.66 0.63 0.61 0.57 0.54
2 {1, 4} 0.16 0.17 0.17 0.18 0.20
3 {1, 2, 4} 0.06 0.07 0.07 0.08 0.08
BIC
1 {1, 2, } 0.25
2 {1, 2, 4} 0.23
3 {1, 2, 3, } 0.23
Table 4
US crime data: posterior probabilities of top 3 selected models
B˜F
G
ν 0.95 0.5 0 -1 -2
1 {1, 3, 4, 9, 11, 13, 14 } 0.020 0.019 0.018 0.016 0.015
2 {1, 3, 4, 9, 11, 13, 14, 15} 0.018 0.018 0.017 0.015 0.014
3 {1, 3, 5, 9, 11, 13, 14 } 0.013 0.013 0.012 0.011 0.010
BIC
1 {1, 3, 4, 9, 11, 13, 14, 15} 0.035
2 {1, 3, 4, 9, 11, 13, 14 } 0.026
3 {1, 3, 4, 9, 11, 12, 13, 14, 15} 0.019
ranked choices based on B˜F
G
(ν) were identical regardless of the choices of ν.
Also in each case the top ranked submodel based on B˜F
G
(ν) was regarded as
reasonable in the earlier papers. As in the simulation study, and as noted in
several previous studies, BIC seems to choose bigger models. In particular for
the Hald data, the top choice {x1, x2} agrees with that of Casella and Moreno
(2006) and also of Berger and Pericchi (1996) and Draper and Smith (1998).
For the US Crime data, our top ranked model agrees with that of the Oc-
cam’s window posterior in Table 2 of Raftery, Madigan and Hoeting (1997).
Interestingly our second ranked model includes x15 which does not occur in any
of Raftery, Madigan and Hoeting’s (1997) Occam’s window model choices, but
which does occur in several models chosen by such classical methods as Mallow’s
Cp, adjusted R
2, etc. in their Table 1.
8. Concluding remarks
Bayesian model selection for linear regression models with Gaussian errors has
been a popular area of study for some time. There is also a substantial litera-
ture devoted to studying the extension of Stein-type shrinkage estimators from
models with Gaussian errors to those with general SS errors. In particular, it
has long been observed that certain shrinkage estimators which improve over
the least squares (LS) estimator for Gaussian models also improve over the LS
Y. Maruyama and W. Strawderman/Bayes factors 25
estimator simultaneously for all SS error models (See for example, Cellier, Four-
drinier and Robert (1989)). Maruyama (2003) and Maruyama and Strawderman
(2005) found, in addition, that certain separable priors (in the sense described
in Section 2) lead to generalized Bayes shrinkage estimators that do not depend
on the form of the underlying SS distribution and that also simultaneously im-
prove on the LS estimator, sometimes dramatically so. The original aim of this
research was to see if similar separable priors could be found that have this
distributional robustness property in the variable selection problem (and, that
also perform well with regard to model selection consistency and with regard to
good MSE performance of the estimators of βγ in each of submodels).
The generalized Bayes priors developed in sections 2 and 3 turned out to
satisfy our requirements and also to be closely related to other so called g-priors
(or mixtures of g-priors) in the literature (See e.g. Liang et al. (2008); Guo and
Speckman (2009)). We demonstrated that our sub-harmonic priors are the only
ones in this class that are robust in our sense.
The expression of our Bayes factors, e.g. (3.5), are relatively simple involving
the ratio of two 1-dimensional integrals. To further simplify calculations we
investigated Laplace approximations to our Bayes factors, and more generally, to
a collection of Bayes factors arising from mixtures of g-priors that have recently
appeared (See Liang et al. (2008); Guo and Speckman (2009)). We show in
Section 4 that in each case the Bayes factor can be approximated as the Bayes
factor for the Gaussian model based on BIC times a simple rational function
depending q, ν and the R2 of the models.
Using these Laplace approximations we are able to establish model selection
consistency of our robust procedure for the entire class of SS distributions and
to extend the model consistency results of several earlier papers for the Gaussian
case to the entire class of SS distributions.
A small simulation study and an analysis of the Hald data (See Casella and
Moreno (2006)) and the US Crime data (See Raftery, Madigan and Hoeting
(1997)) indicates that our method performs well. It gives results consistent with
the results of the cited papers for the real data sets and performs comparably
and sometimes better than several of the mixture of g-prior methods.
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Appendix A: Proof of Lemma 3.1
Under the submodelMγ , the conditional marginal density of y with respect to
improper prior η
ν/2−1
γ given α and βγ is
Mγ(y|{α,βγ}, ν) =
∫ ∞
0
ηn/2γ fn
(
ηγ‖y − α1n −Xγβγ‖2
)
ην/2−1γ dηγ
= ‖y − α1n −Xγβγ‖−n−ν
∫ ∞
0
t{n+ν}/2−1fn(t)dt
=
∫∞
0
t(n+ν)/2−1fn(t)dt∫∞
0
t(n+ν)/2−1fG(t)dt
∫ ∞
0
fG
(
η‖y − α1n −Xγβγ‖2
)
η{n+ν}/2−1dη
=
E[‖γ‖ν ]
E[‖G‖ν ]
∫ ∞
0
ηn/2γ fG
(
ηγ‖y − α1n −Xγβγ‖2
)
ην/2−1γ dηγ
=
E[‖γ‖ν ]
E[‖G‖ν ]M
G
γ (y|{α,βγ}, ν)
(A.1)
where fG(t) = (2pi)
−n/2 exp(−t/2), provided∫ ∞
0
t(n+ν)/2−1fn(t)dt <∞ ⇔ E[‖γ‖ν ] <∞. (A.2)
Therefore, we have
Mγ(y|ν) =
∫∫
Mγ(y|{α,βγ}, ν)pi(α,βγ)dαdβγ
=
∫∫
MGγ (y|{α,βγ}, ν)pi(α,βγ)dαdβγ =
E[‖γ‖ν ]
E[‖G‖ν ]M
G
γ (y|ν).
(A.3)
Appendix B: Proof of Lemma 3.3
Let η = z1 and β
′X ′Xβ = z2. Note that the integral in (3.7) is
h(z1, z2) =
∫ ∞
0
gν/2−1p˜i(g)
gqγ/2
exp
(
−z1z2
2g
)
dg
=
∫ ∞
0
t(qγ−ν)/2−1p˜i(1/t) exp
(
−tz1z2
2
)
dt
(B.1)
and hence is a function of z1z2. Additionally, separability of h(z1, z2) implies
(essentially by Cauchy’s functional equation) that
h(z1, z2) = c1(z1z2)
−c2 (B.2)
for some constant c1 and c2 and any z1z2 > 0.
When z1z2 →∞, we have
lim
z1z2→∞
(z1z2)
(qγ−ν)/2h(z1, z2)
Γ({qγ − ν}/2)2(qγ−ν)/2
= 1 (B.3)
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from the same Tauberian theorem used in Remark 2.3, which implies that c1
and c2 should be
c1 = Γ({qγ − ν}/2)2(qγ−ν)/2, c2 = (qγ − ν)/2. (B.4)
The equation
(z1z2)
(qγ−ν)/2h(z1, z2)
Γ({qγ − ν}/2)2(qγ−ν)/2
= 1 (B.5)
for any z1z2 > 0 is equivalent to∫ ∞
0
(p˜i(1/t)− 1) f(t; (qγ − ν)/2, z1z2)dt = 0 (B.6)
where f(t; (qγ−ν)/2, z1z2) is the probability density of gamma distribution with
shape parameter (qγ−ν)/2 and scale parameter z1z2/2. By completeness of the
Gamma distribution, (B.6) holds if and only if
p˜i(1/t) = 1, (B.7)
which completes the proof.
Appendix C: Proof of Theorem 4.1
Denote the left-hand side of (4.6) by H(n). When approximating H(n), make
the change of variables τ = log g. See Liang et al. (2008) for details. With this
transformation, the integral becomes
H(n) =
∫ ∞
−∞
e(ν/2−1)τ (1 + eτ )(n−q−1)/2
(1 + e−τ )k/2 {1 + reτ}(n−1)/2
eτ dτ, (C.1)
where the extra eτ comes from the Jacobian of the transformation. Denote the
logarithm of the integrand function in (C.1) by h(τ, n). We have
∂
∂τ
h(τ, n) =
1
2
z
1 + z
{
(n− 1)(1− r)
1 + rz
+
ν + k
z
− (q − ν)
}
, (C.2)
where z = eτ . Since 0 < r < 1 and ν + k > 0, the equation {∂/∂τ}h(τ, n) = 0
has the only one positive root zˆ = eτˆ . It clearly satisfies
lim
n→∞
zˆ
n
=
1/r − 1
q − ν . (C.3)
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Hence we have
eh(τˆ ,n) =
{
zˆν(1 + zˆ)n−q−1(1 + zˆ−1)−k(1 + rzˆ)−n+1
}1/2
=
{
zˆ−q+ν
rn−1
(
1 +
n/zˆ
n
)n−q−1−k (
1 +
n/(rzˆ)
n
)−n+1}1/2
≈
{(
q − ν
n{1/r − 1}
)q−ν
r−n+1 exp ({1− 1/r}n/zˆ)
}1/2
=
{(
q − ν
n{1/r − 1}e
)q−ν
r−n+1
}1/2
.
(C.4)
Similarly, as in (C.2), we have
∂2
∂τ2
h(τ, n) =
(∂/∂τ)h(τ, n)
1 + z
− z
2
2(1 + z)
{
(n− 1)(1− r)r
(1 + rz)2
+
ν + k
z2
}
and
∂2
∂τ2
h(τ, n)|τ=τˆ ≈ − zˆ
2(1 + zˆ)
(n− 1)(1− r)rzˆ
(1 + rzˆ)2
≈ − n
2zˆ
1− r
r
≈ −q − ν
2
. (C.5)
Therefore we have
H(n) ≈ (2pi)1/2eh(τˆ ,n) ({−∂2/∂τ2}h(τ, n)|τ=τˆ)−1/2
≈
{
4pi
q − ν
(
q − ν
n{1/r − 1}e
)q−ν
r−n+1
}1/2 (C.6)
as n→∞. Hence part 1 of the theorem follows.
Since BFGγ:F [ν, k] in (4.2) is given by the ratio of such integrals, part 2 of the
theorem follows.
Appendix D: Proof of Lemma 5.1
LetMT be the true submodel y = αT1n+XTβT +σT  where XT is the n×qT
true design matrix and βT is the true (qT × 1) coefficient vector.
For the submodel Mγ , 1−R2γ is given by ‖Qγ(y − y¯1n)‖2/‖y − y¯1n‖2 with
Qγ = I −Xγ(X ′γXγ)−1X ′γ . The numerator and denominator are rewritten as
‖Qγ(y − y¯1n)‖2 = ‖QγXTβT + σTQγ ˇ‖2
= β′TX
′
TQγXTβT + 2σTβ
′
TX
′
TQγ+ σ
2
T ˇ
′Qγ ˇ
(D.1)
where ˇ = − ¯1n and similarly
‖y − y¯1n‖2 = β′TX ′TXTβT + 2σTβ′TX ′T + σ2T ‖ˇ‖2.
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Since ˇ′Qγ ˇ ≤ ‖ˇ‖2, 1−R2γ is bounded as
β′T {X ′TQγXT /n}βT + 2σTβ′T {X ′TQγ/n}+ σ2TWγVn
β′T {X ′TXT /n}βT + 2σTβ′T {X ′T /n}+ σ2TWγVn
≤ 1−R2γ ≤
β′T {X ′TQγXT /n}βT + 2σTβ′T {X ′TQγ/n}+ σ2TVn
β′T {X ′TXT /n}βT + 2β′T {X ′T /n}+ σ2TVn
(D.2)
where Vn = ˇ
′ˇ/n and Wγ = ˇ′Qγ ˇ/‖ˇ‖2. As shown in Kelker (1970), Wγ ∼
Be({n− qγ − 1}/2, qγ/2) even if  has a general (not necessarily Gaussian) SS
distribution. In (D.2), we have the following.
• Since E[] = 0 and Var[] = In, E[X ′T /n] = 0 and
var (X ′T /n) = n
−1{X ′TXT /n} → 0. (D.3)
Therefore β′TX
′
T /n approaches 0 in probability.
• When γ ⊇ T , QγXT is a zero matrix. When γ + T , β′T {X ′TQγ/n} → 0
in probability can be proved as (D.3).
• By the assumption A2, X ′TXT /n −X ′TQγXT /n is positive-definite for
any n and hence
β′T {X ′TXT /n}βT > β′T {X ′TQγXT /n}βT , for βT 6= 0.
• Wγ converges to 1 in probability.
• By the assumption A1 on ′/n, Vn is also bounded in probability from
below and from above.
Combining these facts, we see 0 < R2γ < 1 with strict inequalities in probability.
Since QγXT = 0 for γ ⊇ T and using (D.1), (1− R2T )/(1 − R2γ) is given by
‖QT ˇ‖2/‖Qγ ˇ‖2. Further we easily have
1 ≤ 1−R
2
T
1−R2γ
=
‖QT ˇ‖2
‖Qγ ˇ‖2 ≤
‖ˇ‖2
‖Qγ ˇ‖2 =
1
Wγ
.
Note Wγ ∼ Be({n − qγ − 1}/2, qγ/2) is distributed as (1 + χ2qγ/χ2n−qγ−1)−1
where χ2n−qγ−1 and χ
2
qγ are independent. Hence{
1 + χ2qγ/χ
2
n−qγ−1
}−n
=
{
1 +
{
n/χ2n−qγ−1
}{
χ2qγ/n
}}−n
∼ exp(−χ2qγ ) as n→∞
since χ2n−qγ−1/n → 1 in probability. Therefore W−nγ is bounded in probability
from above and hence the theorem follows.
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(1−R2T )/(1−R2γ) is written as
1−R2T
1−R2γ
=
σ2T ‖QT ˇ‖2
β′TX
′
TQγXTβT + 2σTβ
′
TX
′
TQγ+ σ
2
T ˇ
′Qγ ˇ
≤ σ
2
T ‖ˇ‖2
β′TX
′
TQγXTβT + 2σTβ
′
TX
′
TQγ+ σ
2
T ˇ
′Qγ ˇ
=
(
β′T {X ′TQγXT /n}βT + 2σTβ′T {X ′TQγ/n}
σ2TVn
+Wγ
)−1
.
(D.4)
Clearly Wγ → 1 in probability. Also since γ + T , β′T {X ′TQγXT /n}βT > 0 for
any n. Further as {X ′TQγ/n} → 0 in probability, (1−R2T )/(1−R2γ) is strictly
smaller than 1 in probability.
References
Anderson, T. W. (2003). An introduction to multivariate statistical analysis,
third ed. Wiley Series in Probability and Statistics. Wiley-Interscience [John
Wiley & Sons], Hoboken, NJ. MR1990662
Berger, J. O., Bernardo, J. M. and Sun, D. (2009). The formal definition
of reference priors. Ann. Statist. 37 905–938. MR2502655
Berger, J. O. and Pericchi, L. R. (1996). The intrinsic Bayes factor
for model selection and prediction. J. Amer. Statist. Assoc. 91 109–122.
MR1394065
Berger, J. O., Pericchi, L. R. and Varshavsky, J. A. (1998). Bayes factors
and marginal distributions in invariant situations. Sankhya¯ Ser. A 60 307–
321. MR1718789
Casella, G. and Moreno, E. (2006). Objective Bayesian variable selection.
J. Amer. Statist. Assoc. 101 157–167. MR2268035
Celeux, G., El Anbari, M., Marin, J.-M. and Robert, C. P. (2012).
Regularization in regression: comparing Bayesian and frequentist methods in
a poorly informative situation. Bayesian Anal. 7 477–502. . MR2934959
Cellier, D., Fourdrinier, D. and Robert, C. (1989). Robust shrinkage
estimators of the location parameter for elliptically symmetric distributions.
J. Multivariate Anal. 29 39–52. . MR991055
Draper, N. R. and Smith, H. (1998). Applied regression analysis, third ed.
Wiley Series in Probability and Statistics: Texts and References Section. John
Wiley & Sons Inc., New York. MR1614335
Fang, K. T. and Zhang, Y. T. (1990). Generalized multivariate analysis.
Springer-Verlag, Berlin. MR1079542
Geluk, J. L. and de Haan, L. (1987). Regular variation, extensions and
Tauberian theorems. CWI Tract 40. Stichting Mathematisch Centrum Cen-
trum voor Wiskunde en Informatica, Amsterdam. MR906871
George, E. I. and Foster, D. P. (2000). Calibration and empirical Bayes
variable selection. Biometrika 87 731–747. MR1813972
Y. Maruyama and W. Strawderman/Bayes factors 31
Guo, R. and Speckman, P. L. (2009). Bayes Factor Consistency
in Linear Models. In The 2009 International Workshop on Objec-
tive Bayes Methodology, Philadelphia, June 5-9, 2009. (available at:
http://stat.wharton.upenn.edu/statweb/Conference/OBayes09/AbstractPapers/speckman.pdf).
Hastie, T., Tibshirani, R. and Friedman, J. (2009). The elements of sta-
tistical learning, second ed. Springer Series in Statistics. Springer, New York.
. MR2722294
Jammalamadaka, S. R., Tiwari, R. C. and Chib, S. (1987). Bayes predic-
tion in the linear model with spherically symmetric errors. Econom. Lett. 24
39–44. . MR910180
Kelker, D. (1970). Distribution theory of spherical distributions and
a location-scale parameter generalization. Sankhya¯ Ser. A 32 419–438.
MR0287628
Knight, K. and Fu, W. (2000). Asymptotics for lasso-type estimators. Ann.
Statist. 28 1356–1378. MR1805787
Liang, F., Paulo, R., Molina, G., Clyde, M. A. and Berger, J. O. (2008).
Mixtures of g priors for Bayesian variable selection. J. Amer. Statist. Assoc.
103 410–423. MR2420243
Maruyama, Y. (2003). A robust generalized Bayes estimator improving on
the James-Stein estimator for spherically symmetric distributions. Statist.
Decisions 21 69–77. MR1985652
Maruyama, Y. and George, E. I. (2011). Fully Bayes factors with a gener-
alized g-prior. Ann. Statist. 39 2740–2765. . MR2906885
Maruyama, Y. and Strawderman, W. E. (2005). A new class of general-
ized Bayes minimax ridge regression estimators. Ann. Statist. 33 1753–1770.
MR2166561
Raftery, A. E., Madigan, D. and Hoeting, J. A. (1997). Bayesian model
averaging for linear regression models. J. Amer. Statist. Assoc. 92 179–191.
MR1436107
Robert, C. P. (2007). The Bayesian choice, second ed. Springer Texts in
Statistics. Springer, New York. From decision-theoretic foundations to com-
putational implementation. MR2723361
Schwarz, G. (1978). Estimating the dimension of a model. Ann. Statist. 6
461–464. MR0468014
Tierney, L. and Kadane, J. B. (1986). Accurate approximations for pos-
terior moments and marginal densities. J. Amer. Statist. Assoc. 81 82–86.
MR830567
Zellner, A. and Siow, A. (1980). Posterior Odds Ratios for Selected Regres-
sion Hypotheses. In Bayesian Statistics: Proceedings of the First International
Meeting held in Valencia (Spain) (J. M. Bernardo, M. H. DeGroot,
D. V. Lindley and A. F. M. Smith, eds.) 585–603. University of Valencia.
Zou, H. (2006). The adaptive lasso and its oracle properties. J. Amer. Statist.
Assoc. 101 1418–1429. MR2279469
