Abstract -Detecting human beings accurately in a visual surveillance system is crucial for diverse application areas including abnormal event detection, human gait characterization, congestion analysis, person identification, gender classification, fall detection for elderly people, etc. The first step of the detection process is to detect an object which is in motion. Object detection could be performed by using background subtraction, optical flow and spatio-temporal filtering techniques. Once detected, a moving object could be classified as a human being by using shape-based, texturebased or motion-based features. A comprehensive review with comparisons on available techniques for detecting human beings in surveillance videos is presented in this paper. The characteristics of few benchmark datasets as well as the future research directions on human detection have also been discussed.
Introduction
Over the recent years detecting human beings in a video scene of a surveillance system is attracting more attention due to its wide range of applications in abnormal event detection, human gait characterization, person counting in a dense crowd, person identification, gender classification, fall detection for elderly people, etc.
The scenes obtained from a surveillance video are usually with low resolution. Most of the scenes captured by a static camera are with minimal change of background. Objects in the outdoor surveillance are often detected in far field. Most existing digital video-surveillance systems rely on human observers for detecting specific activities in a real time video scene. But there are limitations in the human capability to monitor simultaneous events in surveillance displays [1] . Hence human motion analysis in automated video surveillance has become one of the most active and attractive research topics in the area of computer vision and pattern recognition.
An intelligent system detects and captures motion information of moving targets for accurate object classification. The classified object is being tracked for high-level analysis. In this study, we focus on detecting humans and do not consider recognition of their complex activities. Human detection is a difficult task from a machine vision perspective as it is influenced by a wide range of possible appearance due to changing articulated pose, clothing, lighting and background. But prior knowledge on these limitations can improve the detection performance. 1 
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The detection process generally occurs in two steps: Object detection and Object classification. Object detection could be performed by background subtraction, optical flow and spatio-temporal filtering. Background subtraction is a popular method for object detection where it attempts to detect moving objects from the difference between the current frame and a background frame in a pixel-by-pixel or block-by-block fashion. There are few available approaches to perform background subtraction. The most common ones are: Adaptive Gaussian Mixture Model [2] - [10] , Non-parametric background model [11] [17] , Temporal differencing [18] - [20] , Warping background [21] and Hierarchical background model [22] . The optical flow based object detection technique [18] , [23] [26] uses characteristics of flow-vectors of moving objects over time to detect moving regions in an image sequence. Apart from their vulnerability to image noise, colour, and nonuniform lighting, most of the flow computation methods have large computational requirements and are sensitive to motion discontinuities. For motion detection based on the spatio-temporal filter methods, the motion is characterized via the entire 3-D spatio-temporal data volume spanned by the moving person in the image sequence [27] - [37] . Their advantages include low computational complexity and a simple implementation process. However, they are susceptible to noise and variations of the timings of movements.
The object classification methods could be divided into three categories: shape-based, motion-based and texture-based. Shape-based approaches first describe the shape information of moving regions such as points, boxes, blobs, etc. Then it is commonly considered as a standard template matching issue [18] [23] [38] - [43] . However, the articulation of the human body and the differences in observed viewpoints lead to a large number of possible appearances of the body, making it difficult to accurately distinguish a moving human from other moving objects using shape-based approach. This challenge could be overcome by applying part-based template matching [39] . Texture-based methods such as histograms of oriented gradient (HOG) [44] use high dimensional features based on edges and use support vector machine (SVM) to detect human regions.
A large number of studies described in this review use publicly available datasets that are specifically recorded for training and evaluation. KTH human motion dataset [58] contains six activities whereas Weizmann human action dataset [59] The key purpose of this paper is to provide a comprehensive review on studies conducted in the area of human detection process of a visual surveillance system. A flow chart of the human detection process is illustrated in Figure 1 . Various available techniques are reviewed in section 2. Details of several benchmark databases are presented in section 3. Several major applications are reviewed in section 4. We present a review and analyses of recent developments and highlight future directions of research in the area of human detection in visual surveillance. Future directions are discussed in section 5. The main contributions of this paper are as follows:
• Object detection and object classification are discussed in a clearly organized manner according to the general framework of visual surveillance. This, we believe, can help readers, especially newcomers to this area to obtain an understanding of the state-of-the-art in visual surveillance and the scope of its application in the real world.
• The pros and cons of a variety of different algorithms for motion detection and classification are discussed.
• We provide a discussion on future research directions in human detection in visual surveillance. 
Techniques
Human detection in a smart surveillance system aims at making distinctions among moving objects in a video sequence. The successful interpretations of higher-level human motions greatly rely on the precision of human detection [45] [47]. The detection process occurs in two steps: Object detection and Object classification.
Object Detection
An object is generally detected by segmenting motion in a video image. Most conventional approaches for object detection are Background subtraction, optical flow and spatio-temporal filtering method. They are outlined in the following sub-sections:
Background subtraction
The background subtraction is a popular method to detect an object as a foreground by segmenting it from a scene of a surveillance camera. The camera could be fixed, pure translational or mobile in nature [47] . Background subtraction attempts to detect moving objects from the difference between the current frame and the reference frame in a pixel-by-pixel or block-by-block fashion. The reference frame is commonly known as "background image" or "background model" or "environment model". A good background model needs to be adaptive to the changes in dynamic scenes. Updating the background information in regular intervals could do this [48] . But this also Shape-based method could be done without updating background information [49] . Few available approaches have been discussed in this section.
A. Mixture of Gaussian (MoG)Model
Stauffer and Grimson [2] introduced an adaptive Gaussian mixture model, which is sensitive to the changes in dynamic scenes derived from illumination changes, extraneous events, etc. Rather than modelling the values of all the pixels of an image as one particular type of distribution, they modelled the values of each pixel as a mixture of Gaussians. Over time, new pixel values update the MoG using an online K-means approximation. In the literature many approaches are proposed to improve the MoG [3] [11] . In [4] , an effective learning algorithm for MoG is proposed to overcome the requirement of the prior knowledge about the foreground and background ratio. In [5] , authors presented an algorithm to control the number of Gaussians adaptively in order to improve the computational time without sacrificing the background modelling quality. In [6] , each pixel is modelled by support vector regression. Kalman filter is used for adaptive background estimation in [7] . In [8] , a framework for Hidden Markov Model (HMM) topology and parameter estimation is proposed. In [9] colour and edge information are fused to detect foreground regions. In [10] normalized coefficients of five kinds of orthogonal transform (DCT-discrete cosine transformation, DFT-discrete Fourier transformation, Haar Transform, SVD-single value decomposition and Hadamard Transform) are utilized to detect moving regions. In [11] , each pixel is modelled as a group of adaptive local binary pattern histograms that are calculated over a circular region around the pixel.
B. Non-parametric background model
Sometimes, optimization of parameters for a specific environment is a difficult task. Thus, a number of researchers introduced non-parametric background modelling techniques [12] [17]. Nonparametric background models consider the statistical behaviour of image features to segment the foreground from the background. In [13] , a nonparametric model is proposed for background modelling, where a kernel-based function is employed to represent the colour distribution of each background pixel. The kernel-based distribution is a generalization of MoG [4] , which does not require parameter estimation. The computational requirement is high for this method. Kim and Kim [12] proposed a non-parametric method, which was found effective for background subtraction in dynamic texture scenes (e.g., waving leaves, spouting fountain, rippling water, etc.). They proposed a clustering based feature, called fuzzy colour histogram (FCH) to construct the background model by computing the similarity between local FCH features with an online update procedure. Although the processing time was high in comparison to the adaptive Gaussian mixture model [2] , the false positive rate of detection is significantly low at high true positive rates.
C. Temporal differencing
The Temporal differencing approach [19] involves three important modules: block alarm module, background modelling module, and object extraction module (see Figure 2 ). The block alarm module efficiently checked each block for the presence of either a moving object or background information. This was accomplished by using temporal differencing pixels of the Laplacian distribution model and allowed the subsequent background-modelling module to process only those blocks that were found to contain background pixels. Next, the background-modelling module is employed in order to generate a high-quality adaptive background model using a unique two-stage training procedure and a mechanism for recognizing changes in illumination. As the final step of their process, the proposed object extraction module computes the binary object detection mask by applying suitable threshold values. This is accomplished by using their proposed threshold training procedure. The performance evaluation of their proposed method is accomplished by quantitative and qualitative processes. The overall results showed that their proposed method attained a substantially higher degree of efficacy.
D. Warping background
Ko et al. [21] presented a background model that differentiates between background motion and foreground objects. Unlike the most models that represent the variability of pixel intensity at a particular location in the image, they modelled the underlying warping of pixel locations arising from background motion. The background is modelled as a set of warping layers where at any given time, different layers may be visible due to the motion of an occluding layer. Foreground regions are thus defined as those that cannot be modelled by some composition of some warping of these background layers.
E. Hierarchical background model (HBM)
Chen et al. [22] proposed a hierarchical background model, which is based on region segmentation and pixel descriptors to detect and track foreground. It first segments the background images into several regions by the mean-shift algorithm. Then, a hierarchical model, which consisted of the region models and pixel models, is created. The region model is one kind of approximate Gaussian mixture model extracted from the histogram of a specific region. The pixel model is based on the co-occurrence of image variations described by histograms of oriented gradients (HOG) of pixels in each region. Benefiting from the background segmentation, the region models and pixel models corresponding to different regions can be set to different parameters. The pixel descriptors are calculated only from neighbouring pixels belonging to the same object. The hierarchical models first detect the regions containing foreground and then locate the foreground only in these regions, thus avoid detection failure in other regions and reduce the time and cost. A similar two stage hierarchical method has been introduced earlier by Chen [139] where the block based stage provides a course foreground segmentation followed by the pixel based stage for finer segmentation. The method showed promising results when compared with MoG. Recent application of this approach can be seen in Quan [140] where the HBM is combined with the codebook [138] technique.
Optical flow
Optical flow is a vector-based approach [18] [23] [26] that estimates motion in video by matching points on objects over image frame(s). Under the assumption of brightness constancy and spatial smoothness, optical flow is used to describe coherent motion of points or features between image frames. Optical flow based motion segmentation uses characteristics of flow vectors of moving objects over time to detect moving regions in an image sequence. One key benefit of using optical flow is that it is robust to multiple and simultaneous cameras and object motions, making it ideal for crowd analysis and conditions that contain dense motion. Optical-flow-based methods can be used to detect independently moving objects even in the presence of camera motion. Apart from their vulnerability to image noise, colour, and non-uniform lighting, most of flow computation methods have large computational requirements and are sensitive to motion discontinuities. A real-time implementation of optical flow will often require specialized hardware due to the complexity of the algorithm and moderately high frame rate for accurate measurements [18] .
Spatio-Temporal Filter
For motion recognition based on spatio-temporal analysis, the action or motion is characterized via the entire 3-D spatio-temporal data volume spanned by the moving person in the image sequence. These methods generally consider motion as a whole to characterize its spatio-temporal distributions [27] [37]. Zhong et al. [27] processed a video sequence using a spatial Gaussian and a derivative of Gaussian on the temporal axis. Due to the derivative operation on the temporal axis, the filter shows high responses at regions of motion. These responses were then used to generate thresholds to yield a binary motion mask, followed by aggregation into spatial histogram bins. Such a feature encodes motion and its corresponding spatial information compactly and is useful for farfield and medium-field surveillance videos. As these approaches are based on simple convolution operations, they are fast and easy to implement. They are quite useful in scenarios with lowresolution or poor quality video where it is difficult to extract other features such as optical flow or silhouettes. Spatio-temporal motion-based methods are able to better capture both spatial and temporal information of gait motion. Their advantage is low computational complexity and a simple implementation. However, they are susceptible to noise and to variations of the timings of movements.
Performance Comparisons of Detection Techniques
A generic comparison among object detection methods in terms of accuracy and computational time is presented in The MoG based models compute at pixel level (or small block level) and provide moderate accuracy and relatively low computational time [2] . It has been applied widely and several improved models are introduced based on MoG. The MoG models are widely used as base model for performance comparisons of new models. The general non-parametric techniques provide high accuracy in dynamic background scenarios but require lower computational time [13] . The temporal differencing technique attained between 10% to 25% more accuracy than some well know techniques including MoG and have excellent capabilities to handle sudden illumination issues [19] .
Warping background techniques provide significantly better results (between 10% to 40% for various data sets) for separating background motion from foreground motion using neighbouring pixel information compared to few classic methods including the Non parametric technique and the implicit version claims to require less computational overhead [21] . The HBM method provides high accuracy (about 5% to 15% less error) compared to some classic methods including MoG and require slightly less computational time compared to MoG based method as it uses hybrid techniques [22] .
Optical flow methods have distinct advantages in moving object detection compared to background subtraction methods as they can handle camera motion and perform well in crowd detection; however, they require higher computational time and special hardware for real time applications [18, 23] . A comprehensive comparative study among several classic optical flow techniques can provide in depth understanding to interested readers [24] .
Spatio-temporal based methods are better in accuracy where noise is less as they consider motion in a holistic way. These methods showed promising results in unusual event detection scenarios and they are good in terms of computational time [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . Recently a new texture descriptor and hysteresis thresholding based object detection technique has been introduced by Lai et al. [123] which shows better performance than traditional MoG in challenging conditions such as illumination, shadow and motion induced problems.
A modified MoG-based approach by replacing mean pixel intensity value with the recent pixel intensity value in background frame generation performs better to detect object in general situation [148] For this study we have used the Wallflower dataset [128, 131] . A total of 248 frames were provided as input to the MFC BGS Library x86 1.3.0 tool which provided the detected foreground frames for each input frame. A hand drawn Ground truth has been provided for the frame no 248 with the Wallflower data. We have compared the foreground for frame 248 with the ground truth. The results are shown in Table 2 below. From the output detection pictures and the numeric results for False Positive (FP) and False Negative (FN), we can observe that NP has been most successful in detecting the moving tree in the background from the foreground. The Temporal Median method has been most successful in identifying the foreground regions but was not as good as NP in detecting the moving tree as background.
Although this is a simple and short study, it provides a general guidance to the readers regarding the process of such comparative studies. Software tools such as MFC BGS Library x86 1.3.0 or self implemented tools can be used for such comparative studies. Although we have chosen only four methods they are the initial ones in their respective category. We would like to highlight the fact that significant number of new methods has been proposed by researchers with modification to these methods most of which requires some post processing work such as noise reduction. A comprehensive comparison with all the methods is time consuming and may not be very useful as all the method may not be suitable for a particular application. Researchers and practitioners are thus recommended to research on comparative studies such as [131] [132] [133] [134] to identify potential methods suitable for their intended applications. A comparative study can then be conducted to find the most suitable one among the potential methods. 
Object Classification
An object in motion needs to be classified accurately for its recognition as a human being. The available classification methods could be divided into three main categories: shape based method, motion based method and texture based method.
Shape based method
Shape based approaches first describe the shape information of moving regions such as points, boxes, blobs, etc. Then it is commonly considered as a standard pattern recognition issue [18] , [23] , [38] [43] . However, the articulation of the human body and differences in observed viewpoints lead to a large number of possible appearances of the body, making it difficult to accurately distinguish a moving human from other moving objects using shape-based approach. Eishita et al. [43] proposed a simple but effective method for object tracking after fully or partially occlusion using shape, colour and texture information even if the colour and textures are the same of the objects. Wang et al. [38] investigated how the deformations of human silhouettes (or shapes) during articulated motion could be used as discriminating features to implicitly capture motion dynamics and exploited the applicability of DWT (Discrete Wavelet Transform) and DFT for the purpose of human motion characterization and recognition (See Figure 3) .
Huang et al. [50] presented a performance evaluation of shape similarity metrics for 3D video sequences of people with unknown temporal correspondence. Lin and Davis [40] proposed a shapebased, hierarchical part-template matching approach to simultaneous human detection and segmentation combining local part-based and global shape-template-based schemes. Their approach relied on the key idea of matching a part-template tree to images hierarchically to detect humans and estimate their poses. One major disadvantage of shape-based method is that it cannot capture the internal motion of the object within the silhouette region. Even state-of-the-art background subtraction techniques do not always reliably recover precise silhouettes, especially in dynamic environments. This reduces the robustness of techniques in this method. 
Motion based method
This classification method is based on the idea that object motion characteristics and patterns are unique enough to distinguish between objects. Motion based approaches directly make use of the periodic property of the captured images to recognize human beings from other moving objects. Bobick and Davis [51] developed a view based approach for the recognition of human movements by constructing a vector image template comprising of two temporal projection operators: binary motion-energy image and motion-history image. Cutler et al. [52] presented a self-similarity-based time-frequency technology to detect and analyse periodic motion for human classification. Unfortunately, methods based on periodicity are restricted to periodic motion. Efros et al. [53] characterized the human motion within a spatio-temporal volume by a descriptor, which was based on computing the optical flow, projecting the motion onto a number of motion channels and blurring with a Gaussian. Recognition was performed in a nearest neighbour framework. By computing a spatio-temporal cross correlation with a stored database of previously labelled action fragments, the most similar to the motion descriptor of the query action fragment could be found.
Texture based method
Local Binary Pattern (LBP) is a texture based method that quantifies intensity patterns in the neighbourhood of the pixel [54] . Zhang et al. [55] proposed multi-block local binary pattern (MB-LBP) to encode intensities of the rectangular regions by LBP. HOG [44] introduced another texture based method which uses high dimensional features based on edges and then applies SVM to detect human body regions. This technique counts the occurrences of gradient orientation in localized portions of an image and is computed on a dense grid of uniformly spaced cells and uses overlapping local contrast normalization for improved accuracy. Zhu et al. [56] applied the HOG descriptors in combination with the cascade of rejecters algorithm and introduced blocks that vary in size, location, and aspect ratio. In order to isolate the blocks best suited for human detection, they applied the AdaBoost algorithm to select those blocks to be included in the rejecter cascade. Moctezuma et al. [57] proposed HOG with Gabor filter (HOGG) and showed improved performances in both person counting and identification.
Detection of non-moving human
We have focused on motion based human detection in this study due to the fact that some unique human motion features aid in better identification of human beings from other objects [141] . Method for human detection from static images has also a number of applications such as smart rooms, visual surveillance, etc. A human detection scheme in crowded scene from static images is described in [120] . The method models an individual human as an assembly of natural body parts using edgelet features, which are a new type of silhouette oriented features. Local body part and global shape based approach showed promising results [40] . Probability part detector has been used successfully for human detection [142] . A learning based human detection framework was proposed earlier by Papageorgiou et al. [143] . Recently motion less human detection based on sensor data has been proposed with particular application interests in the area of aged care support [144, 145] .
Comparisons of Classification Techniques
A comparison among object classification methods in terms of accuracy and computational time is presented in Error! Reference source not found.. The table shows accuracy and computational time of different object classification techniques in terms of three criteria namely-low, moderate, and high. As we mentioned earlier, it is very difficult to conclude the accuracy and computational time of different techniques in each category by three simple attributes (e.g., low, moderate, and high) because in each category, there are a number of techniques and each technique has its own accuracy and computational time. However, we have provided average or normal trend of the techniques in each category to give an overall understanding of a category.
The main criticism of the shape based approach with templates for human detection is that local deformation of body parts due to motion could not be captured properly thus provides less accurate performance compared to other methods. However, if the methods use fixed templates, they might provide slightly better performance than SVM based variations and process reasonably faster [40] . The motion based approaches use predefined actions to recognize the human motions. As these approaches need to process motion and then categorize the object, they need more computational time. The texture based approaches also work similar to motion-based approaches but with the help of texture pattern recognition. They provide better accuracy (around 10%) [57, 121] but may require more time which can be improved using some fast techniques [56] . 
Benchmark datasets for indoor and outdoor
In this section a brief overview of few datasets for surveillance based research has been presented.
KTH human motion dataset
KTH dataset [58] is the largest available and most standard dataset widely used for benchmarking results for human action classification. The dataset contains six activities (boxing, hand waving, handclapping, running, jogging, and walking) performed by 25 subjects in four different scenarios: outdoors s1, outdoors with scale variation s2, outdoors with different clothes s3 and indoors s4.There are 25×6×4 = 600 video files for each combination of 25 subjects, 6 actions and 4 scenarios. All sequences were taken over homogeneous backgrounds with a static camera with 25 frames per second (fps) frame rate. The sequences were then downsampled to the spatial resolution of 160×120 pixels and have a length of four seconds in average. Some sample sequences are shown in Figure 4 . 
Weizmann human action dataset
Weizmann human action dataset [59] contains a total of ten actions performed by nine people, to provide a total of 90 videos. Sample sequences are shown in Figure 5 . The dataset contains videos with a static camera unlike KTH, where some of the videos had zooming and also the videos have simple background. As this dataset contains ten activities, which is more compared to six activities of KTH dataset, it provides a good test to the approach in the setting in which the number of activities are increased. 
Other datasets
The Institute of Automation, Chinese Academy of Sciences (CASIA) provides the CASIA Gait Database for gait recognition and related research. The database consists of three datasets: Dataset A, Dataset B (multiview dataset) and Dataset C (infrared dataset). The details of these databases are found in [73] .
The Hollywood human action dataset [74] contains eight actions (answer phone, get out of car, handshake, hug, kiss, sit down, sit up and stand up), extracted from movies and performed by a variety of actors. A second version of the dataset includes four additional actions (drive car, eat, fight, and run) and an increased number of samples for each class. One training set is automatically annotated using scripts of the movies, another is manually labelled. There is a huge variety of performance of the actions, both spatially and temporally. Occlusions, camera movements and dynamic backgrounds make this dataset challenging. Most of the samples are at the scale of the upper-body but some show the entire body or a close-up of the face.
The UCF sports action dataset [75] contains 150 sequences of sport motions (diving, golf swinging, kicking, weightlifting, horseback riding, running, skating, swinging a baseball bat and walking). Bounding boxes of the human figure are provided with the dataset. For most action classes, there is considerable variation in action performance, human appearance, camera movement, viewpoint, illumination and background.
The Wallflower data set [128] contains seven scenarios one on them is outdoor and six indoor. The scenarios include moved object, time of day, light switch, waving tree, camouflage, bootstrapping and foreground aperture. In this data set for each scenario training and test sequences are provided along with hand drawn ground truth for one specific frame.
Applications
For an intelligent video surveillance system the detection of a human being is important for abnormal event detection, human gait characterization, people counting, person identification and tracking, pedestrian detection, gender classification, fall detection of elderly people, etc.
Abnormal event detection
The most obvious application of detecting human in surveillance video is to early detect an event that is not normal. Candamoo et al. [18] classified the abnormal events as single person loitering, multiple person interactions (e.g., fighting and personal attacks), person-vehicle interactions (e.g., vehicle vandalism), and person-facility/location interactions (e.g., object left behind and trespassing). Detecting sudden changes and motion variations in the points of interest and recognizing human action could be done by constructing motion similarity matrix [26] or adopting probabilistic method [75] . Methods based on probability statistics use the minimum change of time and space measure to model the method of probability. The most representative probability chart model is HMM. In addition, also there is conditional random field, the maximum entropy Markov Model, and Dynamic Bayesian Network. More information on human action recognition techniques for abnormal event detection will be found in [77] .
Human gait characterization
Ran et al. [78] detected humans in walking by extracting double helical signatures (DHS) from surveillance video sequences. They found DHS is robust to size, viewing angles, camera motion and severe occlusion for simultaneous segmentation of humans in periodic motion and labelling of body parts in cluttered scenes. They used the change in DHS symmetry for detecting humans in normal walking, carrying an object with one hand, holding an object in both hands, attaching an object to the upper body, and attaching an object to the legs. Although DHS is independent of silhouettes or landmark tracking it is ineffective when the target walks toward the camera as the DHS degenerates into ribbon and no strong symmetry can be observed. Whereas Cutler et al., [52] used the area-based image similarity technique to address this issue and detected the motion of a person who was walking at an approximately 25 0 offset to the camera's image plane from a static camera. They segmented the motion and track objects in the foreground. Each object was then aligned along the temporal axis (using the object's tracking results) and the object's self-similarity was computed as it evolves in time. For periodic motions, the self-similarity metric is periodic and they apply Time-Frequency analysis to detect and characterize the periodicity.
Person detection in dense crowds and people counting
Detecting and counting person in a dense crowd is challenging due to occlusions. Eshel and Moses [79] used multiple height homographies for head top detection to overcome this problem. Yao and Odobez [80] proposed to take advantage of the stationary cameras to perform background subtraction and jointly learn the appearance and the foreground shape of people in videos. Sim et al. [81] proposed a representation called the colour bin image which is extracted from the initially detected windows and use it for training a classifier to improve the performance of the initial detector. The proposed system was applied for detecting individual heads in dense crowds of 30-40 people against cluttered backgrounds from a single video frame. But the performance of their approach may be challenged by the colour intensities of the heads to be detected. Chen et al. [82] proposed an online people counting system for electronic advertising machines. A vision based people counting was proposed by Chih-Wen et al. [122] . The cross camera people counting model proposed by Lin et al. [83] was composed of a pair of collaborative Gaussian processes (GP), which were respectively designed to count people by taking the visible and occluded parts into account. Weng et al. [84] also presented an algorithm for accomplishing cross-camera correspondence and proposed a counting model which was composed of a pair of collaborative regressors. A multi camera people counting technique with occlusion handling is presented by Weng et al. [123] . Recently Chen and Huang proposed two crowd behaviour detection models based on motion [126] and visual with graph and matching [127] .
Person tracking and identification
A person in a visual surveillance system can be identified using face recognition [50] [85] [94] and gait recognition [95] - [103] techniques. The detection and tracking of multiple people in cluttered scenes at public places is difficult due to partial or full occlusion problem for either short or long period of time. Leibe et al. [104] tried to address this issue using trajectory estimation while Andriluka et al. [105] used tracklet-based detector, which was capable of detecting several partially occluded people that cannot be detected in a single frame alone. Yilmaz et al. [106] made a comprehensive survey on tracking methods and categorized them on the basis of the object and motion representations used. The wider application of human detection is not limited to analysis surveillance videos but also extended to player tracking and identification in sport videos. The system introduce by Lu et al. [107] identified players in broadcast sports videos using conditional random fields and achieved a player recognition accuracy up to 85% on unlabeled NBA basketball clips. Sun et al. [108] proposed an individual level sports video indexing (ILSVI) scheme, where a principal-axis based contour descriptor is used is to solve the jersey number recognition problem. Lu et al. [109] proposed a novel Linear Programming (LP) Relaxation algorithm for predicting the player identification in a video clip using weakly supervised learning with play-by-play texts, which greatly reduced the number of labeled training examples required.
Gender classification
The gender classification is another application of human detection in surveillance cameras. The classification could be carried out by fusion of the similarity measures from multi-view gait sequences [110] , exploiting separability of features from different views [111] and training a linear SVM classifier based on the averaged gait image [112] . Cao et al. [113] introduced a Part-Based Gender Recognition algorithm using patch features for modelling different body parts, which could recognize the gender from either a single frontal or back view image with the accuracy of 75.0% and is robust to tolerate small misalignment errors. Recently Hu et al., [114] integrated shape appearance and temporal dynamics of both genders into a sequential model called mixed conditional random field (MCRF). By fusion of shape descriptors and stance indexes, the MCRF is constructed in coordination with intra and inter gender temporary Markov properties. Their results showed the superior performance of the MCRF over HMMs and separately trained conditional random field. A new face based gender recognition technique has been proposed by Chen and Hsieh which shows strong gender recognition capabilities [124] .
Pedestrian detection
Pedestrian detection is another important application of human detection. Viola et al. [115] described a pedestrian detection system that integrates image intensity information with motion information. Their detector was built over two consecutive frames of a video sequence and based on motion direction filters, motion shear filters, motion magnitude filters and appearance filters. Their system detected pedestrians from a variety of viewpoint with a low false positive rate by using multiple classifiers with cascade architecture. A pedestrian could also be detected by extracting regions of interest (ROI) from an image and then send it to a classification module for detection. But ROIs must fulfil the pedestrian size constraints, i.e. the aspect ratio, size, and position, to be considered to contain a pedestrian [116] . Chen [125] proposed the orientation filter enhanced detection technique based on the combination of AdaBoost learning with a local histogram's features which shows better performance and robustness.
Fall detection for elderly people
Automatic detection of a fall for an elderly people is one of the major applications of human detection in surveillance videos. Nasution and Emmanuel [117] used the projection histograms of segmented human body silhouette as the main feature vector for posture classification and used the speed of fall to differentiate real fall incident and an event where a person is simply lying without falling. Thome and Miguet [118] proposed a multi-view (two-camera) approach to address occlusion and used a layered hidden Markov model for motion modelling where the hierarchical architecture decoupled the motion analysis into different temporal granularity levels, made the algorithm able to detect very sudden changes.
Discussion
A significant amount of work has been done with a view to detect human beings in a surveillance video. However the low-resolution images from the surveillance cameras always make this work challenging. Most of the object detection methods rely on known operation environment. The model adaptation speed based on observed scene statistics could be improved in future for faster adaptation of changed background and better persistency. But occlusion is a major problem for background segmentation technique. Optical flow and Spatio-Temporal filter techniques address this issue to some extent where the object of interest is occluded by a fixed object. But it is always difficult to detect an object in motion which is occluded by objects with similar shape and motion. One solution could be constructing 3D image for a 3D system by using volume information obtained from multiple cameras. From the machine vision perspective it is hard to distinguish an object as a human due to its large number of possible appearances. Moreover the motion of human is not always periodic. But a combination of features could be useful identifying human. Interesting progress is being made using local based approach [119] for human detection. Future model based on LBP and HOGs might have several benefits over other descriptor methods as they work on localized parts of the image and hence capable of address occlusion problem.
Conclusion
Detecting human beings accurately in a surveillance video is one of the major topics of vision research due to its wide range of applications. It is challenging to process the image obtained from a surveillance video as it has low resolution. A review of the available detection techniques is presented. The detection process occurs in two steps: object detection and object classification. In this paper, all the available object detection techniques are categorised into background subtraction, optical flow and spatio-temporal filter method. The object classification techniques are categorised into shape-based, motion-based and texture-based method. The characteristics of the benchmark datasets are presented and major applications of human detection in surveillance video are reviewed.
