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ABSTRACT
Many factors affect the intelligibility of synthetic
speech. One aspect that has been severely neglected
in past work is hearing loss. In this study, we in-
vestigate whether pure-tone audiometry thresholds
across a wide range of frequencies (0.25–20kHz)
are correlated with participants’ performance on a
simple task that involves accurately recalling and
processing reminders. Participants’ scores corre-
late not only with thresholds in the frequency ranges
commonly associated with speech, but also with ex-
tended high-frequency thresholds.
Keywords: ageing, speech synthesis, intelligibility,
audiometry, memory
1. INTRODUCTION
Older people are a key user group for a wide range
of voice interfaces, including applications such as
smart home and home care systems [13], automatic
reminder systems [15] and systems for delivering
health care interventions [2]. However, hearing abil-
ities decline with age [20]. For example, hearing
thresholds, in particular for higher frequencies, in-
crease [9]. Therefore, effects of auditory ageing
need to be controlled for in any intelligibility study
of older listeners. In this paper, we present the first
systematic investigation of the effects of age-related
changes in hearing thresholds on the intelligibility of
unit selection speech synthesis that covers both con-
ventional pure-tone audiometry and extended high
frequencies.
1.1. Influence of Ageing on Intelligibility
Comparatively little work has been done on the re-
lation between hearing difficulties and the intelligi-
bility of synthetic speech, with most of the exist-
ing work (e.g. [7]) focussing on formant synthesis
and not on concatenative synthesis. Langner and
Black [8] asked participants to transcribe sentences
which were produced by a human recorded in si-
lence (natural speech), a human who was recorded
while listening to a multi-speaker babble (natural
speech in noise), a synthetic voice (unit selection
synthesis), and the synthetic voice modified to sound
like the natural speech in noise. While older listen-
ers (60–90+) performed best in the natural speech
in noise and synthetic speech conditions, older par-
ticipants with self-reported hearing difficulties per-
formed significantly worse than participants with no
self-reported hearing problems. Roring, Hines, and
Charness [16] report that older subjects performed
consistently worse than younger subjects when lis-
tening to synthetic speech produced by a diphone
synthesiser, even in the presence of context. How-
ever, this age effect vanished when hearing loss was
taken into account (binaural audiogram, frequen-
cies: 0.25, 0.5, 1, 2, 3, 4, 6, and 8 kHz).
In addition to hearing difficulties, older people
tend to have a lower working memory capacity [17],
which affects their ability to briefly store informa-
tion needed for cognitive processing. Even though
synthetic speech produced by formant synthesis can
be just as intelligible as natural speech on the seg-
mental level [7], it has been shown that this type
of synthetic speech can stretch limited cognitive re-
sources even further [10]. This could be due to a
number of factors, including lack of acoustic in-
formation in the signal [5] and missing or wrong
prosodic cues [12]. Auditory stimuli that are diffi-
cult to process lead to increased cognitive load, leav-
ing fewer resources for working memory [14, 6]. Al-
though later studies of concatenative speech synthe-
sis have failed to replicate this effect [18, 16], cogni-
tive factors clearly need to be taken into account as
potential confounders.
1.2. Hypotheses
In this pilot study, we investigate the effect of hear-
ing loss on participants’ ability to understand syn-
thetic speech as produced by a unit selection speech
synthesis system, Cerevoice [1]. Although unit se-
lection technology is state-of-the-art in most com-
mercial synthesis systems, there is next to no re-
search on its intelligibility for older listeners, with
one main exception [8]. We measured pure-tone
hearing thresholds for pure tones with a frequency
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range of 0.25–20 kHz, covering both more apical
(lower frequencies) and more basal regions (higher
frequencies) of the cochlea. We decided to include
thresholds for higher frequencies > 8kHz, which are
usually not assessed, because the more basal region
of the cochlea is often first and most severely af-
fected by the affects of ageing [9]. Moreover, it has
been hypothesised that hearing loss in extended high
frequencies may be an indicator of early, subclinical
damage in more apical regions of the cochlea [11].
To the best of our knowledge, the effect of extended
high frequency hearing loss on the intelligibility of
synthetic speech has never been investigated before.
The hypotheses we are testing here are as follows:
Intelligibility Difference: Synthetic stimuli are less
intelligible than natural speech stimuli.
Effect of Hearing Loss: Hearing loss affects the in-
telligibility of synthetic and natural speech.
Effect of Working Memory: Working memory ca-
pacity will explain some of the variation in scores
not covered by hearing loss.
2. METHOD
2.1. Participants
This paper reports results from 35 participants re-
cruited for a larger study of auditory ageing. 12 par-
ticipants were younger (age 25.5 ± 5 years), 23 par-
ticipants were aged between 50 and 70 (age 57 ±
6 years). Starting our older group at age 50 pro-
vides a good baseline for subsequent work: Even
though there is often already significant hearing loss
in the high frequencies in the 50–60 age group, clin-
ical hearing problems are still relatively rare. All
participants would pass the pre-experiment screen-
ing that is typically used in speech synthesis exper-
iments: They had an average hearing threshold of
20dB or better as averaged over 0.5, 1, 2, and 4 kHz.
2.2. Audiological and Cognitive Tests
In this section, we present only that part of the full
assessment battery which is relevant to the results
discussed here. All participants completed a work-
ing memory test [19] that was presented visually
and scored from an answer sheet. Visual presenta-
tion was chosen because auditory presentation might
affect scores. Pure-tone (PTA) and extended high-
frequency (EHF) audiometry was measured on a re-
cently calibrated audiometer (Grason-Stadler, Mil-
ford, NH; model GSI 61) in a double-walled sound-
proofed room (Industrial Acoustics Corporation,
Staines, Middlesex, UK). Air-conduction thresholds
were measured for each ear at 0.25, 0.5, 1, 2, 3, 4,
6, and 8 kHz following the procedure recommended
by the British Society of Audiology [3]. EHF thresh-
olds were established at 9, 10, 11.2, 12.5, 14, 16, 18,
and 20 kHz. If a threshold for a frequency f could
not be established, we used the maximum intensity
for f+5 dB. Testing always began with the better ear
in all subjects. Since there are significant differences
between the two ears, data from the right and the left
ear will be reported separately in this analysis.
For each ear, we computed average hearing
thresholds for four frequency groups:
Trad: 0.5, 1, 2, and 4 kHz, the frequencies con-
ventionally used for screening participants in speech
synthesis experiments
F1: 0.25, 0.5, and 1 kHz, the frequency range of F1
F2: 1, 2, and 3 kHz, the frequency range of F2
EHF: 9–20 kHz, the complete EHF range.
2.3. Synthesis Experiment
The intelligibility of synthesis systems has tradition-
ally been evaluated using highly artificial stimuli.
For this study, we used stimuli that are closely mod-
elled on a real-life application—task reminders. 32
reminders were generated, 16 reminders to meet a
person at a given time, and 16 reminders to take
medication at a given time. In each group, time
preceded person or medication in eight sentences,
with the order reversed in the other eight. This
allowed us to systematically vary the difficulty of
target stimuli, with times being the easiest, person
names of medium difficulty, and medication names
the most difficult. Person names were monosyllabic
CVC words with both consonants being nasal or oral
stops, the only exception being the name “Rick”.
Names had been chosen to ensure the existence of
at least two other names with the same rhyme (-VC
sequence). Medication names were constructed us-
ing morphemes taken from actual medication names
to yield words of 3-4 syllables that did not re-
semble any existing or commonly used medication.
While person names were phonologically simple,
but easily confoundable [4], medication names were
both unfamiliar and phonologically complex, mak-
ing them very difficult to remember. This was in-
tended as a safeguard against ceiling effects.
All 32 reminders were synthesised using the Scot-
tish female voice “Heather”. Medication names
were transcribed by hand, with the transcriptions ad-
justed to render them maximally intelligible. The
reminders were also read by the same speaker who
provided the source material for the synthetic voice.
The natural speech was then postprocessed to match
the procedures used for creating synthetic speech.
The sampling rate of all speech stimuli was 16 kHz.
Participants were asked to recall one aspect of the
reminder, either the time or the person/medication.
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In each list, participants recalled 16 times, 8 persons,
and 8 medications. 8 times, and 4 person and 4 med-
ication names were presented using natural speech,
the other 16 were presented using synthetic speech.
If participants’ responses were a valid pronuncia-
tion of the orthographic form of the target word,
a score of 1 was assigned, otherwise, a score of 0
was assigned. This procedure takes into account dif-
ferences in accent between the participants and the
Scottish English voice that produced the reminders,
such as rhoticity.
Four stimulus lists were created. Each reminder
was presented using the synthetic voice in two lists,
and using natural speech in the remaining two. Re-
minders were followed by a short question, recorded
using the same natural voice as that used for the re-
minders. In order to control for recency effects, in
two lists (one synthetic, one natural), participants
were asked for the first item of a given reminder,
while in the other two conditions, participants were
asked for the second item. The sequence of re-
minders was randomised once and then kept con-
stant for all lists.
3. RESULTS
Four scores were computed for each participant:
sum of scores for all reminders (Total, maximum:
32), sum of scores for reminders presented by a
human voice (Natural, maximum: 32), sum of
scores for reminders presented by the synthetic
voice (Synthetic, maximum: 16), and difference be-
tween the scores for natural and synthetic speech
(∆(Syn,Nat)). As Table 1 shows, synthetic speech
is more difficult to understand than natural speech
(p<0.5 * 10−5, V=29, Mann-Whitney test). The
main source of the difference are medication names:
some medication names are consistently more dif-
ficult to understand in the synthetic version than in
the natural speech [21]. Although the two groups do
not differ in their ability to understand the human
reminders, older listeners have significantly more
problems with the synthetic voice than younger lis-
teners (two-sample t-test). Could hearing loss be be-
Table 1: Mean scores for each group
Group Total Synthetic Natural ∆
Younger 28.00 13.50 14.50 -1.00
(1.06) (1.06) (0.53) (1.30)
50–70 26.48 12.30 14.17 -1.87
(1.68) (1.65) (1.31) (2.47)
Sig. p<0.05 p<0.005 p<0.4 p<0.1
hind this age effect? Even though all participants
would have passed traditional initial screening tests,
with threshold Trad above 20kHz for the better
ear, thresholds are significantly higher for the older
group (p<0.0001 or better, t-test, for all thresholds;
cf. Table 2). Table 3 shows raw correlations be-
tween the four thresholds and the four target scores
for the left ear (*: p<0.01, **: p<0.005; p<0.05 not
reported due to large number of correlations com-
puted). We do not report results for the right ear due
to lack of space. Looking at the table, we see that
the higher EHF thresholds and higher F2 thresholds,
the more difficult it is for a listener to understand the
synthetic reminders. F2 covers the frequency range
of F2, while EHF is computed across the extended
high frequencies. In contrast, there are no links be-
tween a listener’s ability to understand the reminders
presented in the human voice and the hearing thresh-
olds we investigated. Judging solely from the spec-
trum of the speech that was presented, EHF should
be completely irrelevant, since the highest frequency
present in a signal sampled with 16 kHz is 8 kHz.
Our hypothesis about the effects of working memory,
on the other hand, needs to be rejected. Even though
there were significant differences in working mem-
ory span scores between the two participant groups
(younger: 38.9 ± 5.6, 50–70: 27.8 ± 8.6, maximum
score: 42), Working Memory Span did not correlate
significantly with any of the four scores.
Table 2: Average Hearing Thresholds per Fre-
quency Group, left ear, in dB (std. dev.)
Group Trad F1 F2 EHF
Younger 0.00 0.17 1.25 9.38
(3.72) (2.76) (4.44) (16.38)
50–60 10.96 5.3 14.20 38.19
(3.93) (4.60) (5.79) (14.20)
Table 3: Correlations between thresholds and au-
diological measures
Threshold Trad F1 F2 EHF
Score Left Ear
Total -0.43 -0.22 -0.45* -0.30
Natural -0.20 -0.16 -0.15 0.05
Synthetic -0.46* -0.19 -0.53** -0.49**
∆(Syn,Nat) -0.23 -0.03 -0.32 -0.44*
4. CONCLUSION
To our knowledge, this is the first study to as-
sess the influence of conventional and extended
high frequency audiometry on the understanding of
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synthetic speech. Our data lead us to conclude
that extended high frequency hearing loss (> 8
kHz) clearly predicts the intelligibility of synthetic
speech, even for participants who may not normally
regarded as “older” (50–60 year-olds) and partici-
pants who pass a simple standard screening. EHF
thresholds, which are not usually measured, emerge
as a strong predictor of participant performance, in
addition to a threshold below 5 kHz which covers the
regions of the second formant. The correlation be-
tween EHF thresholds and participant scores clearly
needs to be investigated further. The existence of
this correlation and the large amount of unexplained
variation both indicate that aspects of hearing loss
other than pure-tone thresholds need to be investi-
gated. In future experiments, we plan to compare
different types of synthesis systems in order to relate
our results to previous work and examine the influ-
ence of familiarity and phonological complexity of
targets.
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