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Summary.
The content of this thesis is first and foremost about presemifields and the equivalence
classes they may be categorized by. This equivalence has been termed “bundle equiva-
lence” by Horadam [29]. Bundle equivalence is inherited from multiplicative orthogonal
cocycles, and the final Chapter is devoted entirely to coboundaries and cocycles.
In this thesis we
• provide a complete computational classification of the bundles of presemifields in
all presemifield isotopism classes of order pn ≤ 27
• provide a formula for the number of bundles in the presemifields isotopism class of
GF (p2) and give a representative of each bundle, for any prime p
• provide computational classification of the bundles of presemifields in the isotopism
class of GF (p3) for the cases p = 3, 5, 7, 11 and give representatives
• give formulae for two of the three possible size bundles in the presemifield isotopism
class of GF (p3), which we call the minimum and the mid-size bundles.
• provide a Conjecture which states the total number of mid-size bundles in the iso-
topism class of GF (p3).
• give a computational classification of the bundles of presemifields in the isotopism
class of GF (25) and GF (34)
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• provide a measurement of the differential uniformity of functions derived from the
diagonal map of presemifield multiplications with order pn ≤ 16.
• derive bivariate polynomial formulae for cocycles and coboundaries in Z2(Znp ,Znp )
• produce a basis for the (pn − 1 − n)-dimensional GF (pn)-space of coboundaries.
When p = 2 we give a recursive definition of the basis coboundaries
• Use the Kronecker product to explain the self-similarity of the binomial coefficients
modulo a prime
• use the Kronecker product to define recursively the basis coboundaries for p odd,
and we demonstrate this holds for the case p = 2
• show that each cocycle has a unique decomposition as a direct sum of a coboundary
and a multiplicative cocycle of restricted form when p = 2.
The results of this thesis have been published in the Proceedings of the International
Workshop on Coding and Cryptography [31], Designs, Codes and Cryptography [30] and
the Proceedings of IEEE International Symposium on Information Theory [23] and will
appear in the Journal of the Australian Mathematical Society [22]. These publications
are co-authored with my supervisor Professor Kathy Horadam, however the work here is
my own, with the exception of the final section 6.4, which contains collaborative work.
2
Chapter 1
Introduction
The results of this thesis lie in the intersection of several mathematical areas: presemi-
fields, cocycles over finite fields, and nonlinear functions.
Presemifields are algebraic constructions which include semifields and fields. Semifields
are studied by finite geometers, who use them to describe projective planes. However,
presemifields themselves are largely unstudied; to date there are relatively few known
classes. Like finite fields, finite presemifields must have order pn where p is a prime and
n a positive integer. There exist families of semifields of infinite order, just as there are
for fields. The search for new families of presemifields is gaining momentum, with several
of the known classes discovered within the last two decades.
Finite fields are applied in communication theory, coding and encryption, and have
an extensive literature. Error correcting codes are essential in transmitting digital infor-
mation, and research into coding and signal separation, amongst other areas, using finite
fields is currently pursued with ever increasing vigor. Many conflicting requirements need
to be taken into account in this research, including high data rates and accuracy. Codes
with higher error-correcting capabilities are regularly discovered. Different alphabets can
be used for constructing codes, the most common being the binary alphabet Z2 = {0, 1}.
Alphabets over more general rings and fields are well studied, especially those of order 2n,
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and imposing alternate algebraic structures on the elements used will give rise to codes
with different properties. In this way, codes suitable for a given specific purpose may be
entirely unsuitable for other applications, and the possibilities to expand in this area are
unbounded.
Little emphasis has been placed on presemifields for applications, however it is quite
apparent that their importance has been underestimated, and that they will in fact provide
significant further applications to coding and signals. It is known that using presemifield
multiplications [32] would generate good codes for signal separation, error correction and
cryptography. Knuth [44] showed that presemifields can be represented as 3-dimensional
arrays, with entries from GF (p), p a prime. This property makes presemifields easily
adapted for use in digital information, with array multiplication defined using tensor
notation.
Cocycles are functions arising naturally in areas of mathematics such as surface topol-
ogy, projective representation theory, combinatorial designs and quantum dynamics. Meth-
ods of narrowing the search for effective high-distance error-correcting codes are extremely
valuable, and cocycles have proved very successful here. They may also be used to search
for functions with strong nonlinearity properties for cryptographic applications, and in
both of these search areas two classes of cocycles, the coboundaries and the orthogonal
cocycles, have shown to be very productive.
The coboundaries are used to find S-box functions with low differential uniformity,
such as perfect nonlinear (PN) and almost perfect nonlinear (APN) functions, which are
consequently robust against differential cryptanalysis [11, 12].
The orthogonal cocycles over elementary abelian groups provide a reduced search
space within which to find generalised Hadamard matrices and codes [32, 34] and relative
difference sets [33].
The multiplication in any finite presemifield is an example of a multiplicative or-
thogonal cocycle, and initial work by Chen [33, Lemma 2.11] provided insight into this
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relationship. Horadam [29, Theorem 9.32] then showed that if G is an additively writ-
ten finite abelian group and ψ : G × G → G is a cocycle, then ψ is multiplicative and
orthogonal if and only if (G,+, ψ) is a presemifield.
The multiplication tables of finite presemifields may be employed in the general con-
struction of infinite classes of generalised Hadamard matrices. Binary Hadamard matrices
determine various classes of binary Hadamard codes which meet the Plotkin bound (a
bound on the size of binary codes of length n and minimum distance d). These presemi-
field multiplication tables can be used to construct q-ary Hadamard codes meeting the
generalised Plotkin bound [32, 58].
Cocycles fall into equivalence classes (“bundles”) within which these desirable prop-
erties are invariant and the search becomes one of determining representatives of these
equivalence classes.
These equivalence classes are inherited by presemifields from their multiplications.
However, the relationships between the three known equivalences of isotopism, bundle
and isomorphism for both commutative and non-commutative presemifields and semi-
fields, and for fields, has yet to be well established. The coarsest equivalence classes (the
isotopism classes) of presemifields will partition into bundles. The classification of these
finer equivalence classes has begun. At the start of this thesis, only the classification of
bundles of presemifields of order pn ≤ 13 was complete. The first incomplete classifica-
tion is for order pn = 16. These early results have been used to derive optimal codes [32]
meeting the generalised Plotkin bound.
Very little is known about the form of individual cocycles or how to find all the
cocycles (or even all the coboundaries) from a finite group G to a finite abelian group
C. In the early 1990s, a group theoretic algorithm was developed that lists a minimal
set of generators of the group of cocycles for abelian groups G. However, focus is usually
on listing a set of representatives of the second cohomology group (the quotient group of
the group of cocycles by the subgroup of coboundaries). Known algorithms for finding a
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generating set of cocycles over Zn2 require costly precomputation of representative cocycles
in each cohomology class, and for a generating set of coboundaries to be found using
linear algebra, on a case by case basis. There are also iterative techniques for finding the
cohomology class representatives as n increments.
The use of computational packages has become increasingly incorporated into modern
day algebra, number theory, geometry and combinatorics. This has only been possible
as the ability to store large volumes of data cheaply has become available, and modern
processors have sufficient speed to make use of this data. Huge libraries and databases
are now available; the number field database, for example, comprising over 2.6 million
number fields of degrees between 2 and 9 (inclusive) is just one of many available for the
computational algebra system MAGMA [6]. As such, it is little wonder that many new
advances in algebra are the result of the use of software.
As the use of software becomes more prevalent, new methods must incorporate how
much computational time will be consumed as a result. Indeed, much work is going into
developing faster algorithms for fundamental computations with software. For example,
at least one international conference, WAIFI, has been established in the past two years
to deal exclusively with software and hardware advances in computation in finite fields.
The current release of MAGMA is V2.14. When multiplying two random polynomials
of degree n over GF (21000), 1000 ≤ n ≤ 30000, the current version has a minimum
speedup of 10 times faster than the previous version MAGMA V2.13 [57]. Recently, Allan
Steel [56] demonstrated how Strassen’s method for matrix multiplication is applicable in
practice, and is currently being implemented in MAGMA. Knuth [45, p 501] implied that
although Strassen’s method could theoretically be advantageous, in practice it is of little
use since the dimension dim(M) of an n×n matrixM must be very large for any benefits
to be realised. Today we regularly see n × n matrices where 1000 ≤ dim(M) ≤ 10000
with entries from finite fields F whose order is > 106. It is not unusual to see even larger
matrices than this, and algorithms that were once thought impractical are necessarily
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being reconsidered.
This observation demonstrates the necessity of finding more efficient methods of calcu-
lating coboundaries and cocycles. One of the contributions of this thesis is a new recursive
formula for coboundaries. The simplicity of the formula relies only on evaluating a bino-
mial coefficient, and adding any necessary new terms, all of which can be determined with
minimal computational difficulty. We provide a basis for all cocycles and coboundaries
over Zn2 in polynomial form, both of which may be calculated very efficiently.
The “Five-fold Constellation” [29] demonstrates equivalences between orthogonal co-
cycles, semiregular relative difference sets, generalised Hadamard matrices, semiregular
divisible designs and highly nonlinear functions between finite groups. Through an under-
standing of presemifield multiplications, their relationship with multiplicative orthogonal
cocycles and their associated equivalence classes, the process of searching for highly non-
linear functions such as APN functions can be streamlined.
Until recently, all the known families of APN functions over GF (2n) were power func-
tions. The six known families (up to affine equivalence) were the Gold, Kasami, Welch,
Niho, Dobbertin and Inverse APN functions. The discovery of several new families not
represented by power functions [9, 20, 11, 10] has been achieved by both theoretical and
computational means. We demonstrate through a combination of both theoretical and
computational techniques that direct application of presemifield multiplications provides
classes of APN functions and may well provide the mechanisms in which to determine
undiscovered classes of APN functions.
In Chapter 2 we describe some simple examples of semifields that inspired this re-
search and give their construction. There is a well-documented relationship between the
algebraic properties of semifields and the geometric properties of projective planes, which
is highlighted here. For those with little background in geometry, a quick introduction is
given. For more information the reader is directed to [60, 18, 35].
Chapter 3 states the formal definition for presemifields and shows a simple method
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of constructing a semifield from a given presemifield (there is more than one way, as
demonstrated by Knuth in [44]). We define isotopism for presemifields. The definition of
strong isotopism (or bundle equivalence), is given. This is the definition for equivalence we
use to classify presemifields within this thesis. Bundles sit “halfway between” isomorphism
and isotopism classes. We show that each presemifield isotopism class contains a single
semifield isotopism class, and hence each semifield constructed from a given presemifield
is in the same isotopism class. The bundle of a commutative presemifield always contains
a commutative semifield, and we show that the presemifields in a bundle are either all
commutative or all non-commutative.
In Chapter 4 we look at the cocycles arising as presemifield multiplication functions.
Each isotopism class of presemifields is partitioned by the bundle in which each presemi-
field multiplication lies. It is known there is exactly 1 such bundle over GF (p), that of
field multiplication.
A simple sorting applied to the additive automorphisms of the group of linearised
permutation polynomials effectively changed how we represent equivalence classes when
calculating bundles of presemifields. This unassuming modification to earlier calculations
reveals definite patterns, providing the underlying theory of the Chapter. Further explo-
ration of the patterns uncovered may lead to results for the general case, and is strong
motivation for future work.
We prove there are exactly p bundles of presemifield multiplications over GF (p2) and
give a representative of each (Theorem 4.3.2). We compute the numbers of bundles for
all presemifields of order ≤ 27. We compute the numbers of bundles for all Galois Fields
of order p3 for 2 ≤ p ≤ 11. We begin analysis of bundles of presemifield multiplications
over GF (p3), beginning by proving there are exactly 3(p − 1) bundles represented by
monomials or binomials and give a representative of each bundle. We begin analysis
of the numbers of remaining bundles over GF (p3) and identification of a representative
trinomial. Subject to a conjecture based on computational results, we propose a full
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solution for the remaining bundles.
Chapter 5 begins by presenting background on the relationships between presemifields,
cocycles and relative difference sets. It is here that the link between multiplicative orthog-
onal cocycles and presemifields is shown. Once these relationships are defined, we spe-
cialise to the binary case and show through computational means that non-commutative
presemifields can efficiently determine quadratic APN functions using representatives of
the presemifield bundles. Two research problems proposed in [29] are answered. We
provide theory about APN functions supported by [8], proposing that there is exactly 1
EA-equivalence class of APN functions over GF (24) which contains Dembowski-Ostrom
functions. Polynomial equations for semifields defined in [8] are determined. We repro-
duce a result from [48], stating that all orthogonal cocycles in Z2(Zn2 ,Zm2 ), n ≥ m ≥ 2
are multiplicative. A decomposition given in [22] may be the clue to discovering if this is
true for all n when p = 2. Strong motivation for future work is established.
Finally, in Chapter 6 we consider a polynomial approach to coboundaries and cocycles.
A formula for any cocycle in Z2(Znp ,Znp ), in terms of simultaneous linear equations over
GF (pn) in the bivariate polynomial coefficients, is derived. This new approach to studying
Z2(Znp ,Znp ) complements those in [29]. We derive a basis for the (pn− 1− n)-dimensional
GF (pn)-space of coboundaries. When p = 2 we determine a basis for the (2n +
(
n
2
)− 1)-
dimensional GF (2n)-space of cocycles. Using an alternative method, we determine a basis
for coboundaries for any prime p by means of a simple recursive formula.
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Chapter 2
Algebraic and Geometric
Background
Throughout this text we assume that the reader has knowledge of undergraduate level
abstract algebra. For background information on groups, rings and fields, including finite
fields, suitable texts are [25, 26, 47, 50]. We do not assume any prior knowledge of
semifields. There are some excellent surveys on semifields, see [15, 37] for a thorough
background.
In this Chapter, we outline known work in semifields and projective planes needed for
the thesis. A semifield will be denoted by S and a projective plane by P . We reserve F
for a field, but will also represent the Galois Field of order q = pn, where p is prime and
n is a non-negative integer, by GF (pn).
There is an intimate relationship between the algebraic properties of semifields and the
geometric properties of projective planes. The algebraic properties of semifields and pre-
semifields may be used to better understand the geometric significance of their associated
projective planes [4].
Definition 2.0.1. Let F be a field. A (left) vector space over F consists of an abelian
group (V,+) together with an operation of scalar multiplication of each element of V by
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each element of F, such that for all a, b ∈ F and α, β ∈ V the following conditions are
satisfied:
1. aα ∈ V .
2. a(bα) = (ab)α.
3. (a+ b)α = (aα) + (bα).
4. a(α+ β) = (aα) + (aβ).
5. 1α = α.
The elements of V are vectors and the elements of F are scalars. The dimension of a
vector space over F is the cardinality of a basis of V . If the dimension n is finite then V
can be represented as Fn. For example, GF (pn) is a vector space over GF (p) of dimension
n.
2.1 Semifields
The study of semifields began with Dickson [19], however the term semifield first appeared
in [44] almost 6 decades later; semifields are sometimes called “nonassociative division
rings”, “distributive quasi-fields” or “division algebras”. We will consistently use the
term semifield.
Up to the last decade, there were very few known classes of semifields, and we are
only now experiencing a resurgence of interest in the area. One reason for this may
be for application purposes in cryptography and coding theory, specifically because of
the hope that they could generate new classes of APN functions. The known classes of
semifields have been classified in terms of a definition of equivalence, isotopism, derived
from projective geometry. It is now apparent that by refining this equivalence relationship
we can partition isotopism classes into subclasses such that the differential uniformity
property of the derived function classes remains invariant.
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Without doubt, the popularity of semifields today is due to Knuth, who in his PhD
thesis [42] described two new classes of semifields and generalized the work of Dickson.
Binary semifields were one of the new classes introduced and could well prove to be the
most significant class for applications in information security. Knuth also described how
each presemifield can be represented by a nonsingular hypercube, and that a permutation
on the hypercube coefficients can determine up to five additional inequivalent presemi-
fields. Ball and Brown [4] expanded this by explaining the geometrical significance for
semifields.
Since the resurgence of interest in semifields, valuable contributions have been made
through linking the properties of presemifields to multiplicative orthogonal cocycles [29].
Attributes from cohomology are then immediately transferable and it has enabled a clearer
picture of where presemifields may be applied in the future. The importance of informa-
tion security cannot be underestimated and it is becoming apparent that understanding
presemifields may hold the key to a new level of confidence.
Definition 2.1.1. A semifield S = (S,+, ∗) is an algebraic system containing at least
two distinct elements, possessing two binary operations, addition (+) and multiplication
(∗), and satisfying the following axioms:
1. (S,+) is an abelian group (with identity 0).
2. For any a, b ∈ S, a 6= 0, a ∗ x = b has a unique solution x ∈ S and y ∗ a = b has a
unique solution y ∈ S.
3. If a, b and c ∈ S, then a ∗ (b+ c) = a ∗ b+ a ∗ c and (a+ b) ∗ c = a ∗ c+ b ∗ c.
4. There is an element 1 ∈ S such that 1 ∗ a = a ∗ 1 = a, a ∈ S.
As a consequence of axiom 3, a ∗ 0 = 0 ∗ a = 0 for all a ∈ S, and as a consequence of
axiom 4, the multiplicative identity of S is unique. A semifield (S,+, ∗) is commutative
if a ∗ b = b ∗ a for all elements a, b ∈ S. If there exist elements a, b, c ∈ S such that
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(a ∗ b) ∗ c 6= a ∗ (b ∗ c), then S is a proper semifield. If a system satisfies all the axioms for
a semifield, except possibly axiom 4, then it is a presemifield. If the system is finite, then
axiom 2 may be replaced by the condition that if a ∗ b = 0, then either a = 0 or b = 0,
for a, b ∈ S; that is, there are no zero divisors in S.
Knuth [44, §2.4] showed that the additive group of a finite presemifield F is an el-
ementary abelian p-group. Hence, the smallest additive order of any non-zero element
must be a prime p, and p is called the characteristic of F . A finite presemifield F can
be considered as a vector space over F = GF (p). If n is the dimension of F over F, then
F has pn elements and pn is the order of F . It is usual to represent the elements of a
presemifield F by the elements of the finite field of the same order with a multiplication
defined as follows: if {x1, x2, . . . , xn} is a basis of GF (pn) as a vector space over F, then
multiplication in F is determined by equations of the form
xi ∗ xj =
∑
k
aijkxk
for some aijk ∈ F [44, 4.4].
Any semifield of order p or p2 must be a finite field. There are no proper semifields
of order 23; the only semifield of this order is GF (23) [44, §6.1], and hence the smallest
order of a proper semifield is 16.
There are three very important subsystems of a semifield S:
1. The left nucleus Nl: {x | (x ∗ a) ∗ b = x ∗ (a ∗ b), a, b ∈ S}.
2. The middle nucleus Nm: {x | (a ∗ x) ∗ b = a ∗ (x ∗ b), a, b ∈ S}.
3. The right nucleus Nr: {x | (a ∗ b) ∗ x = a ∗ (b ∗ x), a, b ∈ S}.
The intersection of the left, middle, and right nuclei is the nucleus N of S. The nucleus
is associative, and in fact in the finite case the nucleus is a field.
Lemma 2.1.2. [41] If S is a finite semifield, the nucleus N is a field and S may be
regarded as a left vector space over N .
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In different contexts it may be advantageous to represent semifields in different man-
ners, and representing semifields as a vector space is highly useful, as many of the concepts
can be translated into vector space terminology.
From now on we write G = (GF (pn),+) for the additive group of a Galois Field, so
G ∼= Znp for some prime p and positive integer n.
Definition 2.1.3. Let S = (G,+, ∗) and S ′ = (G,+, ∗′) be semifields. A semifield
homomorphism from S to S ′ is a function φ : S −→ S ′ such that φ satisfies
1. φ(a+ b) = φ(a) + φ(b),
2. φ(a ∗ b) = φ(a) ∗′ φ(b),
for all a, b ∈ S.
As a consequence of the definition, we must have φ(0) = 0. The kernel of φ, de-
noted Ker(φ), is the subset of S consisting of all x such that φ(x) = 0. Any semifield-
homomorphism φ : S −→ S ′ which is bijective is an isomorphism. If S = S ′, we say that
the isomorphism φ is an automorphism. Let φ(a) be a homomorphism which is not the
trivial homomorphism, so there exists a ∈ S such that φ(a) = a′ 6= 0. If S has a unit ele-
ment 1, then φ(1) = 1′ is the unit in S ′, since a′ = φ(a) = φ(1∗a) = φ(1)∗′ φ(a) = 1′ ∗′ a′.
A similar argument shows the multiplication by the unit on the right holds.
2.1.1 Examples of Order 16
Kleinfeld [41] first gave the examples of the smallest proper semifields, those of order
16. He showed that a proper semifield of order 16 must have nucleus either GF (2)
or GF (22). Shortly after, two examples were given the names V and W , chosen by
Knuth as representatives of the proper semifields with nucleus of GF (2) and GF (22),
respectively, for their remarkably simple construction, as shown below. Let F4 be the field
GF (22) = {0, 1, ω, ω2 = ω + 1}. Define a semifield V with elements of the form a + λb,
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where a, b ∈ F4, λ a symbol not in F4. Addition of elements is defined componentwise,
i.e.
(u+ λv) + (x+ λy) = (u+ x) + λ(v + y),
using addition in F4, and multiplication is defined in terms of addition and multiplication
in F4 as follows:
(u+ λv) ∗ (x+ λy) = (ux+ v2y) + λ(vx+ u2y + v2y2). (2.1)
Then V is a proper semifield, since it is not commutative or associative. V has 6 auto-
morphisms σij, given by
σij(u+ λv) = u
j + λωivj for i = 0, 1, 2, j = 1, 2, (2.2)
and nucleus GF (2).
Using the same approach as the one for V , we can define a different semifield of the
same order. Semifield W has elements of the form a + λb, where a, b ∈ F4, λ a symbol
not in F4. Addition of elements is defined componentwise, i.e.
(u+ λv) + (x+ λy) = (u+ x) + λ(v + y),
using addition in F4. Multiplication is defined in terms of addition and multiplication in
F4 as follows:
(u+ λv) ∗ (x+ λy) = (ux+ ωv2y) + λ(vx+ u2y). (2.3)
Then W is a proper semifield, since it is not commutative for all elements, nor is it
associative. W has 3 automorphisms σi, given by
σi(u+ λv) = u+ λω
iv for i = 0, 1, 2. (2.4)
Semifield W shows slightly more associativity and commutativity than V in the sense
that it has nucleus GF (22).
By writing GF (24) = GF (22)[λ] as a quadratic extension of GF (22), for example with
λ = α5 where α is a primitive element of GF (24), it is possible to represent the elements
of V and W as elements of GF (24) with a different multiplication.
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2.1.2 Albert’s Twisted Fields
In [19], Dickson began the study of semifields, and in [2, §5], Albert introduced the
Twisted Fields.
Example 2.1.4. Let G = (GF (pn),+) with n > 2. Let θ, σ be automorphisms of GF (pn)
and let Fθ and Fσ be the subfields of GF (pn) fixed by θ and σ, respectively. The abelian
group G has the structure of a vector space over Fθ ∩ Fσ. Let 1 denote the unit element
of GF (pn) and let c be any element of GF (pn) such that
c 6= x
xθ
y
yσ
for any x, y ∈ GF (pn)\{0}.
Define linear transformations A and B on GF (pn) by
xA = x− cxθ and yB = y − cyσ, respectively.
The product ∗ in G is given by xA ∗ yB = xy − cxθyσ. The vector space G becomes a
semifield S with unit element 1 − c, and the semifield S = (G,+, ∗) is called a twisted
field. These semifields can be commutative or noncommutative.
In [52], the Kaplansky conjecture [39] that any three-dimensional semifield over a finite
field is associative or a twisted field was proven by Menichetti, and the following formula
for counting (up to isomorphism) the number ν of proper semifields S of order q3 was
derived:
ν =
 (q
3 − q2 + q − 10)/3, if q ≡ 1 (mod 3),
(q3 − q2 + q − 6)/3, otherwise,
where q is the number of elements in the finite field.
2.1.3 Knuth’s Binary Commutative Semifields
These semifields are only defined for GF (pmn) with p even and n odd, and mn > 3.
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Example 2.1.5. [44, Theorem 6.1] Let f : GF (2mn) −→ GF (2m) be the unique linear
functional such that f(1) = 1 and f(x) = f(x2
m
). Define
a ¦ b = ab+ (f(a)b+ f(b)a)2,
a ¦ b = (1 ¦ a) ∗ (1 ¦ b).
Then (GF (2mn),+, ∗) is a proper commutative semifield.
These binary semifields were explored in [43] and have since been generalised by Kantor
and Williams [36], [38].
2.2 Projective Planes
The focus of this thesis is algebraic, however due to the intimate relationship between
semifields and projective planes, it is necessary to give a brief introduction to the geom-
etry. For a more thorough introduction the reader should begin with [35], particularly
focusing on Chapter 9, where examples of projective planes corresponding to semifields
(division rings) are given. More recently in [60], several projective planes (amongst others)
associated with semifields are described.
Definition 2.2.1. A projective plane P is a set of points and lines, called the elements
of P , together with an incidence relation between the points and lines such that
1. any two distinct points are incident with a unique line,
2. any two distinct lines are incident with a unique point,
3. there exist four points such that no three are incident with one line.
If a projective plane is finite, there is an integer n such that all lines have n + 1
points and on each point there are n + 1 lines. This plane P is said to have order n,
and contains n2 + n + 1 points, and the same number of lines. If R is any set with n
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elements, then the process of assigning coordinates to a projective plane of order n using
the elements of R ∪ {∞} and two distinct symbols 0, 1 is called coordinatising. If P is
infinite, then R ∪ {∞} must have the same cardinality as any line. Coordinatising is
necessary to identify when two projective planes are equivalent under a given rule. A
method of coordinatising, reproduced from [14], [35], is outlined next.
A
I
(0,1)
(0,r)
(0,0)
O
J
Y
X
(r,0) B
(1,0)
Figure 2.1: A projective plane P [35]
A quadrangle is a set of four points such that no three are incident with one line. Let
P, X, Y, I be a quadrangle in P , and label the lines `∞ = XY , `1 = PY , `2 = PX
and the points A = XI ∩ `1, B = Y I ∩ `2, J = AB ∩ `∞. With the exceptions that the
symbols 0, 1 are assigned to P and A respectively, assign the elements of R to the line
`1 \ Y in an arbitrary fashion. Next, if c ∈ R is assigned to the point C ∈ `1 we write
(0, c) for C, as in Figure 2.1.
If D ∈ `2 \X, consider D′ = JD ∩ `1. If D′ = (0, d) then D is (d, 0). For any point H
not on `∞, if XH ∩ `1 is (0, g) and Y H ∩ `2 is (h, 0), then H has coordinates (h, g). For
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a point M ∈ `∞ \ Y , take the line joining M to (1, 0) = B, and let (0,m) be the point in
which it meets `1; then M is given the coordinate (m). Finally, Y is given the coordinate
(∞).
Next coordinatise the lines. If ` is any line not containing Y then, if ` meets `∞ at
the point (m) and `1 at the point (0, k), give ` the coordinates [m, k], as in Figure 2.2.
If ` contains Y but is distinct from `∞ then call ` the line [k] where k is determined by
` ∩ `2 = (k, 0). Finally, call `∞ the line [∞]. This is commonly referred to as the line at
infinity. We denote this projective plane as P2(R).
2.2.1 Planar Ternary Rings
A ternary operation is a rule which assigns to any three ordered elements a, b, c of R a
unique element T (a, b, c) of R. A non-empty set R with a ternary operation T is called a
ternary ring which we denote by (R, T ).
(0,k)
O
(m)
Y
X(b,0)
[b][m,k]
[    ]oo
Figure 2.2: Elements on the line at infinity [35]
If a projective plane P has been coordinatised by the elements of a set R, then use the
incidences of P to define a ternary operation T on R as follows; if a, b, c ∈ R, T (a, b, c) = k
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if and only if the point (b, c) is on the line [a, k]. Now, `1, `2, `∞ form the sides of a non-
degenerate triangle, thus (0, k) is the intersection of `1 with the line joining (a) to (b, c)
so that, given a, b, c, the value of k is uniquely determined, as shown in Figure 2.3.
Theorem 2.2.2. [35, Theorem 5.1, p113] Let P be a projective plane coordinatised by a
set R. If T is defined by T (a, b, c) = k if and only if (b, c) is on [a, k] then:
• T (a, 0, c) = T (0, b, c) = c for all a, b, c ∈ R,
• T (a, 1, 0) = T (1, a, 0) = a for all a ∈ R,
• If a, b, c, d ∈ R, a 6= c, then there is a unique x ∈ R such that T (x, a, b) = T (x, c, d),
• If a, b, c ∈ R, then there is a unique x ∈ R such that T (a, b, x) = c,
• If a, b, c, d ∈ R, a 6= c, then there is a unique ordered pair x, y ∈ R such that
T (a, x, y) = b and T (c, x, y) = d.
(0,c)
O
Y
X(b,0)
(a)
(b,c)
(0,T(a,b,c))
Figure 2.3: Uniquely determined point (0, k) [35]
Any ternary ring with two distinct elements 0, 1 satisfying the above five properties is
called a planar ternary ring, or PTR. A semifield is a particular type of planar ternary
ring.
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Theorem 2.2.3. [35, Theorem 5.2, p114] If (R, T ) is a PTR then the structure P defined
as follows is a projective plane. The points of P are ordered pairs (x, y), where x, y ∈ R,
together with elements of the form (x), where x ∈ R and (∞) where ∞ is a symbol not
contained in R. Lines are represented by ordered pairs [m, k], where m, k ∈ R, together
with elements of the form [m], where m ∈ R and [∞]. Incidence is defined in the following
manner:
• (x, y) is on [m, k] ⇐⇒ T (m,x, y) = k,
• (x, y) is on [k] ⇐⇒ x = k,
• (x) is on [m, k] ⇐⇒ x = m,
• (x) is on [∞] for all x ∈ R and (∞) is on [k] for all k ∈ R,
• (∞) is on [∞].
2.2.2 Properties of Projective Planes
An automorphism of a plane is called a collineation, and is defined as a bijection of the
point set which preserves the incidences; that is, if α is an automorphism of P and the
points P1, P2, P3 are collinear, then α(P1), α(P2), α(P3) are collinear. All collineations of
P form the full collineation group Aut(P) of P under the usual composition of mappings.
Let α be a collineation of P . The set of elements fixed by α is Fix(α). A collineation
α 6= 1 is called perspective if it fixes every point of a line ` (the axis of α). α is called a
(P, `)− collineation and has no fixed points other than P and the points of `. If Fix(α)
consists of a point P and a line ` then α is a (P, `)− perspectivity.
Definition 2.2.4. A projective plane P is called (P, `) − transitive if for any distinct
points A, B not on ` and collinear with P (A 6= P 6= B) there is a (P, `)-perspectivity
α ∈Aut(P) such that α(A) = B.
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Two triangles are said to be perspective from a point P if their corresponding vertices
are on lines through P , and perspective from a line L if their corresponding edges meet
on L.
Definition 2.2.5. A projective plane is said to be Desarguesian if whenever two triangles
are perspective from a point, they are perspective from a line, and vice versa.
Projective planes that are coordinatised by proper semifields are non-Desarguesian,
and conversely if a projective plane is Desarguesian then the semifield that coordinatises
it is a field.
Theorem 2.2.6. [2] S is a semifield if and only if
1. P2(S) is (C, `∞)-transitive for every point C on the line `∞ at infinity
2. for every line ` through Y , and every P on ` (P 6= Y ), the group of (Y, `)-
collineations acts transitively on the lines through P (excluding `).
The Lenz-Barlotti classification, listed in [18], is a table of all possibilities for a con-
figuration of point-line pairs (P, `) for which a projective plane is (P, `)−transitive. The
translation planes of Lenz-Barlotti type V.1 and above are precisely the ones correspond-
ing to semifields, via coordinatisation.
2.3 Isotopism of Semifields
Definition 2.3.1. Two semifields S¦ = (G,+, ¦) and S∗ = (G,+, ∗) are isotopic if there
exist τ, θ, δ ∈ Aut(G), such that
τ(g) ¦ θ(h) = δ(g ∗ h), g, h ∈ G,
and (τ, θ, δ) is called an isotopism from S¦ to S∗ . If S¦ = S∗ then it is an autotopism. If
(θ, θ, θ) is an isotopism from S¦ to S∗ then S¦ and S∗ are isomorphic, and θ : S¦ → S∗ is
a semifield isomorphism, and an automorphism if S¦ = S∗.
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Theorem 2.3.2. [3] Two semifields coordinatise isomorphic projective planes if and only
if they are isotopic.
A semifield which is not a field necessarily has order pn ≥ 16 and n ≥ 3 . If n = 1, 2 or
pn = 8, there is only a single isotopism class, that of GF (pn), since any semifield of these
orders is a field.
There are 18 autotopisms of Semifield V , and there are 108 autotopisms of Semifield
W . There are 18 non-isomorphic semifields of order 16 that have nucleus (isomorphic to)
GF (2). These are all isotopic to V . There are 5 non-isomorphic semifields of order 16
that have nucleus (isomorphic to) GF (22), and these are all isotopic to W . Kleinfeld [41]
identified these with what would seem, in today’s terms, an extremely primitive computer
system. These two proper semifields and GF (24) are representatives of the only isotopism
classes for semifields of order 16.
For semifields of order 27, the are two isotopism classes. The Galois Field of order 27
is a representative of one class, and the twisted field of order 27 is a representative of the
other class. Walker [59] calculated a representative of each of the six isotopism classes of
semifields of order 32. The Galois Field is a representative of one class, and the other five
classes are represented by proper semifields. Today the isotopism classes of the known
finite semifields of order pn ≤ 125 are well known [15].
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Chapter 3
Presemifields.
In this Chapter we illustrate known or easily derived work in presemifields, and provide
our own proofs for completeness. Throughout this thesis we denote a presemifield by F .
3.1 Definitions and Properties
Presemifields are algebraic systems (F,+, ?) satisfying Axioms 1-3 of Definition 2.1.1. In
other words, a presemifield with a multiplicative identity is a semifield and presemifields
therefore include all of the semifields and Galois Fields. By deleting the conditions of
associativity of multiplication in the definition of a field, we obtain the definition of a
semifield. A further deletion in the definition of a field, that of existence of the identity
element, will define a presemifield.
Definition 3.1.1. A presemifield F = (F,+, ?) is an algebraic system containing at least
two distinct elements, possessing two binary operations, addition (+) and multiplication
(?), and satisfying the following axioms:
1. (F ,+) is an abelian group (with identity 0).
2. For any a, b ∈ S, a 6= 0, a ? x = b has a unique solution x ∈ S and y ? a = b has a
unique solution y ∈ S.
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3. If a, b and c ∈ S, then a ? (b+ c) = a ? b+ a ? c and (a+ b) ? c = a ? c+ b ? c.
It is a straightforward process [44] to obtain a semifield from a presemifield by defining
a new multiplication, and the proof is elementary via direct application of the axioms given
in Definition 3.1.1.
Theorem 3.1.2. Let F = (G,+, ?) be a presemifield, with a, b, u ∈ F , u 6= 0. Define a
new multiplication ∗ by
(a ? u) ∗ (u ? b) = a ? b , (3.1)
and we obtain a semifield Su = (G,+, ∗) with unit (u ? u).
Proof. Choose unique p, q, r ∈ F such that a = p ? u, b = q ? u, and c = u ? r. Then,
(a+ b) ∗ c = ((p ? u) + (q ? u)) ∗ (u ? r)
= ((p+ q) ? u) ∗ (u ? r)
= (p+ q) ? r
= p ? r + q ? r
= (p ? u) ∗ (u ? r) + (q ? u) ∗ (u ? r)
= a ∗ c+ b ∗ c.
Also, with d = u ? s, we have
a ∗ (c+ d) = (p ? u) ∗ ((u ? r) + (u ? s))
= (p ? u) ∗ (u ? (r + s))
= p ? (r + s)
= p ? r + p ? s
= (p ? u) ∗ (u ? r) + (p ? u) ∗ (u ? s)
= a ∗ c+ a ∗ d,
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and left and right distributivity holds. Now, since a ? u = x and x = u ? b are uniquely
solvable for a, b, we have
(a ? u) ∗ (u ? u) = a ? u
and
(u ? u) ∗ (a ? u) = (u ? u) ∗ (u ? b)
= u ? b
= a ? u.
Hence, the identity in Su is (u ? u) and Su = (G,+, ∗) is a semifield.
This method of defining a semifield from a given presemifield is one of several [44],
with each method equivalent in the sense that an isomorphic projective plane will result.
Using Definition 3.1.1 and Theorem 3.1.2, the twisted fields of Albert (Example 2.1.4)
may be generated in another well known manner.
Example 3.1.3. (Albert’s Presemifields) Define a new multiplication on the elements of
G = (GF (pn),+) by
x ? y = xyk − cxky,
where k = pm, 1 ≤ m < n, and where c 6= ak−1, a ∈ Fq. Then F = (G,+, ?) is a
presemifield. Apply Theorem 3.1.2 to define S = (G,+, ∗), and S is a twisted field.
As an example, we generate the Albert twisted field of order 16.
Example 3.1.4. Set m = 2 in Example 3.1.3, so that k = 4 and choose c = α, where α
is a primitive element in GF (24), with α4 = 1 + α. Then
x ? y = xy4 − αx4y,
and F = (G,+, ?) is a presemifield. Let u = 1 ∈ G and define S = (G,+, ∗) by Theorem
3.1.2 so that
(x ? 1) ∗ (1 ? y) = x ? y, (3.2)
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and S is a semifield with identity (1 ? 1) = 1− α. Let
R1(x) = x ? 1,
L1(x) = 1 ? y.
Therefore, from (3.2) we may write
R1(x) ∗ L1(x) = x ? y.
Set x→ R−11 (x) and y → L−11 (y) to get
x ∗ y = R−11 (x) ? L−11 (y). (3.3)
As an exercise, for the case c = α we found that R−11 = α
6x4+α5x and L−11 = α
5x4+α9x,
and
(R−11 (x))
4 = α5x4 + α9x
= L−11 (x).
Finally,
x ∗ y = R−11 (x)R−11 (y)− αL−11 (x)L−11 (y),
and this can be written as the bivariate polynomial
x ∗ y = (x4 + α12x)y4 + (α12x4 + α2x)y.
This semifield is commutative, has itself as the nucleus, so is associative, and thus is
isomorphic to GF (24).
3.2 Isotopism of Presemifields
Albert [1] investigated non-associative algebras, of which the twisted fields are examples,
and considered their isotopism classes. These equivalence classes were studied by Knuth
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[44, (4.12)] where isotopy was defined for presemifields, and it was demonstrated that by
defining a new multiplication on the elements of a presemifield F = (G,+, ?) satisfying
τ(g) ? θ(h) = δ(g ∗ h), g, h ∈ F,
that F ′ = (G,+, ∗) was also a presemifield.
Definition 3.2.1. Two presemifields F? = (G,+, ?) and F¦ = (G,+, ¦) are isotopic if
there exist τ, θ, δ ∈ Aut(G), such that
τ(g) ? θ(h) = δ(g ¦ h), g, h ∈ G,
and (τ, θ, δ) is called an isotopism from F? to F¦. If F? = F¦ then (τ, θ, δ) is an autotopism.
If (θ, θ, θ) is an isotopism from F? to F¦ then F? and F¦ are isomorphic, and θ : F? → F¦
is a presemifield isomorphism, and an automorphism if F? = F¦.
There is always an isotopism from a presemifield to the semifield generated via Theo-
rem 3.1.2.
Lemma 3.2.2. Let F , u and Su be as in Theorem 3.1.2. Define
τ : F → Su by τ(x) = x ? u,
θ : F → Su by θ(y) = u ? y,
δ : F → Su by δ(x) = x.
Then (τ, θ, δ) is an isotopism from F to Su. Furthermore,
x ∗ y = δ(τ−1(x) ? θ−1(y)). (3.4)
Proof. Clearly τ, θ, δ ∈ Aut(G), and
τ(x) ∗ θ(y) = (x ? u) ∗ (u ? y)
= x ? y
= δ(x ? y),
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Lemma 3.2.3. Each presemifield isotopism class contains a single semifield isotopism
class.
Proof. Let F = (G,+, ?) be a presemifield. Since F contains at least one element u 6= 0,
by Lemma 3.2.2 its isotopism class contains at least one semifield. Let S1 = (G,+, ∗) and
S2 = (G,+, ¦) be semifields in the isotopism class of F . Since F is isotopic to S1, there
exists a τ1, θ1, δ1 ∈ Aut(G) such that
τ1(x) ∗ θ1(y) = δ1(x ? y), (3.5)
and since S2 is isotopic to F , there exists τ2, θ2, δ2 ∈ Aut(G) such that
τ2(x) ? θ2(y) = δ2(x ¦ y). (3.6)
Let x→ τ2(x) and y → θ2(y). By (3.5) and (3.6),
(τ1 ◦ τ2)(x) ∗ (θ1 ◦ θ2)(y) = τ1(τ2(x)) ∗ θ1(θ2(y))
= δ1(τ2(x) ? θ2(y))
= δ1(δ2(x ¦ y))
= (δ1 ◦ δ2)(x ¦ y),
and (τ1 ◦ τ2, θ1 ◦ θ2, δ1 ◦ δ2) is an isotopism from S1 to S2.
The above lemma clearly shows that any semifields defined from F by Theorem 3.1.2
will result in isomorphic semifield projective planes.
Corollary 3.2.4. Let F be a presemifield, and pass to a semifield Su using Theorem
3.1.2. Then all the Su, u ∈ F/{0}, are in the same semifield isotopism class.
An immediate consequence of Lemma 3.2.3 and Theorem 3.1.2 is that the number of
presemifield isotopism classes equals the number of semifield isotopism classes.
Theorem 3.2.5. The number of isotopism classes of presemifields with order q equals the
number of isotopism classes of semifields with order q.
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3.3 Strong Isotopism and Bundles of Presemifields
The presemifields may be classified by their isotopism class, and these equivalence classes
of presemifield multiplications will partition into finer equivalence classes called bundles.
Ideally, we wish to determine bundles of presemifields for application purposes. The
classification of the bundles of presemifields has begun with the work of Horadam and
Udaya [33].
If τ = θ in Definition 3.2.1, then we have a special form of isotopism.
Definition 3.3.1. A strong isotopism from a presemifield F? = (G,+, ?) to a presemifield
F¦ = (G,+, ¦) is a triple (θ, θ, δ), for some θ, δ ∈ Aut(G) such that
θ(x) ? θ(y) = δ(x ¦ y).
Definition 3.3.2. [29, p. 218] Two presemifields F∗ = (G,+, ∗) and F¦ = (G,+, ¦) are
(bundle) equivalent if there are γ, θ ∈ Aut(G) such that ¦ = γ ◦∗◦ (θ× θ); in other words,
(θ, θ, γ−1) is an isotopism from F? to F¦. The presemifield bundle PB(∗) of F∗ is the set
of presemifields
PB(∗) = {(G,+, ¦) : ¦ = γ ◦ ∗ ◦ (θ × θ), γ, θ ∈ Aut(G)},
= {(θ, θ, δ)F∗ : δ, θ ∈ Aut(G)}.
Throughout we will use the terminology “bundle equivalence”, however where conve-
nient the term “strong isotopism” may be used, as the two are interchangeable. Bundles
sit halfway between presemifield isomorphism and isotopism classes, and have also been
called “weak isomorphism classes” in the literature.
Lemma 3.3.3. If two semifields S1 and S2 are in the bundle of a presemifield F , then
there exists a strong semifield isotopism from S1 to S2.
Proof. The result follows from Lemma 3.2.3 with τ1 = θ1 and τ2 = θ2.
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It must be noted that a presemifield bundle may not necessarily contain a semifield,
a fact supported by the computational analysis in Chapter 4.4.
Corollary 3.3.4. If a presemifield bundle contains a semifield, then it must contain
precisely one semifield bundle.
So far there has been no assumption of commutativity for presemifields. However,
when a presemifield is commutative we can immediately determine some simple, but
valuable results.
Lemma 3.3.5. If F is a commutative presemifield, then Su defined by Theorem 3.1.2 will
be commutative.
Proof. For x, y ∈ G, let a, b be the unique elements such that x = a ? u and y = u ? b.
Then
x ∗ y = (a ? u) ∗ (u ? b)
= a ? b
= b ? a
= (b ? u) ∗ (u ? a)
= (u ? b) ∗ (a ? u)
= y ∗ x.
Lemma 3.3.6. If F is a commutative presemifield, then there exists a semifield S in the
presemifield bundle of F .
Proof. By Lemma 3.2.2, for u 6= 0 ∈ F there exists an isotopism (τ, θ, δ) from F to Su.
Since F is commutative, we have that τ = θ and Su is in the bundle of F .
Lemma 3.3.7. Let F? = (G,+, ?) and F¦ = (G,+, ¦) be two presemifields in the same
bundle. If F? is commutative, then F¦ is commutative.
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Proof. Since F? and F¦ are in the same bundle, there exists a triple (θ, θ, δ) such that
δ(x ¦ y) = θ(x) ? θ(y)
= θ(y) ? θ(x)
= δ(y ¦ x).
Since δ ∈ Aut(G), it is one-to-one and therefore
x ¦ y = y ¦ x
for all x, y ∈ F¦.
We now know that the bundle of a commutative presemifield contains exactly one
semifield bundle. We also know that the presemifields in a bundle are either all com-
mutative or all non-commutative. The above results are straightforward to prove, and
commutative presemifields and semifields are the subject of increasing interest [16, 36].
Theorem 3.3.8. [16, Theorem 2.6] Let F = (G,+, ?) and F ′ = (G,+, ∗) be isotopic
commutative presemifields of order pn. Suppose the order of the middle nuclei and nuclei
of corresponding commutative semifields S and S ′ in (3.1) is pm and pn , respectively.
Then PB(?) = PB(∗), unless m/n is even and the only isotopisms from S to S ′ are of
the form (α ? θ, θ, δ) where α is a non-square element of the middle nucleus of S.
Corollary 3.3.9. [16, Corollaries 2.7, 2.8] If F = (G,+, ?) is a commutative presemifield
of even order, or of odd order pn and n is odd, then the isotopism class of F contains
exactly one bundle of commutative presemifields.
Consequently, most isotopism classes contain only one commutative bundle. Most of
the results of this thesis deal with non-commutative bundles.
The computational classification of bundles in the presemifield isotopism class of
GF (pn) began in [33], and the results are shown in Table 3.1 and Table 3.2. The in-
formation within these tables can be interpreted as follows: column one lists the number
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of bundles in the presemifield isotopism class of GF (pn), where p, n are specified in each
case. Column two lists a representative of the bundle. That is, it lists a linearised permu-
tation polynomial L(x) such that x ? y = L(x)y is the multiplication of a representative
presemifield (G,+, ?). The multiplications are called “LP-cocycles” and are defined in
the following Chapter in Definition 4.1.2. The third column gives the number of distinct
LP-cocycles L(x)y in the presemifield isotopism class that are bundle equivalent to the
representative.
The work of the following Chapter is devoted to the problem of classifying the bundles
in presemifield isotopism classes. A new technique for choosing LPP representatives of
the bundles using MAGMA is found, which shows a more recognisable pattern emerging
within the polynomial representatives in the isotopism classes of GF (pn) .
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N LPP Representative L(x) Order
p = 2;n = 1
1 x 1
p = 2;n = 2
1 x 3
2 x2 3
p = 2;n = 3
1 x 7
2 x2 7
3 x4 7
4 x4 + α2x2 + x 147
p = 3;n = 1
1 x 3
p = 3;n = 2
1 x 8
2 x3 8
3 x3 + αx 32
Table 3.1: Partition of presemifield class of GF (pn) into bundles (Horadam and Udaya
[33]), for p = 2, n = 1, 2, 3 and p = 3, n = 1, 2 are listed. Column one numbers the
bundles, column two gives a linearised permutation polynomial (LPP) representative of
the bundle and column three shows the number of distinct LP-cocycles in the bundle.
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N LPP Representative L(x) Order
1 x 15
2 x2 15
3 x4 15
4 x8 15
5 x4 + α7x 150
6 x8 + α4x2 150
7 x4 + α3x2 + α12x 225
8 x8 + α6x2 + α12x 225
9 x8 + α8x4 + α14x 225
10 x8 + α4x4 + α6x2 225
11 x8 + α11x4 + α9x2 + α13x 450
12 x8 + α14x4 + α11x2 + α2x 450
13 x4 + α12x2 + α14x 900
14 x8 + α7x2 + α8x 900
15 x8 + x4 + α11x 900
16 x8 + α2x4 + α11x2 + α3x 900
N LPP Representative L(x) Order
17 x8 + α5x4 + α2x2 + α14x 900
18 x8 + α5x4 + α11x2 + α12x 900
19 x8 + α5x4 + α5x2 + α3x 900
20 x8 + α6x4 + α10x2 + α8x 900
21 x8 + α2x4 + α12x2 + α11x 900
22 x8 + α7x4 + α14x2 + α6x 900
23 x8 + α8x4 + α8x2 + α13x 900
24 x8 + α9x4 + α6x2 + x 900
25 x8 + α9x4 + α9x2 + α2x 900
26 x8 + α10x4 + α5x2 + α12x 900
27 x8 + α10x4 + α6x2 + α4x 900
28 x8 + α13x4 + α3x2 + αx 900
29 x8 + α13x4 + α11x2 + α12x 900
30 x8 + α14x4 + α2x2 900
31 x8 + α14x4 + αx2 + α5x 900
32 x8 + α14x4 + α9x2 + α4x 900
Table 3.2: Partition of presemifield class of GF (pn) into bundles [33]. Here p = 2 and
n = 4. Column one numbers the bundles, column two gives a linearised permutation
polynomial representative of the bundle and the third column shows the number of distinct
LP-cocycles in the bundle.
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Chapter 4
Presemifield Bundles
The results of this Chapter have been published in the Proceedings of the International
Workshop on Coding and Cryptography [31], Designs, Codes and Cryptography [30] and
in the Proceedings of IEEE International Symposium on Information Theory [23], co-
authored with K. J. Horadam. The results presented here are my own.
A primary reason for classifying presemifield multiplications into bundles (see Theorem
4.1.3) is to determine distinct representative multiplications which may then be used
for applications in combinatorics, coding and cryptography. This Chapter details the
mechanisms for partitioning a presemifield isotopism class into bundles. To begin, some
previous results are reproduced, specifically the bundles found in Table 3.1 and Table 3.2.
The techniques developed are then expanded to produce new computational results for
Galois Fields previously unclassified by bundle equivalence. It is these computations that
reveal recognisable patterns, enabling theoretical results about general orders of Galois
Fields to be proved. The results concerning the general orders provide clear direction for
future study. There are many more presemifield bundles in an isotopism class than the
commutative bundles, and some of these will contain both semifields and presemifields.
The bundles of presemifields of order 16 are the smallest order to contain proper semifields.
All presemifields of order 16 and order 27 are now completely classified in this Chapter
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using our definition of bundle equivalence.
There are several methods of representing the automorphisms of the underlying addi-
tive groups of presemifields in MAGMA. The group of automorphisms is isomorphic to
the general linear group GL(n,GF (p)), and these matrices are the only representation
of the additive automorphisms that are intrinsically stored in MAGMA. This fact would
make them a seemingly obvious first choice for the computational process, however for
our purposes a more convenient representation can be found.
4.1 Preliminaries
We now state known definitions and results for LPPs and linearised permutation (LP)
cocycles.
Definition 4.1.1. A linearised permutation polynomial (LPP) of GF (pn) is a polynomial
of the form
L(x) =
n−1∑
i=0
aix
pi ∈ GF (pn)[x]
such that L : GF (pn)→ GF (pn) is one-to-one.
Since L is one-to-one, L ∈ Aut(G). The set of LPPs of GF (pn) constitutes a group,
the Betti-Mathieu group, under the operation of composition modulo xp
n − x, and is
isomorphic to the general linear group GL(n,GF (p)) [50, 7.24]. Consequently the group
of LPPs may be identified with Aut(G).
In order to show a linearized polynomial L(x) is an LPP, it is sufficient to show that x =
0 is the only zero. It is therefore sufficient to show that the degree of gcd(L(x), xp
n−1− 1)
is zero, since then L(x) cannot have any non-zero roots.
Definition 4.1.2. [33, Definition 3.2] Set G = (GF (pn),+) and F = (G,+, ?). Let L be
an LPP of GF (pn). The LP cocycle ψ?L : G×G→ G is
ψ?L(x, y) = L(x) ? y, x, y ∈ G. (4.1)
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The cases with F = GF (pn) are denoted ψL. The cases with monomial L are termed
power cocycles and denoted ψ?i (x, y) = x
pi ? y, i = 0, . . . , n− 1.
Theorem 4.1.3. [29] Every LP cocycle ψ?L is a presemifield multiplication, and the iso-
topism class of (G,+, ?) partitions into the bundles PB(ψ?L), L ∈ Aut(G).
The presemifield (G,+, ψ?L) is isotopic to (G,+, ?) by the isotopism (L, 1, 1).
We will first study the case F = GF (pn). By [33, Equation (8)], two LP cocycles ψL
and ψL′ over GF (q) are in the same bundle if and only if
L′(x) = αθ(L(βθ−1(x))), (4.2)
for some α, β ∈ GF (pn)∗ and Frobenius automorphism θ. Hence L′ and L have the same
degree.
4.2 Bundles of presemifields
Our strategy for enumerating the bundles of LP cocycles derived from field multiplication
is first: to start with a linearised polynomial L and list the n(pn−1)2 linearised polynomials
L′ satisfying (4.2); second: to identify amongst these L′, those which are distinct; and
third: to identify which of them are LPPs. The strategy for enumerating the bundles
where multiplication is not commutative or associative differs from the one given above,
and is outlined in Section 4.4.
The first of these tasks is straightforward. Let L(x) = xp
n−1
+a1x
pn−2+a2x
pn−3+ · · ·+
an−1x be a linearised polynomial over GF (pn). Consider the Frobenius automorphism
θ0(x) = x, θ
−1
0 (x) = x. Then from (4.2),
L0(x) = αθ0(L(βθ
−1
0 (x)))
= α(βp
n−1
xp
n−1
+ a1β
pn−2xp
n−2
+ a2β
pn−3xp
n−3
+ · · ·+ an−2βpx2 + an−1βx).
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Therefore, L0(x) = x
pn−1 + a∗1x
pn−2 + a∗2x
pn−3 + · · ·+ a∗n−2x2 + a∗n−1x if and only if
1 = αβp
n−1
a∗1 = a1αβ
pn−2
a∗2 = a2αβ
pn−3
...
a∗n−1 = an−1αβ.
This gives
α = β−p
n−1
a∗1 = a1β
pn−2−pn−1
a∗2 = a2β
pn−3−pn−1
...
a∗n−1 = an−1β
1−pn−1 .
If we repeat the analysis above for the remaining Frobenius automorphisms θk = x
pk , k =
1, . . . , n− 1, we arrive at
L1(x) = x
pn−1 + (a∗1)
pxp
n−2
+ (a∗2)
pxp
n−3
+ · · ·+ (a∗n−1)px
L2(x) = x
pn−1 + (a∗1)
p2xp
n−2
+ (a∗2)
p2xp
n−3
+ · · ·+ (a∗n−1)p
2
x
...
Ln−1(x) = xp
n−1
+ (a∗1)
pn−1xp
n−2
+ (a∗2)
pn−1xp
n−3
+ · · ·+ (a∗n−1)p
n−1
x
determining linearised polynomials satisfying (4.2), where a∗1 = a1β
(pn−2−pn−1), a∗2 =
a2β
(pn−3−pn−1), . . . , a∗n−1 = an−1β
(1−pn−1), and β ∈ GF (pn)∗. All nonzero scalar multi-
ples of these are also included in our list; L is L0 with β = 1.
Lemma 4.2.1. Let L(x) =
∑n−1
i=0 λix
pi be a linearised polynomial over GF (pn), let β ∈
GF (pn)∗ and let θk(x) = xp
k
, k = 0, . . . , n− 1 be the Frobenius automorphisms. Then the
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list
αLk,β(x) : α, β ∈ GF (pn)∗, k = 0, . . . , n− 1 (4.3)
where
Lk,β(x) = θk(L(βθ
−1
k (x))) =
n−1∑
i=0
(λi)
pk(β)p
k+i
xp
i
(4.4)
contains L = L0,1 and consists of n(p
n − 1)2 linearised polynomials satisfying (4.2) when
n ≥ 2, and p− 1 LPPs when n = 1.
It follows that all n(pn − 1)2 elements in the list (4.3) have exactly the same terms
with coefficient equal to zero, or in other words, they all have coefficient vectors with the
same support. Furthermore, if one element in the list is an LPP, they all are. However,
not all elements in the list need be distinct, and not all L need be permutations.
In [33, Corollary 3.6] the simplest case — of monomial linearised L, which are always
LPPs — is solved. Because the degree of a monomial L is preserved (Lemma 4.2.1),
distinct power cocycles represent distinct bundles, so that, for any n and p, there are
at least n bundles of presemifields, of which one is commutative and n − 1 are non-
commutative.
It is well known that for n = 1, there is in fact only 1 bundle of presemifields of
order p, that containing GF (p) and represented by (commutative) field multiplication
[29]. Previous attempts to enumerate bundles [33] were wholly computational (see Tables
3.1, 3.2). To proceed with our strategy in any higher orders, considerable effort was
expended on computational considerations. Initially, these calculations were performed
in the C programming language, which can be manipulated with extreme efficiency for
vector spaces over GF (2) ∼= Z2. In due time, the results found using the C programming
language enabled a transfer to MAGMA, which is written in C, and which provides many
useful functions far beyond the standard C libraries.
One particular function of MAGMA made it possible to see patterns in the represen-
tatives of the bundles. This was the Sort command, which takes a sequence Q and sorts
terms in increasing order. In the case of polynomials, this is the lexicographical order.
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LPPs are the preferred method for representing Aut(G) when performing computa-
tions in MAGMA for several reasons. Calculations with polynomials are very efficient in
terms of processor time. For example, if P = R[x] is a polynomial ring over the coefficient
ring R, then univariate polynomial f of P is a sum of the form Σdi=0cix
i , with ci ∈ R for
each i. Such a polynomial f is represented internally as the coefficient vector [c0, . . . , cd].
By using this method, the set of LPPs is stored as vectors.
When using MAGMA, the algebraic structure (magmas) to which an object belongs
is called its parent. If two objects share a common parent, then this common parent is
called the universe. Similar magmas are organized into classes known as categories. A
category is a class of magmas satisfying a particular set of axioms and sharing a common
representation. The category to which a magma belongs determines the set of operations
that may be applied to its elements. For any given category, only some of these operators
will be logical.
It is possible to coerce an object into a different parent magma, and this is desirable
in some instances. For example, suppose that the addition of an integer and a rational is
attempted. The integer will be coerced into the rational field, the addition will take place
as a rational-field addition, and the parent of the result will be the rational field. This is
an example of automatic coercion.
One may also manually coerce an element into another universe. It is a simple task to
input into MAGMA a vector of length n with entries from a field GF (pn), and coerce this
into a polynomial ring, with the resulting output being a polynomial of degree n− 1 with
coefficients from GF (pn). This coercion happens at the user level, and the time taken for
this operation is negligible for one such task. When this task is repeated many times, it
must become a consideration in efficient programming techniques. It was found that if
we were to perform calculations using GL(n,GF (p)) as the group of automorphisms, too
many conversions needed to take place at the top (user) level when manipulating (e.g.
coercing) the elements of GF (pn). In contrast, when using polynomials as the additive
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automorphisms these conversions take place at a lower level (e.g. automatic coercion),
and when involved in large loops, result in a dramatic difference in computational time.
Here is a quick example, showing all of the necessary work needed to evaluate (4.2)
for just one Frobenius automorphism pair θ, θ−1 using the general linear group as auto-
morphisms versus that using LPPs as the automorphisms. It should be noted that when
defining the general linear group GL(n, p) in MAGMA, the elements are generated only
as needed, making it difficult to call a single specific automorphism. By generating the
set of LPPs and storing them in a single vector L[ ], individual automorphisms may be
called more easily, e.g. L[1]. The Frobenius automorphisms θ, θ−1 are generated and
stored, just as the LPPs are. Of course, we could call each element of GL(n, p) and store
the individual automorphisms in a vector LGL[ ] prior to use. This is inefficient, as can
be seen here by the work necessary to complete just one L, L′ pair of (4.2). Define the
following variables for use within MAGMA. Let Fp be a finite field order p, Fq a finite field
order pn, let L, L prime be elements from GL(n, p), let theta, theta inv be Frobenius
automorphisms stored in theta[ ], and let alpha, beta be elements in Fq. Let V be a
vector space of dimension n with entries from Fp.
Example 4.2.2.
for j in Fq do
x:=V!Eltseq(j,Fp);
if Fq!Eltseq(x*L_prime)
ne
alpha*Evaluate(theta,
(Fq!Eltseq(V!Eltseq(beta*Evaluate(theta_inv,j),FP)*L)))
then
break;
else
Include;
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end if;
end for;
The main points to note are this: the elements of the Galois Field may be defined
initially as Fq, but an automorphism of these elements cannot be immediately evaluated
using L,L prime. Each element j must in turn be converted to a sequence and coerced
(using the “!” symbol) into a vector space V, and stored in x. The expression ne is the
command in MAGMA for “not equal”. Note there are 3 coercions necessary within the
if statement. Each element must be evaluated on the left and right hand side of (4.2)
and if any individual element fails, the loop is broken.
Polynomial evaluation, on the other hand, is far simpler. Now let L, L prime be LPPs
stored in L[ ]. The remaining variables defined for Example 4.2.2 apply.
Example 4.2.3.
if Evaluate(L_prime,x)
ne
alpha*Evaluate(theta,Evaluate(L,beta*Evaluate(theta_inv,x)))
then
break;
else
Include;
end if;
This can be performed without the need for testing each individual element of the Ga-
lois Field, immediately removing the “for” loop of the first example. This simplification
becomes more efficient as the order of the field increases. Also, the universe of all the
elements involved in the polynomial evaluation is the same, requiring no coercion. Let
q = pn, with p a prime and n an integer. Let
• A(q) : complexity of coercing an element of GF (pn) to a sequence.
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• M(q) : complexity of multiplying an n× n matrix.
• P (q) : complexity of polynomial evaluation of a linearised polynomial degree ≤ q.
• S(q) : complexity of scalar multiplication of a n×n matrix or linearised polynomial
degree ≤ q.
Then Example 4.2.2 has an approximate complexity of
pn(4A(q) + 2M(q) + 2P (q) + 2S(q)),
whilst Example 4.2.3 has an approximate complexity of
4P (q) + 2S(q).
Another reason LPPs are the preferred method for representing Aut(G) is that MAGMA
has many intrinsic functions to manipulate polynomials, such as the Degree, Coefficients
and GCD commands. These helpful commands made it a very simple procedure to generate
the elements of Aut(G), and then to operate on them.
All computations were performed on a Pentium-IV 2.8 GHz processor and utilized 2
GB RAM, running Microsoft Windows XP SP2.
4.3 Bundles in the presemifield isotopism class of
GF(pn)
4.3.1 GF(24) Bundles
Kleinfeld [41] showed that there are 3 isotopism classes of semifields of order 16, and thus
by Theorem 3.2.5 there are 3 isotopism classes of presemifields of order 16. The multipli-
cation in GF (24) is a representative of one class. The Galois Fields are well documented,
however there are several results which are easily confirmed using software. Reproducing
known results is effective for debugging (determining errors in) programming code, and is
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an important step in aiming for new computational results. A quick computation shows
that GF (24) has 4 presemifield automorphisms represented by (θi, θi, θi), where
θi = x
pi , i ∈ 0, . . . , 3.
Also, GF (24) has 60 strong autotopisms represented by the triples (θij, θij, δij), where
δij = α
2jxp
i
, θij = α
jxp
i
, i ∈ 0, . . . , 3, j ∈ 0, . . . , 14,
and 900 autotopisms represented by the triples (τijk, θijk, δijk), where
δijk = α
(j+k)xp
i
, θijk = α
jxp
i
, τijk = α
kxp
i
, i ∈ 0, . . . , 3, j, k ∈ 0, . . . , 14.
The maximum order of any bundle over GF (24) is 900, as seen in Table 4.1.
In Table 3.1 and Table 4.1, representatives for the bundles in the presemifield isotopism
class of GF (2n) for n = 1, 2, 3, 4 are found using the code developed in Appendix B.3 and
Appendix B.4. The representatives differ from those in Table 3.2 for n = 4 because of
the different approach in programming techniques. The representatives found in [33] were
calculated using the Mattson-Solomon transfer, and no specific order was imposed during
the generation of the automorphisms. This subtle difference in the updated approach has
resulted in new representatives of the same presemifield bundles, and consequently a more
recognisable pattern emerging.
Example 4.3.1. The Albert presemifield of order 16, defined in Example 3.1.4 using
c = α, is non-commutative, and is in the isotopism class of GF (24). It must be in a
different bundle from GF (24). In fact, it is in bundle number 3 represented by the LPP
x4, as seen in Table 4.1. The strong isotopism (θ, θ, δ) from the representative presemifield
to the Albert presemifield is given by θ(x) = x and δ(x) = x4 + αx. Using u = 1 we may
define the multiplication in the associated twisted field of order 16 by (3.3). This twisted
field must be in the same bundle as GF (24). The isomorphism (θ, θ, θ) from GF (24) to
the Albert twisted field is θ(x) = α12x8 + α10x2.
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N L(x) Order
1 x 15
2 x2 15
3 x4 15
4 x8 15
5 x4 + αx 150
6 x8 + αx2 150
7 x4 + x2 + x 225
8 x8 + x2 + x 225
9 x8 + x4 + x 225
10 x8 + x4 + x2 225
11 x8 + x4 + x2 + α5x 450
12 x8 + x4 + α5x2 + x 450
13 x4 + x2 + α7x 900
14 x8 + αx2 + αx 900
15 x8 + x4 + α7x 900
16 x8 + x4 + x2 + α3x 900
N L(x) Order
17 x8 + x4 + αx2 + α5x 900
18 x8 + x4 + αx2 + α12x 900
19 x8 + x4 + αx2 + α14x 900
20 x8 + x4 + α3x2 + x 900
21 x8 + x4 + α3x2 + α2x 900
22 x8 + x4 + α3x2 + α5x 900
23 x8 + x4 + α3x2 + α6x 900
24 x8 + x4 + α3x2 + α12x 900
25 x8 + x4 + α5x2 + α2x 900
26 x8 + x4 + α5x2 + α6x 900
27 x8 + x4 + α5x2 + α7x 900
28 x8 + x4 + α7x2 900
29 x8 + x4 + α7x2 + α4x 900
30 x8 + x4 + α7x2 + α10x 900
31 x8 + x4 + α7x2 + α13x 900
32 x8 + x4 + α7x2 + α14x 900
Table 4.1: GF (24) bundle representatives. The columns give the bundle number N , the
LPP representative L(x), and the number of LP-cocycles in the bundle.
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N L(x) Order
p = 5;n = 2
1 x 24
2 x5 24
3 x5 + αx 144
4 x5 + α2x 144
5 x5 + α3x 144
p = 7;n = 2
1 x 48
2 x7 48
3 x7 + αx 384
4 x7 + α2x 384
5 x7 + α3x 384
6 x7 + α4x 384
7 x7 + α5x 384
N L(x) Order
p = 11;n = 2
1 x 120
2 x11 120
3 x11 + αx 1440
4 x11 + α2x 1440
5 x11 + α3x 1440
6 x11 + α4x 1440
7 x11 + α5x 1440
8 x11 + α6x 1440
9 x11 + α7x 1440
10 x11 + α8x 1440
11 x11 + α9x 1440
Table 4.2: GF (p2) bundle representatives, p = 5, 7, 11. The columns give the bundle
number N , the LPP representative L(x), and the number of LP-cocycles in the bundle.
4.3.2 GF(p2) Bundles
Reproduction of the results in [33] for p = 2, 3 (see Table 3.1) resulted in an ability to
extend these for GF (p2), p ≤ 13, and obvious patterns emerged in the representative
LPP for each bundle. The results are given in Tables 4.2 and 4.3, and the observations
made led to the following theorem, which in turn provides an answer for research problem
74 in [29].
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N L(x) Order
p = 13;n = 2
1 x 168
2 x13 168
3 x13 + αx 2352
4 x13 + α2x 2352
5 x13 + α3x 2352
6 x13 + α4x 2352
N L(x) Order
7 x13 + α5x 2352
8 x13 + α6x 2352
9 x13 + α7x 2352
10 x13 + α8x 2352
11 x13 + α9x 2352
12 x13 + α10x 2352
13 x13 + α11x 2352
Table 4.3: GF (132) bundle representatives. The columns give the bundle number N , the
LPP representative L(x), and the number of LP-cocycles in the bundle.
Theorem 4.3.2. The presemifield isotopism class of GF (p2) contains exactly p bundles,
of which one is commutative and p − 1 are non-commutative. The commutative bundle,
containing p2−1 LP cocycles, is represented by field multiplication. One non-commutative
bundle, containing p2− 1 LP cocycles, is represented by the power cocycle ψ1 with L(x) =
xp and the other p − 2 non-commutative bundles, each containing (p2 − 1)(p + 1) LP
cocycles, are represented by the LP cocycles with L(x) = xp+ωix, i = 1, . . . , p− 2, where
ω is a primitive element in GF (p2).
Proof. The bundles containing field multiplication and ψ1 have been classified in [33,
Corollary 3.6]. There are (p2− 1)(p2− p)− 2(p2− 1) = (p2− 1)(p+1)(p− 2) LP cocycles
in the remaining bundles. Suppose PB(ψL) is one of these other bundles. We may assume
L(x) = xp + ax, a ∈ GF (p2)∗, is monic without loss of generality.
Let ψL′ ∈ PB(ψL), and first assume L′(x) = xp + cx, c ∈ GF (p2)∗, is a monic LPP.
Let θ(x) = x. Then by (4.2),
c = β1−pa. (4.5)
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The automorphism θ(x) = xp determines the same set of values c, so there are
|{β1−p : β ∈ GF (p2)∗}| = | < ωp−1 > | = p+ 1
such values. There are p2− 1 non-zero constant multiples of L′ and hence (p2− 1)(p+ 1)
LP cocycles in PB(ψL). Thus there are
(p2 − 1)(p+ 1)(p− 2)
(p2 − 1)(p+ 1) = p− 2
of these other bundles. We show they are represented by Li(x) = x
p + ωix, for i =
1, 2, . . . , p − 2. Since every c ∈ GF (p2)∗ has a unique representation c = (ωk)p−1ωi,
i = 0, 1, . . . , p−2, the result follows from (4.5) if we show these Li are LPPs. If (ωj)p−1 =
−ωi = ω p
2−1
2
+i, i = 0, 1, . . . , p−2 then i = j(p−1)− p2−1
2
+k(p2−1) for some k, implying
that (p− 1)|i, so i = 0. Hence there are no nonzero solutions of xp+ωix = 0 unless i = 0,
the Li are LPPs and x
p + x is not an LPP.
The computational calculations shown in Table 3.1 for p = 2, and the computational
calculations shown in Table 4.2 for GF (p2), where p is a small prime, were also possible
for GF (p3). Results for p = 3 are given in Table 4.4. On the included CD-rom (see
Appendix A), we give results for p = 5, 7, 11. These results once again showed obvious
patterns, and led to the following observations.
4.3.3 GF(p3) Bundles
Linearised polynomials over GF (p3) can have either one, two or three terms, and the
bundles with a monomial LPP representative [33, Corollary 3.6] are fully analysed. Next,
we completely analyse the case of binomial LPPs.
There are three forms of monic binomial linearised polynomial over GF (p3), namely
xp+ bx, xp
2
+ bxp and xp
2
+ bx, b ∈ GF (p3)∗. Analysis is similar in each case; we deal with
L(x) = xp + bx first. Without loss of generality, after division by the leading coefficient
in (4.4) we may assume the non-zero scalar multiples of the monic binomials
Lk,β(x) = x
p + dp
k
x, k = 0, 1, 2
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N L(x) Order
1 x 26
2 x3 26
3 x9 26
4 x3 + x 338
5 x9 + x 338
6 x9 + x3 338
7 x9 + x3 + 2x 338
8 x9 + αx3 + α10x 338
9 x9 + αx3 + α23x 338
N L(x) Order
10 x9 + x3 + αx 1014
11 x9 + x3 + α2x 1014
12 x9 + x3 + α4x 1014
13 x9 + x3 + α7x 1014
14 x9 + x3 + α8x 1014
15 x9 + αx3 + x 1014
16 x9 + αx3 + α4x 1014
17 x9 + αx3 + α5x 1014
18 x9 + αx3 + α11x 1014
Table 4.4: The bundles of GF (33). The columns give the bundle number N , the LPP
representative L(x), and the number of LP-cocycles in the bundle.
where d = bβ(1−p), β ∈ GF (p3)∗, form the list (4.3) of 3(p3 − 1)2 elements.
Let ω be a primitive element of GF (p3) and let H = 〈ωp−1〉, so |H| = p2 + p+ 1. Let
Λ0(x) = {L : L(x) = xp + bhx, h ∈ H},
Λ1(x) = {L : L(x) = xp + bphx, h ∈ H},
Λ2(x) = {L : L(x) = xp + bp2hx, h ∈ H}.
Since xp+ bpHx = xp+ b(bp−1)Hx = xp+ bHx and xp+ bp
2
x = xp+ b(bp+1)p−1Hx = xp+
bHx, we have that Λ0 = Λ1 = Λ2. Thus for each b ∈ GF (p3)∗, there are (p3−1)(p2+p+1)
distinct linearised polynomials of the form xp + bx in the list (4.3).
A similar analysis applies to each of the other two forms xp
2
+bxp and xp
2
+bx of monic
binomial linearised polynomial, noting that ωp
2−p and ωp
2−1 generate the same subgroup
H as ωp−1, since they have the same order [26, Theorem 3.1.1].
It remains to determine when these binomials are LPPs. Consider the polynomial
L(x) = xp + ωix for i = 0, . . . , p − 2. Now, xp + ωix = 0 when x = 0 or xp−1 = −ωi. If
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x = ωk is a solution, then
k =
i
p− 1 +
p2 + p+ 1
2
+ (p2 + p+ 1)n,
which is an integer only when i = p−1
2
. Therefore, xp + ωix is an LPP over GF (p3)
for all i = 0, . . . , p − 2 except i = p−1
2
. Since ωiH, i = 0, . . . , p − 2, are the distinct
left cosets of H, there are exactly p − 2 bundles represented by the LP cocycles with
L(x) = xp + ωix, i = 0, . . . , p− 2, i 6= p−1
2
.
It can similarly be shown that the polynomials xp
2
+ωix and xp
2
+ωixp have non-zero
solutions ωk(p+1) and ωkp respectively when i = p−1
2
, and for all other i = 0, . . . , p − 2
are LPPs. Therefore there are exactly p− 2 bundles represented by the LP cocycles with
L(x) = xp
2
+ ωix, i = 0, . . . , p − 2, i 6= p−1
2
, and p − 2 bundles represented by the LP
cocycles with L(x) = xp
2
+ ωixp, i = 0, . . . , p− 2, i 6= p−1
2
. Each of the 3(p− 2) bundles
defined above contains (p3 − 1)(p2 + p+ 1) LP cocycles.
We collect the above analysis into the following result.
Theorem 4.3.3. The isotopism class of GF (p3) contains
1. [33, Corollary 3.6] exactly 3 bundles, each containing p3−1 LP cocycles, represented
by the monomial (power) cocycles xp
i
y, i = 0, 1, 2 ;
2. exactly 3(p−2) bundles, each containing (p3−1)(p2+p+1) LP cocycles, represented
by the binomial LP cocycles
(xp + ωix)y, (xp
2
+ ωixp)y, (xp
2
+ ωix)y, for i = 0, . . . , p− 2, i 6= p−1
2
.
However, this is not the end of the story. So far we know from Theorem 4.3.3 that the
isotopism class of GF (p3) contains 3(p−1) bundles containing a total of 3(p3−1)+3(p−
2)(p3− 1)(p2+ p+1) = 3(p3− 1)(p3− (p2+ p+1)) LP cocycles defined from monomial or
binomial LPPs. But there are (p3− 1)(p3− p)(p3− p2) LP cocycles altogether to allocate
to bundles.
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We observe computationally that over GF (p3) there are bundles of three types (one
type is missing if p = 2) of which the type represented by the power cocycles and contain-
ing the smallest number p3−1 of LP cocycles is already completely analysed. For simplicity
we refer to the remaining two types as mid-size bundles, which contain (p3−1)(p2+p+1)
LPPs, and maximal size bundles, noting that maximal size bundles contain three times
as many LP cocycles as mid-size bundles. The bundles defined by binomial LPPs are all
mid-size.
From the computational results obtained for the bundles in the presemifield isotopism
class of GF (p3), we make the following proposition.
Proposition 4.3.4. The isotopism class of GF (p3) contains
1. for p = 3, 2p mid-size bundles each containing (p3 − 1)(p2 + p+ 1) LP cocycles and
3p maximal size bundles each containing 3(p3−1)(p2+p+1) LP cocycles for a total
of 2p2 bundles;
2. for p ≤ 11, p ≡ 1 mod 3, p2−2 mid-size bundles each containing (p3−1)(p2+p+1)
LP cocycles and 1
3
(p − 1)(p3 − p2 − 2p + 1) maximal size bundles each containing
3(p3 − 1)(p2 + p+ 1) LP cocycles for a total of 1
3
(p4 − 2p3 + 2p2 + 3p+ 2) bundles;
3. for p ≤ 11, p ≡ 2 mod 3, p2−4 mid-size bundles each containing (p3−1)(p2+p+1)
LP cocycles and 1
3
(p + 1)(p3 − 3p2 + 2p + 1) maximal size bundles each containing
3(p3 − 1)(p2 + p+ 1) LP cocycles for a total of 1
3
(p4 − 2p3 + 2p2 + 3p− 2) bundles.
The aim is to now derive results supporting the conjecture that Proposition 4.3.4
is true for all primes p and identify representatives of simple trinomial form for them.
Much of the work determining trinomial LPP representatives of mid-size bundles is com-
plete, only requiring proof of when such polynomials generated are not LPPs. Finally, a
representative trinomial LPP must be given for maximal size bundles.
First, we count the number of linearised trinomials in any bundle of linearised trino-
mials. Let L(x) = xp
2
+ axp + bx be a linearised trinomial, where a, b ∈ GF (p3)∗. Again,
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after division by the leading coefficient in (4.4) we may assume without loss of generality
that the non-zero scalar multiples of the monic trinomials
Lk,β(x) = x
p2 + cp
k
xp + dp
k
x, (4.6)
for k = 0, 1, 2, β ∈ GF (p3)∗, where c = aβ(p−p2) = a(β1−p)p and d = bβ(1−p2) = b(β1−p)p+1,
form the list (4.3). As before, since H = 〈ωp−1〉 and |H| = p2 + p + 1, there are only
p2+p+1 distinct values of β1−p for β in GF (p3)∗, so that the list αL0,β(x), α, β ∈ GF (p3)∗
contains X = (p3− 1)(p2+ p+1) distinct linearised trinomials, and similarly for the lists
αL1,β(x) and αL2,β(x).
If i 6= j ∈ {0, 1, 2} and there exist β, β∗ ∈ GF (p3)∗ such that Li,β = Lj,β∗ then it is
straightforward to show that there exists β′ ∈ GF (p3)∗ such that Lk,β′ = Li,β = Lj,β∗ for
k 6= i, j. Consequently, there are either X or 3X distinct linearised trinomials in the list
(4.3).
Now, there exist β, β∗ ∈ GF (p3)∗ such that L0,β = L1,β∗ if and only if
aβp−p
2
= (a(β∗)p−p
2
)p and bβ1−p
2
= (b(β∗)1−p
2
)p
if and only if
(β∗)p
2−1 = a1−pβp−p
2
and bβ1−p
2
= bpap
2−pβ1−p
2
. (4.7)
Since β ∈ GF (p3)∗, the second equation in (4.7) holds if and only if b1−p = (a−p)1−p; that
is, if and only if apb is a (p−1)th root of unity ωj(p2+p+1) for some j = 0, . . . , p−2. Putting
a = ωi gives b = ωj(p
2+p+1)−ip.
Therefore, the list defined by L in (4.6) contains X distinct linearised trinomials if
and only if L(x) = xp
2
+ ωixp + ωj(p
2+p+1)−ipx for j = 0, . . . , p − 2 and i = 0, . . . , p3 − 2.
As before, since the distinct left cosets of H = 〈ωp−1〉 are ωiH for i = 0, . . . , p − 2, we
may restrict to these values of i.
Lemma 4.3.5. Let L(x) = xp
2
+ ωixp + ωj(p
2+p+1)−ipx for some j = 0, . . . , p − 2 and
i = 0, . . . , p− 2. Then there are (p3 − 1)(p2 + p + 1) distinct linearised trinomials in the
53
list (4.6) determined by L. Every mid-size bundle represented by a trinomial LP cocycle
is represented by one of these L.
Define
Λ = {L : L(x) = xp2 + ωixp + ωj(p2+p+1)−ipx, i, j = 0, . . . , p− 2}. (4.8)
Not all L ∈ Λ are LPPs. For instance, when p = 3, there are only three such trinomial
LPPs, not 4. In general, if L(x) = xp
2
+ axp + bx, the determinant of
A =

b 1 ap
2
a bp 1
1 ap bp
2

will determine if L is an LPP: if det(A) = 0 then L(x) is not a permutation polynomial.
When a = ωi and b = ωj(p
2+p+1)−ip,
det(A) = m3j−i − 3mj +mi + 1, m = ωp2+p+1. (4.9)
If i = j, there is exactly one solution to (4.9), that is, i = j = 0. Therefore xp
2
+ xp + x
is not an LPP. It has not yet been possible to solve (4.9) for i 6= j in general.
The number of LPPs in Λ is listed in Table 4.5 for p < 100. The second column is the
number of trinomials (p− 1)2 in Λ. Column three gives the number of trinomials that are
LPPs.
It can be seen in Table 4.5 that if p ≡ 1 mod 3 then there are exactly p− 3 trinomials
in Λ that are not LPPs, and if p ≡ 2 mod 3 then there are exactly p− 1 trinomials in Λ
that are not LPPs. This was confirmed for primes p < 150, at which point testing was
stopped.
When programming in MAGMA using the finite fields, there are many options. If the
value of the prime p changes with each iteration, then by far the simplest choice is to allow
MAGMA to use the default irreducible polynomial when defining a field. In this way, one
can just increment the prime number p for the next field of order pn to be analysed. This
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p ≡ 2 mod 3
p No.L ∈ Λ No. Not LPP
5 16 4
11 100 10
17 256 16
23 484 22
29 784 28
41 1600 40
47 2116 46
53 2704 52
59 3364 58
71 4900 70
83 6724 82
89 7744 88
p ≡ 1 mod 3
p No.L ∈ Λ No. Not LPP
7 36 4
13 144 10
19 324 16
31 900 28
37 1296 34
43 1764 40
61 3600 58
67 4356 64
73 5184 70
79 6084 76
97 9216 94
Table 4.5: The number of linearised polynomials of form given in (4.8) which are LPPs
and which are not LPPs, for a prime p < 100.
will result in MAGMA choosing a primitive polynomial for small primes, however as p
approaches 100, this is not always the case. This gives a relatively simple explanation as
to why the calculations were stopped for p > 150. The observations seen in Table 4.5
required a primitive polynomial to be explicitly defined for each GF (p3) above p = 100,
and the pattern of results was already believed to be apparent.
We now conjecture the following result based on the evidence above. We know that
i = j accounts for one case where L ∈ Λ is not an LPP, and allow for this in our conjecture.
Conjecture 4.3.6. If ω is a primitive element of GF (p3) and Λ = {L : L(x) = xp2 +
ωixp + ωj(p
2+p+1)−ipx, i, j = 0, . . . , p− 2, i 6= j} then
1. there are p− 2 trinomials L ∈ Λ that are not LPPs if p ≡ 2 mod 3,
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2. there are p− 4 trinomials L ∈ Λ that are not LPPs if p ≡ 1 mod 3.
If we assume this conjecture to be true, we have the following conjecture supported
by Proposition 4.3.4.
Conjecture 4.3.7. Suppose Conjecture 4.3.6 is true. Then
1. Case p ≡ 2 mod 3. There are p2 − 3p + 2 mid-size bundles represented by LPP
trinomials in Λ, each containing (p3 − 1)(p2 + p + 1) LP cocycles, giving a total of
p2 − 4 mid-size bundles.
There are 1
3
(p + 1)(p3 − 3p2 + 2p + 1) maximal size bundles, with each containing
3(p3 − 1)(p2 + p+ 1) LP cocycles.
Therefore, the total number of bundles is 1
3
(p4 − 2p3 + 2p2 + 3p− 2).
2. Case p ≡ 1 mod 3. There are p2 − 3p + 4 mid-size bundles represented by LPP
trinomials in Λ, each containing (p3 − 1)(p2 + p + 1) LP cocycles, giving a total of
p2 − 2 mid-size bundles.
There are 1
3
(p − 1)(p3 − p2 − 2p + 1) maximal size bundles, with each containing
3(p3 − 1)(p2 + p+ 1) LP cocycles.
Therefore, the total number of bundles is 1
3
(p4 − 2p3 + 2p2 + 3p+ 2).
Conjecture 4.3.7 is supported by our computational results.
4.4 Computational Calculations of Bundles
The initial idea for performing calculations with proper semifields was to make use of
large lookup tables. This involves precomputation, and then accurately storing the data
for later use. To generate the additive automorphisms of GF (24) (of which there are
20,160) in polynomial form, it takes MAGMA approximately 0.3 seconds with the chosen
hardware. In contrast, to generate the additive automorphisms of GF (25) (of which there
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are 9,999,360) in polynomial form, it takes MAGMA approximately 55 seconds. These
must then be written to a hard disk drive (creating a lookup table) for later use, or stored
in RAM for immediate use. Modern hard disk drives have a data transfer rate of 3 Gigabits
per second (approximately 384 Megabytes per second) [55]. Current RAM modules, such
as the standard DDR2 800 MHz seen in most modern desktop computers, make 800 million
data transfers per second, which equates to a data transfer rate of 6400 Megabytes per
second. It is ideal, therefore, to have the LPPs stored in RAM for speed of access. Data
integrity was of prime importance in this instance, and since brand new hardware (i.e.
never previously used) was unavailable, it was decided that using hard disk space to store
tables of additive automorphisms and loading into RAM for computations would prove
inaccurate. Because of this decision, the speed limiting factor of the computational work
was the processor. Due to the nature of the search, it was not advantageous to parallelize
the computations. However, through some algebraic evaluation, a simplification could be
made as follows: Let S = (G,+, ∗) be a semifield with identity 1. From Definition 3.3.2
and Definition 4.1.2, the equation for bundle equivalence can be written as
δ
′
j(x) ∗ y = γ(δi(θ(x)) ∗ θ(y)), (4.10)
where x, y ∈ S and γ, θ, δi, δ′j ∈ Aut(G).
Let x→ θ−1(x) and y → θ−1(y), so that (4.10) can be written as
δj(x) ∗ θ−1(y) = γ(δi(x) ∗ y), (4.11)
where δj(x) = δ
′
j(θ
−1(x)).
Now, set y = α = θ(1) in (4.11), giving
δj(x) = γ(δi(x) ∗ α).
In a similar manner, let δj(x) = 1, so that x = δ
−1
j (1), and (4.11) now gives
θ−1(y) = γ(δi(δ−1j (1)) ∗ y)
= γ(β ∗ y),
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where β = δi(δ
−1
j (1)).
Using both of these expressions, (4.11) now gives
γ(δi(x) ∗ α) ∗ γ(β ∗ y) = γ(δi(x) ∗ y). (4.12)
This must hold for any Semifield S, giving a reduced search space when using computa-
tional methods to find bundle equivalence.
4.4.1 Semifield V Bundles
The 6 semifield automorphisms of semifield V are given in (2.2). Of the corresponding
LP-cocycles, 3 are in bundle number 1 (the bundle with LPP representative x), 2 are in
another bundle and the remaining LP-cocycle is in a third distinct bundle (the strong
isotopisms to the bundle representatives are given in Chapter 6.1.1). This is in direct
contrast to the bundles over GF (pn), where the Frobenius automorphisms, determining
the power cocycles, are representatives of distinct bundles. There are 6 strong autotopisms
of semifield V and 18 autotopisms.
It can be shown computationally that (4.12) holds for all x, y ∈ semifield V only in
the case where α, β ∈ {(u + λ0), u ∈ GF (22)∗}, for a total of 18 distinct γ ∈ Aut(G).
In fact, for semifield V it was shown (computationally) that for each γ, we have α = β,
giving
γ(x ∗ α) ∗ γ(α ∗ y) = γ(x ∗ y),
for α ∈ {(u+ λ0), u ∈ GF (22)∗}, and for all x, y ∈ V , must hold.
This observation provided much a needed reduction in the search space when calculat-
ing the bundles of semifield V . For semifield V , the additive automorphisms that satisfy
(4.12) can be easily calculated, and are
γij(x+ λy) = ω
ixm + λωjym,
where i, j = 0, 1, 2 and m = 1, 2.
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4.4.2 Semifield W Bundles
It was found that the LP-cocycles corresponding to all 3 semifield automorphisms of
semifield W are in bundle number 1 (strong isotopisms to the bundle representatives are
given in Chapter 6.1.1), once again contrasting with the results found for the GF (24) and
semifield V . There are 3 strong autotopisms of semifield W and 108 autotopisms.
Using the software package MAGMA, it can be shown that (4.12) holds for four distinct
cases of α and β, where α, β ∈ W ∗, for a total of 36 distinct γ ∈ Aut(G), for all x, y ∈ W ,
a different situation from that of semifield V . One of the following pairs α, β ∈W must
occur:
α = (ω1, 0), β = (ω2, 0) or α = (ω1, 0), β = (0, ω2)
or α = (0, ω1), β = (ω2, 0) or α = (0, ω1), β = (0, ω2),
where ω1, ω2 ∈ GF (4)∗. This emphasises the greater amount of associativity and commu-
tativity in semifield W than in semifield V . Just as a cut-down was found for semifield
V , the above set of four values provided a much needed cut-down for semifield W . It was
shown computationally that the additive automorphisms that satisfy (4.12) for semifield
W are
γij(x+ λy) = ω
ixm + λωjym
and
γij(x+ λy) = ω
iym + λωjxm,
where i, j = 0, 1, 2 and m = 1, 2. Armed with this information, the search for the bundles
of semifield W was a far easier task.
In Table 4.7, the distributions of the differing orders of presemifield bundles are shown
for semifield V and semifield W , and a detailed list of all bundle representatives for these
two semifields is provided on the CD-rom (see Appendix A) included with this thesis.
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Note that there are many more presemifield bundles than semifield bundles; the max-
imum number of semifield bundles possible for V would be 18 and for W would be 5.
4.4.3 Tabulated Results
As well as providing another representation for the bundles in the presemifield isotopism
class ofGF (2n), n = 4, using LPPs as the representation of Aut(G) simplified determining
a complete set of representatives for n = 5. In Table 4.6, the first 15 bundles for n = 5 are
given, along with representatives for each. The remaining 2079 bundles, those of maximal
size, are given in the attached CD-rom (see Appendix A). We note by observation that
LPPs over GF (25) may have either one, three or five terms. The power cocycles make
up the representatives of the smallest order bundles in the presemifield isotopism class of
GF (25). Trinomials with monic terms make up the representatives of the mid-size bundles,
and there are
(
5
3
)
ways of choosing such trinomials, all of which appear as representatives.
We have calculated the bundles in the presemifield isotopism class of GF (34), and it
was found that there are 6 different orders of bundle sizes. In GF (34), LPPs may have
one, two, three or four terms, which contributes to the increase in numbers of orders found
as opposed to the three different orders of bundle sizes in the presemifield isotopism class
of GF (25).
The largest proper semifield for which we could calculate the bundles in the associated
isotopism class is the case of Albert’s Twisted Field of order 27. The representatives of
the bundles are provided on the attached CD-rom (see Appendix A).
Attempts to calculate the bundles for presemifield isotopism classes larger than those
given here proved computationally infeasible. As an example, the order of the group of
LPPs needed for performing calculations with GF (26) is approximately 2 × 1010. When
calculating bundles in the presemifield isotopism class of proper semifields, the com-
putational cut-downs were not as efficient as with the Galois Field cases. We found
it computationally infeasible to calculate the bundles for the cases of Albert’s Twisted
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N L(x) Order
1 x 31
2 x2 31
3 x4 31
4 x8 31
5 x16 31
6 x4 + x2 + x 961
7 x8 + x2 + x 961
8 x8 + x4 + x 961
9 x8 + x4 + x2 961
10 x16 + x2 + x 961
11 x16 + x4 + x 961
12 x16 + x4 + x2 961
13 x16 + x8 + x 961
14 x16 + x8 + x2 961
15 x16 + x8 + x4 961
Table 4.6: GF (25) bundle representatives with 31 and 961 elements. The columns give
the bundle number N , the LPP representative L(x), and the number of LP-cocycles in
the bundle.
Fields of order 32, for Knuth’s binary semifield of order 32, and the Dickson commutative
semifields, though the code is provided in Appendix B.
The results shown in Table 4.7 provide the number of bundles and the number of
LP-cocycles in each. The third column gives the number of bundles in each isotopism
class. Column 4 lists the number of LPPs; that is, No.L = |Aut(G)| = (pn − 1)(pn −
p) · · · (pn − pn−1). The final column gives the distribution of LP cocycles within bundles:
the notation kik there means ik bundles contain k LP cocycles, so
∑
ik is the number of
bundles and
∑
kik = |Aut(G)|. All computations were performed using MAGMA.
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p Isotopism No. PB No. L Distribution of L into bundles
Class Total
n = 1
p GF (p) 1 p− 1 (p− 1)1
n = 2
p GF (p2) p (p2 − 1)(p2 − p) (p2 − 1)2, ((p2 − 1)(p+ 1))p−2
n = 3
2 GF (8) 4 168 73, 1471
3 GF (27) 18 11, 232 263, 3386, 10149
3 Albert(27) 1878 11, 232 29, 61869
5 GF (125) 146 1, 488, 000 1243, 384421, 11532122
7 GF (343) 612 33, 784, 128 3423, 1949447, 58482562
11 GF (1331) 4084 2, 124, 276, 000 13303, 176890117, 5306703964
n = 4
2 GF (16) 32 20, 160 154, 1502, 2254, 4502, 90020
2 V 1190 20, 160 38, 629, 988, 181065
2 W 224 20, 160 63, 92, 183, 276, 3613, 5434, 108163
3 GF (81) 1946 24, 261, 120 804, 8002, 16006, 320018, 640052, 128001864
n = 5
2 GF (32) 2094 9, 999, 360 315, 96110, 48052079
Table 4.7: Numbers of presemifield bundles in a presemifield isotopism class. The columns
give the prime p, the presemifield isotopism class, the total number of presemifield bundles
in the isotopism class, the number of LP-cocycles in the isotopism class, and the distri-
bution of the total number of LP-cocycles. The notation ik is interpreted as k bundles
with i LP-cocycles within the bundle.
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4.5 Future Work
There are 6 strong autotopisms of semifield V and 18 autotopisms. There are 3 strong
autotopisms of semifield W and 108 autotopisms. The equality seen in GF (24) between
the maximum bundle order and the number of autotopisms presents itself again when
considering bundles over semifield V and semifield W . The order of the largest bundle
over semifield V is 18, and the order of the largest bundle over semifield W is 108. A
naturally arising question is to ask if we can generalise the pattern between a semifield’s
multiplication and its bundle sizes.
The Cauchy-Frobenius Lemma [40, 2.1.1] states the number of orbits of a finite group
G that acts on a finite set X is equal to the average number of fixed points.
Lemma 4.5.1. Let H be a finite group acting on a finite set X. Let N equal the number
of different orbits of H and let F (α) = {x ∈ X | xα = x}. Then
N = (1/|H|)
∑
α∈H
|F (α)|.
In our case, for each semifield (G,+, ?), H = Aut(G)2 is the group of strong isotopisms,
X is the set of presemifields (G,+, ψ?L) such that L is an LPP, and N is the number of
bundles in the semifield isotopism class. The stabilizer S(x) of x ∈ X is S(x) = {α ∈
H|xα = x}, the group of strong autotopisms of x, and x lies in F (α) if and only if α is
an element of S(x).
Knuth [44, (3.13)] also gives a formula linking the number of autotopisms of all ternary
rings T ′ isotopic but not isomorphic to a given ternary ring T . If n is the number of
elements in T and h is the order of the autotopism group of T , then
(n− 1)2 =
∑
T ′
h
k(T ′)
, (4.13)
where k(T ′) is the number of autotopisms of T ′. The formula is then used to confirm the
number of autotopisms of semifield V and W .
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Through consideration of the action on the LPPs, the author believes that a formula
similar to (4.13) should exist for the number of bundles in an isotopism class, and, together
with Lemma 4.5.1, give an upper bound on the number of presemifields in a bundle. This
is proposed as future work.
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Chapter 5
Applications of Presemifield Bundles
The results of this Chapter have been published in the Proceedings of the International
Workshop on Coding and Cryptography [31] and in Designs, Codes and Cryptography
[30], co-authored with K. J. Horadam. The theoretical results in this Chapter are not
new. The computational work is my own.
Cocycles are functions arising naturally in many areas of mathematics and may be
used to search for good high-distance error-correcting codes, low-correlation sequences and
functions with strong nonlinearity properties for coding and cryptographic applications.
In particular, the orthogonal cocycles over Znp form a structured space within which to find
generalised Hadamard matrices and codes, relative difference sets and finite presemifields.
Cocycles fall into equivalence classes called bundles within which these desirable properties
are invariant. The LP-cocycles and their bundles which are the subject of the previous
Chapter, are examples.
Error correcting codes are essential in transmitting digital information, however to
achieve error correction, more information must be transferred than is strictly needed.
The goal of any code is simple: the ability to send a large number of different messages,
to correct many errors, and to achieve this with the minimum code length. Commutative
semifields of order 2n can be used to produce extremal Z4−linear codes [36, p. 112]. The
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multiplication tables of finite presemifields may be used in the construction of infinite
classes of generalised Hadamard matrices, which in turn can be used to construct q-ary
Hadamard codes meeting the generalised Plotkin bound. These codes are used for such
purposes as signal separation, error correction and cryptography.
We have already shown in Chapter 4 that presemifield isotopism classes of presemi-
fields will partition into finer equivalence classes called bundles, and have proven results
for the number of bundles in the presemifield isotopism class of GF (p2). Further, we
have given representative polynomials of the minimal size and mid-size bundles in the
presemifield isotopism class of GF (p3) whenever the polynomial determines an LPP, and
have computed the numbers of bundles for all Galois Fields of order p3 for 2 ≤ p ≤ 11. In
[29, Lemma 9.46], Horadam shows that for Class A Hadamard codes, it is the isotopism
class of a semifield alone that determines an equivalence class of each type, and therefore
the presemifields in distinct bundles in an isotopism class cannot produce distinct code
equivalence classes. However, this is not necessarily the case for Class B and Class C
Hadamard codes, and this is a potential area of future research.
In this Chapter we focus on applications where different bundles in an isotopism class
have different properties. We note that bundles preserve measures of resistance to differ-
ential and linear cryptanalysis by linking them to relative difference sets and transversals.
In particular, equivalence classes of transversals (adapting the definition of equivalence
used for relative difference sets, which are special types of transversal) determine equiv-
alence classes of cocycles (bundles) which preserve differential distributions. We demon-
strate that distinct bundles of presemifields will differentiate between classes of functions
of distinct differential uniformity. Techniques for producing functions with low differen-
tial uniformity, including PN functions (p odd), and APN and differentially 4-uniform
functions (p = 2) are developed in this Chapter.
Many authors have focused on the class of power functions φ(x) = xd over GF (pn) in
the search for highly nonlinear functions. Here we show that application of the diagonal
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map to cocycles with ψ(x, y) = λ(x) ∗ ρ(y), where λ, ρ are LPPs and ∗ is the multiplica-
tion in a presemifield of order pn, does indeed give PN, APN and many other functions
with low average differential uniformity. The resulting functions φ(x) = λ(x) ∗ ρ(x) are
all Dembowski-Ostrom (DO) polynomials (up to a linearised summand) and are usu-
ally not power functions. (A familiar instance which does give a power function is field
multiplication x y, whose diagonal is φ(x) = x2). Their bundles can be studied through
corresponding bundles of presemifields.
5.1 Presemifields, Cocycles and Relative Difference
Sets
We present here background in presemifields, cocycles and relative difference sets (see
[27, 29] for details.
Let H be a finite group with identity 1 and let C be an additively written finite abelian
group. Let UC1(H,C) = {f : H → C} be the set of all functions from H to C, and let
C1(H,C) = {f : H → C, f(1) = 1} be the subset of all normalised functions from H to
C.
Definition 5.1.1. A (2-dimensional normalised) cocycle (with trivial action) is a mapping
ψ : H ×H → C satisfying
ψ(1, 1) = 0; ψ(x, y) + ψ(xy, z) = ψ(x, yz) + ψ(y, z), ∀x, y, z ∈ H. (5.1)
A cocycle is naturally displayed as a H-cocyclic matrix ; that is, a square matrix Mψ
whose rows and columns are indexed by the elements of H under some fixed ordering,
and whose entry in position (x, y) is ψ(x, y). The set Z2(H,C) of cocycles over H with
values in C is an abelian group under pointwise addition.
Each φ ∈ C1(H,C) determines a function ∂φ(x, y) = φ(xy) − φ(x) − φ(y) called a
coboundary. A coboundary is the simplest class of cocycle. The subgroup of coboundaries
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is denoted B2(H,C), and the coboundary mapping ∂ : C1(H,C) → B2(H,C) mapping
φ to ∂φ is a group homomorphism with kernel ker(∂) = Hom(H,C). In the reverse
direction to the coboundary mapping ∂ : C1(H,C) → Z2(H,C) is the diagonal mapping
D : Z2(H,C)→ C1(H,C), where Dψ is defined by Dψ(x) = ψ(x, x).
Every cocycle ψ ∈ Z2(H,C) determines an extension group Eψ which is the set Eψ =
C ×H with the group operation (a, x)(b, y) = (a+ b+ ψ(x, y), xy).
A cocycle which is a homomorphism on either coordinate (and hence on both co-
ordinates, by (5.1) ) is called multiplicative. A cocycle ψ satisfying ψ(x, y) = ψ(y, x)
for all x, y ∈ H is called symmetric. The symmetrisation ψ+ of ψ, given by ψ+(x, y) =
ψ(x, y)ψ(y, x), is a symmetric cocycle, and then the symmetrisation mapping
S+ : Z2(G,C) → S2(G,C), given by S+(ψ) = ψ+, is a group homomorphism. We
set S2+(G,C) = S
+(Z2(G,C)).
A cocycle ψ is orthogonal if and only if for each x 6= 1 ∈ H, ψ(x, y) = a has an equal
number of solutions y ∈ H for each a ∈ C.
It is the multiplicative orthogonal cocycles that are the principal focus of this thesis.
Next we link multiplicative orthogonal cocycles to presemifields.
Theorem 5.1.2. [29, Theorem 9.32] Suppose H is an additively written finite abelian
group and let ψ ∈ Z2(H,H). Then ψ is multiplicative and orthogonal if and only if
(H,+, ψ) is a presemifield.
It follows that H in Theorem 5.1.2 is ∼= Znp for some prime p and positive integer n.
In this case we know the structure of the group of cocycles.
Proposition 5.1.3. [29, Theorem 6.13, Corollary 6.16] Let n ≥ 1 and set N = pn +(
n
2
)− 1, with (n
2
)
= 0 if n = 1. Then Z2(Znp ,Znp ) ∼= (Znp )N .
In order to understand the work that follows, we state the definition of a (normal)
relative (v, w, k, λ)-difference set (RDS), due to Elliot and Butson [21].
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Definition 5.1.4. A relative (v, w, k, λ)-difference set in a finite group E of order vw
relative to a normal subgroup N of order w, is a k-element subset R = {r1, . . . , rk} of E
such that the multiset of quotients rir
−1
j of distinct elements ri, rj of R, i 6= j, contains
each element of E \N exactly λ times, and contains no elements of N .
In Section 5.3 below, we will explain the link between bundles of cocycles and bundles
of presemifields. We will need the following collection of equivalences. This is the case
H = C = Znp of [27, Theorem 1].
Theorem 5.1.5. [27, Theorem 1](Equivalence Theorem) Let ψ ∈ Z2(Znp ,Znp ). Then the
following are equivalent:
• the cocycle ψ is orthogonal
• Rψ = {(1, a), a ∈ Znp} ⊂ Eψ is a relative (pn, pn, pn, 1)−difference set relative to the
central subgroup Znp × {1}
• Mψ is a generalised Hadamard matrix GH(pn, 1).
A polynomial f ∈ GF (pn)[x] is called planar, or perfect nonlinear (PN) if the difference
polynomial f(x+ a)− f(x)− f(a) is a permutation polynomial over GF (pn). This is the
same as saying the coboundary ∂f : Znp → Znp is orthogonal.
Theorem 5.1.6. [29, Theorem 9.33] Set G = (GF (pn),+), let ψ ∈ Z2(G,G) be mul-
tiplicative and orthogonal, let Eψ be its extension group and let F be the presemifield
F = (G,+, ψ). Then
1. Eψ is abelian if and only if ψ is symmetric if and only if F is commutative;
2. Eψ has exponent p if p > 2 and exponent 4 with 2
n(2n − 1) elements of order 4 if
p = 2;
3. if p is odd and ψ is symmetric then ψ = ∂φ ∈ B2(G,G) and φ is planar.
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5.2 The Number of Orthogonal Cocycles over Zn2
In [49, §7.2], LeBel conjectures that when 2 ≤ n ≤ m < ∞, all orthogonal cocycles in
Z2(Zm2 ,Zn2 ) are multiplicative. He showed it is true for m = 3, 4. If true, this would mean
every orthogonal cocycle in Z2(Zn2 ,Zn2 ) determines a presemifield, and vice versa, and we
would have another technique for computing all the equivalent objects in Theorem 5.1.5.
LeBel also proposes an algorithm for counting these, and proceeds by using GL(n, 2)
to calculate the number of multiplicative orthogonal cocycles for m = 3, 4, stating that
it was “computationally too difficult” to consider m = 5. The number of multiplicative
orthogonal cocycles in Z2(Z32,Z32) was found to be 96,768 and the number of multiplicative
orthogonal cocycles in Z2(Z42,Z42) was calculated to be 2, 160, 666, 869, 760 ∼= 2.2× 1012.
By using LPPs, this result was duplicated, and it was hoped that the improved effi-
ciency they give would permit an attempt to count the number of multiplicative orthogonal
cocycles in Z2(Z52,Z52). However, this also proved beyond the capabilities of the algorithm
suggested, and development of a more efficient algorithm remains as future work.
5.3 Relative Difference Sets over Znp
Each cocycle ψ ∈ Z2(H,C) belongs to a natural equivalence class, called a bundle B(ψ),
which may be defined as
B(ψ) = {(γ ◦ (ψ · s) ◦ (θ × θ) : θ ∈ Aut(H), γ ∈ Aut(C), s ∈ H}, (5.2)
where the shift action is given by
(ψ · s)(x, y) = ψ(sx, y)− ψ(s, y), x, y ∈ H.
The significance of (5.2) arises from the following definition and theorem.
Definition 5.3.1. [28, Definition 2.1] Let T, T ′ be transversals of the isomorphic normal
subgroups N, N ′, respectively, in E. Define T and T ′ to be equivalent if there exist
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α ∈ Aut(E) and e ∈ E such that α(N) = N ′ and T ′ = e · α(T ). Denote the equivalence
class of T in E by [T ].
Theorem 5.3.2. [28, Theorem 3.2] Let T and T ′ be normalised transversals in E of the
central subgroups N, N ′ isomorphic to C, respectively, for which E/N ∼= E/N ′ ∼= H.
Let ψT and ψT ′ be the corresponding cocycles. Then [T ] = [T
′] if and only if there exist
automorphisms γ ∈ Aut(C) and θ ∈ Aut(H) and an element a ∈ H such that
ψT = γ ◦ (ψT ′ · a) ◦ (θ × θ).
By the Equivalence Theorem 5.1.5, ψT is orthogonal if and only if the transversal T is
an RDS. Combining this result with Theorem 5.3.2 allows us to link bundles of cocycles
to equivalence classes of RDS.
Theorem 5.3.3. [29, Corollary 8.12] Bundles of orthogonal cocycles in Z2(Znp ,Znp ) are
equivalent to equivalence classes of (pn, pn,Znp , Eψ∗L ,Z
n
p , ψ
∗
L)−RDS.
The results of the previous Chapter immediately give the following theorems.
Theorem 5.3.4. The complete sets of distinct equivalence classes of
(pn, pn,Znp , Eψ∗L ,Z
n
p , ψ
∗
L)−RDSs for pn = 16 and for pn = 27 are given in Table 4.1,
Table 4.4 and on the CD-rom (see Appendix A) included with this thesis.
Theorem 5.3.5. The complete sets of distinct equivalence classes of
(p2, p2,Z2p, Eψ∗L ,Z
2
p, ψ
∗
L)−RDSs is determined by Theorem 4.3.2.
Research Problem 50 [29, §8.3] is now solved for p2 and the cases pn = 16 and pn = 27,
except for determining the isotype of Eψ∗L . Further, Research Problem 53 asks the follow-
ing: if H = C = Znp , is the number of equivalence classes of central (pn, pn, pn, 1)−RDSs
always a power of p? For the case p = 2, we now have an answer to this question. Ta-
ble 4.7 lists the numbers of distinct bundles of presemifields of order pn = 16. As we
saw in the previous Section, orthogonal cocycles on Z42 are multiplicative and there are
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32 + 1190 + 224 = 1446 bundles of multiplicative orthogonal cocycles on Z42, but this is
not a power of 2. The case n = 5 shows it is not true even if we restrict to bundles in the
isotopism class of GF (pn) alone, since the number of bundles is not a power of 2.
5.4 Nonlinear Functions over Znp
In this Section we link bundles of coboundaries to corresponding equivalence classes of
functions, and apply the results of the previous Chapter to APN functions. The proof of
Lemma 5.4.8 is by this author.
When ψ = ∂φ, we may define the equivalence class (5.2) on coboundaries as
B(∂φ) = {(γ ◦ (∂φ · s) ◦ (θ × θ) : θ ∈ Aut(H), γ ∈ Aut(C), s ∈ H}.
Next, we explain the link between bundles of coboundaries and bundles of functions.
If the coboundaries ∂φ and ∂ϕ are bundle equivalent, then by (5.2) we have that
∂φ = γ ◦ (∂ϕ · s) ◦ (θ × θ)
= ∂(γ ◦ (ϕ · s) ◦ θ), θ ∈ Aut(H), γ ∈ Aut(C), s ∈ H.
Hence B(∂φ) = B(∂ϕ) if and only if
φ = (γ ◦ (ϕ · s) ◦ θ) + χ, where χ ∈ Hom(H,C).
From this relationship between the two functions φ and ϕ, we obtain an equivalence class,
and hence we may extract from B(∂φ(x, y)) its associated bundle b(φ(x)).
Definition 5.4.1. Two functions φ, ϕ ∈ C1(H,C) are equivalent if there exist s ∈ H,
θ ∈ Aut(H), γ ∈ Aut(C) and χ ∈ Hom(H,C) such that
ϕ(x) = γ
(
φ(θ(x) + s)− φ(s))+ χ(x), x ∈ H. (5.3)
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Just like their 2-dimensional counterparts, these equivalence classes are termed bundles;
that is, the bundle b(φ) of φ is
b(φ) =
{
(γ◦(φ(x+s)−φ(s))◦θ)+χ : χ ∈ Hom(H,C), θ ∈ Aut(H), γ ∈ Aut(C), s ∈ H}.
(5.4)
Definition 5.4.2. Two functions f ′, f ∈ UC1(H,C) are affine bundle equivalent if their
normalisations f ′ · 1, f · 1 ∈ C1(H,C) are equivalent; that is, if there exist s ∈ H,
θ ∈ Aut(H), γ ∈ Aut(C) and χ ∈ Hom(H,C) such that
f ′(x) = γ
(
f(θ(x) + s)
)
+ χ(x)− (f ′(1) + γ(f(s)), x ∈ H. (5.5)
The affine bundle bˆ(f) of f ∈ UC1(H,C) is
bˆ(f) = {f ′ ∈ UC1(H,C), f ′ · 1 ∈ bˆ(f · 1)}. (5.6)
Recently, much work has gone into determining the precise correspondence between
affine bundles and the definitions of EA-equivalence and CCZ-equivalence.
In [13] a definition of equivalence was introduced, namely Carlet-Charpin- Zinoviev
(CCZ)-equivalence, which partitions a set of functions into classes with the same nonlin-
earity and differential uniformity but not necessarily the same algebraic degree. Let
Sφ = {(φ(x), x) : x ∈ Zn2}. Two functions φ, ϕ are CCZ-equivalent if there exist
α ∈ Aut(GF (22n)) and e ∈ Z2n2 such that
α(Sφ) = eSϕ.
In [11] two functions f, f ′ : Zn2 → Zn2 are called extended affine (EA) equivalent if there
exist χ ∈ Hom(Zn2 ,Zn2 ), θ, γ ∈ Aut(Zn2 ), a, s ∈ Zn2 such that
f ′(x) = γ(f(s+ θ(x))) + χ(x) + a, forall x ∈ Zn2 .
EA-equivalent functions have the same nonlinearity, differential uniformity and, for
functions of algebraic degree ≥ 2, the same algebraic degree.
The next lemma shows that for functions over GF (2n), affine bundles coincide with
EA-equivalence classes [30]. It is noted that CCZ-equivalence is not the same as isotopism.
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Lemma 5.4.3. [30, Lemma 1] Two functions f, f ′ : Zn2 → Zn2 are EA-equivalent if and
only if bˆ(f) = bˆ(f ′).
Definition 5.4.4. A function φ : GF (2n) → GF (2n) is almost perfect nonlinear (APN)
if for every non-zero c ∈ GF (2n) and every a ∈ GF (2n) the equation φ(x) + φ(x+ c) = a
has at most two solutions in x.
APN functions were introduced by Nyberg [54], where functions intended to be robust
against differential cryptanalysis were considered. Four requirements were outlined as
desirable:
1. High nonlinearity, large distance from linear functions,
2. High nonlinear order, the degrees of the outputbit functions are large,
3. Resistance against the differential cryptanalysis,
4. Efficient construction and computability.
Until recently, the only known classes of APN functions were power functions. The six
power families (up to affine equivalence) were the Gold, Kasami, Welch, Niho, Dobbertin
and Inverse APN functions. Several new families not represented by power functions are
given in [9, 20, 11, 10, 7]. For an overview of recent research see [7].
Through the use of computational packages, Brinkmann and Leander [8] recently
completed an exhaustive enumeration (up to affine, EA and CCZ-equivalence) of all APN
functions for n ≤ 5. The hope was that this would provide new examples upon which
theory could be established, and the search proved fruitful for n = 4 and n = 5, see [8,
Theorem 6].
Affine equivalence preserves the difference distribution of a function.
Definition 5.4.5. The difference distribution D(f) of a function f : H → C is given as
follows:
D(f) = {|{y ∈ H : f(x+ y)− f(y) = a}| : a ∈ C, for x ∈ H}.
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The difference distribution is an invariant of its affine bundle [29, Theorem 8.24]. The
differential uniformity ∆f of a function f is the maximum of these difference distributions.
Definition 5.4.6. The differential uniformity ∆f of a function f is given as follows:
∆f = max{|{y ∈ H : f(x+ y)− f(y) = a}| : x ∈ H, a ∈ C, x 6= 1}.
Consequently, an affine bundle containing one PN (respectively APN, differentially ∆-
uniform) function, for example, consists entirely of PN (respectively APN, differentially
∆-uniform) functions. This invariance is an obvious requirement of any definition of
equivalence for functions intended to be robust against differential cryptanalysis.
Non-uniform distributions with differential ∆-uniformity always have a certain propor-
tion of their frequencies less than ∆, and those with a high proportion of low frequencies
may still be of cryptographic interest. The average of the maximum frequencies for each
x 6= 1 was introduced in [31] as a simple measure of this proportion. The average differ-
ential uniformity of a function f : H → C is
∆f =
( ∑
x 6=1∈H
max
a∈C
{|{y ∈ H : f(x+ y)− f(y) = a}|)/(|H| − 1);
it is easy to check this is also an affine bundle invariant.
Definition 5.4.7. A mapping φ : GF (pn)[x]→ GF (pn)[x] is a Dembowski-Ostrom (DO)
polynomial if, when reduced modulo xp
n − x, it is of the form
φ(x) =
n−1∑
j=0
j∑
i=0
λij x
pi+pj , λij ∈ GF (pn); if p = 2, λii = 0, i = 0, . . . n− 1. (5.7)
In [5], Batten (et al.) have used a coboundary from any function f : G→ G to define a
multiplication on G by x?y = ∂f(x, y). They then give necessary and sufficient conditions
on f for this ? to distribute over + and call the result a “ring”. For G = Z2p and p odd, they
show there are six distinct classes of commutative “rings” of order p2. A DO polynomial
representing the equivalence class of DO polynomials over GF (p2) which determines each
“ring” is given. These six are X2, Xp+1, Xp+1 +X2, X2p −X2, X2p − 2Xp+1 +X2 and
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X2p+αXp+1+X2, where α is a primitive element of GF (p2). The first of these determines
a semifield (S,+, ?f ) with multiplication x ?f y = f(x + y) − f(x) − f(y) = xy, so is in
fact GF (p2). In general, the others are nonassociative rings with zero divisors, as has
been checked computationally for p = 3, 5. Hence there is no inconsistency with Theorem
4.3.2.
Construction of proper semifields can be defined using planar DO polynomials, in
which case the resulting semifield (of odd order) will be commutative, as seen by Theorem
5.1.6. No presemifield of order 2n can have multiplication equal to a coboundary, since
there are no planar functions between groups of even order. In [16], planar polynomials
were used to define new translation planes of type II in the Lenz-Barlotti classification.
In [7], a new quadratic quadrinomial APN function is given by using the coboundary
∂φ from the DO polynomial φ = u2
k
x2
−k+2k+s + ux2
s+1 + vx2
−k+1 + wu2
k+1x2
k+s+2s , with
certain constraints on integers s, k and on u, v, w ∈ GF (23k).
In the remainder of this Section, let G = (GF (2n),+) ∼= Zn2 and C = (GF (2m),+) ∼=
Zm2 , n ≥ m ≥ 1, both written additively. The following results are straightforward to
check, since G and C have exponent 2, so for all s ∈ G, D(ψ · s) = (Dψ) · s. The fact that
D preserves bundles of cocycles, irrespective of whether they are multiplicative or not, is,
however, a special property of this binary case.
Lemma 5.4.8. [30, Lemma 2] Let G = C = (GF (2n),+), let θ, γ ∈ Aut(G) and let
s ∈ G.
1. Let λ be a linearised polynomial. Then λ · s = λ and γ ◦ (λ · s) ◦ θ is linearised.
2. Let φ be a DO polynomial. Then there is a DO polynomial φˆ and a linearised
polynomial λˆ such that γ ◦ (φ · s) ◦ θ = φˆ+ λˆ.
3. The bundle of a quadratic polynomial contains only quadratic polynomials.
Proof. 2. Set φ ◦ θ = φ′ + λ′, where φ′ is DO and λ′ is linearised. Then φ′ · s = φ′ + λ′′
where λ′′ is linearised. Finally set φˆ = γ ◦ φ′ and λˆ = γ ◦ (λ′ + λ′′).
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In Chapter 4, the focus was to partition the presemifield isotopism class of a semifield
into its bundles. Presemifields of even order cannot give rise to perfect nonlinear functions
from their multiplication because the multiplication cannot be a coboundary. This is in
contrast to the odd case. Usually, the diagonal mapping D does not preserve bundles, but
for multiplicative cocycles, it does. Now, we apply the diagonal map to representatives
of the bundles of presemifield multiplications to determine a source of functions φ(x) =
λ(x) ∗ ρ(x) with low differential uniformity. We may choose only one such function from
each bundle, as their difference distributions are bundle invariants. The distributions
calculated here can be constructed using the SetToMultiset command in MAGMA.
Proposition 5.4.9. By computation, for the multiplications ∗ of semifield W and V ,
φ(x) = x ∗ x has differential uniformity 16. However each semifield is isotopic to non-
commutative presemifields with multiplications which have an APN diagonal mapping.
We tested the 20 bundles of APN functions derived from semifield W and the 59
derived from semifield V (see Table 5.4), rewriting a representative diagonal mapping
from each as a DO polynomial using the polynomial interpolation function in MAGMA.
These polynomials need not be inequivalent, because the diagonal mapping, even though
it preserves bundles, is not injective. All fell into a single bundle.
Proposition 5.4.10. There is only one EA-equivalence class of APN functions φ : Z42 →
Z42 of the form φ(x) = λ(x) ∗ x, where λ is an LPP and ∗ is a presemifield multiplication,
namely b(φ), φ(x) = x3.
This agrees with the recent computational result of Brinkmann and Leander [8, Table
2] that there are exactly 2 EA-equivalence classes of APN functions over GF (24), only
one of which (b(φ)) contains DO functions. After removal of its linear summand, their
second class is represented by the 9-nomial with algebraic degree 3
φ2(x) = x
14 + x13 + α4x12 + x11 + α10x10 + α14x9 + x7 + α8x5 + α14x3.
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p No. Bundles L(x) D(DψL) ∆ ∆
3 1 x 8(19) 1 1
1 x3 + αx 4(19), 4(33) 3 2
1 x3 8(33) 3 3
5 2 x, x5 + α3x 24(125) 1 1
2 x5 + αx, x5 + α2x 16(125), 8(55) 5 2.33
1 x5 24(55) 5 5
7 3 x, x7 + αix, i = 2, 3 48(149) 1 1
3 x7 + αix, i = 1, 4, 5 36(149), 12(77) 7 2.5
1 x7 48(77) 7 7
11 5 x, x11 + αix, i = 2, 3, 4, 7 120(1121) 1 1
5 x11 + αix, i = 1, 5, 6, 8, 9 100(1121), 20(1111) 11 2.67
1 x11 120(1111) 11 11
13 6 x, x13 + αix, i = 2, 3, 5, 10, 11 168(1169) 1 1
6 x13 + αix, i = 1, 4, 6, 7, 8, 9 144(1169), 24(1313) 13 2.71
1 x13 168(1313) 13 13
Table 5.1: Diagonal bundle distributions from GF (p2), p ≤ 13 odd. The columns give the
prime p, the number of bundles with each distribution, and the bundle representative L(x).
D(DψL) specifies the difference distribution of the diagonalisation of the presemifield mul-
tiplication. The notation k(ij) means that for each of k values x 6= 0 ∈ G = (GF (pn),+),
j elements of G occur with frequency i in the differential defined in Definition 5.4.5. The
final columns list the maximum of these distributions and the average of these distribu-
tions.
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No. Bundles L(x) D(DψL) ∆ ∆
5 x, x3, x9, 26(127) 1 1
x9 + x3 + cx, c = 0, 2
4 x9 + x3 + αix, i = 2, 8, 8(39), 18(127) 3 1.62
x9 + αx3 + αjx, j = 4, 5
4 x3 + x, x9 + x, 12(39), 14(127) 3 1.92
x9 + αx3 + αix, i = 10, 23
2 x9 + αx3 + αix, i = 0, 11 16(39), 10(127) 3 2.23
1 x9 + x3 + αx 2(93), 8(39), 16(127) 9 2.23
2 x9 + x3 + αix, i = 4, 7 2(93), 16(39), 8(127) 9 2.85
Table 5.2: Diagonal bundle distributions from GF (33). The columns give the number of
bundles with each distribution, the bundle representative L(x), the difference distribution,
the maximum of these distributions and the average of these distributions.
Our computational results for differentially 4-uniform functions are also of interest.
The invariant ∆ discriminates between the bundles with ∆ = 4 in Tables 5.3 and 5.4.
Using the bundles of two-variable cocycles derived from equivalence classes of transver-
sals gives a new perspective and an additional degree of freedom for investigating questions
of high nonlinearity for polynomial functions over GF (pn).
The novel aspect of this work is the generalisation to presemifield multiplication, since
in the binary case if field multiplication is used, only the bundles of the Gold APN
power functions can arise. Nakagawa and Yoshiara [53] have independently used Albert’s
commutative semifields of order GF (22e) to construct differentially 4-uniform functions.
Theorem 5.4.11. By computation, there is at least one EA-equivalence class of differ-
entially 4-uniform functions of the form φ(x) = λ(x) ∗ x, where λ is an LPP and ∗ is a
presemifield multiplication, over GF (23). There are at least 4 such EA-equivalence classes
over GF (24) and at least 5 over GF (25).
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n No. Bundles L(x) D(DψL) ∆ ∆
2 1 x2 3(22) 2 2
3 2 x2, x4 7(24) 2 2
1 x4 + x2 + αx 4(24), 3(42) 4 2.86
4 2 x2, x8 15(28) 2 2
4 x8 + x2 + x, x8 + x4 + αx2 + αix, 12(28), 3(44) 4 2.4
i = 5, 12, 14
14 x4 + x2 + x, x4 + x2 + α7x 9(28), 6(44) 4 2.8
x8 + x4 + α3x2 + αix, i = 0, 2, 5, 6, 12
x8 + x4 + α7x2 + αix, i = 4, 10, 13, 14
x8 + x4 + x, x8 + x4 + α7x,
x8 + x4 + α7x2
6 x8 + x4 + α5x2 + αix, i = 0, 2, 6, 7 6(28), 9(44) 4 3.2
x8 + αx2, x8 + αx2 + αx
2 x4, x4 + αx 15(44) 4 4
3 x8 + x4 + x2 + cx, c = 0, α3, α5 8(28), 7(82) 8 4.8
5 4 x2, x4, x8, x16 31(216) 2 2
see Appendix A
for remaining entries
Table 5.3: Diagonal bundle distributions from GF (2n), n = 2, 3, 4, 5. The columns
give the value n for GF (2n), the number of bundles with each distribution, the bundle
representative L(x), the difference distribution, the maximum of these distributions and
the average of these distributions.
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Semifield V Semifield W
No. Bundles D(Dψ∗L) ∆ ∆
59 15(28) 2 2
280 12(28), 3(44) 4 2.4
366 9(28), 6(44) 4 2.8
97 6(28), 9(44) 4 3.2
3 15(44) 4 4
167 8(28), 6(44), 1(82) 8 3.2
167 4(28), 9(44), 2(82) 8 4
4 8(28), 7(82) 8 4.8
12 12(44), 3(82) 8 4.8
15 9(44), 6(82) 8 5.6
2 15(82) 8 8
10 14(44), 1(161) 16 4.8
6 8(44), 6(82), 1(161) 16 6.4
2 12(82), 3(161) 16 9.6
No. Bundles D(Dψ∗L) ∆ ∆
20 15(28) 2 2
43 12(28), 3(44) 4 2.4
55 9(28), 6(44) 4 2.8
23 6(28), 9(44) 4 3.2
2 15(44) 4 4
36 8(28), 6(44), 1(82) 8 3.2
29 4(28), 9(44), 2(82) 8 4
3 12(44), 3(82) 8 4.8
6 9(44), 6(82) 8 5.6
2 15(82) 8 8
5 14(44), 1(161) 16 4.8
Table 5.4: Diagonal bundle distributions from order 16 semifields V andW . The columns
give the number of bundles with each distribution, the difference distribution, the maxi-
mum of these distributions and the average of these distributions.
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5.5 Future Work
Very little is known about presemifields which are not semifields. This thesis is an attempt
to provide some actual data about them using a new definition of equivalence and formulas
and properties to describe them and their representatives.
Testing these presemifields and others for Hadamard Class I types B and C codes is
an obvious direction for future work. It is shown in [32, 58] that these presemifield multi-
plication tables can be used to construct q-ary Hadamard codes meeting the generalised
Plotkin bound. It is hoped that a classification of the Dickson Semifields of order 34
will soon be possible, and construction of Hadamard codes from these presemifields may
begin.
We hope that the methods described in this Chapter provide techniques to discover
new low differentially uniform functions. Work is proposed to extend these results to
higher powers 2n, especially for n odd.
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Chapter 6
Cocycles and Coboundaries as
Polynomials
The results of this Chapter will appear in the Journal of the Australian Mathematical
Society [22]. Theorem 6.3.6 was derived more recently by this author and does not appear
in [22]. The results of Section 6.4 follow directly from my work and are joint work with
K. J. Horadam.
Algorithms to calculate a basis for the cocycles over Znp have been available only in
recent years. Prior to this thesis, there were three known methods. A group theoretic
algorithm was developed that lists a minimal set of generators of Z2(H,C) for abelian
groups H. Listing a set of representatives of the second cohomology group (the quo-
tient group of the group of cocycles by the subgroup of coboundaries), for example by
using the Universal Coefficient Theorem, is a second method. Another algorithm uses
a smaller homological model to compute such representatives much faster, but requires
more precomputation.
Here, we provide an alternate approach to representing cocycles over Znp through a
polynomial approach. We consider only two-dimensional cocycles with trivial action. Our
new approach elicits a formula for any cocycle in Z2(Znp ,Znp ) as a bivariate polynomial
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over GF (pn). This provides a new technique for working with these cocycles and a fourth
algorithm for computation in this particular case. This approach shows that the overlying
vector space structure of the group of cocycles may be exploited to extract a basis for the
space of coboundaries. When p = 2 (the most important case for applications) we are
able to extract a basis for the space of cocycles.
By using Lagrange interpolation and the cocycle equation, we are able to derive poly-
nomial formulae for coboundaries, cocycles and multiplicative cocycles from Znp to Znp . We
show the bases exhibit self-similarity as n increments. When p = 2, we prove a recursive
formula for the coboundary basis that captures this self-similarity, suitable for computa-
tion. We then extend this result to the case p prime, and provide a recursive formula once
again.
We show that every symmetrisation cocycle is a coboundary (which, whenm = n, must
be defined by a unique Dembowski-Ostrom polynomial). We then derive the basis theorem
for cocycles and, as a consequence, bases and dimensions for several other subspaces of
interest. From this we prove that any cocycle over Zn2 has a unique decomposition as a
direct sum of a coboundary and a multiplicative non-coboundary cocycle of specific form.
6.1 Preliminaries
This Section contains known work and consequences directly attainable from these known
results. The following theorem is due to Lucas [51].
Theorem 6.1.1. (Lucas’ Theorem) [24, Theorem 1] Let p be a prime, and let
m = m0 +m1p+m2p
2 + · · ·+mkpk, (0 ≤ mr < p)
n = n0 + n1p+ n2p
2 + · · ·+ nkpk, (0 ≤ nr < p).
Then (
m
n
)
=
(
m0
n0
)(
m1
n1
)(
m2
n2
)
. . .
(
mk
nk
)
mod p. (6.1)
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The following results are immediate from Theorem 6.1.1.
Corollary 6.1.2. Let p = 2 and i, j, k ∈ Z+.
1. For 1 ≤ i < 2k, (i+2k
i
)
=
(
i+2k
2k
) ≡ 1 mod 2 .
2. For 1 ≤ j < i < 2k, (j+2k
i
) ≡ 0 mod 2 .
3. For 1 ≤ j < 2k < i < 2k+1, (i+j−2k
i−2k
) ≡ 1 mod 2 if and only if (i+j
i
) ≡ 1 mod 2.
The p-ary weight wp(k) of the natural number k is the weight of the vector of coefficients
of its p-ary expansion, so for example, wp(p
i) = 1 and, for i 6= j, wp(pi + pj) = 2.
Corollary 6.1.3. Let m = 2, . . . , pn − 1 and n < m. Then wp(m) = 1 implies
(
m
n
)
=
0 mod p.
Corollary 6.1.4. [24, Theorem 3] A necessary and sufficient condition that all the bino-
mial coefficients (
m
n
)
, 0 < n < m, (6.2)
be divisible by p is that m be a power of p.
The Lagrange Interpolation Formula [50, Theorem 1.71] can be generalised for mul-
tivariate polynomials. For completeness we outline here how this theorem may be used
to show any function pi : GF (q) × GF (q) → GF (q) can be represented by a unique
polynomial P ∈ GF (q)[x, y].
By the Lagrange Interpolation Formula, ifm ≥ 1, then form distinct points a0, . . . , am−1
of GF (q) and m arbitrary points b0, . . . , bm−1 of GF (q) there exists a unique polynomial
f ∈ GF (q)[x] of degree < m such that f(ai) = bi for i = 0, . . . ,m − 1. Any func-
tion pi : GF (q) × GF (q) → GF (q) can therefore be represented by a unique polynomial
P ∈ GF (q)[x, y] as follows. Let α be a primitive element of GF (q) and order GF (q)
as GF (q) = {α0 = 0, α1 = 1, α2 = α, . . . , αq−1 = αq−2}. Under this ordering a q × q
array A with entries from GF (q) determined by pi(αi, αj) = aij will have for each row
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Ai = [ai0, . . . , ai,q−1], a unique polynomial fi(y) =
∑q−1
k=0 biky
k ∈ GF (q)[y] such that
fi(αj) = aij. For fixed k, the coefficients of y
k from each row are {bik| i = 0, . . . , q − 1},
and for each k there is a unique polynomial gk(x) =
∑q−1
l=0 λlkx
l such that gk(αi) = bik.
Since fi(y) =
∑q−1
k=0 gk(αi)y
k, there exists a unique polynomial P ∈ GF (q)[x, y] such that
pi(x, y) = P (x, y) =
∑q−1
k=0
∑q−1
l=0 λlkx
lyk.
If ψ : GF (q)×GF (q)→ GF (q) also satisfies ψ(x, 0) = ψ(0, y) = 0 for all x, y ∈ GF (q)
(a necessary condition for the cocycle equation (5.1) to hold for G = C = (GF (q),+))
then it has a unique representation in GF (q)[x, y]
ψ(x, y) =
q−1∑
i=1
q−1∑
j=1
λijx
iyj. (6.3)
6.1.1 Semifield Multiplications Revisited
We now give new results on the semifields from Chapters 2.1.1. Any semifield multiplica-
tion can be represented by a polynomial P ∈ GF (pn)[x, y], as shown from (6.3). Semifield
V multiplication, given in (2.1), is given by the polynomial
x ∗V y = (αx8 + αx2)y8 + (α14x8 + α7x2 + αx)y4
+ (αx8 + αx2)y2 + (α14x8 + α7x2 + α4x)y,
where α is a primitive element in GF (24), and α4 = 1+α. The automorphisms of semifield
V , stated previously in (2.2) as a vector space definition, can now be given in a polynomial
form. These 6 automorphisms σij are
σ01(x) = x, σ11(x) = a
6x4 + a13x, σ21(x) = a
11x4 + a12x,
σ02(x) = a
3x8 + a14x2, σ12(x) = a
5x8 + a10x2, σ22(x) = a
9x8 + a7x2.
The corresponding LP-cocycles of the semifield automorphisms σ01, σ11, σ21 are in the
identity bundle, as previously noted.
A strong isotopism (θ, θ, δ) from σ11 to semifield V is given by θ = α
6x4 + α7x and
δ = α5x. For σ21, a strong isotopism to semifield V is given by θ = α
11x4 + α3x and
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δ = α10x. The corresponding LP-cocycles of σ02, σ12 are in the bundle represented by
x8 + α5x2. For σ02, the strong isotopism to the representative presemifield is given by
θ = α6x4 + α7x and δ = α5x, and for σ12, the strong isotopism is given by θ = αx
4 + α8x
and δ = αx4+α2x. Finally, σ22 is in the bundle represented by αx
8+α11x2, with the strong
isotopism to the presemifield representative given by θ = αx4 + α2x and δ = αx4 + α8x.
The multiplication ∗W in semifield W is given in (2.3), and can now be given by the
polynomial
x ∗W y = (α11x8 + α6x2 + αx)y4 + (α11x8 + α6x2 + α4x)y
where α is a primitive element in GF (24).
Similarly, the automorphisms of semifield W , stated previously in (2.4) as a vector
space definition, can now be given in a polynomial form. These 3 automorphisms σi are
σ0(x) = x, σ1(x) = a
6x4 + a13x, σ2(x) = a
11x4 + a12x.
They are all in the identity bundle. The strong isotopism (θ, θ, δ) from the corresponding
LP-cocycle of σ1 to semifield W is given by θ = α
6x4 + α7x and δ = α5x. The strong
isotopism from the corresponding LP-cocycle of σ2 to semifield W is given by θ = α
11x4+
α3x and δ = α10x.
Albert’s Presemifields were introduced in Example 3.1.3. The case p = 3, n = 3 will
define a presemifield F = (G,+, ?) of order 27, and multiplication may be given by the
polynomial
x ? y = x3y + x y3.
If we define a new multiplication ∗ by Theorem 3.1.2 to get a semifield (S,+, ∗) with
identity 1 ? 1, we may again use Lagrangian interpolation to represent this twisted field
multiplication as a polynomial, given by
x ∗ y = (x9 + 2x3)y9 + (2x9 + x3)y3 + 2xy.
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The presemifield and the associated twisted field are commutative, and by Corollary
3.3.9, must be in the same bundle. This has been confirmed by computation, and the
strong isotopism (θ, θ, δ) from the presemifield to the twisted field is given by δ = x and
θ = x9 + 2x3 + x.
6.2 Cocycles as Polynomials
Recall the definitions and notation for cocycles and coboundaries from Chapter 5.1. We
now use (6.3) to present new results for coboundaries and cocycles. For a coboundary, the
coefficients in (6.3) are very restricted, as we now show. Again by Lagrange interpolation
every φ ∈ C1(G,G) may be represented uniquely as a polynomial of degree at most q− 1
in GF (q)[x].
Lemma 6.2.1. Let ψ : GF (q)×GF (q)→ GF (q) be given by (6.3). If φ : GF (q)→ GF (q)
is given by φ(x) =
∑q−1
k=1 φkx
k, then ψ = ∂φ if and only if
1. λij = 0, for j = q − i, . . . , q − 1
2. λij =
(
i+j
i
)
φi+j, otherwise.
Proof. Let ψ(x, y) : GF (pn)×GF (pn)→ GF (pn) such that
ψ(x, y) =
q−1∑
i=1
q−1∑
j=1
λijx
iyj, ψ(x, 0) = ψ(0, y) = 0.
88
Now,
φ(g + h)− φ(g)− φ(h) =
q−1∑
i=1
φi(g + h)
i −
q−1∑
i=1
φig
i −
q−1∑
i=1
φih
i
=
q−1∑
i=2
φi
{(
i
1
)
gi−1h+
(
i
2
)
gi−2h2 + . . .
+
(
i
i− 2
)
g2hi−2 +
(
i
i− 1
)
ghi−1
}
=
q−1∑
i=2
i−1∑
j=1
φi
(
i
j
)
gi−jhj
=
q−2∑
i=1
q−1−i∑
j=1
φi+j
(
i+ j
j
)
gihj.
Therefore,
ψ(g, h) − {φ(g + h)− φ(g)− φ(h)}
=
q−1∑
i=1
q−1∑
j=1
λijg
ihj −
q−2∑
i=1
q−1−i∑
j=1
φi+j
(
i+ j
j
)
gihj
=
q−2∑
i=1
q−1∑
j=1
λijg
ihj −
q−2∑
i=1
q−1−i∑
j=1
φi+j
(
i+ j
j
)
gihj +
q−1∑
i=q−1
q−1∑
j=1
λijg
ihj
=
q−2∑
i=1
q−1−i∑
j=1
λijg
ihj +
q−1−1∑
i=1
q−1∑
j=q−i
λijg
ihj
−
q−2∑
i=1
q−1−i∑
j=1
φi+j
(
i+ j
j
)
gihj +
q−1∑
i=q−1
q−1∑
j=1
λijg
ihj
=
q−2∑
i=1
q−1−i∑
j=1
{
λij − φi+j
(
i+ j
j
)}
gihj +
q−2∑
i=1
q−1∑
j=q−i
λijg
ihj
+
q−1∑
i=q−1
q−1∑
j=1
λijg
ihj
=
q−2∑
i=1
q−1−i∑
j=1
{
λij − φi+j
(
i+ j
j
)}
gihj +
q−1∑
i=1
q−1∑
j=q−i
λijg
ihj
= 0,
and the result follows on equating coefficients.
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φ3 φ5 φ7 φ9 φ11 φ13 φ15
φ3 φ6 φ7 φ10 φ11 φ14 φ15
φ7 φ11 φ15
φ5 φ6 φ7 φ12 φ13 φ14 φ15
φ7 φ13 φ15
φ7 φ14 φ15
φ15
φ9 φ10 φ11 φ12 φ13 φ14 φ15
φ11 φ13 φ15
φ11 φ14 φ15
φ15
φ13 φ14 φ15
φ15
φ15
Table 6.1: The coefficients λi,j of the coboundary basis polynomials for GF (2
4), as given
by Lemma 6.2.1. Blank spaces contain a zero and φk has subscript k = i + j. For
coboundaries over GF (2n), φk ∈ {0, 1}.
Example 6.2.2. The coefficients λi,j described in Lemma 6.2.1 for GF (2
4) show striking
self-similarity when represented pictorially, as in Table 6.1.
Clearly, if ψ : GF (q) × GF (q) → GF (q) is given by (6.3) then ψ is symmetric if and
only if λij = λji, 1 ≤ i, j ≤ q − 1.
The next function class of interest is that consisting of the “multiplicative” bivariate
polynomials (6.3); that is, those which are homomorphic in each coordinate. Such func-
tions are always cocycles. The following result may be well-known but a proof is provided
for completeness. The coboundary case is well-known [5, 17].
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Theorem 6.2.3. Let ψ : GF (q) × GF (q) → GF (q) be given by (6.3). Then ψ is multi-
plicative if and only if
ψ(x, y) =
n−1∑
i=0
n−1∑
j=0
λpipjx
piyp
j
.
Proof. Let ψ(x, y) : GF (pn)×GF (pn)→ GF (pn) such that
ψ(x, y) =
m−1∑
j=0
m−1∑
i=0
λijx
piyp
j ∈ GF (pn)[x, y]
with the conditions that ψ(x, 0) = ψ(0, y) = 0. Now,
ψ(x+ z, y) =
m−1∑
j=0
m−1∑
i=0
λij(x+ z)
piyp
j
=
m−1∑
j=0
m−1∑
i=0
λij(x
pi + zp
i
)yp
j
=
m−1∑
j=0
m−1∑
i=0
λijx
piyp
j
+
m−1∑
j=0
m−1∑
i=0
λijz
piyp
j
= ψ(x, y) + ψ(z, y),
i.e. ψ is multiplicative in the first coordinate. By a symmetrical argument, ψ is multiplica-
tive in the second coordinate. Therefore, ψ(x, y) is multiplicative in both coordinates.
Now, let
ψ(x, y) =
n∑
j=1
n∑
i=1
λijx
iyj ∈ GF (pn)[x, y], with ψ(x, 0) = ψ(0, y) = 0,
be multiplicative in both coordinates, i.e.
ψ(x+ z, y) = ψ(x, y) + ψ(z, y), (6.4)
ψ(x, y + z) = ψ(x, y) + ψ(x, z). (6.5)
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LHS (6.4) gives
ψ(x+ z, y) =
n∑
j=1
n∑
i=1
λij(x+ z)
iyj
=
n∑
j=1
n∑
i=1
λij
[
xi +
(
i
1
)
xi−1z +
(
i
2
)
xi−2z2 + · · ·+
(
i
i− 1
)
xzi−1 + zi
]
yj
=
n∑
j=1
n∑
i=1
λijx
iyj +
n∑
j=1
n∑
i=1
λijz
iyj
+
n∑
j=1
n∑
i=1
λij
[(
i
1
)
xi−1z +
(
i
2
)
xi−2z2 + · · ·+
(
i
i− 1
)
xzi−1
]
yj
= ψ(x, y) + ψ(z, y)
+
n∑
j=1
n∑
i=1
λij
[(
i
1
)
xi−1z + i2xi−2z2 + · · ·+
(
i
i− 1
)
xzi−1
]
yj,
where (
i
r
)
=
i!
r!(i− r)! =
i(i− 1)(i− 2) . . . (i− r + 1)
r!
.
Therefore, LHS = RHS (6.4) if and only if
n∑
j=1
n∑
i=1
λij
[(
i
1
)
xi−1z +
(
i
2
)
xi−2z2 + · · ·+
(
i
i− 1
)
xzi−1
]
yj = 0, for all x, y, z ∈ GF (pn).
For each λij 6= 0, this is true if and only if
n∑
i=1
[(
i
1
)
xi−1z +
(
i
2
)
xi−2z2 + · · ·+
(
i
i− 1
)
xzi−1
]
= 0, for all x, z ∈ GF (pn).
Therefore, we must have that for each i = 1, 2, . . . , n,(
i
r
)
≡ 0 mod p for r = 1, 2, . . . , i− 1.
From Corollary 6.1.4, i = ps for s = 0, 1, . . . , blogp(q − 1)c = n − 1. By symmetry,
(6.5) implies j = pl only, with l = 0, 1, . . . , n− 1.
Our main result for this Section is the following formula for any cocycle in Z2(Znp ,Znp ),
in terms of simultaneous linear equations over GF (q) in the bivariate polynomial coeffi-
cients λij. Proof is a straightforward exercise in tracking limits of summation.
This new approach to studying Z2(Znp ,Znp ) complements those in [29, §6.3].
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Theorem 6.2.4. Let ψ : GF (q) × GF (q) → GF (q) be given by (6.3). Then ψ satisfies
(5.1) if and only if
1.
(
i+l
l
)
λi+l,j = 0, for i = 1, . . . , j − 1 and l = q − j, . . . , q − 1− i
2.
(
j+l
l
)
λi,l+j = 0, for i = j + 1, . . . , q − 1 and l = q − i, . . . , q − 1− j
3.
(
i+l
l
)
λi+l,j =
(
j+l
l
)
λi,l+j, otherwise.
Proof. Let ψ(x, y) : GF (pn)×GF (pn)→ GF (pn) such that
ψ(x, y) =
q−1∑
i=1
q−1∑
j=1
λijx
iyj, ψ(x, 0) = ψ(0, y) = 0.
Now,
ψ(g, h) + ψ(g + h, k)− ψ(g, h+ k)− ψ(h, k) = 0
if and only if
0 =
q−1∑
j=1
q−1∑
i=1
λij{gihj + (g + h)ihj − gi(h+ k)j − hikj}
=
q−1∑
j=1
q−1∑
i=2
i−1∑
l=1
λij
(
i
l
)
gi−lhlkj −
q−1∑
j=2
q−1∑
i=1
j−1∑
l=1
λij
(
j
l
)
gihj−lkl
=
q−1∑
j=1
kj
(
q−1∑
i=2
i−1∑
l=1
λij
(
i
l
)
gi−lhl
)
−
q−1∑
i=1
gi
(
q−1∑
j=2
j−1∑
l=1
λij
(
j
l
)
hj−lkl
)
=
q−1∑
j=1
q−2∑
i=1
q−1−i∑
l=1
λi+l,j
(
i+ l
l
)
gihlkj −
q−2∑
j=1
q−1∑
i=1
q−1−j∑
l=1
λi,j+l
(
j + l
l
)
gihlkj.
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Splitting this into cases for i < j, i = j and i > j gives
0 =
q−2∑
j=2
j−1∑
i=1
q−1−j∑
l=1
λi+l,j
(
i+ l
l
)
gihlkj +
q−1∑
j=2
j−1∑
i=1
q−1−i∑
l=q−j
λi+l,j
(
i+ l
l
)
gihlkj
+
q−2∑
i=1
q−1−i∑
l=1
λi+l,i
(
i+ l
l
)
gihlki +
q−3∑
j=1
q−2∑
i=j+1
q−1−i∑
l=1
λi+l,j
(
i+ l
l
)
gihlkj
−
q−2∑
j=2
j−1∑
i=1
q−1−j∑
l=1
λi,l+j
(
j + l
l
)
gihlkj −
q−2∑
i=1
q−1−i∑
l=1
λi,l+i
(
i+ l
l
)
gihlki
−
q−3∑
j=1
q−2∑
i=j+1
q−1−i∑
l=1
λi,l+j
(
j + l
l
)
gihlkj −
q−2∑
j=1
q−1∑
i=j+1
q−1−j∑
l=q−i
λi,l+j
(
j + l
l
)
gihlkj
=
q−2∑
j=2
j−1∑
i=1
q−1−j∑
l=1
(
λi+l,j
(
i+ l
l
)
− λi,l+j
(
j + l
l
))
gihlkj
+
q−3∑
j=1
q−2∑
i=j+1
q−1−i∑
l=1
(
λi+l,j
(
i+ l
l
)
gihlkj − λi,l+j
(
j + l
l
))
gihlkj
+
q−2∑
i=1
q−1−i∑
l=1
(
λi+l,i
(
i+ l
l
)
− λi,l+i
(
i+ l
l
))
gihlki
+
q−1∑
j=2
j−1∑
i=1
q−1−i∑
l=q−j
λi+l,j
(
i+ l
l
)
gihlkj −
q−2∑
j=1
q−1∑
i=j+1
q−1−j∑
l=q−i
λi,l+j
(
j + l
l
)
gihlkj
The sum on the RHS contains each term gihlkj exactly once, so by linear independence
it equals 0 if and only if the stated conditions hold.
Solution of these simultaneous equations using Theorem 6.1.1 will give the general
cocycle formula for each q. Some coefficients will necessarily be zero.
We illustrate Theorem 6.2.4 for the smallest examples q = 2, 3, 4, 5, 7, 8. The number
of independent coefficients λi,j, respectively 1, 2, 4, 4, 6, 10, is the integer N of Proposition
5.1.3. (See also [29, Examples 6.3.1, 6.3.2].)
Example 6.2.5. Let G = C = (GF (q),+). Let ψ ∈ Z2(G,G) have form (6.3).
1. If q = 2, ψ(x, y) = λ1,1 xy.
2. If q = 3, ψ(x, y) = λ1,1 xy + λ1,2 (xy
2 + x2y).
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3. If q = 4, ψ(x, y) = λ1,1 xy + λ1,2 xy
2 + λ2,1 x
2y + λ2,2 x
2y2.
4. If q = 5, ψ(x, y) = λ1,1 xy + λ1,2 (xy
2 + x2y) + λ2,2 (4xy
3 + x2y2 + 4x3y)
+λ1,4 (xy
4 + 2x2y3 + 2x3y2 + x4y).
5. If q = 7, ψ(x, y) = λ1,1 xy + λ1,2 (xy
2 + x2y) + λ1,3 (xy
3 + 5x2y2 + x3y)
+λ1,4 (xy
4 + 2x2y3 + 2x3y2 + x4y) +λ1,5 (xy
5 + 6x2y4 + x3y3 + 6x4y2 + x5y)
+λ1,6 (xy
6 + 3x2y5 + 5x3y4 + 5x4y3 + 3x5y2 + x6y).
6. If q = 8, ψ(x, y) = λ1,1 xy + λ1,2 xy
2 + λ2,1 x
2y + λ2,2 x
2y2 + λ1,4 xy
4 + λ4,1 x
4y +
λ2,4 x
2y4 + λ4,2 x
4y2 + λ4,4 x
4y4 + λ1,6 (xy
6 + x2y5 + x3y4 + x4y3 + x5y2 + x6y).
The pattern seen here for q = 2n, n = 1, 2, 3 may be extracted from the coefficients in
Table 6.2, which shows the case n = 4.
Example 6.2.6. In Table 6.2, we illustrate the coefficients λi,j of the cocycle basis poly-
nomials for GF (24), as given by Theorem 6.2.4. Blank spaces indicate a zero.
6.3 Coboundaries and Recursion
We will abbreviate by B the finite abelian group of coboundaries B2(Znp ,Znp ).
Theorem 6.3.1. (Coboundary Basis Theorem) For n > 1 and k = 2, . . . , pn − 1,
define ck ∈ B by
ck(x, y) =
k−1∑
i=1
(
k
i
)
xiyk−i. (6.6)
Then {ck : k = 2, . . . , pn − 1, wp(k) ≥ 2} is a basis for B over GF (pn), and dim(B) =
pn − 1− n.
Proof. For φ(x) as in Lemma 6.2.1, ∂φ(x, y) =
∑pn−2
i=1
∑pn−i−1
j=1 φi+j
(
i+j
i
)
xiyj
=
∑pn−1
k=2
∑k−1
i=1 φk
(
k
i
)
xiyk−i =
∑pn−1
k=2 φk ck(x, y), so {ck : k = 2, . . . , pn − 1} spans B.
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λ1,1 λ1,2 λ1,4 λ1,6 λ1,8 λ1,10 λ1,12 λ1,14
λ2,1 λ2,2 λ2,4 λ1,6 λ2,8 λ1,10 λ2,12 λ1,14
λ1,6 λ1,10 λ1,14
λ4,1 λ4,2 λ1,6 λ4,4 λ4,8 λ1,12 λ2,12 λ1,14
λ1,6 λ1,12 λ1,14
λ1,6 λ2,12 λ1,14
λ1,14
λ8,1 λ8,2 λ1,10 λ8,4 λ1,12 λ2,12 λ1,14 λ8,8
λ1,10 λ1,12 λ1,14
λ1,10 λ2,12 λ1,14
λ1,14
λ1,12 λ2,12 λ1,14
λ1,14
λ1,14
Table 6.2: The coefficients λi,j of the cocycle basis polynomials for GF (2
4), as given by
Theorem 6.2.4. For cocycles over GF (2n), λi,j ∈ {0, 1}. Blank spaces indicate a zero.
Note, for example, that λ4,1 does not necessarily equal λ1,4, however λ6,1 = λ5,2 = λ4,3 =
λ3,4 = λ2,5 = λ1,6.
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From Corollary 6.1.3, wp(k) = 1 implies ck ≡ 0 so there are pn − 1− n elements ck span-
ning B. These ck are linearly independent since distinct ck have no monomial summands
in common.
6.3.1 Recursive Definition for Coboundaries over GF (2n)
Let us specialise to the case GF (2n). We use the fact that, irrespective of n, all coefficients
of the basis polynomials ck found in Theorem 6.3.1 lie in the ground field GF (2), to derive
a recursive formula for the basis of B in terms of n. We provide a direct derivation of
the recursion formula. An intermediate inductive lemma is our key, which relies on the
consequences of Theorem 6.1.1.
Lemma 6.3.2. For n > 1, define An(x, y) =
∑2n−1
k=2 ck(x, y), A
(c)
n (x, y) = y2
n∑2n−1
l=1
(
l+2n
l
)
xl
and A
(r)
n (x, y) = x2
n∑2n−1
l=1
(
l+2n
2n
)
yl. Then An+1 = An + y
2nAn + A
(c)
n + A
(r)
n + x2
n
An.
Proof.
An+1 =
2n+1−1∑
k=2
k−1∑
i=1
(
k
i
)
xiyk−i = An +
2n+1−1∑
k=2n+1
k−1∑
i=1
(
k
i
)
xiyk−i
= An +
2n+1−1∑
k=2n+1
k−1∑
i=1
(
k
i
)
xiyk−i
= An +
2n−1∑
l=2
l−1∑
i=1
(
l + 2n
i
)
xiyl+2
n−i +
2n−1∑
l=1
l+2n−1∑
i=l
(
l + 2n
i
)
xiyl+2
n−i.
By Lemma 6.1.2.1-3,
An+1 = An + y
2nAn +
2n−1∑
l=1
(
l + 2n
l
)
xly2
n
+
2n−1∑
l=1
l+2n−1∑
i=l+1
(
l + 2n
i
)
xiyl+2
n−i.
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Therefore,
An+1 = An + y
2nAn + A
(c)
n +
2n−1∑
l=1
2n−1∑
i=l+1
(
l + 2n
i
)
xiyl+2
n−i
+
2n−1∑
l=1
(
l + 2n
2n
)
x2
n
yl +
2n−1∑
l=2
l+2n−1∑
i=2n+1
(
l + 2n
i
)
xiyl+2
n−i
= An + y
2nAn + A
(c)
n + A
(r)
n +
2n−1∑
l=2
l+2n−1∑
i=2n+1
(
l + 2n
i
)
xiyl+2
n−i
= An + y
2nAn + A
(c)
n + 0 + A
(r)
n +
2n−1∑
l=2
l−1∑
i=1
(
l + 2n
i
)
xl+2
n−iyi
= An + y
2nAn + A
(c)
n + A
(r)
n + x
2nAn.
Theorem 6.3.3. For n > 1 and 2n−1 < k < 2n, the coboundaries ck over Zn2 can be
defined recursively:
ck(x, y) =
 (x
k−2n−1 + ck−2n−1) y2
n−1
+ x2
n−1
(yk−2
n−1
+ ck−2n−1), w2(k) ≥ 3
x2
r
y2
n−1
+ x2
n−1
y2
r
, k = 2n−1 + 2r, r = 0, . . . , n− 2.
Proof. By Lemma 6.3.2,
∑2n−1
k=2n−1 ck(x, y) = y
2n−1An−1+A
(c)
n−1+A
(r)
n−1+x
2n−1An−1. Hence
ck(x, y) = y
2n−1ck−2n−1 + xk−2
n−1
y2
n−1
+ x2
n−1
yk−2
n−1
+ x2
n−1
ck−2n−1 . If w2(k) = 2 then
w2(k − 2n−1) = 1 and ck−2n−1 ≡ 0.
6.3.2 Coboundaries over GF (pn)
The results of Theorem 6.3.3 and Example 6.2.2 suggested a similar formula might exist
for odd prime p. In [61], Wolfram describes the self-similar geometry of Pascal’s triangle
when the binomial coefficients are taken modulo r. In the case of prime r, it is observed
to have a very regular self-similar pattern, but no reason is given. We can explain this
regularity in terms of Lucas’ Theorem and the matrix Kronecker product. The convention(
m
0
)
= 1 is upheld.
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Theorem 6.3.4. Define Pn = [aij], where aij =
(
i+j
i
)
mod p, i, j = 0, 1, . . . ,
pn − 1. Then Pn+1 = Pn ⊗ P1.
Proof. Consider any entry aij of Pk where i+ j ≥ pk. These entries will all have a factor
pk, and hence aij = 0 mod p for i+ j ≥ pk. Therefore,
Pk =

(
0
0
) (
1
0
) (
2
0
)
. . .
(
pk−1
0
)
(
0
1
) (
2
1
) (
3
1
)
. . . 0(
2
2
) (
3
2
) (
4
2
)
. . . 0
... . . .
...(
pk−1
pk−1
)
0 0 . . . 0

. (6.7)
Now consider the (i, j)th entry of Pk+1, where i = up
k +m, 0 ≤ u < p, 0 ≤ m < pk and
j = vpk + n, 0 ≤ v < p, 0 ≤ n < pk. Then
aij =
(
(m+ n) + (u+ v)pk
upk +m
)
.
From (6.7), if (m + n) + (u + v)pk ≥ pk+1, then aij = 0 mod p. Two cases can occur if
(m+ n) + (u+ v)pk < pk+1. If m+ n ≥ pk then aij will have a factor (1 + u+ v)pk, and
hence aij = 0 mod p. If m+ n < p
k, then by Theorem 6.1.1,
aij =
(
m+ n+ (u+ v)pk
upk +m
)
=
(
m+ n
m
)(
u+ v
u
)
mod p.
Since Pk = [amn] for 0 ≤ m,n < pk, and P1 = [auv] for 0 ≤ u, v < p, we have that
Pk+1 = Pk ⊗ P1.
The core of Pn, that is, Pn stripped of its first row and column of 1s, has the coefficients
of successive basis elements ck as its minor back diagonals; that is, the back diagonals
from ak−1,1 to a1,k−1.
Example 6.3.5. In Table 6.3, we give a simple example of the recursion described in
Theorem 6.3.4. We use p = 5 and n = 2, and show the core of P2, with blank spaces
indicating a zero mod p.
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2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
3 1 1 3 1 1 3 1 1 3 1 1 3 1
4 1 4 1 4 1 4 1 4
1 1 1 1
1 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4 4 4 4
2 3 4 2 4 1 3 3 1 4 2 4 3 2 1
3 1 2 1 2 3 4 3 4 2 4
4 2 3 3 2 4 1
2 3 4
1 1 1 1 3 3 3 3 3 1 1 1 1 1
2 3 4 3 1 4 2 1 2 3 4
3 1 3 4 3 1 3 1
4 3 2 1 4
3 1
1 1 1 1 4 4 4 4 4
2 3 4 4 3 2 1
3 1 4 2 4
4 4 1
4
1 1 1 1
2 3 4
3 1
4
Table 6.3: The core of P2 with p = 5, as given in Theorem 6.3.4. Blank spaces indicate a
zero mod p.
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Theorem 6.3.4 implies that the basis elements for B2(Znp ,Znp ) are bivariate polynomial
functions of the basis elements for B2(Zn−1p ,Zn−1p ). We have seen this is true for the
case p = 2, and we now have the necessary inductive step which provides the nonzero
coefficients of the basis polynomials ck.
Theorem 6.3.6. Let ck be defined by (6.6) for p
n−1 < k ≤ pn, and let Pn be defined by
Theorem 6.3.4. Then the coefficients of ck are the k
th minor back diagonals of Pn and
ck+ipn =
i∑
j=0
{
ai,i−j(ckx(i−j)p
n
yjp
n
+x(i−j)p
n
yjp
n+k+xjp
n+ky(i−j)p
n
)}−xk+ipn−yk+ipn , (6.8)
where 0 ≤ i ≤ p− 1 and ai,j is the (i, j)th entry of P1.
Theorem 6.3.6 produces an equivalent (and indeed more elegant) formula for p = 2 to
Theorem 6.3.3. From (6.8),
ck+2n =
1∑
j=0
{
a1,1−j(ckx(1−j)2
n
yj2
n
+ x(1−j)2
n
yj2
n+k + xj2
n+ky(1−j)2
n
)} − xk+2n − yk+2n
= a1,1(ckx
2n) + x2
n
yk + xky2
n
+ a1,0(cky
2n) + xk+2
n
+ yk+2
n − xk+2n − yk+2n
= ck(x
2n + y2
n
) + x2
n
yk + xky2
n
.
6.4 Cocycles over GF (2n)
This Section contains joint work between the author and K. J. Horadam. The results
contained here depend directly on the work by this author.
We consider cocycles in Z2(Zn2 ,Zm2 ), n ≥ m ≥ 1, where we can say more about
the subgroup of symmetrisation cocycles S2+(Zn2 ,Zm2 ). Not only is every symmetrisation
multiplicative, it is a coboundary.
Lemma 6.4.1. Let G ∼= Zn2 and C ∼= Zm2 , n ≥ m ≥ 1.
(i) ker(S+) = S2(G,C) so S2+(G,C) ≤M2(G,C) ∩ S2(G,C).
(ii) S+ = ∂ ◦D so S2+(G,C) = (∂ ◦D)(Z2(G,C)) ≤M2(G,C) ∩B2(G,C).
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Proof. (i) This follows by definition since ψ− = ψ+ and ψ− is multiplicative. (ii) If
ψ ∈ Z2(G,C), then ∂(Dψ)(x, y) = ψ(x+y, x+y)+ψ(x, x)+ψ(y, y) = (ψ(x, y)+ψ(x, y+
x + y) + ψ(y, y + x)) + ψ(x, x) + ψ(y, y) by (5.1), which equals ψ(x, y) + (ψ(y + y, x) +
ψ(y, y) + ψ(y, x)) + ψ(y, y) again by (5.1), which equals S+(ψ)(x, y).
Hereafter, assume G = C = (GF (2n),+) ∼= Zn2 . We will abbreviate by Z, B, M , S
and S+ the finite abelian groups of cocycles, coboundaries, multiplicative, symmetric and
symmetrisation cocycles respectively. In this case, by Proposition 5.1.3, Z is a GF (2n)-
vector space of dimension N = 2n +
(
n
2
)− 1.
The function φ : G → G is said to be linearised or quadratic, respectively, if every
monomial summand has degree of binary weight ≤ 1 or ≤ 2, respectively. Dembowski-
Ostrom polynomials may be formally defined as polynomials for which every monomial
summand has degree of weight 2 [17].
When G = C, Lemma 6.4.1 can be improved to show M ∩ B = S+. We need the
following result, proof of which is an easy adaption of that of [17, Theorem 3.2] to the
case p = 2. Proposition 6.4.2 has been rediscovered by other authors, eg [46].
Proposition 6.4.2. (cf. [17]) Let G ∼= Zn2 , let f ∈ C1(G,G) have linearised summand `
and set φ = f − `. Then ∂φ = ∂f ∈ M ∩ B if and only if φ is DO, if and only if f is
quadratic. That is, M ∩B = {∂f : f = φ+ `, φ DO, ` linearised}.
Every DO polynomial is the image under the diagonal mapping of at least one cocycle.
For the DO polynomial φ in (5.7), define
ϕ(x, y) =
n−1∑
j=1
j−1∑
i=0
λij x
2iy2
j
, (6.9)
which is multiplicative by Theorem 6.2.3. Then Dϕ = φ and so ∂φ = ϕ+.
Corollary 6.4.3. Let G ∼= Zn2 , let φ be a DO polynomial (5.7) and let ϕ be the corre-
sponding cocycle (6.9). Then
(i) ∂φ = ϕ+ = ∂ ◦D(ϕ),
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(ii) M ∩B = S+ = (∂ ◦D)(Z).
We distinguish between the basis coboundaries ck with w2(k) = 2 and those with
w2(k) ≥ 3, since it is plain from (6.9) and Corollary 6.4.3 that the ck with w2(k) = 2 form
a basis for S+ .
Corollary 6.4.4. For n > 1, define
bij(x, y) = c2i+2j(x, y) = x
2iy2
j
+ x2
j
y2
i
, x, y ∈ GF (2n), 0 ≤ i < j ≤ n− 1.
Then S+ = span{bij, 0 ≤ i < j ≤ n − 1} and B = S+ ⊕ C, where
C = span{ck, k = 2, . . . , 2n − 1, w2(k) ≥ 3}.
In Theorem 6.3.1 we proved the GF (2n)-subspace B of coboundaries has dimension
2n − n− 1. By Proposition 5.1.3, Z has GF (2n)-dimension N = 2n + (n
2
)− 1, so we need
only to identify a further n+
(
n
2
)
basis cocycles which are not coboundaries. We make the
surprising and valuable observation that these may all be chosen to be multiplicative. This
observation is not apparent from the theory described above. The multiplicative cocycles
have already been identified in Theorem 6.2.3. If i < j, then λijx
2iy2
j
+ λjix
2jy2
i
=
(λji + λij)x
2jy2
i
+ λij(x
2iy2
j
+ x2
j
y2
i
) = (λji + λij)x
2iy2
j
+ λji(x
2iy2
j
+ x2
j
y2
i
) and in
either form the second summand is a multiple of the symmetrisation coboundary bij(x, y).
We have two possible representations of λijx
2iy2
j
+ λjix
2jy2
i
here, and without loss of
generality we choose the former.
Hence dim(M) = n2 = n+2
(
n
2
)
and in M there are n linearly independent multiplica-
tive symmetric cocycles we denote by
di(x, y) = x
2iy2
i
, 0 ≤ i ≤ n− 1,
and
(
n
2
)
linearly independent multiplicative asymmetric cocycles we denote by
aji(x, y) = x
2jy2
i
, 0 ≤ i < j ≤ n− 1
as well as the
(
n
2
)
linearly independent symmetrisation coboundaries bij(x, y), 0 ≤ i <
j ≤ n− 1 already found as a basis for S+.
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Theorem 6.4.5. (Basis Theorem) A GF (2n)-basis for Z2(Zn2 ,Zn2 ), n > 1, consists of
the following N = 2n +
(
n
2
)− 1 polynomials:
1. n multiplicative symmetric non-coboundary cocycles di, i = 0, . . . , n− 1;
2.
(
n
2
)
multiplicative asymmetric non-coboundary cocycles aji, 0 ≤ i < j ≤ n− 1;
3.
(
n
2
)
multiplicative symmetrisation coboundaries bij, 0 ≤ i < j ≤ n− 1;
4. 2n − (n
2
) − n − 1 non-multiplicative symmetric coboundaries ck, 2 ≤ k ≤ 2n −
1, w2(k) ≥ 3.
Corollary 6.4.6. Define A = span{aji, 0 ≤ i < j ≤ n − 1} and D = span{di, i =
0, . . . , n − 1}. Then dim(A) = (n
2
)
, dim(B) = 2n − n − 1, dim(C) = 2n − (n
2
) − n − 1,
dim(D) = n, dim(M) = n2, dim(S) = 2n−1, dim(S+) =
(
n
2
)
and dim(Z) = 2n+
(
n
2
)−1.
Furthermore,
1. Z = A⊕D ⊕ S+ ⊕ C =M ⊕ C = A⊕ S;
2. S = D ⊕ S+ ⊕ C;
3. M = A⊕D ⊕ S+;
4. B = S+ ⊕ C.
Theorem 6.3.3, Theorem 6.4.5 and Corollary 6.4.6 provide us with a new and effective
approach to working with cocycles over Zn2 . Known algorithms for finding a generating set
of cocycles require costly precomputation of representative cocycles in each cohomology
class, and for a generating set of coboundaries to be found using linear algebra, on a case by
case basis. There are iterative techniques for finding the cohomology class representatives
as n increments, but no simple recursive formula for coboundaries, such as we have given
in Theorem 6.3.3.
We illustrate the transformation from the basis found by the abelian group algorithm
to this basis with a small example.
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Example 6.4.7. If n = 2, Z ∼= (Z22)4. Using Algorithm 1 [29, 6.3.1], each cocycle ψ is
uniquely defined by the 4 values ψ(1, 1) = α, ψ(ω, ω) = β, ψ(1, ω) = γ and ψ(1, ω) +
ψ(ω, 1) = κ, where ω is a primitive element of GF (4). These values can be used to identify
4 basis cocycles. By Theorem 6.4.5, there are 4 basis polynomials d0(x, y) = xy, d1(x, y) =
x2y2, a10(x, y) = x
2y and b01(x, y) = xy
2 + x2y. Suppose ψ = λ1d0 + λ2d1 + λ3a10 + λ4b01.
Then the transform matrix is given by
λ1
λ2
λ3
λ4

=

ω 1 ω2 0
ω2 1 ω 0
0 0 1 0
1 1 ω 1


α
β
κ
γ

.
As a consequence of the Basis Theorem, every cocycle from Zn2 to Zn2 has a unique
decomposition as a direct sum of a coboundary and a multiplicative cocycle of restricted
type, a fact which we do not believe has been previously observed.
Corollary 6.4.8. Since Z = (A⊕D)⊕B, every cocycle ψ ∈ Z has a unique decomposition
as a direct sum of the form ψ = µ ⊕ ∂φ where µ ∈ A ⊕ D is multiplicative and ∂φ is a
coboundary.
The known but previously unusable unique decomposition ψ = ψ> +ψ−, where ψ− is
the commutator pairing, is now revealed as the decomposition Z = (A ⊕ D ⊕ C) ⊕ S+,
since ψ− = ψ+ = S+(ψ).
We expect the Basis Theorem and Corollary 6.4.8 will prove very useful in the search
for orthogonal and other cocycles with low differential uniformity in Z2(Zn2 ,Zm2 ), m ≤ n,
for applications in coding and cryptography. For instance, in Chapter 5.2 we ask if all
orthogonal cocycles in Z2(Zn2 ,Zm2 ), n ≥ m ≥ 2 are multiplicative; the decomposition
above may be the clue to discovering if this is true for all n when p = 2. (It cannot be
true for odd p [17].)
We expect to establish a basis for cocycles for p odd in the future.
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Appendix A
Contents of the included CD-rom
The CD-rom included contains 11 files.
Distributions_GF(2^5)_outfile.xls
Distributions_Semifield_V_outfile.xls
Distributions_Semifield_W_outfile.xls
GF(2^4)_Bundles_outfile.xls
GF(2^5)_Bundles_outfile.xls
GF(3^4)_Bundles_outfile.xls
GF(5^3)_Bundles_outfile.xls
GF(7^3)_Bundles_outfile.xls
GF(11^3)_Bundles_outfile.xls
Semifield_Albert_Twisted_27_Bundles_outfile.xls
Semifield_V_Bundles_outfile_original.xls
Semifield_W_Bundles_outfile_original.xls
Semifield_V_Bundles_outfile_updated.xls
Semifield_W_Bundles_outfile_updated.xls
The Distributions ∗ outfile.xls files (replacing ∗ with an appropriate Galois Field or semi-
field name) are based upon the work from Chapter 5. Each file shows the distribution of
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the symmetrisations of the bundle representatives in the isotopism class of the associated
filename. The ∗ Bundles outfile.xls files (where ∗ can be replaced by an appropriate Galois
Field or semifield name) give explicit linearised permutation polynomial representatives
for each bundle in the isotopism class of the associated filename. These bundles have all
been calculated using MAGMA and are based upon the work in Chapter 4. There are two
representations of semifield V and semifield W bundles. The original outfile is included
because the distributions outfile is based upon those representatives. After that work was
completed, the updated representatives were produced using a reverse sorting of LPPs,
which the author believes is the better choice of representatives.
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Appendix B
MAGMA Code Used
B.1 Additive Automorphisms
/*####################################################################*/
/* Set pathway to an output file for reading output in a text editor.
To run type
> load "D:/..pathway../filename.c"; */
/*####################################################################*/
clear;
/*SetOutputFile("D:/..pathway../Sem_outfile.txt": Overwrite:=true); */
/*####################################################################*/
/*Define the Galois field here. Modify p and m for different orders. */
/*####################################################################*/
m:=4; p:=2; n:=p^m;
F<a>:=FiniteField(p^m);
PF<x>:=PolynomialRing(F);
V:=VectorSpace(F,m-1);
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L:=[];
count_gcd:=0;
B:=x^(p^m-1)-1;
/*####################################################################*/
/*Build the additive automorphisms of GF(2^4) or GF(2^5) as LPPs
and store in a vector L[ ].
Modify A1 and A2 to coincide with size of n=p^m. */
/*####################################################################*/
/*time */
for i in V do
y:=Eltseq(i);
/*A1:=x^(p^(4)) + y[1]*x^(p^(3)) +
y[2]*x^(p^(2)) + y[3]*x^(p) + y[4]*x; //GF(32) i.e. m=5
A2:=y[1]*x^(p^(3)) + y[2]*x^(p^(2)) + y[3]*x^(p) + y[4]*x;*/
A1:=x^(p^(3)) + y[1]*x^(p^(2)) + y[2]*x^(p) + y[3]*x;//GF(16) i.e. m=4
A2:=y[1]*x^(p^(2)) + y[2]*x^(p) + y[3]*x;
if GCD(A1,B) eq 1 then
for j in [0..n-2] do
count_gcd+:=1;
L[count_gcd]:=(a^j)*A1;
end for;
end if;
if GCD(A2,B) eq 1 then
count_gcd+:=1;
L[count_gcd]:=A2;
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end if;
end for;
L:=Sort(L); //Puts the polynomials of L in lexicographical order
count:=count_gcd;
/*####################################################################*/
/*The following can be used to print the LPPs generated to an outfile
which can then be used as magma input.
Use SetOutputFile() and UnsetOutputFile() to save the list of LPPs.*/
/*####################################################################*/
/*printf "\n\nclear;";
printf "\nL:=[];";
for i in [1..count] do
printf "\nL[%o]:=%o;",i,L[i];
end for;*/
/*UnsetOutputFile();*/
B.2 Semifield Multiplications
/*####################################################################*/
/* Define GF(2^2) and GF(2^4).*/
/*####################################################################*/
m:=4; p:=2; n:=p^m;
GF4<w>:=GF(2,2);
F<a>:=FiniteField(p^m);
PF<x>:=PolynomialRing(F);
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/*####################################################################*/
/*Define the multiplication in Semifield V and Semifield W.*/
/*####################################################################*/
SemiMult_V:=function(a,b)
// returns semifield V mult of a and b in GF(2^4)
az:=Eltseq(a,GF4); bz:=Eltseq(b,GF4); cz:=Eltseq(F!0,GF4);
cz[1]:=(az[1]*bz[1]) + (az[2]^2*bz[2]);
cz[2]:=(az[2]*bz[1]) + (az[1]^2*bz[2]) + (az[2]^2*bz[2]^2);
return(Seqelt(cz,F));
end function;
SemiMult_W:=function(a,b)
// returns semifield W mult of a and b in GF(2^4)
az:=Eltseq(a,GF4); bz:=Eltseq(b,GF4); cz:=Eltseq(F!0,GF4);
cz[1]:=(az[1]*bz[1])+(w*az[2]^2*bz[2]);
cz[2]:=(az[2]*bz[1])+(az[1]^2*bz[2]);
return(Seqelt(cz,F));
end function;
/*####################################################################*/
/*Print the multiplication table of Semifield V.*/
/*####################################################################*/
/*for i in F do
for j in F do
printf "%5o",SemiMult_V(i, j);
end for;
printf "\n";
117
end for;*/
/*####################################################################*/
/*Print the nonzero nucleus of semifield W.*/
/*####################################################################*/
for ii in [1..n-1] do
i:=a^ii;
for jj in [1..n-1] do
j:=a^jj;
check:=1;
for kk in [1..n-1] do
k:=a^kk;
if SemiMult_W(SemiMult_W(i, j),k) eq
SemiMult_W(i,SemiMult_W(j,k)) then
check:=1;
else
check:=0;
break;
end if;
if SemiMult_W(SemiMult_W(j, i),k) eq
SemiMult_W(j,SemiMult_W(i,k)) then
check:=1;
else
check:=0;
break;
end if;
if SemiMult_W(SemiMult_W(j, k),i) eq
SemiMult_W(j,SemiMult_W(k,i)) then
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check:=1;
else
check:=0;
break;
end if;
end for;
if check eq 0 then
break;
end if;
if jj eq n-1 then
printf "\n%o",i;
end if;
end for;
end for;
/*####################################################################*/
/* Define the multiplication in Albert(16) Presemifield, and convert to
a semifield.*/
/*####################################################################*/
Albert16PresemMult:=function(bb,cc)
// returns Albert(16) mult of bb and cc in GF(2^4)
c:=a; //c ne a^(k-1)
return(bb*(cc^(p^2))-c*(bb^(p^2))*cc );
end function;
//Define L_1 = Albert16PresemMult( 1, y)
//Define R_1 = Albert16PresemMult( x, 1)
//Repeat below loop to find R_1_inv
L_1_inv:=0;ii:=0;
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while L_inv eq 0 do
ii+:=1;
poly:=L[ii];
for jj in [1..n-1] do
if Evaluate(poly,Albert16PresemMult( 1,a^jj)) ne a^jj then
break;
end if;
if jj eq n-1 then
L_1_inv:=L[ii];
end if;
end for;
end while;
L_1_inv;
R_inv:=a^6*x^4 + a^5*x;
L_inv:=a^5*x^4 + a^9*x;
Albert16Mult:=function(bb,cc)
// returns Albert(16) mult of bb and cc in GF(2^4)
c:=a;
bz:=Evaluate(R_inv,bb);
cz:=Evaluate(L_inv,cc);
return(bz*(cz^(p^2))-c*(bz^(p^2))*cz );
end function;
/*####################################################################*/
/* Define the multiplication in Albert(27) twisted field. */
/*####################################################################*/
clear;
m:=3; p:=3; n:=p^m;
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F<a>:=FiniteField(p^m);
PF<x,y>:=PolynomialRing(F,2);
L_inv:=2*y^9 + y^3 + 2*y;
Albert27Mult:=function(bb,cc)
// returns Albert(27) mult of bb and cc in GF(3^3)
bz:=Evaluate(L_inv,[0,bb]);
cz:=Evaluate(L_inv,[0,cc]);
return((bz^p)*cz + bz*(cz^p)); end function;
/*####################################################################*/
/* Define the multiplication in Dickson semifield. */
/*####################################################################*/
clear;
m:=4; p:=3; n:=p^m;
sub_ele:= x^(10);
// x^(28) for GF(3^6)
// x^10 for GF(3^4);
F<a>:=FiniteField(p^m);
PF<x>:=PolynomialRing(F);
F22<z>:=sub<F|sub_ele>;
SemiMult:=function(a,b,f,s)
// returns dickson semifield semi field mult b in GF(p^4)
// f is a non-square in GF(p^2) ==F22
// s is a non-trivial automorphism in GF(p^2) ()--()p^s
// s is an integer in the range 0 - (m/2 -1)
az:=Eltseq(a,F22);
bz:=Eltseq(b,F22);
121
cz:=Eltseq(F!0,F22);
cz[1]:=(az[1]*bz[1])+ (az[2]^(p^s)*bz[2]^(p^s)*f);
cz[2]:=(az[1]*bz[2])+ (az[2]*bz[1]);
return(Seqelt(cz,F));
end function;
/*UnsetOutputFile();*/
B.3 Calculate Semifield Bundles
This file makes reference to Eqn 4.12, the “gamma equation”.
/*####################################################################*/
/*Sort the isotopy class of Semifield W (or V) into bundles.*/
/*####################################################################*/
clear;
/*SetOutputFile("D:/..pathway../Sem_W_outfile.txt":Overwrite:=true);*/
/*####################################################################*/
/*You must include code to build the additive automorphisms of GF(2^4)
and also the code to define multiplication in Semifield W (or V). */
/*####################################################################*/
//Include code here to define L[ ], GF(2^4) and Semifield W.
/*####################################################################*/
/* The gamma equation cut down is executed. Uncomment counter
to watch progress, finished when counter=Number LPPs. */
/*####################################################################*/
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gamma_vec:=[];size:=0;
for gamma in [1..count] do
/*if gamma mod 1000 eq 0 then // a counter
printf "\n%o",gamma
end if;*/
delta_satisfied:=0;
equiv:=1;
for alpha in [1..n-1] do
for beta in [1..n-1] do
for x1 in [1..n-1] do
for x2 in [1..n-1] do
temp1:=SemiMult_W(a^(x1),a^(alpha));
temp2:=SemiMult_W(a^(beta),a^(x2));
val1:=Evaluate(L[gamma],temp1);
val2:=Evaluate(L[gamma],temp2);
checker1:=SemiMult_W(val1,val2);
checker2:=Evaluate(L[gamma],SemiMult_W(a^(x1),a^(x2)));
if checker1 ne checker2 then
equiv:=0;
break;
else
equiv:=1;
end if;
if x1 eq n-1 and x2 eq n-1 then
size+:=1;
gamma_vec[size]:=gamma;
delta_satisfied:=1;
end if;
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end for;
if equiv eq 0 then
break;
end if;
end for;
if delta_satisfied eq 1 then
break;
end if;
end for;
if delta_satisfied eq 1 then
break;
end if;
end for;
end for;
/*####################################################################*/
/*The bundle equation is executed using the cut down above.
Uncomment the counter to see progress, finished when
counter=Number LPPs. This will accelerate as counter gets larger. */
/*####################################################################*/
results_vec:=[];delta_count:=0; //initialising
for ii in [1..count] do
results_vec[ii]:=0;
end for;
for ii in [1..count] do
if results_vec[ii] eq 0 then
delta_count+:=1;
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element_count:=0;
for delta in [1..count] do
/*if delta mod 1000 eq 0 then // a counter
printf "\n%o",ii;
end if;*/
if results_vec[delta] eq 0 then
delta_satisfied:=0;
for mm in [1..size] do
theta:=gamma_vec[mm];
for nn in [1..size] do
gamma:=gamma_vec[nn];
equiv:=1;
for row in [1..n-1] do
for col in [1..n-1] do
checkerRHS:=Evaluate(L[gamma],SemiMult_W(Evaluate(L[ii],
Evaluate(L[theta],a^(row))),Evaluate(L[theta],a^(col))));
checkerLHS:=SemiMult_W(Evaluate(L[delta],a^(row)),a^(col));
if checkerLHS eq checkerRHS then
equiv:=1;
else
equiv:=0;
break;
end if;
if row eq n-1 and col eq n-1 then
results_vec[delta]:=delta_count;
element_count+:=1;
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delta_satisfied:=1;
end if;
end for;
if equiv eq 0 then
break;
end if;
end for;
if delta_satisfied eq 1 then
break;
end if;
end for;
if delta_satisfied eq 1 then
break;
end if;
end for;
end if;
end for;
printf "\nBundle %o, defined by %o, has %o elements"
,delta_count, L[ii], element_count;
end if;
end for;
/*UnsetOutputFile();*/
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B.4 Calculate GF (pn) Bundles
This code makes several assumptions. The first is that the finite fields have already been
defined. Secondly, only the monomial LPPs (i.e. not the constant multiples) of Aut(G)
have been stored in a vector L[ ], and that they have been sorted using “Sort(L);”, apart
from the power cocycles, which are the first n entries. The third assumption is that there
is prior knowledge about the bundles of GF (pn), specifically that Eqn(4.2) will result in
polynomials of the same degree being generated. Finally, it reproduces the bundles of the
power cocycles without calculating them through use of [33, Corollary 3.6].
/*####################################################################*/
/*Sort the isotopy class of GF(2^4) (or GF(2^5) into bundles. */
/*####################################################################*/
clear;
/*SetOutputFile("D:/..pathway../GF(2^4)_outfile.txt":Overwrite:=true);*/
/*####################################################################*/
/* Generate the automorphisms as polynomials
in the correct order. */
/*####################################################################*/
L:=[];
LL:=[]; //two different arrays gets the order of elements wanted.
L_temp:=[];
count:=0;
count_gcd:=0;
B:=x^(p^m-1)-1;
for i in [1..m] do
LL[i]:=x^(p^(i-1));
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end for;
for i in [0..n-2] do
alpha:=a^(i);
A:=x^(p) + alpha*x;
if GCD(A,B) eq 1 then
count_gcd+:=1;
L_temp[count_gcd]:=A;
end if;
end for;
for i in F do
for j in F do
A:=x^(p^2) + i*x^(p) + j*x;
if GCD(A,B) eq 1 then
if #Terms(A) eq 1 then
continue;
end if;
count_gcd+:=1;
L_temp[count_gcd]:=A;
end if;
end for;
end for;
for i in F do
for j in F do
for k in F do
A:=x^(p^3) + i*x^(p^2) + j*x^p + k*x;
if GCD(A,B) eq 1 then
if #Terms(A) eq 1 then
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continue;
end if;
count_gcd+:=1;
L_temp[count_gcd]:=A;
end if;
end for;
end for;
end for;
/*for i in F do
for j in F do
for k in F do
for kk in F do
A:=y^(p^4) + i*y^(p^3) + j*y^(p^2) + k*y^p + kk*y;
if GCD(A,B) eq 1 then
if #Terms(A) eq 1 then
continue;
end if;
count_gcd+:=1;
//printf "\nL[%o]:=%o;",count_gcd,A;
L_temp[count_gcd]:=A;
end if;
end for;
end for;
end for;
end for;*/
L_temp:=Sort(L_temp);
L:=LL cat L_temp;
count:=#L;
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/*####################################################################*/
/*Locate the final entry of a polynomial of degree p, p^2, p^3 in L. */
/*####################################################################*/
for ii in [1..count] do
if Degree(L[ii]) eq p then
last_poly_deg_p:=ii;
elif Degree(L[ii]) eq p^2 then
last_poly_deg_p_squared:=ii;
elif Degree(L[ii]) eq p^3 then
last_poly_deg_p_cubed:=ii;
end if;
end for;
/*####################################################################*/
/*The elements in the same bundles are found.*/
/*####################################################################*/
bundle_counter:=m; Bundle:=[];
for i in [1..m] do
Bundle[i]:=[x^(p^(i-1))];
L[i]:=0;
end for;
for ii in [m+1..last_poly_deg_p] do
if L[ii] ne 0 then
bundle_counter+:=1;
Bundle[bundle_counter]:=[];
Include(~Bundle[bundle_counter],L[ii]);
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d:=Coefficient(L[ii],1);
for j in [0..n-2] do
beta:=a^j;
dd:=d*beta^(1-p);
L_0:=x^(p) + dd*x;
Include(~Bundle[bundle_counter],L_0);
L_1:=x^(p) + (dd)^p*x;
Include(~Bundle[bundle_counter],L_1);
L_2:=x^(p) + (dd)^(p^2)*x;
Include(~Bundle[bundle_counter],L_2);
L_3:=x^(p) + (dd)^(p^3)*x;
Include(~Bundle[bundle_counter],L_3);
//L_4:=x^(p) + (dd)^(p^4)*x;
//Include(~Bundle[bundle_counter],L_4);
end for;
for jj in [m+1..last_poly_deg_p] do
if L[jj] in Bundle[bundle_counter] then
L[jj]:=0;
end if;
end for;
end if;
end for;
/*binomials:=bundle_counter;
for kk in [1..bundle_counter] do
num:=#Bundle[kk];
printf"\nBundle %o has %o elements represented by %o"
,kk,num*(n-1),Bundle[kk,1];
end for;*/
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for ii in [last_poly_deg_p+1..last_poly_deg_p_squared] do
//for ii in [m+1..last_poly_deg_p_squared] do
if L[ii] ne 0 then
bundle_counter+:=1;
Bundle[bundle_counter]:=[];
Include(~Bundle[bundle_counter],L[ii]);
c:=Coefficient(L[ii],p);
d:=Coefficient(L[ii],1);
for j in [0..n-2] do
beta:=a^j;
cc:=c*beta^(p-p^2);
dd:=d*beta^(1-p^2);
L_0:=x^(p^2) + cc*x^(p) + dd*x;
Include(~Bundle[bundle_counter],L_0);
L_1:=x^(p^2) + (cc)^p*x^(p) + (dd)^p*x;
Include(~Bundle[bundle_counter],L_1);
L_2:=x^(p^2) + (cc)^(p^2)*x^(p) + (dd)^(p^2)*x;
Include(~Bundle[bundle_counter],L_2);
L_3:=x^(p^2) + (cc)^(p^3)*x^(p) + (dd)^(p^3)*x;
Include(~Bundle[bundle_counter],L_3);
//L_4:=x^(p^2) + (cc)^(p^4)*x^(p) + (dd)^(p^4)*x;
//Include(~Bundle[bundle_counter],L_4);
end for;
for jj in [last_poly_deg_p+1..last_poly_deg_p_squared] do
//for jj in [m+1..last_poly_deg_p_squared] do
if L[jj] in Bundle[bundle_counter] then
L[jj]:=0;
end if;
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end for;
end if;
end for;
/*trinomials:=bundle_counter;
for kk in [binomials..bundle_counter] do
num:=#Bundle[kk];
printf"\nBundle %o has %o elements represented by %o"
,kk,num*(n-1),Bundle[kk,1];
end for;*/
for ii in [last_poly_deg_p_squared+1..count] do
//for ii in [last_poly_deg_p_squared+1..last_poly_deg_p_cubed] do
if L[ii] ne 0 then
bundle_counter+:=1;
Bundle[bundle_counter]:=[];
Include(~Bundle[bundle_counter],L[ii]);
b:=Coefficient(L[ii],p^2);
c:=Coefficient(L[ii],p);
d:=Coefficient(L[ii],1);
for j in [0..n-2] do
beta:=a^j;
bb:=b*beta^(p^2-p^3);
cc:=c*beta^(p-p^3);
dd:=d*beta^(1-p^3);
L_0:=x^(p^3) + (bb)*x^(p^2) + cc*x^(p) + dd*x;
Include(~Bundle[bundle_counter],L_0);
L_1:=x^(p^3) + (bb)^p*x^(p^2) + (cc)^p*x^(p) + (dd)^p*x;
Include(~Bundle[bundle_counter],L_1);
L_2:=x^(p^3)+(bb)^(p^2)*x^(p^2) + (cc)^(p^2)*x^(p) + (dd)^(p^2)*x;
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Include(~Bundle[bundle_counter],L_2);
L_3:=x^(p^3)+(bb)^(p^3)*x^(p^2) + (cc)^(p^3)*x^(p) + (dd)^(p^3)*x;
Include(~Bundle[bundle_counter],L_3);
//L_4:=x^(p^3)+(bb)^(p^4)*x^(p^2)+(cc)^(p^4)*x^(p) + (dd)^(p^4)*x;
//Include(~Bundle[bundle_counter],L_4);
end for;
for jj in [last_poly_deg_p_squared+1..count] do
//for jj in [last_poly_deg_p_squared+1..last_poly_deg_p_cubed] do
if L[jj] in Bundle[bundle_counter] then
L[jj]:=0;
end if;
end for;
end if;
end for;
fournomials:=bundle_counter;
for kk in [1..bundle_counter] do
num:=#Bundle[kk];
printf"\nBundle %o has %o elements represented by %o"
,kk,num*(n-1),Bundle[kk,1];
end for;
/*for ii in [last_poly_deg_p_cubed+1..count] do
if L[ii] ne 0 then
bundle_counter+:=1;
Bundle[bundle_counter]:=[];
Include(~Bundle[bundle_counter],L[ii]);
b:=Coefficient(L[ii],p^3);
c:=Coefficient(L[ii],p^2);
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d:=Coefficient(L[ii],p);
e:=Coefficient(L[ii],1);
for j in [0..n-2] do
beta:=a^j;
bb:=b*beta^(p^3-p^4);
cc:=c*beta^(p^2-p^4);
dd:=d*beta^(p-p^4);
ee:=e*beta^(1-p^4);
L_0:=x^(p^4) + (bb)*x^(p^3) + cc*x^(p^2) + dd*x^p + ee*x;
Include(~Bundle[bundle_counter],L_0);
L_1:=x^(p^4) + (bb)^p*x^(p^3) + (cc)^p*x^(p^2)
+ (dd)^p*x^p + (ee)^p*x;
Include(~Bundle[bundle_counter],L_1);
L_2:=x^(p^4) + (bb)^(p^2)*x^(p^3) + (cc)^(p^2)*x^(p^2)
+ (dd)^(p^2)*x^p + (ee)^(p^2)*x;
Include(~Bundle[bundle_counter],L_2);
L_3:=x^(p^4) + (bb)^(p^3)*x^(p^3) + (cc)^(p^3)*x^(p^2)
+ (dd)^(p^3)*x^p + (ee)^(p^3)*x;
Include(~Bundle[bundle_counter],L_3);
L_4:=x^(p^4) + (bb)^(p^4)*x^(p^3) + (cc)^(p^4)*x^(p^2)
+ (dd)^(p^4)*x^p + (ee)^(p^4)*x;
Include(~Bundle[bundle_counter],L_4);
end for;
for jj in [last_poly_deg_p_cubed+1..count] do
if L[jj] in Bundle[bundle_counter] then
L[jj]:=0;
end if;
end for;
end if;
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end for;
for kk in [fournomials+1..bundle_counter] do
num:=#Bundle[kk];
printf"\nBundle %o has %o elements represented by %o"
,kk,num*(n-1),Bundle[kk,1];
end for;*/
/*UnsetOutputFile();*/
B.5 Additional Code
To calculate the distributions of Chapter 5, the following functions were defined.
mu_star:=function(aa,bb,cc)
//L_aa is predefined as a vector of polynomials
//returns L_aa(bb)*cc
bz:=Evaluate(muL[aa],bb);
cz:=cc;
return(SemiMult_W(bz,cz)); end function;
mu_star_plus:=function(dd,ee,ff)
return(mu_star(dd,ee,ff) + mu_star(dd,ff,ee));
end function;
This is the code used to perform Lagrangian interpolation to determine the polynomial
form of a function.
/*####################################################################*/
/*Interpolation is used to convert semifield V multiplication
definition to a two variable polynomial definition. */
/*####################################################################*/
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interpolation_points:=[];interpolation_values:=[];V_row:=[];
for i in [1..n-1] do
interpolation_points[i]:=a^i;
end for;
for j in [1..n-1] do
interpolation_values[j]:=[];
for i in [1..n-1] do
interpolation_values[j,i]:=SemiMult_V(a^j,a^i);
end for;
V_row[j]:=
Interpolation(interpolation_points,interpolation_values[j]);
//printf "\nV_polys[%o]:=%o;", j, V_row[j];
end for;
polynomial_indices:=[8,4,2,1];
y_coeffs:=[];y_powers:=[];
for i in [1..4] do
y_coeffs[i]:=[];
for j in [1..n-1] do
y_coeffs[i,j]:=Coefficient(V_row[j],polynomial_indices[i]);
end for;
y_powers[i]:=Interpolation(interpolation_points,y_coeffs[i]);
end for;
printf "\n\n%o",y_powers;
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//To use this, you must define
//PF<x,y>:=PolynomialRing(F,2);
/*SemiMult_V_poly:=(a*x^8 + a*x^2)*y^8
+ (a^14*x^8 + a^7*x^2 + a*x)*y^4
+ (a*x^8 + a*x^2)*y^2
+ (a^14*x^8 + a^7*x^2 + a^4*x)*y;*/
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