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A WEIGHTED ANISOTROPIC SOBOLEV TYPE INEQUALITY
AND ITS APPLICATIONS TO HARDY INEQUALITIES
GIUSEPPINA DI BLASIO, GIOVANNI PISANTE, AND GEORGIOS PSARADAKIS
Abstract. In this paper we focus our attention on an embedding result for a
weighted Sobolev space that involves as weight the distance function from the
boundary taken with respect to a general smooth gauge function F . Starting
from this type of inequalities we prove some refined Hardy-type inequalities.
Contents
1. Introduction 1
2. Preliminaries 2
3. Weighted anisotropic Sobolev inequality 4
4. Some consequences 11
4.1. Anisotropic Hardy-Sobolev inequality 11
4.2. Anisotropic Hardy-Morrey inequality 13
References 16
1. Introduction
Let Ω be an open, connected, proper subset of Rn where n ≥ 2. In this paper
we focus our attention on an embedding result for a weighted Sobolev space that
involves as weight the distance function from the boundary, ∂Ω, taken with respect
to a general smooth gauge function F . More precisely we prove that there exists a
constant C > 0 such that for any v ∈ C∞c (Ω)
(1.1) ‖d
1/p′−α
F v‖
p
Lp
∗,α
(Ω)
≤ C
∫
Ω
(
d−1F |v|
p + dp−1F F
p(∇v)
)
dx,
where dF denotes the anisotropic distance function to ∂Ω, 0 ≤ α < 1, 1 ≤ p <
n
1−α ,
p∗,α := npn−p(1−α) and C = C(n, p, α, F ) > 0 (see Theorem 3.3). When α = 0
this result is closely related to the classical Sobolev inequality being p∗,0 = p∗ (see
Remark 3.4). We point out that (1.1) can be read as a continuous embedding
between weighted spaces (see [18, Section 8.10] and Remark 3.5) since it amounts
writing
W 1,p0 (Ω, d
ωι
F ) →֒ L
q
(
Ω; d
(1/p′−α)p∗,α
F
)
, ωι = (−1, p − 1).
Our interest in this type of inequalities has been mostly motivated by their deep
connections with refined Hardy-type inequalities. This link has been extensively
investigated in the Euclidean case for instance in [13, 14, 15]. In fact, a careful look
at their proofs shows that the crucial inequalities actually rely on an application of
suitable versions of (1.1). More precisely it has been proven in [13] (for the case
Date: November 28, 2019.
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α = 0) and lately in [14] (for 0 ≤ α < 1) that, if Ω is a uniformly C2 mean convex
domain having finite volume, then for any v ∈ C∞c (Ω) it holds
(1.2) C
∥∥d1/p′−αv∥∥p
Lp
∗,α
(Ω)
≤
∫
Ω
dp−1|∇v|p dx+
∫
Ω
|v|p(−∆d)dx,
with a positive constant C = C(n, p, α,Ω). Let us point out that the mean convexity
assumption on Ω ensures that −∆d can be considered as a nonnegative Radon mea-
sure and this seems to be a crucial point in obtaining estimate (1.2). Analogously,
we can prove that if −∆F dF ≥ 0, where ∆FdF is the distributional anisotropic
F -Laplacian of dF (see (2.4)), then the following anisotropic version of (1.2) is true
for any v ∈ C∞c (Ω):
(1.3) C‖d
1/p′−α
F v‖
p
Lp
∗,α
(Ω)
≤
∫
Ω
dp−1F F (∇v)
p dx+
∫
Ω
|v|p(−∆F dF )dx,
for some positive constant C = C(n, p, α, F,Ω) (cf. Corollary 3.11 for the proof
under less restrictive assumptions on Ω).
It is worth to recall that in the very special case of the half space, i.e. if Ω =
R
n
+ := {x = (x1, ..., xn) ∈ R
n | xn > 0}, where we simply have d(x) = xn and so
−∆d = 0, choosing α = (p− 1)(p + n− 1), the corresponding inequality∫
Rn
+
xp−1n |∇v|
p dx ≥ C(n, p)
( ∫
Rn
+
xp−1n |v|
p(p+n−1)/(n−1)dx
)(n−1)/(p+n−1)
had been established using different approaches for example in [22, §6] for p = 2, in
[8, 25] for general p > 1 and in [11] for the fractional case.
Improved versions of the anisotropic Hardy inequality for p = 2 have been in-
vestigated in [7]. In the last section of our paper we adapt the (by now classical)
method from [5] to our case and, once (1.3) has been established, we deduce a series
of improved versions of the anisotropic Hardy inequality. More precisely, at first we
prove that if p ≥ 2, under the same assumptions that ensure the validity of (1.3)
(see Theorem 4.3), for any u ∈ C∞c (Ω) the following Hardy-Sobolev estimate holds
true for some positive constant C = C(n, p, b, F,Ω) > 0
C
∥∥∥∥ udαF
∥∥∥∥
p
Lp
∗,α
(Ω)
≤
∫
Ω
F (∇u)p dx−
(p− 1
p
)p ∫
Ω
|u|p
dpF
dx.
Then, assuming further that Ω is a uniformly Lipschitz domain with finite measure,
we can prove a Hardy estimate of the anisotropic norm of the gradient in a suitable
Morrey space (see Theorem 4.5). More precisely we prove there exists a constant
C = C(n, p, F,Ω) > 0 such that
C‖F (∇v)‖L1,n−n/p(Ω) ≤
∫
Ω
F (∇v)p dx−
(p− 1
p
)p ∫
Ω
|v|p
dpF
dx.
2. Preliminaries
In this section we will fix some notation and recall some well known facts about
convex functions that will be useful for our later purpose. For a detailed treatment
of this material we refer the reader to classical monographs as [26, 28]. Throughout
the paper we assume that F : Rn 7→ [0,∞) is a strictly convex norm, i.e. an even
gauge function positive except at the origin and such that {ξ ∈ Rn : F (ξ) < 1} is a
strictly convex set. In particular F will be a non-negative positively homogeneous
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convex function with F (0) = 0. Given the norm F , the polar norm of F , F o, is the
closed gauge function defined by
F o(η) := sup
ξ 6=0
ξ · η
F (ξ)
, η ∈ Rn \ {0}.
From the previous definition it immediately follows the useful inequality
(2.1) |〈ξ, η〉| ≤ F (ξ)F o(η) ∀ ξ, η ∈ Rn.
In particular we recall that if F ∈ C1(Rn \ {0}) the strict convexity of F ensures F o
satisfies the same regularity (see [28, Corollary 1.7.3.] and also [9]). The following
identities are easily proven (see for instance [9, Lemma 3.1])
(2.2) F
(
F oξ (ξ)
)
= F o(Fξ(ξ)) = 1 ∀ ξ 6= 0.
To the polar norm F 0 we associate the Minkowski metric on Rn defined by
dF o(x, y) = F
o(x− y).
We recall that to any norm can be associated a Minkowski metric on Rn, i.e. a
metric compatible with addition and scalar multiplication (indeed there is a one-to
one correspondence, see [26, Section 15]).
Throughout, a domain will be a connected open set Ω ⊂ Rn, n ≥ 2, having
non-empty boundary. A key role in our weighted inequalities will be played by the
function that assigns to any point x ∈ Ω¯ its Minkowski distance from the boundary
of Ω, ∂Ω. We will refer to this function as the anisotropic distance and we will use
the notation
dF (x) := inf
y∈∂Ω
dF o(x, y) = inf
y∈∂Ω
F o(x− y), x ∈ Ω¯.
It is clear that dF is a Lipschitz continuous function in Ω¯. If dF ∈ L
∞(Ω), therefore
dF ∈W
1,∞
0 (Ω), we say that Ω has finite F -anisotropic inner radius defined by
rΩ := sup
x∈Ω
dF (x).
Moreover dF satisfies the eikonal-type equation
(2.3) F
(
∇dF (x)
)
= 1 a.e. in Ω.
For an extensive treatment of the properties of anisotropic distance functions we
refer to [10].
We recall that the anisotropic F -Laplacian of a function u ∈W 1,1loc (Ω), denoted by
∆Fu, is defined as the distributional divergence of the L
1
loc(Ω) vector field F (∇u)Fξ(∇u),
i.e.
(2.4) ∆Fu[ϕ] = −
∫
Ω
F (∇u)Fξ(∇u) · ∇ϕdx , ∀ ϕ ∈ C
∞
c (Ω).
If u ∈ C2(Ω) than ∆Fu is simply represented by the function
∆Fu(x) = div(F (∇u(x))Fξ(∇u(x))).
We will use the notation
−∆Fu ≥ 0 in D
′(Ω),
if ∫
Ω
F (∇u)Fξ(∇u) · ∇ϕdx ≥ 0 ∀ ϕ ∈ C
∞
c (Ω), ϕ ≥ 0.
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3. Weighted anisotropic Sobolev inequality
The main results of this section stem from the following functional version of the
anisotropic isoperimetric inequality
(3.1) Sn,F‖f‖L
n
n−1 (Rn)
≤
∫
Rn
F (∇f)dx ∀ f ∈ C∞c (R
n).
The inequality (3.1) with a non sharp constant can be easily obtained from the
classical Gagliardo-Nirenberg inequality by using the properties of the norm F . The
more subtle result, with the best possible constant Sn,F , has been established in [2].
A local version of (3.1), without the best constant, is also easily otained. Indeed,
recalling that if V ⊂ Rn is any sufficiently smooth bounded domain then (see [21,
p. 189])
nω1/nn ‖f‖L
n
n−1 (V )
≤ ‖∇f‖L1(V ) + ‖f‖L1(∂V ) ∀ f ∈ C
∞(V ),
where ωn denote the volume of the unit ball in R
n, again from the properties of F
it readily follows that there exists a positive constant C1 = C1(F ) such that
(3.2) nω1/nn ‖f‖L
n
n−1 (V )
≤ C1
∫
V
F (∇f)dx+ ‖f‖L1(∂V ).
Given p, α, β ∈ R with β 6= p(1− α), we define the number
pβ,α :=
βp
β − p(1− α)
.
Let us explicitly note that, if β = n ∈ N, the definition of pn,α extends the classical
definition of critical Sobolev exponent. Indeed, for 1 ≤ p < n and α = 0 we simply
have
pn,0 = p
∗ :=
np
n− p
.
When α runs in the interval [0, 1) the value of pn,α runs in the interval (p, p∗]. In
general, for α ∈ [0, 1) and 1 ≤ p < n1−α we clearly have p < pn,α < +∞ and we will
will use the more friendly notation
p∗,α := pn,α =
np
n− p(1− α)
.
From now on we fix the dimension n ≥ 2. We start with a technical lemma based
on a suitable interpolation inequality and on (3.1).
Lemma 3.1. Let Ω ⊂ Rn be a domain. For any b ∈ R, α ∈ [0, 1) and ε > 0, the
following inequality holds
‖dbF v‖L1∗,α (Ω) ≤
(1− α)ε−
α
1−α
Sn,F
∫
Ω
db+αF F (∇v)dx
+
(
(1− α)ε−
α
1−α |b+ α|
Sn,F
+ εα
)∫
Ω
d
b−(1−α)
F |v|dx,
(3.3)
for any v ∈ C∞c (Ω), where Sn,F is the constant in (3.1).
Proof. Given v ∈ C∞c (Ω), as first step, using Ho¨lder’s and Young’s inequalities, we
can prove the following interpolation estimate
(3.4) ‖dbF v‖L1∗,α (Ω) ≤ (1− α)ε
− α
1−α ‖db+αF v‖L1∗ (Ω) + εα‖d
b−(1−α)
F v‖L1(Ω).
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For that, we first observe that the numbers 1
∗
(1−α)1∗,α and
1
α 1∗,α are Ho¨lder conju-
gate. We can then apply Ho¨lder’s inequality with these exponents to the functions
d
(b+α)(1−α)1∗,α
F |v|
(1−α)1∗,α and d
[b−(b+α)(1−α)]1∗,α
F |v|
α 1∗,α and, since
b− (b+ α)(1 − α)
α
= b− (1− α),
we have
‖dbF v‖L1∗,α (Ω) ≤ ‖d
b+α
F v‖
1−α
L1∗ (Ω)
‖d
b−(1−α)
F v‖
α
L1(Ω)
.
Now estimate (3.4) readily follows from Young’s inequality
X1−αY α ≤ (1− α)ε−
α
1−αX + εαY.
From the anisotropic Gagliardo-Nirenberg inequality (3.1) with f = db+αF v, using
the Leibniz rule, the sub-linearity, the homogeneity of F and (2.3), we get
(3.5) Sn,F‖d
b+α
F v‖L1∗ (Ω) ≤
∫
Ω
db+αF F (∇v) dx+ |b+ α|
∫
Ω
d
b−(1−α)
F |v|dx.
The desired inequality (3.3) follows combining (3.5) and (3.4).
Remark 3.2. Under the same hypotheses of Lemma 3.1 it can be proved that for
any sufficiently smooth bounded domain V ⊂ Ω it holds
‖dbF v‖L1∗,α (V ) ≤
(1− α)
nω
1/n
n ε
α
1−α
(
C1
∫
V
db+αF F (∇v)dx+
∫
∂V
db+αF |v|dH
n−1
)
+
(
(1− α)|b+ α|
nω
1/n
n ε
α
1−α
C1 + εα
)∫
V
d
b−(1−α)
F |v|dx,
where C1 is the constant from (3.2). The proof follows using the same argument as
in the proof of Lemma 3.1 but applying the Sobolev trace inequality (3.2) instead
of (3.1).
Relying on Lemma 3.1 we can prove the following Sobolev type inequality.
Theorem 3.3. Let Ω ⊂ Rn be a domain. Let α ∈ [0, 1) and p ∈
[
1, n1−α
)
. Then
there exists a constant C2 := C2(n, p, α, F ) > 0 such that for any v ∈ C
∞
c (Ω) it
holds
(3.6)
∥∥∥d1/p′−αF v∥∥∥p
Lp
∗,α
(Ω)
≤ C2
∫
Ω
(
|v|p
dF
+ dp−1F F
p(∇v)
)
dx.
Proof. For b > 0 and s > 1 to be chosen later, we start by applying Lemma 3.1
replacing v by |v|s in (3.3), to obtain that there exists a constant κ := κ(n, b, α, F )
such that
(3.7) κ
∥∥∥dbF vs∥∥∥
L1
∗,α
(Ω)
≤ s
∫
Ω
db+αF |v|
s−1F (∇v)dx+
∫
Ω
d
b−(1−α)
F |v|
sdx.
We next apply Ho¨lder inequality in both terms of the right hand side to get∫
Ω
db+αF |v|
s−1F (∇v)dx =
∫
Ω
(
d
1/p′
F F (∇v)
) (
d
b+α−1/p′
F |v|
s−1
)
dx
=
(∫
Ω
dp−1F F
p(∇v)dx
) 1
p
(∫
Ω
d
(b+α−1/p′)p′
F |v|
(s−1)p′dx
) 1
p′
,
(3.8)
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and ∫
Ω
d
b−(1−α)
F |v|
sdx =
∫
Ω
(
d
−1/p
F |v|
)(
d
b−(1−α)+1/p
F |v|
s−1
)
dx
=
(∫
Ω
|v|p
dF
dx
) 1
p
(∫
Ω
d
(b+α−1/p′)p′
F |v|
(s−1)p′dx
) 1
p′
.
(3.9)
Now we can choose s and b that solve respectively the equations (s − 1)p′ = s 1∗,α
and (b+ α− 1/p′)p′ = b 1∗,α , that is
s =
p∗,α
1∗,α
and b =
(p(1− α)− 1)(n − (1− α))
n− p(1− α)
=
(
1
p′
− α
)
p∗,α
1∗,α
.
With this choice of s and b, noting that(∫
Ω
d
(b+α−1/p′)p′
F |v|
(s−1)p′dx
) 1
p′
=
∥∥∥dbF vs∥∥∥ 1
∗,α
p′
L1
∗,α
(Ω)
,
we can combine (3.7), (3.8) and (3.9) to get∥∥∥dbF vs∥∥∥
L1
∗,α
(Ω)
≤
s
κ
2
p−1
p
(∫
Ω
(
|v|p
dF
+ dp−1F F
p(∇v)
)
dx
) 1
p
∥∥∥dbF vs∥∥∥ 1
∗,α
p′
L1
∗,α
(Ω)
.
We conclude the proof by observing that the previous inequality is equivalent to
(3.6) with C2 =
(
s
κ
)p
2p−1 since
1−
1∗,α
p′
=
n− p(1− α)
np− p(1− α)
=
1∗,α
p∗,α
=
1
s
and ∥∥∥d1/p′−αF v∥∥∥
Lp
∗,α
(Ω)
=
(∫
Ω
d
(1/p′−α)p∗,α
F v
p∗,α
) 1
p∗,α
=
∥∥∥dbF vs∥∥∥ 1s
L1
∗,α
(Ω)
.
Remark 3.4. In the special case α = 0, the connection of the previous result with
the classical Sobolev inequality is easily understood by applying it to the function
d
1/p′
F v. Indeed, for v ∈ C
∞
c (Ω), denoting by Sn,p the Sobolev constant, we can write
Sn,p
∥∥∥d1/p′F v∥∥∥
Lp∗(Ω)
≤
∥∥∥∇(d1/p′F v)∥∥∥
Lp(Ω)
≤
1
p′
∥∥∥d−1/pF ∇dF v∥∥∥
Lp(Ω)
+
∥∥∥d1/p′F ∇v∥∥∥
Lp(Ω)
=
1
p′
(∫
Ω
d−1F |v|
p|∇dF |
pdx
)1/p
+
(∫
Ω
dp−1F |∇v|
pdx
)1/p
.
Therefore, raising to power p and using the properties of the norm F , we get∥∥∥d1/p′F v∥∥∥p
Lp∗(Ω)
≤ C(n, p, F )
∫
Ω
(
d−1F |v|
p + dp−1F F
p(∇v)
)
dx ∀v ∈ C∞c (Ω).
This is (3.6) in the special case α = 0.
Remark 3.5. In the Euclidean case F (·) = | · | and therefore considering d to be
the Euclidean distance, embedding theorems for weighted Sobolev spaces has been
widely considered in the literature. In particular we can refer to [18, Section 8.10]
for a result closely related to our Theorem 3.3. To make this connection more precise
we need to introduce some notation on weighted Sobolev spaces. For the sake of
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simplicity we restrict our treatment to spaces that involve only first order derivatives
and we consider a special class of weighted Sobolev spaces. Let Ω be a domain in
R
n, M ⊂ Ω¯ with zero Lebesgue measure and let d(x,M) = dist(x,M). Given, for ι
a multi-index of order 2, λι = (λ0, λ1) ∈ R
2, we denote with
W 1,p(Ω,M, tλ)
the Banach space of all functions u defined a.e. in Ω whose distributional derivatives
∇ιu belong to the weighted Lebesgue space Lp
(
Ω, d(x,M)λι
)
, i.e.∫
Ω
|∇ιu(x)|
pd(x,M)λι dx <∞.
As in the classical case we define
W 1,p0 (Ω,M, t
λ) := C∞c (Ω)
W 1,p(Ω,M,tλ)
.
The most common cases in the literature are M = ∂Ω and M = xo with xo ∈ Ω¯. In
the first case we can use the shorter notation W 1,p(Ω, ∂Ω, tλ) =W 1,p(Ω, dλ). When
λ0 = λ1 = s > p− 1, 0 < p <∞ and Ω is of class C
0,1, it can be proved that
W 1,p(Ω, dωι) =W 1,p0 (Ω, d
s) →֒ Lp(Ω, ds−p).
where ωι = (ω0, ω1) = (s−p, s) (see for example [18, Theorems 8.10.12 and 8.10.14]).
The limit case s = p− 1 is more delicate and the characterization of W 1,p0 (Ω,M, t
λ)
in terms of weighted spaces with distance function is not as clean and it needs a
logarithmic correction (see [18, Remark 8.10.13]).
Nevertheless, in a similar spirit, (3.6) can be seen as a continuous embedding in the
limit case s = p− 1 (and consequently ωι = (−1, p− 1)), of the anisotropic weighted
Sobolev space W 1,p0 (Ω, d
ωι
F ) in a Lebesgue space weighted with the anisotropic dis-
tance dF . More precisely we can rewrite the result as
W 1,p0 (Ω, d
ωι
F ) →֒ L
p∗,α
(
Ω, d
(1/p′−α)p∗,α
F
)
,
and we get the result that can be traced back by carefully analyzing the proof of
[14, Section 4].
Under suitable assumptions on Ω, we show next how the previous result can be
improved. To this end we introduce the following definition.
Definition 3.6. Let Ω ∈ Rn be a domain, ω ⋐ Ω and K > 0. We say that Ω is
(ω,K)-feeble-regular if for any ϕ ∈W 1,∞c (Ω \ ω) with ϕ ≥ 0 it holds
(3.10)
∣∣∣∣∣
∫
Ω\ω
1
2
∇F 2(∇dF ) · ∇(ϕdF )dx
∣∣∣∣∣ ≤ K‖ϕ‖L1(Ω\ω).
Remark 3.7. The previous definition can be read as a weak-form of the assumption
that |dF∆FdF | is bounded by the constant K in the set Ω \ ω.
Proposition 3.8. Let Ω ⊂ Rn be a domain. Let α ∈ [0, 1), p ∈
[
1, n1−α
)
and let
(3.11) a :=
(p− 1)(1 − α)(n − 1)
n− p(1− α)
.
Suppose there exists δ > 0 and ω ⋐ Ω such that Ω is (ω, a− δ)-feeble-regular. Then
for 0 < ǫ < dist(ω, ∂Ω), there exists a constant C3 = C3(n, p, α, F, ω, ǫ) > 0 such
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that
C3‖d
1/p′−α
F v‖
p
Lp
∗,α
(Ω)
≤
∫
Ω
dp−1F F
p(∇v)dx+
1
ǫ
∫
ωǫ\ω
dp−1F |v|
pdx,
for all v ∈ C∞c (Ω), where ωǫ := ω +B(0, ǫ).
Proof. Consider a cut-off function φ : Ω→ [0, 1] such that φ(x) = 1 for any x ∈ Ω\ωǫ,
φ(x) = 0 for any x ∈ ω and |∇φ|∞ ≤ κ1/ǫ for a constant κ1 > 0. We define b as in
the proof of Theorem 3.3; that is
b =
(p(1 − α) − 1)(n − (1− α))
n− p(1− α)
,
and observe that a = b+ α. For v ∈ C∞c (Ω), writing v = φv + (1− φ)v, we have
(3.12) ‖dbF v‖L1∗,α (Ω) ≤ ‖d
b
Fφv‖L1∗,α (Ω\ω) + ‖d
b
F (1− φ)v‖L1∗,α (ωǫ).
Let us start by considering the first term of the right hand side of (3.12). Using
Lemma 3.1 we can easily deduce the existence of a constant κ2 = κ2(n, p, b, F ) such
that
(3.13) κ2‖d
b
Fφv‖L1∗,α (Ω\ω) ≤
∫
Ω\ω
daFF (∇(φv))dx+
∫
Ω\ω
da−1F |φv|dx.
Now we want to estimate the last term of the right hand side of the previous in-
equality. We use the fact that Fξ(∇dF ) · ∇dF = F (∇dF ) = 1 and the assumptions
on Ω to get∫
Ω\ω
da−1F |φv|dx =
1
a
∫
Ω\ω
|φv|Fξ(∇dF )F (∇dF ) · ∇d
a
Fdx
=
1
a
∫
Ω\ω
Fξ(∇dF )F (∇dF ) · ∇(d
a
F |φv|)dx
−
1
a
∫
Ω\ω
daFFξ(∇dF )F (∇dF ) · ∇(|φv|)dx
≤
a− δ
a
∫
Ω\ω
da−1F |φv|dx+
1
a
∫
Ω\ω
daFF (∇|φv|)dx
Where in last term we have used (2.1) and (2.2) and the (ω, a− δ)-feeble-regulaliry
of Ω (by applying (3.10) with ϕ = da−1F φv). In view of the previous estimate we can
write ∫
Ω\ω
da−1F |φv|dx ≤
1
δ
∫
Ω\ω
daFF (∇φv)dx
that together with (3.13) gives
δκ2
1 + δ
‖dbFφv‖L1∗,α (Ω\ω) ≤
∫
Ω\ω
daFF (∇(φv))dx =
∫
Ω\ωǫ
daFF (∇v)dx
+
∫
ωǫ\ω
daFF (φ∇v + v∇φ)dx.
(3.14)
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Now we take into account the second term of the right hand side of (3.12). Since
ωǫ ⊂ Ω is compact, we can use Ho¨lder’s inequality and (3.1) to get
‖dbF (1− φ)v‖L1∗,α (ωǫ) ≤ ‖d
b1∗,α
F ‖
1/1∗,α
L(
1∗
1∗,α )
′
(ωǫ)
‖(1− φ)v‖
L
n
n−1 (ωǫ)
≤ κ3
∫
ωǫ
daFF
(
∇((1− φ)v)
)
dx,
with a constant κ3 = κ3
(
n, p, b, F,dist(ω, ∂Ω),diam(ω), ǫ
)
. Here we have also used
the fact that in ωǫ, dF is bounded above, and also below away from 0. Then, by the
properties of φ,
1
κ3
‖dbF (1− φ)v‖L1∗,α(ωǫ)≤
∫
ω
‖daFF (∇v)dx+
∫
ωǫ\ω
daFF
(
∇((1− φ)v)
)
dx
≤
∫
ωǫ
daFF (∇v)dx+
∫
ωǫ\ω
daFF (φ∇v − v∇φ)dx.
(3.15)
Let us estimate the last integral. Again from the hypotheses on φ and by homo-
geneity and convexity properties of F we get
(3.16)
∫
ωǫ\ω
daFF (φ∇v − v∇φ)dx ≤
∫
ωǫ\ω
daFF (∇v)dx+
∫
ωǫ\ω
daF |v|F (∇φ)dx.
Using the uniform bound on the gradient of φ, we have |F (∇φ)| ≤ κ4/ǫ for a constant
κ4 > 0, and putting together (3.12), (3.14), (3.15), (3.16)
κ5‖d
b
F v‖L1∗,α (Ω) ≤
∫
Ω
daFF (∇v)dx+
1
ǫ
∫
ωǫ\ω
daF |v|dx,
with the constant κ5 = κ5(n, p, b, F, ω, ǫ) > 0. Replacing in the previous inequalities
v by |v|s with
s =
p∗,α
1∗,α
,
we get
κ5‖d
b
F |v|
s‖L1∗,α (Ω) ≤ s
∫
Ω
db+αF |v|
s−1F (∇v)dx+
1
ǫ
∫
ωǫ\ω
db+αF |v|
sdx.
Applying Ho¨lder’s inequality in both terms of the right hand side, we conclude
arguing exactly as in the end of the proof of Theorem 3.3.
Remark 3.9. We point out that the analytical assumption of the previous result
can be linked to regularity conditions on the domain Ω. Indeed, it is easy to verify
that if Ω is bounded and ∂Ω is sufficiently smooth (for example of class C2) then
|dF∆FdF | is bounded in a sufficiently small neighborhood of the boundary. Then of
course the estimate in Proposition 3.8 holds true with a constant C(n, p, α, F,Ω).
Remark 3.10. We remark that the result of Proposition 3.8 can be sharpened as
soon as Ω is such that ∆F dF = 0, as for instance in the case of the half-space.
Indeed in this case we can choose ω = ∅ for any choice of δ. This allows us to say
that
C(n, p, α, F )
∥∥∥d1/p′−αF v∥∥∥p
Lp
∗,α
(Ω)
≤
∫
Ω
dp−1F F
p(∇v)dx ∀ v ∈ C∞c (Ω).
The previous inequality generalizes to the anisotropic setting the results obtained
in [14] for the half-space in the isotropic case.
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Another useful consequence of Theorem 3.3 is the following corollary that extends
[14, Proposition 4.1] to the anisotropic case.
Corollary 3.11. Under the assumptions of Proposition 3.8, suppose in addition
that rΩ <∞ and
(3.17) −∆FdF ≥ 0 in D
′(Ω).
Then there exists a constant C4 = C4(n, p, α, F, ω, ǫ, rΩ) > 0 such that for any
v ∈ C∞c (Ω) we have
C4‖d
1/p′−α
F v‖
p
Lp
∗,α
(Ω)
≤
∫
Ω
dp−1F F (∇v)
p dx+
∫
Ω
Fξ(∇dF ) · ∇(|v|
p)dx.
Proof. We use Proposition 3.8 and we need to estimate the term∫
ωǫ\ω
dp−1F |v|
pdx.
Recalling that Fξ(∇dF ) · ∇dF = 1 a.e., integrating by parts, using (3.17), (2.1) and
(2.2) we have∫
ωǫ\ω
dp−1F |v|
p dx ≤
∫
Ω
dp−1F |v|
p dx =
1
p− 1
∫
Ω
Fξ(∇dF ) · ∇d
p
F |v|
p dx
= −
p
p− 1
∫
Ω
dpF |v|
p−1Fξ(∇dF ) · ∇|v|dx+
1
p− 1
∫
Ω
dpF |v|
p(−∆F dF )dx
≤
p
p− 1
∫
Ω
dpF |v|
p−1F (∇|v|) +
rpΩ
p− 1
∫
Ω
|v|p(−∆FdF )dx.
Now we consider the first term of the last inequality, using the Young’s inequality
and since dF < rΩ, we get∫
Ω
dpF |v|
p−1F (∇|v|)dx ≤ rΩ
∫
Ω
dp−1F |v|
p−1F (∇|v|)dx
≤ rΩ
(
κ(ǫ)
∫
Ω
F p(∇|v|)dp−1F dx+ ǫ
∫
Ω
|v|pdp−1F dx
)
,
Combining the previous estimates we have
κ(p, rΩ)
∫
Ω
dp−1F |v|
p dx ≤
∫
Ω
F p(∇|v|)dp−1F dx+
∫
Ω
|v|p(−∆FdF )dx
and the result follows.
Remark 3.12. There is a strict connection with assumption (3.17) and the mean-
convexity property of Ω. In the Euclidean case it is well known that, under suitable
regularity condition on ∂Ω (which includes the one in Remark 3.9), the domain Ω is
mean-convex (i.e. its mean curvature is non negative at any point of ∂Ω) if and only
if −∆d ≥ 0 in D′(Ω) (cf. [16, 17, 19, 27]). We stress that even if F is equivalent to
the Euclidean norm, condition −∆d ≥ 0 is not equivalent to the condition (3.17) as
proved in [7]. Questions on the link between (3.17) and the geometric condition on Ω
in the anisotropic setting are one of the topics that will be treated in a forthcoming
paper of F. Della Pietra, G. di Blasio, N. Gavitone, G. Pisante and G. Psaradakis.
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4. Some consequences
In this section we apply the weighted anisotropic Sobolev inequality of §3 to
improve the anisotropic Hardy inequality. Several anisotropic versions of the Hardy
inequality, with different singular weights, are known; see [1, 3, 6, 7, 23, 29]. Here
we focus on the case where the singular weight is a negative power of dF and prove
a Hardy-Sobolev and a Hardy-Morrey inequality.
4.1. Anisotropic Hardy-Sobolev inequality. We start by proving, for the sake
of completeness, the following lemma that quantifies the classical convexity inequal-
ity for F p (cfr. for instance [20, Appendix] for the Euclidean case).
Lemma 4.1. Let F ∈ C2(Rn \ {0}), even, positively 1-homogenous and strongly
convex, i.e. ∇2F 2(ξ) is a positively defined matrix for any ξ 6= 0. Then for p ≥ 2,
there exists σF ≥ 1 such that
(4.1) F p(ξ1 + ξ2) ≥ F
p(ξ1) +
21−p
σpF
F p(ξ2) + pF
p−1(ξ1)Fξ(ξ1) · ξ2 ∀ ξ1, ξ2 ∈ R
n.
Proof. First we note that the space Rn endowed with the norm F , is p-uniformly
convex in the sense of [4], i.e. there exists a constant σF such that.
(4.2) F p
(ξ1 + ξ2
2
)
+
1
σpF
F p
(ξ1 − ξ2
2
)
≤
1
2
F p(ξ1) +
1
2
F p(ξ2) ∀ ξ1, ξ2 ∈ R
n.
Indeed, following the argument of [24, Proposition 4.6], recalling that for any w ∈
R
n \ {0} and v ∈ Rn with F (v) = 1 it holds
lim
ε→0
1
2ε2
[
F 2(w − εv) + F 2(w + εv)− 2F 2(w)
]
= ∇2F 2[w](v, v),
we easily infer that
inf
v∈Rn, F (v)=1
inf
w∈Rn\{0}
{
lim
ε→0
1
2ε2
[
F 2(w − εv) + F 2(w + εv)− 2F 2(w)
]}
=
1
2
[
sup
v∈Rn, F (v)=1
sup
w∈Rn\{0}
(
∇2F 2[w](v, v)
)−1]−1
=
1
2
[
max
v∈Rn, F (v)=1
max
w∈Sn−1
(
∇2F 2[w](v, v)
)−1]−1
=
1
σ2F
≤ 1
where in the last equality we have used the zero-homogeneity of ∇2F 2[w], the reg-
ularity of F , and that fact that (by Euler’s Theorem)
σ2F := max
v,w∈Sn−1
2F 2(v)
∇2F 2[w](v, v)
= max
v,w∈Sn−1
∇2F 2[v](v, v)
∇2F 2[w](v, v)
≥ 1.
Therefore for any w ∈ Rn \ {0} and v ∈ Rn with F (v) = 1 the function
γ(t) := F 2(w + tv)−
t2
σ2F
is convex. Then the following 2-uniform convexity easily follows:
F 2
(ξ1 + ξ2
2
)
+
1
σ2F
F 2
(ξ1 − ξ2
2
)
≤
1
2
F 2(ξ1) +
1
2
F 2(ξ2) ∀ ξ1, ξ2 ∈ R
n.
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Raising the previous inequality to p/2 and using the convexity of the function f(t) =
tp/2 (since p ≥ 2) we easily deduce (4.2).
Now we observe that, the convexity of F p ensures that
(4.3) 2F p
(ξ1 + ξ2
2
)
≥ 2F p(ξ1) + pF
p−1(ξ1)Fξ(ξ1) · (ξ2 − ξ1) ∀ ξ1, ξ2 ∈ R
n.
Finally, combining (4.2) and (4.3), we infer that for any ξ1, ξ2 ∈ R
n it holds
F p(ξ2) ≥− F
p(ξ1) + 2F
p
(ξ1 + ξ2
2
)
+
2
σpF
F p
(ξ1 − ξ2
2
)
≥F p(ξ1) + pF
p−1(ξ1)Fξ(ξ1) · (ξ2 − ξ1) +
2
σpF
F p
(ξ1 − ξ2
2
)
,
as claimed in (4.1).
Remark 4.2. We explicitly remark that the claim of the previous lemma holds
even if we drop the C2 regularity assumption on F and we assume C1 regularity
and the p-uniform convexity (4.2). Moreover the previous lemma can be proved
also following the line of the [20, Appendix], by expanding directly the function
f(t) := F p(ξ1 + t(ξ2 − ξ1)) with the Maclaurin’s formula and estimating the second
order terms using the p-uniform convexity.
Theorem 4.3. Let Ω ⊂ Rn be a domain such that that rΩ < ∞ and that (3.17)
holds true. Suppose there exists δ > 0 and ω ⋐ Ω such that Ω is (ω, a − δ)-feeble-
regular with the constant a defined by (3.11). Let α ∈ [0, 1) and p ∈
[
2, n1−α
)
. Then
there exists a positive constant C5 = C5(n, p, α, F ) such that for any u ∈ C
∞
c (Ω) we
have
(4.4) C5
∥∥∥∥ udαF
∥∥∥∥
p
Lp
∗,α
(Ω)
≤
∫
Ω
F p(∇u)dx−
(p− 1
p
)p ∫
Ω
|u|p
dpF
dx.
Proof. In the spirit of [5] we obtain an auxiliary lower bound for the anisotropic
Hardy difference defined by
Ip[u; Ω] :=
∫
Ω
F p(∇u)dx−
(p− 1
p
)p ∫
Ω
|u|p
dpF
dx, u ∈ C∞c (Ω).
To this end we consider the function v defined by
(4.5) u = d
1−1/p
F v,
and we apply inequality (4.1) to F (∇u) with ξ1 = (1 − 1/p)d
−1/p
F v∇dF and ξ2 =
d
1−1/p
F ∇v. Using (2.3) and the zero homogeneity of Fξ, we can deduce
F p(∇u) ≥
(p− 1
p
)p
d−1F |v|
p +
21−p
σpF
dp−1F F
p(∇v)
+ p
(p− 1
p
)p−1
|v|p−1Fξ(∇dF ) · ∇v.
(4.6)
Integrating (4.6) and recalling (4.5), we have
(4.7) Ip[u; Ω] ≥
21−p
σpF
∫
Ω
dp−1F F
p(∇v)dx+
(p− 1
p
)p−1 ∫
Ω
Fξ(∇dF ) · ∇(|v|
p)dx.
The result follows combining Corollary 3.11, (4.7) and (4.5).
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4.2. Anisotropic Hardy-Morrey inequality. We start by recalling the definition
of Morrey spaces.
Definition 4.4 (Morrey spaces). Assume Ω ⊂ Rn open, λ ≥ 0 and 1 ≤ p <∞. We
say that f ∈ Lp(Ω) belongs to Lp,λ(Ω) if
sup
0<r<DΩ,x0∈Ω
1
rλ
∫
Ω∩Br(x0)
|f |pdx < +∞,
where DΩ is the diameter of Ω. On L
p,λ(Ω) is defined the norm
‖f‖Lp,λ(Ω) :=
(
sup
0<r<DΩ,x0∈Ω
1
rλ
∫
Ω∩Br(x0)
|f |pdx
)1/p
.
We have the following theorem
Theorem 4.5. Under the same assumptions of Theorem 4.3, assume in addition
that Ω a uniformly Lipschitz domain with finite measure. Then there exists a positive
constant C6 = C6(n, p, F ) such that
(4.8) ‖F (∇u)‖L1,n−n/p(Ω) ≤ C6
(
Ip[u; Ω]
)1/p
∀ u ∈ C∞c (Ω).
We start the proof with a lemma that provides a weaker form of (4.8).
Lemma 4.6. Under the same assumptions of Corollary 3.11 there exists a constant
C7 = C7(n, p, α, F ) > 0 such that with θ := (p
∗,α)′(1− α), there holds
‖F (∇u)‖L1,n−n/p(Ω) ≤ C7
(
Ip[u,Ω]
)1/p(
1 +
∥∥d−1F ∥∥1−αLθ,n−θ(Ω)
)
∀ u ∈ C∞c (Ω).
Proof. The proof follows closely that of [14, Theorem 6.1]. Setting u = d1−1/pv, by
the properties of F we have for a given x0 ∈ Ω, writing Br := Br(x0),
∫
Ω∩Br
F (∇u)dx ≤
∫
Ω∩Br
d
1−1/p
F |F (∇v)|dx+
p− 1
p
∫
Ω∩Br
d
−1/p
F |v|dx
=: I1 + I2.
Using first Ho¨lder’s inequality and then (4.7) coupled with the assumption (3.17),
we can write for a positive constant κ(n, p, F )
I1 ≤
(∫
Ω∩Br
dp−1F |F (∇v)|
pdx
)1/p
(ωnr
n)1−1/p
≤ κ(n, p, F )
(
Ip[u; Ω]
)1/p
rn−n/p,
where ωn denote the volume of the unit ball in R
n. We will next estimate I2. To this
end, we first rewrite it in terms of the original function u and by Holder’s inequality
I2 =
p− 1
p
∫
Ω∩Br
d−αF |u|d
α−1
F dx
≤
p− 1
p
( ∫
Ω∩Br
(
d−αF |u|
)p∗,α
dx
)1/p∗,α( ∫
Ω∩Br
d
−(1−α)(p∗,α)′
F dx
)1/(p∗,α)′
.
Multiply and divide by rn−n/p, noting n − n/p = (n − θ)/(p∗,α)′ and also using
Theorem 4.3, we arrive at
I2 ≤ κ(n, p, α, F )
(
Ip[u; Ω]
)1/p
rn−n/p
∥∥d−1F ∥∥1−αLθ,n−θ(Ω).
We get the desired result combining the previous estimates.
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The next ingredient is a technical proposition that is the anisotropic version of
[14, Proposition 5.3].
Proposition 4.7. Let Ω ⊂ Rn, n ≥ 2, be a locally Lipschitz domain satisfying
(3.17). For any 0 < θ < 1 and any r > 0, defined
Mr(θ) :=
∫
Br∩Ω
d−θF dx and Qr :=
Hn−1(Br ∩ ∂Ω)
Hn−1(∂Br)
,
it holds
Mr(θ) ≤
ωn
1− θ
(
n sup
Sn−1
|Fξ|+ 1− θ + nQr
)
rn−θ,
where ωn denote the volume of the unit ball in R
n.
Proof. The proof closely follows that of [14, Proposition 5.3] therefore we outline the
main ideas and the differences. Writing {dF < r} for the set {x ∈ Ω : dF (x) < r}
and {dF ≥ r} for its complement in Ω, we have
(4.9) Mr(θ) =
∫
Br∩{dF≥r}
d−θF dx+
∫
Br∩{dF<r}
d−θF dx.
We can use the monotonicity of Hn to get the estimate
(4.10)
∫
Br∩{dF≥r}
d−θF dx ≤ r
−θHn
(
Br ∩ {dF ≥ r}
)
≤ ωnr
n−θ.
For the second integral of (4.9) we note first that since θ < 1 and Fξ(∇dF ) ·∇dF = 1
a.e. in Ω, the generalized Gauss-Green theorem gives1
(1− θ)
∫
Br∩{dF<r}
d−θF dx =
∫
Br∩{dF<r}
Fξ(∇dF ) · ∇d
1−θ
F dx
=
∫
Br∩{dF<r}
d1−θF (−∆FdF )dx
+
∫
∂(Br∩{dF<r})
d1−θF Fξ(∇dF ) · ν dH
n−1(x),
where ν is the unit outer normal to ∂(Ω ∩ Br). Using (3.17) the first term on the
right hand side is estimated as follows∫
Br∩{dF<r}
d1−θF (−∆FdF )dx ≤ r
1−θ
∫
Br∩{dF<r}
(−∆F dF )dx
= −r1−θ
∫
∂(Br∩{dF<r})
Fξ(∇dF ) · ν dH
n−1(x).
Combining the last two inequalities we arrive at
(1− θ)
∫
Br∩{dF<r}
d−θF dx ≤
∫
∂(Br∩{dF<r})
(
d1−θF − r
1−θ
)
Fξ(∇dF ) · ν dH
n−1(x).
1Since dF ∈ BV(Ω), its level sets {dF < r} are of finite perimeter for a.e. r ∈ (0,∞) (see [12,
Theorem 1-§5.5])
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Hence
(1− θ)
∫
Br∩{dF<r}
d−θF dx ≤
∫
∂Br∩{dF<r}
(
r1−θ − d1−θF
)
|Fξ(∇dF ) · ν|dH
n−1(x)
+ r1−θ
∫
Br∩∂Ω
|Fξ(∇dF ) · ν|dH
n−1(x)
≤ r1−θ
(∫
∂Br∩{dF<r}
+
∫
Br∩∂Ω
)
|Fξ(∇dF ) · ν|dH
n−1(x)
≤ r1−θ sup
∂Br∩Ω
|Fξ(∇dF )|H
n−1
(
∂Br ∩ {dF < r}
)
+ r1−θHn−1(Br ∩ ∂Ω)
≤ nωn sup
∂Br∩Ω
|Fξ(∇dF )|r
n−θ + r1−θHn−1(Br ∩ ∂Ω)
≤ nωn sup
η∈∂B1(0)
|Fξ(η)| r
n−θ + r1−θHn−1(Br ∩ ∂Ω),
where in the last estimate we have used the monotonicity of Hn−1 and the zero-
homogeneity of Fξ. We conclude by coupling the last inequality with (4.9) and
(4.10).
Proof of Theorem 4.5 By the assumptions, Ω satisfies a uniform cone condition
that with the finite measure hypothesis implies Ω is bounded. Therefore, arguing
similarly as in [14, Lemmas 5.1], Qr can be estimated uniformly in r by a constant
for any θ ∈ (0, 1). This together with Proposition 4.7 gives∥∥d−1F ∥∥1−αLθ,n−θ(Ω) ≤ κ(n, p, α, F ).
The result follows by Lemma 4.6.
Remark 4.8. We explicitly remark that in [14, Lemma 5.2] it is shown that Qr
can be estimated uniformly in r by a constant. Therefore the result of Theorem 4.5
continues to hold if we replace the assumptions on Ω to be a uniformly Lipschitz
domain with finite measure with the convexity assumption.
From classical embedding results on Sobolev, Morrey and Campanato spaces, or
arguing more directly using the Morrey’s Dirichlet growth lemma (as in [14]), the
following Corollary of Theorem 4.5 can be easily proven.
Corollary 4.9. Under the same assumptions of Theorem 4.5 we have that for p > n,
there exists a positive constant C8 = C8(n, p,Ω, F ), such that
sup
x,y∈Ω
x 6=y
|u(x)− u(y)|
|x− y|1−n/p
≤ C8
(
Ip[u; Ω]
)1/p
∀ u ∈ C∞c (Ω),
and there exists a positive constant C9 = C9(n, p,Ω, F ) such that
‖u‖BMO ≤ C9
(
In[u; Ω]
)1/n
∀ u ∈ C∞c (Ω).
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