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For any prime power q > 2 we construct a family of linear codes over an alphabet of q letters 
with the following parameters: length=(q-1)k-x ;  dimension=k; minimum distance= 
(q -- 1) k-2" (q -- 2). The weight distribution of these codes is expficitely described. The codes 
are subschemes of H((q - 1) k- l ,  q). Some properties of the dual codes are discussed. 
A generator matrix of the codes to be described is given by any maximal set of 
pairwise linearly independent column-vectors in F n whose coordinates are all 
nonzero. Such a matrix has k rows and (q - 1) k-1 columns. Here F = GF(q). 
Such a matrix can easily be constructed in the following way: It consists of all 
column vectors of the form (1, a~2, . . . ,  trk) r, where tr2, . . . ,  trk e F - {0}. This 
particular generator matrix will be denoted by G = G(k,  q). 
Example. q = 3, k = 3 
G(3, 3 )= 1 2 . 
2 I 
We define the code D to be the linear code having G as its generator matrix. 
Then the length of the codewords in D is (q - 1) k-1. From q > 2 it follows that 
dimF D = k. Thus D consists of the (row-)vectors v = xG with x e F k. 
A slightly different way of describing the code D uses the definition of a linear 
code (see [1, p. 35]) as a linear space E = F k and a subset ~ c HomF(E, F) = E*. 
We may identify any such set ~ c E* with a set of linear codes of dimension 
k - 1 in E. We take cg to be the set of all l inear codes described by the equations 
xl + tr2x2 +-  • • + t~kXk = 0, (1) 
where all tr~ e F are nonzero for i = 2, 3 , . . . ,  k. In this description to each 
(xl, . .  •, Xk) e F k we associate the codeword of length (q - 1) k-1 whose coordin- 
ate at a particular C e cg corresponding to eq. (1) is given by 
X 1 "~ O~2X 2 "~ • ° • -~- t¥/cX k e F. 
We shall denote the codeword corresponding to x by d(x). This is l inked to the 
above description by d(x)  = x . G(k,  q). 
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Now in order to compute the weight of the codeword d(x) we first show the 
following lemma. 
Lemma. Let 1 <~j<~k and !et wt (x )= j .  Then wt (d(x ) )=wt(xG)= W i, where 
Wj = (q - 1) k - t -  (q - 1) k-2 +. . .  + ( -1 )  i-~. (q - 1) k-j. (2) 
Proof. We have to show the following: Let x = (X l ,  . . . , Xk) • F k be an element 
of wt(x) = j. Then the number of tuples (1, u2, • • •, Uk) with u2, • • •, ~k e F - 
{0} and Xl ÷ u2x2 +""  + UkXk :/: 0 is equal to W i. 
By reordering and multiplying by a nonzero u • F we may assume without loss 
of generality that x of weight j has exactly the first j coordinates nonzero. The 
number of expressions 
(X 1 "~- U2X 2 "~-"" "  "~- U jX j )  -[- (~ j+IX j+ I  "~" " " " "3 t" t~/cXk) 
giving a nonzero value obviously only depends on the first bracket since we 
assume xj+x =,  • • ~ Xk ~ O. Therefore this number wj can be written as 
= s t • (q - I) k-j, (3) 
where st= #((I, u2, . . . , u s) Ixl + u2x2 + ' "  + u/xj =/= 0}. 
Now the set of all (q -  1) j-~ tuples (I, u2,..., us) decomposes into those 
tuples for which we have x~ + u2x2 +" • • + tDx / =/: 0, of which there are exactly s~ 
of them, and into those tuples for which we have xl + u2x2 + • • • + u/x/= 0, i.e., 
for which we have 
X 1 "[" 0~2X 2 "~- " • " "1- OLj_IXj_ 1 "~" --~jXj =/~0. (4) 
for which (4) holds Now it is easily seen that each tuple (1, u2 , . . . ,  ~j) 
determines a unique tuple (1, u2, • • •, u/-t) with X 1 -[" t~2X 2 - [ ' "  " " + ffj--lX/--1 :~ 0,  
and v i~ versa any tuple (1, u2,. • . ,  u/_l) with xx + u2x2 +" • • + u/_ixj_x ~ 0 by 
eq, (4) determines a j-tuple (1, u2 , . . . ,  u/) with x~ + UEX2 +-  • - + o:/xj = 0. Thus 
the set of tuples (1, u2 , . . . ,  uj) for which (4) holds has cardinality Sj_l. This 
argument shows 
sj_~+sj=(q-1) i-*, for j=2 ,3 , . . . , k  
and obviously we have sl = 1. From these equations we easily find 
(5) si = (q - 1) i -  (q - 1) ~-1 +- - -4 -  ( -1 )  j. 
Together with (3) this implies (2). [] 
We now regard F k as  the hypercubic association scheme and denote it by 
H(k, q). As general references for association schemes, for the scheme H(k, q) 
and for examples of subschemes with two associate classes we give [2, 3]. 
Theorem I. D = D(k, q) is a linear code of length (q - 1) k-l, dimF(D) = k and 
A family of  nonbinary linear codes 49 
minimum distance d = (q -  1) k-2. (q -  2). The weights of codewords in D are 
Wo = 0 and 
k 
W/= ~ (--1)k-'(q--1) ', l<-j<~k 
i=k--j+ l 
and the number of codewords of weight Wj is given by 
Aw,=(~) (q  - 1) j, O<~j<<-k. 
D is a subscheme of the hypercubic association scheme H( (q -  1) k-l, q) that is 
isomorphic to H(k, q). 
Proof. A codeword (x) ¢ D is given by all the values of 
X 1 "~" ~'2X2 "[- " ° " @ O~'/¢Xk 
as or2, . . . ,  a~k runs through all possible values of nonzero elements of F. The 
weight of this codeword, i.e., the number of times xl + a~2x2 +- - -+ 0~kXk is 
nonzero has been given in the lemma in formula (2). The number of codewords 
of weight Wj in D is equal to the number of information vectors x = 
(xl, . • •, Xk) e H(k, q) of weight ], which is 
The assertion about the minimum distance follows by observing that the smallest 
nonzero weight is W2 = (q - 1)k-2(q -- 2). 
It follows from the lemma that the weight of d(x) only depends on the weight 
of x. Since all the weights Wo, W1, . . . ,  Wk are different, it follows that D is a 
subscheme of H((q - 1) k-l, q) isomorphic to H(k, q). [] 
In particular it follows that for all codes D the 
(q - 2)/(q - 1) independent of the dimension k. 
We now turn to some properties of the dual codes. 
ratio d/n is equal to 
Theorem 2. The dual code D ± has minimum distance 3 for q > 3 and has 
minimum distance 4 for q = 3. 
ProoL The generator matrix of D has by definition any two columns linearly 
independent. Theorefore the minimum distance is >2. If q > 3, q even, then in F 
we have an element a :/: 0, 1 and a 2 ¢ 1. With this element we construct the three 
vectors 
v l=  (1, 1 , . . . ,  1)r; 
V3=(1, b , . . . ,  b) T, 
v2=(1, a , . .  . ,a)T; 
l+a  2 
b " - ~  
l+a  
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We see that vl, •2, u3 are three column vectors of G which satisfy vl + av2-  
(1 + a)v3. 
If q > 3, q odd, then in F we have an element a 4=0, 1, -1 .  With this element 
we construct he three vectors 
Vl = (1, 1 , . . . ,  1)T; 
V3= (1, b, . . . ,  b) T, 
v2= (1, a , . . . ,  a)T; 
l+a  
b = ~  
2 
We see that vl,  v2, v3 are three column vectors of G which satisfy v~ + av 2 - -  2v3. 
In any case for q > 3 we find that in G there are three linearly dependent 
vectors which implies the existence of codewords of weight 3 in D ±. 
However if q = 3 we cannot find three linearly dependent vectors among the 
column vectors of G = G(k, 3). Indeed we may assume without loss of generality 
that the three vectors have a restriction to three coordinates which either is 
(1 ,1 ,1) ,  (1,2, 1), (1,1,2) ,  
or  which is 
(1 ,1 ,1) ,  (1,2,1) ,  (1,2,2) .  
In either case these vectors must be linearly independent, since their restrictions 
as exhibited are linearly independent. It is easily seen that we can always find four 
linearly dependent vectors in G(k, 3), e.g. 
v l=  (1, 1, 1, 1 , . . . ,  1) T, 
v3 = (1, 1, 2, 1 , . . . ,  1) T, 
v2 = (1, 2, 2, 1, . . . , 1) T, 
v4=(1,  2, 1, 1 , . . . ,  1) T, 
for which we have Vx + v2-  v3 -  v4 = 0. This shows that the minimum distance 
for D(k, 3) ± is 4. [] 
Remark. We have been able to generalize the above construction to give for any 
m, 2~<m <~n a family of linear codes of length (~) (q -  1) m-l, which also 
generalizes the family of binary codes given in [1, Section 2]. A paper on this 
more general family of "hyperplane codes" has appeared [4]. 
Acknowledgments 
I would like to  thank an unknown referee for useful comments on a previous 
version of this paper, and for hinting at Theorem 2 above. 
A family of nonbinary linear codes 51 
References 
[1] P. Camion, Linear codes with given automorphism groups, Discrete Math. 3 (1972) 33-45. 
[2] Ph. Delsarte, Weights of linear codes and strongly regular normed spaces, Loc. Cir., 47-64. 
[3] Ph. Delsarte, An algebraic approach to the association schemes of coding theory, Phifips Res. 
Reports Suppl. 10 (1973). 
[4] T. Bier, Hyperplane Codes, Graphs and Combin. 1 (1985) 207-212. 
