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Abstract
The transmission dynamics of some infectious diseases is related to
the contact structure between individuals in a network. We used five
algorithms to generate contact networks with different topological struc-
ture but with the same scale-free degree distribution. We simulated the
spread of acute and chronic infectious diseases on these networks, using
SI (Susceptible – Infected) and SIS (Susceptible – Infected – Suscepti-
ble) epidemic models. In the simulations, our objective was to observe
the effects of the topological structure of the networks on the dynamics
and prevalence of the simulated diseases. We found that the dynamics
of spread of an infectious disease on different networks with the same
degree distribution may be considerably different.
Keywords: scale-free network, power-law degree distribution, dynamics
of infectious diseases
1 Introduction
The contact pattern among individuals in a population is an essential factor for
the spread of infectious diseases. In deterministic models, the transmission is
usually modelled using a contact rate function, which depends on the contact
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pattern among individuals and also on the probability of disease transmission.
The contact function among individuals with different ages, for instance, may
be modelled using a contact matrix [1] or a continuous function [2]. However,
using network analysis methods, we can investigate more precisely the contact
structure among individuals and analyze the effects of this structure on the
spread of a disease.
The degree distribution P (k) is the fraction of vertices in the network with
degree k. Scale-free networks show a power-law degree distribution
P (k) ∼ k−α , (1)
where α is a scaling parameter. Many real world networks [3–5] are scale-free.
In particular, a power-law distribution of the number of sexual partners for
females and males was observed in a network of human sexual contacts [6].
This finding is consistent with the preferential-attachment mechanism (‘the
rich get richer’) in sexual-contact networks and, as mentioned by Liljeros et
al. [6], may have epidemiological implications, because epidemics propagate
faster in scale-free networks than in single-scale networks.
Epidemic models such as the Susceptible–Infected (SI) and Susceptible–
Infected–Susceptible (SIS) models have been used, for instance, to model the
transmission dynamics of sexually transmitted diseases [7] and vector-borne
diseases [8], respectively. Many studies have been developed about the dis-
semination of diseases in scale-free networks [9–12] and in small-world and
randomly mixing networks [13].
Scale-free networks present a high degree of heterogeneity, with many ver-
tices with a low number of contacts and a few vertices with a high number of
contacts. In networks of human contacts or animal movements, for example,
this heterogeneity may influence the potential risk of spread of acute (e.g. in-
fluenza infections in human and animal networks, or foot-and-mouth disease
in animal populations) and chronic (e.g. tuberculosis) diseases. Thus, simu-
lating the spread of diseases on these networks may provide insights on how
to prevent and control them.
In a previous publication [14], we found that networks with the same de-
gree distribution may show very different structural properties. For example,
networks generated by the Baraba´si-Albert (BA) method [15] are more cen-
tralized and efficient than the networks generated by other methods [14]. In
this work, we studied the impact of different structural properties on the dy-
namics of epidemics in scale-free networks, where each vertex of the network
represents an individual or even a set of individuals (for instance, human com-
munities or animal herds). We developed routines to simulate the spread of
acute (short infectious period) and chronic (long infectious period) infectious
diseases to investigate the disease prevalence (proportion of infected vertices)
levels and how fast these levels would be reached in networks with the same de-
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gree distribution but different topological structure, using SI and SIS epidemic
models.
This paper is organized as follows. In Section 2, we describe the scale-free
networks generated. In Section 3, we show how the simulations were carried
out. The results of the simulations are analyzed in Section 4. Finally, in
Section 5, we discuss our findings.
2 Scale-free Networks
We generated scale-free networks following the Baraba´si-Albert (BA) algo-
rithm [15], using the function barabasi.game(n, m, directed) from the R pack-
age igraph [16, 17], varying the number of vertices (n = 103, 104 and 105),
the number of edges of each vertex (m = 1, 2 and 3) and the parameter that
defines if the network is directed or not (directed = TRUE or FALSE). For
each combination of n and m, 10 networks were generated. Then, in order
to guarantee that all the generated networks would follow the same degree
distribution and that the differences on the topological structure would derive
from the way the vertices on the networks were assembled, we used the degree
distribution from BA networks as input, to build the other networks following
the Method A (MA) [14], Method B (MB) [14], Molloy-Reed (MR) [18] and
Kalisky [18] algorithms, all of which were implemented and described in de-
tail in Ref. [14]. As mentioned above, these different networks have distinct
structural properties. In particular, the networks generated by MB are decen-
tralized and with a larger number of components, a smaller giant component
size, and a low efficiency when compared to the centralized and efficient BA
networks that have all vertices in a single component. The other three models
(MA, MB and Kalisky) generate networks with intermediate characteristics
between MB and BA models.
3 Model of the Epidemic Spread Simulations
The element ij of the adjacency matrix of the network, A, is defined as aij = 1
if there is an edge between vertices i and j and as aij = 0, otherwise.
We also define the elements of the vector of infected vertices, I. If vertex
i is infected, then Ii = 1, and, if it is not infected, Ii = 0.
The result of the multiplication of the vector of infected vertices, I, by the
adjacency matrix, A, is a vector, V , whose element i corresponds to the number
of infected vertices that are connected to the vertex i and may transmit the
infection
V = I · A.
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Using Matlab, the spread of the diseases with hypothetical parameters
along the vertices of the network was simulated using the following algorithm:
1. A proportion (pi0) of the vertices is randomly chosen to begin the simu-
lation infected. For our simulations, pi0 = 50%, since we are interested
in the equilibrium state and this proportion guarantees that the disease
would not disappear due to the lack of infected vertices at the beginning
of the simulations.
2. In the SIS (Susceptible – Infected – Susceptible) epidemic model, a sus-
ceptible vertex can get infected, returning, after the infectious period, to
the susceptible state. For each time step:
(a) We calculate the probability (pi) of a susceptible vertex i, that is
connected to Vi infected vertices, to get infected, using the following
equation:
pi = 1− (1− λ)
Vi, (3)
where λ is the probability of disease spread.
(b) We determine which susceptible vertices were infected in this time
step: if δi ∼Uniform(0,1) ≤ pi, the susceptible vertex becomes in-
fected. For each vertex infected, we generate the time (γi) that
the vertex will be infected following a uniform distribution: γi ∼
Uniform (tmin, tmax), where tmin and tmax are, respectively, the min-
imum and the maximum time of the duration of the disease.
(c) Decrease in 1 time step the duration of the disease on the vertices
that were already infected, verifying if any of them returned to the
susceptible state;
(d) Update the status of all vertices.
For the SI (Susceptible – Infected) epidemic model, we chose γi in order
to guarantee that an infected vertex remains infected until the end of the
simulation.
Varying the values of the parameter γi, we simulated the behaviour of hy-
pothetical acute and chronic diseases, using different values of λ, considering
that once a vertex gets infected it would remain in this state during an av-
erage fixed time (an approach that can be used when we lack more accurate
information about the duration of the disease in a population) or that there
would be a variation in this period, representing more realistically the process
of detection and treatment of individuals (Table 1 shows the diseases simulated
and the values of γi assumed).
We adopted a total time of simulation (T ) of 1000 arbitrary time steps.
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Spreading Hypothetical
Time
γi
Models Diseases tmin tmax
SI Chronic Fixed T + 100
SIS
Acute
Fixed 30
Variable 15 45
Chronic
Fixed 360
Variable 1 330 390
Variable 2 180 540
Table 1: Values of the parameter γi, used in the spreading models, where T is the
total time of simulation. For the SI model, we chose γi in order to guarantee that
an infected vertex remains infected until the end of the simulation.
For each spreading model, we carried out 100 simulations for each network,
calculating the prevalence of the simulated disease for each time step. Then we
calculated the average of the prevalence of these simulations on each network.
After that we grouped the simulations by network algorithm. Finally, we
calculated the average prevalence of these network models.
4 Results
4.1 Epidemic Spread Simulations on Undirected Net-
works
On the undirected networks, we observed that the disease spreads indepen-
dently of the value of λ used, and that an increase in λ leads to an increase in
the prevalence of the infection (Figure 1). Also, we observed that the preva-
lence tends to stabilize approximately in the same level despite the addition
of vertices (figure not shown).
When we increase the number of edges of each vertex, there is an increase in
the prevalence of the infection. A result that stands out is that, when m = 1,
there is a great difference in the equilibrium level of the prevalence in each
network. However, as we increase the value of m, the networks tend to show
closer values of equilibrium (Figure 2).
Among the undirected networks, the networks generated using the MB al-
gorithm presented the lowest values of prevalence in the spreading simulations
(Figure 3).
4.2 Epidemic Spread Simulations on Directed Networks
On the directed networks, we observed that, despite the simulations of acute
diseases, the disease spreads independently of the value of λ used and, as in the
764 R. Ossada, J. H. H. Grisi-Filho, F. Ferreira and M. Amaku
200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
t
Pr
ev
al
en
ce
 
 
λ=0.05 λ=0.1 λ=0.4 λ=0.7 λ=1
Figure 1: Effect of the increase of the probability of spreading (λ) on the prevalence
in undirected networks with 100000 vertices and m = 1 generated by MB. We
assumed a SIS model for a chronic infectious disease with an infectious period ranging
between 330 and 390 time units (variable 1).
undirected networks, an increase in λ leads to an increase in the prevalence of
the infection (Figure 4). Also, similarly to what was observed for undirected
networks, the prevalence tends to stabilize approximately in the same level
despite the addition of vertices (figure not shown).
When we increase the number of edges of each vertex, there is an increase
in the prevalence of the infection (Figure 5). A result that stands out is that,
when m = 3, the prevalence in the Kalisky networks tend to stabilize in a level
a little bit higher than the other ones.
Among the networks, those generated using the BA algorithm presented
the lowest values of prevalence in the spreading simulations (Figure 6).
To compare the numerical results of the simulation with a theoretical ap-
proach, it is possible to deduce, for an undirected scale-free network assembled
following the BA algorithm, the equilibrium prevalence, given by [19]
ρ⋆ =
2
e1/λ − 1
[
1−
1
λ(e1/λ − 1)
]
. (4)
This expression applies to the BA undirected network with m = 1 and a fixed
infectious period of one time unit. For instance, for λ = 0.7 and pi0 = 10%, we
obtain ρ⋆ ≈ 0.346. In Figure 7, we observe that the equilibrium prevalence in
the simulation reaches the value predicted by Equation (4).
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Figure 2: Effect of the increase in the number of edges of each vertex (m) on the
prevalence in undirected networks with 100000 vertices and λ = 0.7 generated by the
methods indicated in the legend. We assumed a SIS model for a chronic infectious
disease with an infectious period ranging between 330 and 390 time units (variable
1).
5 Conclusions
Our approach, focusing on different networks with the same degree distribu-
tion, allows us to show how the topological features of a network may influence
the dynamics on the network.
Analyzing the results of the spreading simulations, we have, as expected,
that the variation in the number of vertices of the hypothetical networks had
little influence in the prevalence of the diseases simulated, a result that is con-
sistent with the characteristics of the scale-free complex networks as observed
by Pastor-Satorras and Vespignani [11].
With respect to the effect of the increase of the probability of spreading
on the prevalence in undirected networks (Figure 1), we observed that the
prevalence reaches a satured level. For undirected networks, if the probability
of infection is high, there is a saturation of infection on the population for
chronic diseases and therefore no new infections can occur.
Regarding the variation in the number of edges, the increase in the preva-
lence was also expected since it is known that the addition of edges increases
the connectivity on the networks studied, allowing a disease to spread more
easily.
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Figure 3: Results of the spreading simulations on the undirected networks with
100000 vertices, m = 1 and λ = 0.7, considering SI and SIS models for acute and
chronic infectious diseases.
About the effect of considering the networks directed or undirected, we
have that the diseases tend to stay in the undirected networks independently
of the spreading model and the value of λ considered [11], while in the directed
cases due to the limitations imposed by the direction of the movements, when
m = 1, the acute diseases tend to disappear on some of the networks. Also
due to the direction of the links, in directed networks, the disease may not
reach or may even disappear from parts of the network, explaining to some
degree why the prevalence in directed networks (Figure 2) is smaller than in
undirected networks (Figure 5).
In the SI simulations, we could observe what would be the average max-
imum level of prevalence of a disease on a network and how fast this level
would be reached. In the SIS simulations, the oscillations on the stability of
the prevalence observed result from the simultaneous recovery of a set of ver-
tices. With a fixed time of infection, the set of vertices that simultaneously
recover is greater than in the case of a variable time of infection, since in the
latter, due to the variability of the disease duration, the vertices form smaller
subsets that will recover in different moments of the simulation. A result that
called attention is that, in the directed networks with m = 1, when we sim-
ulated the chronic diseases using a fixed time, the equilibrium levels achieved
were lower than the ones achieved when we used a variable time.
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Figure 4: Effect of the increase of the probability of spreading (λ) on the prevalence
in directed networks with 100000 vertices and m = 1 generated by MB. We assumed
a SIS model for a chronic infectious disease with an infectious period ranging between
330 and 390 time units (variable 1).
Examining the results of the simulations on each network model, we have
that among the undirected ones, the MB network has the lowest prevalence,
with a plausible cause for this being how this network is composed, since there
is a large number of vertices that are not connected to the most connected
component of the network [14]. Among the directed networks, the BA network
has the lowest prevalence observed, what is also probably due to the topology
of this network, since it is composed of many vertices with outgoing links only
and a few vertices with many incoming and few outgoing links, thus preventing
the spread of a disease.
Using the methodology of networks, it is possible to analyze more clearly
the effects that the heterogeneity in the connections between vertices have on
the spread of infectious diseases, since we observed different prevalence levels
in the networks generated with the same degree distribution but with different
topological structures.
Moreover, considering that the increase in the number of edges led to an
increase in the prevalence of the diseases on the networks, we have indications
that the intensification of the interaction between vertices may promote the
spread of diseases. So, as expected, in cases of sanitary emergency, the pre-
vention of potentially infectious contacts may contribute to control a disease.
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Figure 5: Effect of the increase in the number of edges of each vertex (m) on the
prevalence in directed networks with 100000 vertices and λ = 0.7 generated by the
methods indicated in the legend. We assumed a SIS model for a chronic infectious
disease with an infectious period ranging between 330 and 390 time units (variable
1).
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Figure 6: Results of the spreading simulations on the directed networks with 100000
vertices, m = 1 and λ = 0.7, considering SI and SIS models for acute and chronic
infectious diseases.
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Figure 7: Prevalence for disease transmission on BA undirected networks with
100000 vertices, m = 1, λ = 0.7 and pi0 = 10%, considering a SIS model for an acute
infectious disease with a fixed infectious period of one time unit. The dashed line
indicates the theoretical prediction, ρ⋆ ≈ 0.346.
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