This paper is based on the study of random lozenge tilings of non-convex polygonal regions with interacting non-convexities (cuts) and the corresponding asymptotic kernel as in [3] and [4] (discrete tacnode kernel). Here this kernel is used to the find the probability distributions and joint probability distributions for the fluctuation of tiles along lines in between the cuts. These distributions are new.
(Courtesy of Antoine Doeraene) ). Do lozenge tilings of different geometric shapes lead to other universal distributions? Yes, they do. This is what this paper is about. Indeed, consider a lozenge tiling of a hexagon with cuts along opposite sides, with blue, red and green tiles as pictured in Fig. 1 . Letting the shape become large and the cuts as well (Fig.2) , a computer random simulation shows -roughly speaking-the appearance of two inscribed ellipses in two "nearhexagons" connected with paths of blue and red tiles in a sea of green tiles. These paths traverse a strip obtained by extending linearly two parallel sides of the cuts. The purpose of this paper is to determine the distribution of the blue tiles along lines parallel to the strip and joint distributions along two such lines, for an appropriate scaling of the polygon and the cuts. Domino tilings of non-convex figures have also been studied before; e.g. in [19, 20, 2, 1, 5] . This paper is based and is a follow-up of papers [3, 4] ; see also [6, 9, 16, 22, 23] To find out such a statistics for the lozenge tilings, we first need to determine the correlation kernel for the finite problem, in particular showing that the point process of blue tiles (replaced by blue dots in the middle of the tiles) along the parallel lines, mentioned above, is determinantal, with an explicitly given correlation kernel K blue (ξ 1 , η 1 ; ξ 2 , η 2 ), in the variables η, ξ (to be explained later). For convenience of coordinates, we perform an affine transformation of Fig. 1 to obtain Fig. 3 . This leads us to consider the basic model, as depicted in Fig. 4 , with upper-edge n 1 , n 2 with a cut of size d, with lower-edge m 1 , m 2 also with a cut of size d, the two remaining parallel edges having sizes b and c. The oblique lines parallel to the strip, named {ρ} of width ρ (given in formula (1) below), will be parametrized by the (integer) coordinate −d ≤ η ≤ m 1 + m 2 + b, as seen in Fig. 4 , with (integer) running variable ξ along those lines. The precise coordinates (η, ξ) will be given in (15) . It is easily shown that the number of blue dots along the ρ + 1 parallel lines within and at the boundary of the strip {ρ} is always the same and equals r := b − d. So,
we let the following data go to infinity together, according to the following scaling:
(i) Scaling of geometrical data: letting the size of the cuts = d → ∞,
(ii) Scaling of running variables:
, about the point (η 0 , ξ 0 ) given by the black dot in Fig. 4 , (halfway point along the left boundary of the strip {ρ} shifted by (−
The main statement of the paper is based on the following asymptotic result: [3, 4] )Given the scaling above, applied to the correlation kernel K blue of blue dots, it is shown that
where
where K GUE is the GUE-minor kernel, and where the Θ ± k are k-fold multiple integrals, to be give in (16) . The integrations are taken along upwards oriented vertical lines ↑ L 0+ to the right of a (counterclock) contour Γ 0 about the origin and with the basic integers r and ρ. Finally the kernel satisfies the following involution:
Given τ ∈ Z ≥0 , define:
together with the polytope (truncated cone) of interlacing sets 1 for given
The volume of C(τ 1 , x; τ 2 , y) is then given by
In order to state the main theorem, we define, besides the usual Wronskian ∆ n (y), Wronskian-like determinants, for x := (x 1 , . . . , x n ). The definition will depend on whether 0 ≤ τ ≤ ρ or τ > ρ. When 0 ≤ τ ≤ ρ, we use the first expression ∆ (τ ≤ρ) r,τ (x) and when τ > ρ, the matrix in ∆ (τ >ρ) n,τ has a regular Wronskian part of size equal to the distance between τ and the strip 1 with
{ρ}, where one adjoins the matrix in ∆ (τ ≤ρ) r,τ accounting for the strip:
where Φ n (η) is a Gaussian-type integral along a vertical complex line given by
Also define
with
(n 2 −r)(n 2 −r−1)
are r − 1-fold integrals given later in (27). Throughout the paper, it will be more convenient to replace the variables θ i in the kernel L dTac (τ 1 , θ 1 ; τ 2 , θ 2 ) by new variables x and y already used in (8), (9) and (10), namely :
2 In the formula below, we set x +
The main statement reads as follows:
The distribution of the blue tiles at position x = x (τ ) along level τ ≥ 0 and their joint distribution at x = x (τ 1 ) and y = y (τ 2 ) along levels 0 ≤ τ 1 ≤ τ 2 are given by:
(13) The involution (5) enables one to obtain similar formulas for τ 2 < τ 1 < 0.
For future use, the density of the probabilities above will be denoted by p (τ, x) and p (τ 1 , x 1 ; τ 2 , x 2 ).
Corollary 1.3
The joint probability of the blue tiles at all levels between τ 1 and τ 2 for τ 1 < τ 2 equals
This is a consequence of the Gibbs property which expresses the fact that given the positions of the blue tiles along two levels τ 1 < τ 2 , the positions of the blue tiles in between are uniformly distributed, while respecting the interlacing. This is easily seen to hold in the discrete case of Fig. 4 , using the height function given in [3] and similar arguments for the Gibbs property given in [1] , section 4. The property is obviously maintained in the scaling limit of Proposition 1.1.
Remark 1:
The joint probability is computed here for the two cases 0 ≤ τ 1 < τ 2 ≤ ρ and ρ < τ 1 < τ 2 . It is still an open problem to obtain the joint probability for other circumstances, like e.g., 0 ≤ τ 1 < ρ < τ 2 or τ 1 < 0 < τ 2 .
Remark 2: When ρ = r, i.e., when n 1 = m 1 and n 2 = m 2 from (1), the limiting distribution (13) has appeared in domino tilings of overlapping Aztec diamonds [5] . It suggests that the discrete tacnode kernel (4) is more general than the tacnode kernel for overlapping Aztec diamonds obtained in [1] .
Some background on the discrete tacnode kernel
The affine map of Fig.1 leading to Figs. 3 or 4 will enable us to describe the tilings by convenient systems of coordinates (m, x) and (η, ξ), related by
. (15) where 1 ≤ m ≤ N are the horizontal (dotted) lines in Fig. 4 and x the running integer variable along those lines. The integers along the bottom line / ∈ P are labeled by
As mentioned, the coordinate −d ≤ η ≤ m 1 + m 2 + b parametrizes the oblique lines parallel to the strip {ρ}, with ξ being the running variable along those lines. Notice that the cuts are taken care of by filling them up with red tiles, as seen in Fig. 4 .
In [3] , we considered two different discrete-time processes, which we show to be determinantal : a for k, ∈ Z; so the blue dots are parametrized by (η, ξ) = (k, 2 − k − 1) ∈ Z 2 , with (k, ) as above. It follows that the (η, ξ)-coordinates of the blue dots satisfy ξ + η = 1, 3, . . . , 2N − 1. In [3, 4] it was shown that the two kernels K red and K blue are intimately related through the fact that K red is, up to a sign, the inverse of the Kasteleyn matrix [17] (adjacency matrix) for the dimer model constructed on the honeycomb lattice. One first computes the K red -kernel and then deduce the K blue -kernel from the Kasteleyn matrix.
As pointed out in Theorem 1.1, the discrete tacnode kernel L dTac -kernel (4) is the scaling limit of the K blue -kernel and is given in terms of the GUE-minor kernel, and multiple integrals Θ k , given by:
In Section 2 of [4] , it was shown that in the scaling limit, each level τ ≥ 0 carries
blue dots. That is to say within the strip and on its boundary the oblique lines 0 ≤ τ ≤ ρ carry r blue dots and then on either side, the numbers go up by 1.
Volume of truncated polytopes
Define the standard Hermite polynomials H n , related polynomialsH n and P n :
The integral Φ n , given in (9) , has the following well-known form 4 :
Lemma 3.1 The following holds for 0 ≤ τ 1 < τ 2 :
(21) Notice that for for 0 ≤ τ 1 < τ 2 ≤ ρ, the Hermite part is totally absent, since then n 1 = n 2 = r. Corollary 3.2 For ρ < τ 1 < τ 2 , Vol (C(τ 1 , x; τ 2 , y)) can also be written as:
Proof: The proof proceeds by induction: at first, for n 2 = n 1 + 1 and τ 2 = τ 1 + 1, the right hand side of (21) reads, usingH 0 (y i ) = 1 and setting
Next, given the formula (21), we show its validity for τ 2 → τ 2 + 1 and n 2 → n 2 + 1. Indeed, setting u = (u n 2 +1 , u n 2 , . . . , u 1 ) y, the volume Vol(C(n 1 , x; n 2 + 1, u)) can be computed in terms of Vol(C(n 1 , x; n 2 , y)), which by the inductive step equals formula (21):
where in * = we use the identities below; noticing that in (21), we may replace momentarilyH n (x) →H n (x) = 1 n! H n (x/2) = x n n! +. . . without changing the volume. It has the advantage thatH n (x) =H n−1 (x); this will be used in the second formula below:
establishing the first formula of Lemma 3.1 for ρ ≤ τ 1 ≤ τ 2 . The case 0 ≤ τ 1 ≤ τ 2 ≤ ρ proceeds along similar lines. As to the corollary and formula (22) : theH i have to be permuted and passed though the
(n 2 − n 1 )(n 2 + n 1 − 1) sign changes.
Expressing the joint density as the product of two determinants
Instead of the kernel L dTac (τ 1 , θ 1 ; τ 2 , θ 2 ), it will be more convenient to consider the kernel L dTac in the new variables x and y, as mentioned in (12):
Given n i points at level τ i , the following probability can be expressed in terms of the discrete tacnode kernel L dTac , given in (24), as
dy j (25) with density p(τ 1 , x; τ 2 , y).
2 H α−τ 1 +τ 2 (y)
(26) where 
Proof: For τ 1 , τ 2 ≥ ρ, the only surviving terms in (4) are K GUE and L dTac i (τ 1 , θ 1 ; τ 2 , θ 2 ) for i = 1, 2.
(i) Expression for K GUE (τ 1 −ρ, −θ 1 ; τ 2 −ρ, −θ 2 ). Using the formulas (18) and (20), we have for the GUE-kernel K GUE :
).
(29)
At first we express the polynomial P (w) r (z) of degree r (defined below) and its inverse in terms of symmetric functions,
and thus
This is used in the formula for L dTac i for i = 1, 2; indeed:
,k (β),
where Γ (r)
,k (β) and Γ (r−1)
,k (β) are defined in (27). Using these expressions and referring to C k,α as in (28), we have
and
(31)
Adding the three formulas (29), (30) and (31), setting θ 1 = −2x and θ 2 = −2y, changing the summing index to α = τ 1 −j −1 in (29) and α = τ 1 −ρ+k in both (30) and (31) and conjugating by e Proposition 4.2 For 0 ≤ τ 1 < τ 2 , the two-level density is given by
where A i and B i ∈ C n 1 +n 2 are column-vectors and where A := (A α ) 1≤α≤n 1 +n 2 is a column of row-vectors and B = (B β ) 1≤β≤n 1 +n 2 a row of column-vectors (both A and B can be interpreted as square matrices of size n 1 + n 2 ):
. . .
(33) case 1: ρ < τ 1 < τ 2 : here the A i and B i are as follows:
case 2: 0 ≤ τ 1 < τ 2 ≤ ρ: here the A i and B i are as follows:
Proof: The different kernels in (40) will be expressed in terms of innerproducts involving A i and B i , as in (34):
, after setting ρ < τ 1 = τ 2 r < n 1 = n 2 and y j = x j in * = .
(36)
(ii) Expression of L dTac (τ 2 , y i ; τ 1 , x j ) also for 0 ≤ ρ < τ 1 ≤ τ 2 . The Heaviside function, present in this case, needs to be expressed in terms of Hermite polynomials (18) ; this is done by solving the following linear system of n 2 equations in n 2 unknowns g 0 ( y, x) , . . . , g n 2 −1 ( y, x); the sum can then be split into two parts:
(37) So, for ρ < τ 1 ≤ τ 2 , we have, using throughout
, after setting r < n 1 < n 2 in * * =,
Case 2: 0 ≤ τ 1 < τ 2 ≤ ρ For 0 ≤ τ 1 ≤ τ 2 ≤ ρ, the only surviving terms in L dTac , as in (4), are the Heaviside part and the term L dTac 2 ; so
The Heaviside-term vanishes for all entries in (25), except for the L dTac (τ 2 , y i ; τ 1 , x j ) -entry; there we use the same expansion of the Heavisideterm in Hermite polynomials, as in (37),
From (31), we deduce
ending the proof of Proposition 4.2.
Proposition 4.3 For 0 ≤ τ , the one-level density is given by
whereĀ 1 andB 1 are deduced from A 1 and B 1 (as given in (34) and (35)), according to whether 0 ≤ τ ≤ ρ or ρ < τ , as follows: (set n = n 1 = n 2 )
A 1 = column of the last n-entries of A 1 , and setting τ 1 = τ B 1 = column of the last n-entries of B 1 , and setting τ 1 = τ
Proof: For any 0 ≤ τ , one checks in both cases that
The rest proceeds as in the proof of Proposition 4.2.
Proof of the main Theorem 1.2
Proof of the joint probability formula (13): At first, notice the n 2 zeroes in the column A 1 in (34) and (35), and so the matrix A in (41) contains a left-upper 0-block of size n 1 × n 2 . Therefore in both cases, ρ < τ 1 < τ 2 and 0 ≤ τ 1 < τ 2 ≤ ρ, its determinant can be written as a product of determinants of two matrices A of size n 1 and A of size n 2 :
(42) Similarly, in view of the matrix B 2 in (34) and (35), the matrix B has an upper-right 0-block of size n 1 × n 2 and again det(B) can be written as a product of the determinant of two matrices, a left-upper matrix B of size n 1 and a lower-right one B of size n 2 :
Case 1: ρ < τ 1 < τ 2 . Here, from (42), we find, using
(44) ∆ τ 1 >ρ n 1 ,τ 1 (x) was defined in (8) . Equality * = above uses the fact that the first linear combination of H i in G n 1 −r+k (as in (28)) can be eliminated by column operations, leaving the linear combination of the Φ's to be written as product of two matrices. The second determinant in (42) reads, after exchanging the n 1 first columns and the last n 2 − n 1 columns:
(45) Next, from (43) and (18) , one finds
and det(B ( x)) := det √ πe
where the g n 2 −1 ( y, x i )'s are the solution of the linear system (37). By Cramer's rule, its solution is given by
where V X k Yx refers to replacing the column X k by the column Y x in the matrix:
So, we have, using H k = 2 kH k and formula (22) for the volume and using the so-called "Higher Fay Identity 6 " in equality * = below: H 0 (y n 2 ) . . . H n 2 −n 1 −1 (y n 2 ) H n 2 −n 1 (2(y n 2 −x 1 )) . . . H n 2 −n 1 (2(y n 2 −x n 1 ))
(n 2 −n 1 )(n 2 +n 1 −1) (−1)
(n 2 −n 1 −1)n 1 n 2 −1 k=0
Vol(C(n 1 , x; n 2 , y))
(n 2 +n 1 )(n 2 −n 1 −1) ( √ π)
∆ n 2 (y) Vol(C(n 1 , x; n 2 , y))
Referring to formula (32) in Proposition 4.2 and the two formulas (42) and (43), we obtain, upon multiplying (44), (45), (47) Then by multiplying formula (48) with 2 n 1 +n 2 gives p(τ 1 , x; τ 2 , y) = D(τ 1 , x; τ 2 , y)Vol(C(τ 1 , x; τ 2 , y)) with D(τ 1 , x; τ 2 , y) as in (10) (with constant (11)), and thus formula (13) for the joint probability for ρ ≤ τ 1 ≤ τ 2 , .
Case 2: 0 ≤ τ 1 ≤ τ 2 ≤ ρ. Here we have n 1 = n 2 = r and so from (42) and (43), together with the expressions (35), one checks that, using the notation (8) 
