In this contribution a new technique for adjusting the stepsize of the LMS algorithm is introduced. The proposed method adjusts the step-size sequence utilising the kurtosis of the estimation error, reducing therefore performance degradation due to the existence of significant gaussiandistributed noise. The algorithm's behaviour is analysed and equations regarding the evolution of the weight-error correlation matrix and stability of the algorithm are established. The obtained theoretical results are shown to agree well with the experimental ones. Furthermore, the performance of the proposed algorithm compared to that of LMS and other existing time-varying step-size algorithms is found superior in terms of tracking speed and steady-state error.
INTRODUCTION.
Stochastic gradient adaptive filters using the Least Mean Squares (LMS) algorithm [la] , enjoy great popularity due to their inherent simplicity. A significant aspect of LMS is that its performance (convergence rate) is often hampered by wide disparity in the eigenvalues (eigenvalue spread) of the autocorrelation matrix of the input vector.
An adaptive (feedback) constant step-size p governs the stability of the algorithm, as well as the rate of convergence and the steady state excess mean-squared error in relation to the optimal Wiener solution. The convergence time is inversely proportional to p whereas the misadjustment is proportional to p N , where N equals the number of the weights of the adaptive filter [12] . When a nonstationary environment is considered, the "lag misadjustment" is proportional to p-'. Thus, for a fixed step-size there is a trade-off between convergence rate and steady-state excess error.
To overcome this problem time varying step-size sequences have been proposed (e.g. [I, 3 , 5, 6, 81) . The main rationale behind these approaches is to sense in some way the distance from the optimum and correspondigly to adapt the value of the step-size p . It seems to us however, that the performance of such methods is adversely affected by the presence of significant noise in the system. The L M S f F algorithm proposed in [Ill can be also considered as a time varying step-size algorithm.
This work was supported by a scholarship from the State Scholarship Foundation (1.K.Y) of Hellas In this paper a new time varying step-size selection method, which exhibits robustness under Gaussian distributed noise conditions, is considered. To achieve this we resort to higher order statistics and more precisely to the fourth-order cumulant, known as the kurtosis. The reason for using cumulants is twofold. Cumulants are additive in their arguments, i.e., the sum of two signals has a cumulant equal to the sum of the individual cumulants, and secondly, all cumulants are blind to any kind of zero mean Gaussian process [lo] . Thus by introducing cumulants effectively we immunize the step-size selecting algorithm against gaussian or gaussian-like noise. In a real environment, even if the noise is not gaussian, the existence of a large number of individual noise sources "moves" the p.d.f of the noise -according to the central limit theorem -towards gaussianity.
THE VARIABLE STEP-SIZE LMS ALGORITHM
The popular Least Mean Squares (LMS) adaptive algorithm is a steepest descent gradient-search type algorithm which attempts to minimize the mean squared error E { e 2 ( n ) } using at each iteration the instantaneous value of the gradient. 
is the kurtosis of the (assumed zero mean) real error signal, CY is a positive scaling factor and I . I denotes the absolute value. As seen from the update formula, the step-size sequence p, is self-constrained by an upper bound value p, , , .
The value of pmar can be chosen equal to the maximum allowable value of pn that ensures convergence. The use of the exponential function for determining p n was firstly proposed by Karni and Zeng in [5] , where the norm of the instant gradient was used in the index rather than the kurtosis as above. In adaptive filtering the kurtosis of the error equals the sum of the noise kurtosis and the kurtosis of the difference between the filter output and the desired (without noise) signal. Under the gaussian distributed noise assumption, the first term equals zero and the second tends to zero as the filter converges to its optimum values. Thus the algorithm starts with a high value for p,, and as it approaches the optimum this value decreases permitting theoretically exact convergence to the optimum.
CONVERGENCE OF THE ALGORITHM
To facilitate our analysis we introduce the commonly used assumption that the various input vectors come from mutually independent zero-mean gaussian distributed sequences [2, 4, 8, 121. Although this is never true in our system identification setup, since consecutive input vectors share N -1 entries, it is widely accepted to capture the firstorder behaviour and is extensively used in the literature to simplify the analysis producing at the same time reliable results [9]. We also assumme that the stepsize sequence pn is statistically independent of X,, H , and e(.) [8, 61 . In the ideal version of the algorithm, where the actual kurtosis is utilised, this is true. In practical applications however, where the error sequense {e(.)} is considered ergodic and a finite-length window is used to estimate the kurtosis, this assumption does not really hold. Experimental results have shown nevertheless, that by increasing the time-span of the window the validity of the assumption is strengthened.
The unknown system (optimal weight vector) Hop: is considered time-varying in our application and its variations are modeled as
where A(n) is zero mean and white vector disturbance process with a covariance matrix equal to g i I .
By letting G, be a vector constituted by the diagonal terms of the matrix AE{VLVAT}, and 1 be a column vector of 1's of the same length as G,, we obtain the following set of equations, which governs the convergence behavior of the algorithm . This is due to the fact that when the actual value of the kurtosis is used, pn = E'{pn}.
In a stationary environment, the algorithm reduces its stepsize as it approaches the optimum set of filter coefficients, permitting an exact identification of the unknown system. It can be shown in fact, that by using the above equations, the stepsize pn itends to zero, thus eliminating completely the excess mean squared error. In practice, however, the real kurtosis of the error signal is unknown and, as mentioned before, has to be estimated. This is usually done by astiuming ergodicity of the error sequence and thus replacing ensemble-averaging by timeaveraging over a finite window. In reality therefore, the e 5 timated kurtosis is a randorn variable arid its steady state variance is a function of the window length. As a consequence, the stepsize sequence pn, as a function of the absolute value of the kurtosis, reaches a steady state value which is different from zero. [ts distance from zero decreases asymptotically to this value, as the window length increases to infinity. Nevertheless, the condition for convergence given by (7) still holds. Substituting the values for prl given by (2) and expanding the square, we obtain (1 + E { ( e -a I c z ( n ) 1 ) 2 } -;ZE {e-alc;(n')l 2 (1 -E {e-Qlc:(dl 0 P 2 X %qFI* (11)
>>
It can be readily seen that the left hand term is always lower than or equal to one. Thus by constrainiing pmax to be
3 tr[R]
pmax 5 -convergence can be guaranteed.
The above result was produced under the independence assumption of succesive input vectors. Ljung in [7] has shown that the the LMS algorithm is almost always convergent, under the realistic assumption of correlated input vectors, by replacing the constant step-size p with a decreasing stepsize sequence pn tending to zero. These conditions hold with respect to our algorithm as well, and similar arguments as in [7] could be usedl in relation to its convergence under the correlated observations assumption. 
SIMULATION RESULTS
In this section we present and analyse the results obtained from simulations. The algorithm was applied in a system identification setup, where the system to be identified was considered non stationary. Its coefficients assumed the fol- Alternatively, the kurtosis can be estimated from its consisting moments as follows where is the forgetting factor in the interval [0,1] and k = 2,4. The values of the forgetting factor p and the window length control the memory of the estimator and should be chosen according to the application characteristics and requirements. Their selection is dictated by a trade-off between tracking speed and steady-state variance of the estimated value. Figure 1 depicts the behaviour of the proposed variable step-size algorithm in comparison with that of the fixed stepsize LMS algorithm. The parameters of the algorithms were chosen so that the two algorithms exhibit similar convergence rate and are as follows : ,umarc = 0 . 0 7 ,~~~~s = 0.044 and CY = 5.0. The sudden changes in the system were due to zero mean uniformly-distributed disturbances with variance CT; = 0.2) at random the first time but fixed afterwards (i.e., for the following runs) time instants. The Signal to Noise ratio (SNR) equals 10 dB (of = 0.1 and as a performance measure we select the System mzsmatch The performance of the adaptive step-size sequence algorithms is clearly superior to that of LMS which is outper-
(E(V,TV,}).
formed by more than 10 dB. This is due to the time varying nature of pn, which allows the system to increase its stepsize (and hence its tracking speed) whenever far from the optimum. It should be also noted that the selection of the parameter cy (similarly to the window-length selection) is a compromise between convergence speed and steady state misadjustment. This influence of the parameter a is shown in Figure 4 , where the performance curve is depicted for a = 2 and a = 5 . Thus, in nonstationary environments a higher value for CY would be more beneficial since it would improve the response speed of the algorithm.
In Figures 2 and 3 unknown and had to be estimated using a moving finite length window. Consequently, although in theory the stepsize sequence tends to zero, in practice it tends to a small but finite positive value. The wider the window, the smaller this value tends to be. Finally, in Figure 5 the performance of variable step-size algorithm is compared with that of two other variable stepsize algorithms developed by Harris et. al [3] and Mathews and Xie [SI. The parameters for Harris's algorithm were chosen as : a = 2.0,mo = ml = 2,pmax = 0.07,pmin = l e -8, whereas for the algorithm proposed by Mathews and Xie we chose p = 0.0008, pmaz = 0.1, PO = 0.06. These values correspond to those proposed by the respective authors. For our variable step-size algorithm we have used a = 5.0 and pmax = 0.07. The disturbances of the system in the simulations occur at random times (fixed after the first run) with variance U : = 0.2 and are uniformly distributed. It can be easily observed that the performance of the other variable step-size algorithms severely deteriorates in the presence of significant noise and is characterised by slower convergence and higher misadjustment .
CONCLUSIONS
A new variable step-size LIAS adaptive filtering algorithm was proposed in this paper. The algorithm is different from previous techniques involving time-varying step-sizes in that it utilises the kurtosis of the estimation error signal to adapt its step-size. Consequently, it is characterised by a reduced sensitivity to any gaussian-type noise. The proposed algorithm exhibits improved tracking ability and lower misadjustment compared to the fixed step-size LMS algorithm and other previously developed variable step-size algorithms. The theoretical behaviour of the algorithm was analysed and the obtained I-esults were verified by simulations.
