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Abstract
Let A be an n× n nonnegative real matrix. We know that A is -monotone if it has a
nonnegative -inverse. Moreover if A has an appropriate generalized inverse, then we can
obtain nonnegative solutions for the linear system Ax = b, where b  0.
In this paper, using properties about nonnegatives matrices, we present sufficient condi-
tions in order that the Leontief price model
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
where F = (I − AT)−1BT and G = (I − AT)−1, have nonnegative solutions.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
We deal with a class of descriptor discrete-time linear invariant systems described
by
(I − AT + BT)p(k + 1) = [1 + r(k)]BTp(k)+ p0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+, (1.1)
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usually named discrete version of a dynamic Leontief model of a multisector eco-
nomy [5]. In this economic model, p(k) is the price vector at period k, A = [aij ]n×n
is the technique coefficient matrix, B = [bij ]n×n is the capital coefficient matrix,
r(k) ∈ [0, 1] is the interest rate which prevails in the economy throughout the period
k, p0(k) ∈ R+0 is the price of labor at period k, and a0 = [a0j ]n×1 where the j th
component is the amount of labor necessary to produce one unit of the j th good.
These assumptions assure that
(i) A, B, p(k) and a0 are nonnegative;
(ii) A is convergent and thus the inverse of (I − AT) exists and is nonnegative;
(iii) rank(B) = s < n.
Note that the second assumption is a consequence of the following properties:
1. 0  aij  1, i, j = 1, 2, . . . , n;
2.
∑n
i=1 aij  1, j = 1, 2, . . . , n;
3. If A is a reducible matrix 1
∃ s ∈ J :
n∑
i=1
ais < 1.
If A is an irreducible matrix
∃ s ∈ {1, . . . , n} :
n∑
i=1
ais < 1.
On the other hand, since not every sector produces significant capital goods (e.g.
agriculture or service sectors), it is common for some rows of B to contain only zero
elements and therefore we suppose that the capital coefficient matrix is singular.
In this paper we explore the conditions on the matrix I + F, where F =
(I − AT)−1BT, such that model (1.1) has nonnegative solutions. The motivation
for our research stems from the fact that, in many problems, namely in economics,
the solutions only have meaning if they are nonnegative. Such solutions exist if the
matrix I + F has an appropriated nonnegative -inverse. However, this property
requires that I + F has a monomial submatrix and consequently that the technique
and capital coefficient matrices have a certain structure since they must verify some
conditions: those we introduced in Section 3. As we are going to state, these condi-
tions display not only the referred structure but also emphasize the relations existent
1 Definition 1.1. A = [aij ] ∈ Rn×n is a reducible matrix if aij = 0, i ∈ I , j ∈ J, with I ∪ J =
{1, . . . , n} and I ∩ J = ∅, or equivalently, if there exists a permutation matrix P such that
PTAP =
[
A11 A12
0 A22
]
,
where A11 and A22 are square submatrices not necessary of the same order. A matrix is irreducible if it
is not reducible.
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among A and B. Our work is organized as follows. In Section 2, we briefly review
some useful terminology and results. In Section 3, sufficient conditions for the model
(1.1) to have nonnegative solutions are obtained and illustrative examples are given.
Finally, in Section 4 we draw some conclusions.
2. Preliminaries
It is known [3] that, given a complex matrix A ∈ Cm×n, the following conditions
AXA = A, (2.1)
XAX = X, (2.2)
(AX)∗ = AX, (2.3)
(XA)∗ = XA, (2.4)
AX = XA, (2.5)
Ak = XAk+1, (2.6)
characterize different generalized inverse matrices, assuming that X ∈ Cn×m, where
A∗ denotes the conjugate transpose of A and k = ind(A) is the smallest nonnegative
integer that verifies rankAk = rankAk+1. For any nonempty subset  of {1, 2, 3, 4,
4, 6}, X is called a -inverse of A if it satisfies condition (2.i), for each i ∈ . To
begin our study we shall state some definitions and results (see [2] and [3]).
Definition 2.1. Let A be an m× n real matrix. A matrix Z ∈ Rn×m is called a left
inverse if
ZA = In
and a right inverse if
AZ = Im.
Theorem 2.1 (Full rank decomposition). Let A be an m× n real matrix of rank r.
Then there exist matrices P ∈ Rm×r and Q ∈ Rr×n such that
A = PQ, (2.7)
where P has a left inverse (full column rank) and Q has a right inverse (full row
rank) and rank(A) = rank(P ) = rank(Q) = r.
Definition 2.2. Let A be an m× n nonnegative matrix. A nonnegative rank factor-
ization of A is a factorization of the form (2.7) where P and Q are nonnegative.
Definition 2.3. A matrixA ∈ Rm×n is-monotone if it has a nonnegative-inverse.
The forthcoming two results will play an important role in Section 3.
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Theorem 2.2 [1]. Let A be an m× n nonnegative matrix. Then the following state-
ments are equivalent.
(a) A has a nonnegative right inverse.
(b) Let i1, . . . , is ∈ {1, . . . , m}. Then
{j ; aij > 0} ⊆
{
j ;
s∑
k=1
aikj > 0
}
⇓
i ∈ {i1, . . . , is}.
(c) A has a monomial submatrix of order m.
Remark 2.1. By symmetry, an m× n nonnegative matrix has a nonnegative left
inverse if and only if it has a monomial submatrix of order n.
Theorem 2.3 [1]. Let A be an m× n nonnegative matrix of rank r and let  ∈
{{1}, {1, 2}}. Then the statements that follow are equivalent.
(a) A is -monotone.
(b) A has a -inverse of the form D1ATD2 where D1 and D2 are nonnegative
diagonal matrices.
(c) A has a monomial submatrix of order r.
(d) A has a nonnegative rank factorization A = PQ where P and Q have mono-
mial submatrices of order r. Moreover, every nonnegative rank factorization
has this form.
Finally, we need to remember the following results (see [6] and [13]):
Definition 2.4. Let A be an n× n real matrix. A is called an M-matrix if it is of the
form
A = αI − P,
where P is entrywise nonnegative and α exceeds the Perron–Frobenius eigenvalue
(spectral radius) of P.
Definition 2.5. A directed graph G with a vertex set V (G) and an edge set E(G) is
transitive if
(i, j) ∈ E(G) and (j, k) ∈ E(G)⇒ (i, k) ∈ E(G).
Let A be an n× n nonnegative matrix. We say that A is transitive if G(A) is
transitive.
In what follows, M−1 is the set of the matrices whose inverse is an M-matrix.
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Theorem 2.4 [13]. Let B be an n× n nonnegative and transitive matrix and BM−1
the set
BM−1 =
{
α ∈ R : αI + B ∈M−1}.
The set BM−1 is closed, i.e. BM−1 = [α0,∞), if and only if there exists β0 ∈ R such
that
1. B + β0I /∈M−1
2. B + β0I is positive stable (all eigenvalues have positive real parts) and so are
its principal submatrices of order n− 1.
Theorem 2.5 [13]. If BM−1 = (α0,∞) then
α0 = max{α ∈ R : Qp(α) = 0},
withQp(α) = det(αI + B) ·∏ni=1 det[(αI + B)(i/i)], where (αI + B)(i/i) deno-
tes the submatrix obtained from αI + B by deleting the ith row and the ith
column.
Denote by D(D) the set of the positive (nonnegative) diagonal matrices, that is,
diagonal matrices whose principal elements are positive (nonnegative) real numbers.
Theorem 2.6 [6]. If D ∈ D and B ∈M−1, then DB ∈M−1 and BD ∈M−1.
Theorem 2.7 [6]. If D ∈ D and B ∈M−1, then B +D ∈M−1.
3. Nonnegative solutions
As previously referred, our aim is to find sufficient conditions for A and B in
order to obtain nonnegative solutions for the Leontief price model defined by (1.1)
which is equivalent to
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+, (3.1)
where F = (I − AT)−1BT, G = (I − AT)−1. So, to introduce and clarify the gen-
eral case, we will begin by presenting two particular cases.
Case 3.1. Let us suppose that A ∈ Rn×n is a block diagonal matrix defined by
A =
[
A11 0
0 A22
]
,
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where A11 ∈ Rr×r , A22 ∈ R(n−r)×(n−r), and B ∈ Rn×n is a partitioned matrix, such
that
B =
[
B11 B12
B21 B22
]
, B11 ∈ Rr×r , B22 ∈ R(n−r)×(n−r),
with rank(B) = s < n and rank(I − AT + BT) = r < n. Under these conditions,
we have
Proposition 3.1. If matrices A and B verify one of the following conditions
(a) A11 and B11 are diagonal matrices;
(b) A11 is a diagonal matrix and BT21 is a monomial matrix (n− r = r);
(c) A22 and B22 are diagonal matrices (n− r = r);
(d) A22 is a diagonal matrix and BT12 is a monomial matrix (n− r = r),
then, assuming the existence of an inverse M-matrix, the Leontief price model (3.1)
has nonnegative solutions.
Proof. Since
(I − AT)−1 =
[
(I1 − AT11)−1 0
0 (I2 − AT22)−1
]
and
I − AT + BT =
[
I1 − AT11 + BT11 BT21
BT12 I2 − AT22 + BT22
]
,
where I1 ∈ Rr×r and I2 ∈ R(n−r)×(n−r) denote identity matrices, we obtain
I + F = (I − AT)−1(I − AT + BT)
=
[
I1 + (I1 − AT11)−1BT11 (I1 − AT11)−1BT21
(I2 − AT22)−1BT12 I2 + (I2 − AT22)−1BT22
]
.
Note that each block of the matrix I + F is a product of two nonnegative matrices
or a sum of a positive diagonal matrix and a product of nonnegative matrices and all
the principal elements of (I − AT)−1 are different of zero. So, if
A11 = diag(a1, a2, . . . , ar ) and B11 = diag(b1, b2, . . . , br ),
ai, bi  0, i = 1, . . . , r
or
A11 = diag(a1, a2, . . . , ar ) and BT21 is a monomial matrix,
ai  0, i = 1, . . . , r,
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that is, if one of the conditions (a) or (b) are satisfied, then I + F contains a mo-
nomial submatrix of order r [8]. Taking into account, the conditions (c) or (d) we
get the same result. Furthermore, Theorem 2.3 enables us to conclude that I + F
is -monotone for  ∈ {{1}, {1, 2}}and has a nonnegative rank factorization defi-
ned by
I + F = PQ, (3.2)
where P ∈ Rn×r and Q ∈ Rr×n are nonnegative and have monomial submatrices.
So, the system (3.1) is equivalent to
PQp(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+. (3.3)
Besides, from Theorem 2.2 and Remark 2.1,we may assure that P has a nonnegative
left inverse, PL ∈ Rr×n, and Q has a nonnegative right inverse, QR ∈ Rn×r . We
know [11] that there exists permutation matrices U and V such that
U(I + F)V =
[
M MN
LM LMN
]
, (3.4)
where M ∈ Rr×r is a monomial submatrix, L and N are nonnegative matrices of
appropriated order. Note that, in our approach, we must have UV = I. Now, we
assume that I + F is partitioned as (3.4) and the condition (a) is satisfied. Let
P =
[
M
LM
]
. (3.5)
So, we have
Q = [I N] (3.6)
and, using Definition 2.1, we define
PL =
[
M−1 0
]
. (3.7)
Multiplying on the left the system (3.3) by PL and after by QR, we get
QRQp(k + 1) = [1 + r(k)]QRPLFp(k)+QRPLGc(k),
where c(k) = p0(k + 1)a0.
Setting
p(k + 1) = QRQp(k + 1),
we state that
(I + F)p(k + 1) = PQQRQp(k + 1) = (I + F)p(k + 1).
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Moreover, since
(I + F)p(k + 1)= [1 + r(k)]PQQRPLFp(k)+ PQQRPLGc(k)
= [1 + r(k)]PPLFp(k)+ PPLGc(k),
we observe that some price vectors must verify the condition
[1 + r(k)]PPLFp(k)+ PPLGc(k) = [1 + r(k)]Fp(k)+Gc(k). (3.8)
Suppose that p(k), c(k) and G are partitioned such that
p(k) =
[
p1(k)
p2(k)
]
, c(k) =
[
c1(k)
c2(k)
]
and G =
[
G11 G12
G21 G22
]
,
where p1(k) ∈ Rr , c1(k) ∈ Rr and G11 ∈ Rr×r . From (3.8) we obtain
[1 + r(k)][PPL − I ]Fp(k)+ [PPL − I ]Gc(k) = 0,
where I is the identity matrix of order n and 0 ∈ Rn. Or, equivalently,
[1 + r(k)]
[
0 0
L −I
] [
M − I MN
LM LMN − I
] [
p1(k)
p2(k)
]
+
[
0 0
L −I
] [
G11 G12
G21 G22
] [
c1(k)
c2(k)
]
= 0
and then, we can write
[1 + r(k)]
[
0
−Lp1(k)+ p2(k)
]
+
[
0
(LG11 −G21)c1(k)+ (LG12 −G22)c2(k)
]
= 0.
Finally, we get
p2(k)= Lp1(k)+ [1 + r(k)]−1{(G21 − LG11)c1(k)
+ (G22 − LG12)c2(k)}.
So, the system (3.1) admits solutions of the form
p(k) =
[
p1(k)
Lp1(k)+ [1 + r(k)]−1{(G21 − LG11)c1(k)+ (G22 − LG12)c2(k)}
]
.
(3.9)
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Next, we are going to find p1(k). From (3.3) and (3.9), we obtain
PQ


p1(k + 1)
Lp1(k + 1)+ [1 + r(k + 1)]−1{(G21 − LG11)c1(k + 1)
+ (G22 − LG12)c2(k + 1)}


= [1 + r(k)]F


p1(k)
Lp1(k)+ [1 + r(k)]−1{(G21 − LG11)c1(k)
+ (G22 − LG12)c2(k)}


+
[
G11c1(k)+G12c2(k)
G21c1(k)+G22c2(k)
]
.
Pre-multiplying by PL and using (3.6) and (3.7), we have
[
Ir N
]


p1(k + 1)
Lp1(k + 1)+ [1 + r(k + 1)]−1{(G21 − LG11)c1(k + 1)
+ (G22 − LG12)c2(k + 1)}


= [1 + r(k)] [I −M−1 N]
×
[
p1(k)
Lp1(k)+ [1 + r(k)]−1{(G21 − LG11)c1(k)+ (G22 − LG12)c2(k)}
]
+M−1 [G11c1(k)+G12c2(k)] .
Therefore,
(I +NL)p1(k + 1)+ [1 + r(k + 1)]−1
×N{(G21 − LG11)c1(k + 1)+ (G22 − LG12)c2(k + 1)}
= [1 + r(k)][I +NL−M−1]p1(k)+N{(G21 − LG11)c1(k)
+ (G22 − LG12)c2(k)} +M−1[G11c1(k)+G12c2(k)].
If (I +NL)−1 exists and is an M-matrix such that the principal elements of
(I +NL)−1M−1 are smaller than one, we obtain
p1(k + 1) = [1 + r(k)][I − (I +NL)−1M−1]p1(k)+ u(k), (3.10)
where I − (I +NL)−1M−1 is a nonnegative matrix and
u(k) = (I +NL)−1N{(G21 − LG11)[c1(k)− [1 + r(k + 1)]−1c1(k + 1)]
+ (G22 − LG12)[c2(k)− [1 + r(k + 1)]−1c2(k + 1)]}
+ (I +NL)−1M−1[G11c1(k)+G12c2(k)].
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Consequently
p(k) =


[1 + r(k)]k[I − (I +NL)−1M−1]kp1(0)
+∑k−1i=0 [1 + r(k)]k−i−1[I − (I +NL)−1M−1]k−i−1u(i)
Lp1(k)+ [1 + r(k)]−1{(G21 − LG11)c1(k)+ (G22 − LG12)c2(k)}


are solutions of the system (3.1).
The structure of this price vector, show the existence of a interdependence among
the prices of the last n− r goods and the first. Moreover, we state that all the
components of p(k) depend on the variation of the wages at period k + 1, c(k)−
[1 + r(k + 1)]−1c(k + 1), where [1 + r(k + 1)]−1c(k + 1) represents the amount
of money that would be applied at period k + 1 in order to pay the wages at period
k + 2. 2 Therefore, the obtention of nonnegative solutions depends on the initial price
vector p1(0) and principally on the controls c(k), the wages.
When the matrices A and B satisfy the condition (b), is not possible to find U
and V such that UV = I. Since P and PL are given by (3.5) and (3.7), we obtain
again
p2(k)= Lp1(k)+ [1 + r(k)]−1{(G21 − LG11)c1(k)
+ (G22 − LG12)c2(k)}
and the system (3.1) admit solutions of the form (3.9). However, in this case,
I + F =
[
MN M
LMN LM
]
and thus
Q = [N Ir] .
Following the same reasoning, we get
(N + L)p1(k + 1)+ [1 + r(k + 1)]−1{(G21 − LG11)c1(k + 1)
+ (G22 − LG12)c2(k + 1)}
= [1 + r(k)][N + L−M−1]p1(k)+ {(G21 − LG11)c1(k)
+ (G22 − LG12)c2(k)} +M−1 [G11c1(k)+G12c2(k)] .
If (N + L)−1 exists and (N + L)−1M−1 is an M-matrix such that the principal
elements are smaller than one, we have
p1(k + 1) = [1 + r(k)][I − (N + L)−1M−1]p1(k)+ v(k), (3.11)
2 Remember that the wages at period k are paid at the beginning of the following period.
M.S. Silva, T.P. de Lima / Linear Algebra and its Applications 364 (2003) 281–316 291
where I − (N + L)−1M−1 is a nonnegative matrix and
v(k) = (N + L)−1{(G21 − LG11)[c1(k)− [1 + r(k + 1)]−1c1(k + 1)]
+ (G22 − LG12)[c2(k)− [1 + r(k + 1)]−1c2(k + 1)]}
+ (N + L)−1M−1[G11c1(k)+G12c2(k)].
Finally,
p(k) =


[1 + r(k)]k[I − (N + L)−1M−1]kp1(0)
+∑k−1i=0 [1 + r(k)]k−i−1[I − (N + L)−1M−1]k−i−1v(i)
Lp1(k)+ [1 + r(k)]−1{(G21 − LG11)c1(k)+ (G22 − LG12)c2(k)}


are solutions of the system (3.1). 
Remark 3.1. We know that rank(I − AT + BT) = r. Satisfied condition (a), we
have
NL = (I1 − AT11 + BT11)−1BT21(I2 − AT22)−1BT12M−1. (3.12)
So, our conjecture is that NL is a positive matrix or a reducible one of the form[
R 0
S 0
]
, R, S > 0, R ∈ R(r−1)×(r−1) and 0 ∈ R
(when BT12 has a null column). Consequently, we can assure that NLM−1 /= ∅ [13].
We would like to remember that a necessary condition for (I +NL) ∈M−1 is that
the graph of (I +NL) is transitive [10].
Besides, from (3.12) and Theorems 2.6 and 2.7, assuming that n− r = r andBT21,
BT12 are diagonal matrices, we state that I +NL is an inverse M-matrix.
Remark 3.2. Assume that NLM−1 = (α0,∞). Let us suppose that the spectrum of
NL and (NL)(i/i) are given by
σ(NL) = {λ1, λ2, . . . , λr},
where Re(λi)  0, i = 1, . . . , r and
σ
[
(NL)(i/i)
] = {λi1, λi2, . . . , λir−1},
where Re(λij )  0, i = 1, . . . , r, j = 1, . . . , r − 1, respectively. From Theorem 2.5
and taking into account that the roots of det(αI +NL) = 0 and det[(αI +
NL)(i/i)] = 0 are the eigenvalues of−NL and (−NL)(i/i) respectively, we verify
that
α0 = max
{
α ∈ R : det(αI +NL) ·
r∏
i=1
det[(αI +NL)(i/i)] = 0
}
 0.
So I +NL ∈M−1.
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In economic terms the conditions of the Proposition 3.1 mean that if the economy
can be divided into two subeconomies, S1 with r sectors and S2 with n− r sectors,
through the independence among its intermediate intern flows, and if one of the
following conditions is verified:
(a), (c) Each sector depends, in S1(S2), only on itself for its intermediate products
and capital goods; 3
(b), (d) Each sector ofS1(S2),only depends on itself for its intermediate products and
each sector of S2 supply (depend for) capitals goods just to (on) one different
sector of S1, then the Leontief price model (3.1) has nonnegative solutions.
In the following example we consider that the technique coefficient matrix A
refers to a region of a country where there exists a subset of activities which form
a cluster, that is, the economy of this region is polarized around these activities and
consequently we have a set of sectors, S2, with a strong interdependence located
in the same geographic space originating nonnull entries in the matrix A. Besides,
the flows among the sectors of the cluster and the sectors of the other group of
activities, S1, are not usually very significative or are almost inexistent, originating
null elements in the matrix A. In this subeconomy, the sectors use their own products
(intermediate consumption of domestic origin) and import goods (intermediate con-
sumption of foreign origin).
Example 3.1. Let us suppose the model
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+ (3.13)
where F = (I − AT)−1BT, G = (I − AT)−1, with
A =


0.5 0 0 0 0
0 0.6 0 0 0
0 0 0.8 0.1 0.05
0 0 0.1 0.6 0.05
0 0 0.05 0.15 0.75


and
B =


0.1 0 0.6 0.6 0.6
0 0 0 0 0
0.6 0.1 0.4 0.7 0.65
0.45 0.3 0.55 0.05 0.5
0.25 0.2 0.3 0.4 0

 .
3 Observe that the sectors which only need its inputs in the productive circle, can use products from
other regions or countries—interregional and foreign imports included in the output vector of the sector.
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We verify that
rank(I − AT + BT)
= rank


0.6 0 0.6 0.45 0.25
0 0.4 0.1 0.3 0.2
0.6 0 0.6 0.45 0.25
0.6 0 0.6 0.45 0.25
0.6 0 0.6 0.45 0.25


= 2,
A11 =
[
0.5 0
0 0.6
]
and
B11 =
[
0.1 0
0 0
]
.
Consequently, by Proposition 3.1, the system (3.13), where
I + F =


1.2 0 1.2 0.9 0.5
0 1.0 0.25 0.75 0.5
6.6428 0 6.6428 4.9821 2.7679
4.9286 0 4.9286 3.6964 2.0536
4.7143 0 4.7143 3.5357 1.9643


,
has nonnegative solutions. In order to apply the results that were obtained, we need
to find the matrices L and N. We have
L =

6.6428 04.9286 0
4.7143 0

[0.83333 0
0 1.0
]
=

5.5356 04.1072 0
3.9286 0


and
N =
[
0.83333 0
0 1.0
] [
1.2 0.9 0.5
0.25 0.75 0.5
]
=
[
1.0 0.75 0.41667
0.25 0.75 0.5
]
.
So,
I − (I +NL)−1M−1 =
[
1 0
0 1
]
−
[
8.8865 × 10−2 0
−0.57128 1.0
] [
0.83333 0
0 1.0
]
=
[
0.92595 0
0.47606 0
]
.
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Next, we find
(I − AT)−1 =


2.0 0 0 0 0
0 2.5 0 0 0
0 0 6.6071 1.9643 2.5
0 0 2.3214 3.3929 2.5
0 0 1.7857 1.0714 5.0

 .
We have
(G21 − LG11) =

−11.071 0−8.2144 0
−7.8572 0


and
(G22 − LG12) =

6.6071 1.9643 2.52.3214 3.3929 2.5
1.7857 1.0714 5.0

 .
Then,
p1(k)= [1 + r(k)]k
[
0.92595 0
0.47606 0
]k
p1(0)
+
k−1∑
i=0
[1 + r(k)]k−i−1
[
0.92595 0
0.47606 0
]k−i−1
u(i),
where
u(i) =
[−1.8222 0
−1.1426 0
]
[c1(i)− [1 + r(i + 1)]−1c1(i + 1)]
+
[
0.80798 0.44036 0.57392
−0.90852 0.74053 1.3105
]
×[c2(i)− [1 + r(i + 1)]−1c2(i + 1)] +
[
0.14811 0
−0.95212 2.5
]
c1(i)
and
p(k) =


[1 + r(k)]k
[
0.92595 0
0.47606 0
]k
p1(0)
+∑k−1i=0 [1 + r(k)]k−i−1
[
0.92595 0
0.47606 0
]k−i−1
u(i)

5.5356 04.1072 0
3.9286 0

p1(k)+ [1 + r(k)]−1



−11.071 0−8.2144 0
−7.8572 0

 c1(k)
+

6.6071 1.9643 2.52.3214 3.3929 2.5
1.7857 1.0714 5.0

 c2(k)




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are solutions of the Leontief price model (3.13). Considering, for example
k = 0, r(0) = r(1) = 2%, p1(0) =
[
3
2.5
]
,
c(0) =


0.75
0.5
1
1.5
2

 and c(1) =


0.75
1
1.25
2
1.5

 ,
we get
p(0) =


3
2.5
22.735
18.449
19.139

 and p(1) =


2.8364
2.5333
23.186
18.784
17.008

 ,
which are nonnegative solutions of the referred system.
Case 3.2. Let us assume that A ∈ Rn×n is a reducible matrix defined by
A =
[
A11 A12
0 A22
]
,
where A11 ∈ Rr×r , A22 ∈ R(n−r)×(n−r), and B ∈ Rn×n is a partitioned matrix such
that
B =
[
B11 B12
B21 B22
]
, B11 ∈ Rr×r , B22 ∈ R(n−r)×(n−r),
with rank(B) = s < n and rank(I − AT + BT) = r < n. These conditions, lead to
the result.
Proposition 3.2. If matrices A and B verify one of the four conditions
(a) A11 and B11 are diagonal matrices;
(b) A11 is a diagonal matrix and BT21 is a monomial matrix (n− r = r);
(c) A22 is a diagonal matrix, AT12(I1 − AT11)−1BT11 and BT12 are matrices with the
same pattern of signals,4 being BT12 a monomial matrix (n− r = r);
(d) A22, B22 and AT12(I1 − AT11)−1BT21 are diagonal matrices (n− r = r),
4 Definition 3.1 ([12]). Let A,B ∈ Rm×n be nonnegative matrices. We say that A = [aij ] and B =
[bij ] have the same pattern of signals if aij = 0 if and only if bij = 0, (i, j) ∈ {1, 2, . . . , m} ×
{1, 2, . . . , n}.
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then, assuming the existence of an inverse M-matrix, the Leontief price model (3.1)
has nonnegative solutions.
Proof. Note that, in this case, we have
(I − AT)−1 =
[
(I1 − AT11)−1 0
(I2 − AT22)−1AT12(I1 − AT11)−1 (I2 − AT22)−1
]
and
I − AT + BT =
[
I1 − AT11 + BT11 BT21
−AT12 + BT12 I2 − AT22 + BT22
]
,
where I1 ∈ Rr×r and I2 ∈ R(n−r)×(n−r) denote identity matrices. Then, we get
I + F =
[
I1 + (I1 − AT11)−1BT11 (I1 − AT11)−1BT21
X Y
]
,
where
X= (I2 − AT22)−1[AT12(I1 − AT11)−1BT11 + BT12], X ∈ R(n−r)×r
Y = I2 + (I2 − AT22)−1[AT12(I1 − AT11)−1BT21 + BT22], Y ∈ R(n−r)×(n−r).
Taking into account the structure of the blocks of the matrix I + F, similar to the
same matrix in the former case, we state that the existence, in I + F , of a monomial
submatrix of order r is guaranteed if one of the conditions (a), (b), (c) or (d) are
satisfied [8]. After, using again Theorems 2.2 and 2.3 and following the same steps
as in the proof of Proposition 3.1, we obtain the discrete-time linear systems (3.10)
and (3.11) given by
p1(k + 1) = [1 + r(k)][I − (I +NL)−1M−1]p1(k)+ u(k)
and
p1(k + 1) = [1 + r(k)][I − (N + L)−1M−1]p1(k)+ v(k),
respectively. 
The economic meaning of this sufficient condition is that if the economy can be
divided into two subeconomies, S1 with r sectors and S2 with n− r sectors, being
the sectors of the first independent relatively to S2 in what concerns the intermediate
products, and if one of the four conditions is satisfied
(a) and (b) are similar to case 1.
(c) Each sector only uses, in S1, its own products (or can be a supplier sector) and
capital goods. In the other subeconomy, each sector only depends on itself for
M.S. Silva, T.P. de Lima / Linear Algebra and its Applications 364 (2003) 281–316 297
its intermediate products and also depend just on one different sector of S1 both
for its intermediate products and for capital goods.
(d) Each sector of S1 supplies intermediate products just to one sector of S2 (the
same) of which it only depends for its capital goods. Each sector, in S2, only
depends on itself for its intermediate products and capital goods,
then the Leontief price model (3.1) has nonnegative solutions.
Remark 3.3. If matrix A is a reducible matrix defined by
A =
[
A11 0
A21 A22
]
,
where A11 ∈ Rr×r , A22 ∈ R(n−r)×(n−r), we will obtain similar results.
In the next two examples, we consider that the technique coefficient matrix A
refers to a region of a country where one of the subeconomies does not demand any
intermediate products from the other. We know that the larger is the desegregation
at the geographic level, the higher is the probability of this situation to happen: the
sectors make consumes outside of the region (interregional or foreign importations)
and besides, use their own products.
Example 3.2. Let
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+ (3.14)
be a Leontief price model, where F = (I − AT)−1BT, G = (I − AT)−1 with
A =


0.9 0 0 0 0.05 0.1
0 0.85 0 0.05 0.05 0
0 0 0.5 0.05 0.05 0.05
0 0 0 0.3 0 0.1
0 0 0 0.1 0.4 0.2
0 0 0 0 0 0.4


and
B =


0.15 0.2 0.2 0.25 0.25 0.3
0.15 0 0.15 0.2 0.2 0.15
0.5 0.5 0 0.55 0.55 0.55
0.7 0 0 0 0 0.1
0 0.7 0 0.1 0.1 0.2
0 0 0.6 0 0 0


.
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We state that
rank(I − AT + BT)
= rank


0.25 0.15 0.5 0.7 0 0
0.2 0.15 0.5 0 0.7 0
0.2 0.15 0.5 0 0 0.6
0.25 0.15 0.5 0.7 0 0
0.2 0.15 0.5 0 0.7 0
0.2 0.15 0.5 0 0 0.6


= 3,
A11 =

0.9 0 00 0.85 0
0 0 0.5


and
BT21 =

0.7 0 00 0.7 0
0 0 0.6


has three monomial vectors. So, by Proposition 3.2(b), the Leontief price model
(3.14) has nonnegative solutions. From
I + F =


2.5 1.5 5.0 7.0 0 0
1.3333 1.0 3.3334 0 4.6667 0
0.4 0.3 1.0 0 0 1.2
0.57898 0.3762 1.254 1.0834 0.55556 0.1
0.68612 0.48334 1.6111 0.58333 1.5556 0.1
1.1085 0.74882 2.4961 1.5417 0.61111 1.15


,
we get
L =

 0.15477 0.11905 8.3333 × 10−28.3335 × 10−2 0.33333 8.3333 × 10−2
0.22025 0.13095 0.95833


and
N =

0.35715 0.21429 0.71430.2857 0.21428 0.71428
0.33333 0.25 0.83333

 .
Then,
I − (N + L)−1M−1
=

1 0 00 1 0
0 0 1

−

 0.6727 −0.43707 −0.99016−0.21818 0.7086 −0.66021
−0.16146 −1.5621 × 10−2 0.91141


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=

 0.3273 0.43707 0.990160.21818 0.2914 0.66021
0.16146 1.5621 × 10−2 0.08859

 .
On the other hand,
(I − AT)−1
=


10.0 0 0 0 0 0
0 6.6667 0 0 0 0
0 0 2.0 0 0 0
0.11905 0.55556 0.16667 1.4286 0.2381 0
0.83333 0.55556 0.16667 0 1.6667 0
1.9643 0.27778 0.25 0.2381 0.59524 1.6667


enable us to write
G21 − LG11 =

 −1.4287 −0.23811 4.0 × 10−6−0.00002 −1.6667 4.0 × 10−6
−0.2382 −0.59522 −1.6667


and
G22 − LG12 =

1.4286 0.2381 00 1.6667 0
0.2381 0.59524 1.6667

 .
Consequently,
p1(k)= [1 + r(k)]k

 0.3273 0.43707 0.990160.21818 0.2914 0.66021
0.16146 1.5621 × 10−2 0.08859


k
p1(0)
+
k−1∑
i=0
[1 + r(k)]k−i−1

 0.3273 0.43707 0.990160.21818 0.2914 0.66021
0.16146 1.5621 × 10−2 0.08859


k−i−1
v(i),
where
v(i)=

−6.4444 2.9856 1.98042.3706 −4.6764 1.3205
1.3542 −0.26038 −1.8229


×[c1(i)− [1 + r(i + 1)]−1 c1(i + 1)]
+

 6.4441 −2.9857 −1.9804−2.3704 4.6764 −1.3204
−1.3542 0.26041 1.8229


×[c2(i)− [1 + r(i + 1)]−1c2(i + 1)]
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+

 6.727 −2.9138 −1.9803−2.1818 4.724 −1.3204
−1.6146 −0.10414 1.8228

 c1(i)
and
p(k) =


[1 + r(k)]k

 0.3273 0.43707 0.990160.21818 0.2914 0.66021
0.16146 1.5621 × 10−2 0.08859


k
p1(0)
+∑k−1
i=0 [1 + r(k)]k−i−1

 0.3273 0.43707 0.990160.21818 0.2914 0.66021
0.16146 1.5621 × 10−2 0.08859


k−i−1
v(i)

 0.15477 0.11905 8.3333 × 10−28.3335 × 10−2 0.33333 8.3333 × 10−2
0.22025 0.13095 0.95833

p1(k)
+[1 + r(k)]−1



 −1.4287 −0.23811 4.0 × 10−6−0.00002 −1.6667 4.0 × 10−6
−0.2382 −0.59522 −1.6667

 c1(k)
+

1.4286 0.2381 00 1.6667 0
0.2381 0.59524 1.6667

 c2(k)




are solutions of the system (3.14). Let, for k = 0,
r(0) = r(1) = 2%, p1(0) =

 11.5
2

 ,
c(0) =


0.5
0.25
0.75
1
1.25
2


and c(1) =


0.75
0.5
1
1.25
1.25
2.25


.
Then,
p(0) =


1
1.5
2
1.4337
2.384
5.0761


and p(1) =


3.3967
2.2973
1.0034
1.7581
2.3579
4.6074


are nonnegative solutions of the referred system.
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Example 3.3. Let
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+ (3.15)
be a Leontief price model, where F = (I − AT)−1BT,G = (I − AT)−1 with
A =


0.6 0.1 0.05 0 0 0.05
0.2 0.5 0.05 0 0 0.1
0 0.2 0.6 0 0 0.15
0 0 0 0.6 0 0
0 0 0 0 0.8 0
0 0 0 0 0 0.5


and
B =


0.2 0.7 0.65 0.4 0.25 0.65
0.9 0.2 0.75 0.2 0.5 0.8
0.5 0.7 0.1 0.1 0.2 0.65
0 0 0 0 0 0
0 0 0 0 0 0
0.6 0.6 0.6 0 0 0.1


.
We find I − AT + BT and we have
I − AT + BT =


0.6 0.7 0.5 0 0 0.6
0.6 0.7 0.5 0 0 0.6
0.6 0.7 0.5 0 0 0.6
0.4 0.2 0.1 0.4 0 0
0.25 0.5 0.2 0 0.2 0
0.6 0.7 0.5 0 0 0.6


.
So, rank(I − AT + BT) = 3. Moreover,
A22 = diag(0.6, 0.8, 0.5),
B22 = diag(0, 0, 0.1)
and
AT12(I1 − AT11)−1BT21
=

 0 0 00 0 0
0.05 0.1 0.15



 2.8788 1.2121 0.606060.75758 2.4242 1.2121
0.45455 0.45455 2.7273



0 0 0.60 0 0.6
0 0 0.6


=

0 0 00 0 0
0 0 0.73182

 .
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Then, condition (d) of the Proposition 3.2 holds for the technique coefficient matrix,
A, and for the capital coefficient matrix, B, which enables us to conclude that the
system (3.15), where
I + F =


2.8182 3.2879 2.3485 0 0 2.8182
2.6363 3.0757 2.1969 0 0 2.6363
2.1818 2.5455 1.8182 0 0 2.1818
1.0 0.5 0.25 1.0 0 0
1.25 2.5 1.0 0 1.0 0
2.6636 3.1076 2.2197 0 0 2.6636


,
has nonnegative solutions. On the other hand, note that there exist permutation
matrices
U =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0


and
V =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0


such that
U(I + F)V =


1.0 0 0 1.0 0.5 0.25
0 1.0 0 1.25 2.5 1.0
0 0 2.6636 2.6636 3.1076 2.2197
0 0 2.8182 2.8182 3.2879 2.3485
0 0 2.6363 2.6363 3.0757 2.1969
0 0 2.1818 2.1818 2.5455 1.8182


.
So, we reduce the system (3.15) to the system
(I + F)z(k + 1) = [1 + r(k)]Fz(k)+Gc(k),
where
(I + F) = U(I + F)V, F = UFV, G = UG and z(k) = V Tp(k).
Applying the same method as in Example 3.1, we obtain
N =

 1.0 0.5 0.251.25 2.5 1.0
1.0 1.1667 0.83334

 , L =

0 0 1.0580 0 0.98975
0 0 0.81911


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and
I − (I +NL)−1M−1
=

1.0 0 00 1.0 0
0 0 1.0

−

1.0 0 −0.451240 1.0 −1.185
0 0 0.25672



1.0 0 00 1.0 0
0 0 0.37543


=

0 0 0.169410 0 0.44488
0 0 0.90362

 .
Besides, from
G = UG =


0 0 0 2.5 0 0
0 0 0 0 5.0 0
0.57576 0.74242 1.1212 0 0 2.0
2.8788 1.2121 0.60606 0 0 0
0.75758 2.4242 1.2121 0 0 0
0.45455 0.45455 2.7273 0 0 0


,
we get
G21 − LG11 =

 2.2696 0.42662 −0.580170.18772 1.6894 0.10239
−1.7061 × 10−2 −0.15357 1.8089


and
G22 − LG12 = −

0 0 2.1160 0 1.9795
0 0 1.6382

 .
Then,
z1(k)= [1 + r(k)]k

0 0 0.169410 0 0.44488
0 0 0.90362


k
z1(0)
+
k−1∑
i=0
[1 + r(k)]k−i−1

0 0 0.169410 0 0.44488
0 0 0.90362


k−i−1
u(i),
where
u(i) =

 1.2426 0.20876 −0.549080.35709 1.9137 9.9307 × 10−2
0.63523 0.58268 0.26872


×[c1(i)− [1 + r(i + 1)]−1c1(i + 1)]
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+

0 0 −0.902320 0 −2.3701
0 0 −1.4866

 [c2(i)− [1 + r(i + 1)]−1c2(i + 1)]
+

1.0 0 −0.169410 1.0 −0.44488
0 0 0.09638





 0 0 00 0 0
0.57576 0.74242 1.1212

 c1(i)
+

2.5 0 00 5.0 0
0 0 2.0

 c2(i)


and
p(k) = V z(k) = V


[1 + r(k)]k

0 0 0.169410 0 0.44488
0 0 0.90362


k
z1(0)
+∑k−1i=0 [1 + r(k)]k−i−1

0 0 0.169410 0 0.44488
0 0 0.90362


k−i−1
u(i)

0 0 1.0580 0 0.98975
0 0 0.81911

 z1(k)+ [1 + r(k)]−1
×



 2.2696 0.42662 −0.580170.18772 1.6894 0.10239
−1.7061 × 10−2 −0.15357 1.8089

 c1(k)
+

0 0 −2.1160 0 −1.9795
0 0 −1.6382

 c2(k)




are solutions of the system (3.15). In particular, for k = 0, let
r(0) = r(1) = 2%, z1(0) =

 33.5
2

 ,
c(0) =


3
3.5
1.5
0.75
0.5
0.25


and c(1) =


3.75
3.5
2
3
1.75
2.75


.
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Then,
p(0) =


8.873
7.9843
3.3117
3.0
3.5
2.0


and p(1) =


8.8833
6.887
3.1221
2.752
6.154
5.5934


are nonnegative solutions of this Leontief price model.
Case 3.3. Finally, let us suppose that A ∈ Rn×n and B ∈ Rn×n are partitioned mat-
rices such that
A =
[
A11 A12
A21 A22
]
,
where A11 ∈ Rr×r , A22 ∈ R(n−r)×(n−r),
B =
[
B11 B12
B21 B22
]
, B11 ∈ Rr×r , B22 ∈ R(n−r)×(n−r),
with rank(B) = s < n and rank(I − AT + BT) = r < n. Under the above condi-
tions, we get:
Proposition 3.3. If matrices A and B verify one of the following conditions
(a) A11, B11, A
T
21(I2 − A22)−1(AT12 + BT12) are diagonal matrices (for example,
when A11, B11 are diagonal matrices and AT21(I2 − A22)−1AT12 is a diagonal
matrix, where AT12 has the same pattern of signals of BT12);
(b) A22, B22 and AT12E(B
T
21 + AT21) are diagonal matrices (for example, when A22,
B22 and AT12EB
T
21 are diagonal matrices, where B
T
21 is a matrix with the same
pattern of signals of AT21) and E denotes the (1, 1)th block of the inverse of
the Leontief matrix, given by E = [(I1 − AT11)− AT21(I2 − AT22)−1AT12]−1
(n− r = r);
(c) A11, A
T
21(I2 − A22)−1AT12 are diagonal matrices, BT21 and AT21(I2 − A22)−1BT22
have the same pattern of signals, being BT21 a monomial matrix (n− r = r);
(d) A22 and AT12EA
T
21 are diagonal matrices, B
T
12 and A
T
12EB
T
11 have the same pat-
tern of signals, being BT12 a monomial matrix (n− r = r),
then, assuming the existence of an inverse M-matrix, the Leontief price model (3.1)
has nonnegative solutions.
Proof. We intend to find conditions for matrices A and B such that
I + F has a submatrix of the form diag(α1, α2, . . . , αr)× P,
αi > 0, i = 1, . . . , r, (3.16)
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where P is a permutation matrix. After a simple computation, and defining
Z = (I2 − AT22)−1[AT12E(BT11 + AT21(I2 − AT22)−1BT12)+ BT12]
and
W = I2 + (I2 − AT22)−1{BT22 + AT12E[BT21 + AT21(I2 − AT22)−1BT22]},
we can write 5
I + F =
[
I1 + E[AT21(I2 − AT22)−1BT12 + BT11] E[BT21 + AT21(I2 − AT22)−1BT22]
Z W
]
,
where I1 ∈ Rr×r and I2 ∈ R(n−r)×(n−r) denote identity matrices. As matrix E is the
(1, 1)-th block of (I − AT)−1 so, its principal diagonal elements are nonnull. Then,
(3.16) holds if
E[AT21(I2 − AT22)−1BT12 + BT11] = diag(β1, β2, . . . , βr ),
βi  0, i = 1, . . . , r,
which happens when
A11, B11 and AT21(I2 − A22)−1(AT12 + BT12) are diagonal matrices,
that is, when the condition (a) is verified.
On the other hand,
(I2 − AT22)−1{BT22 + AT12E[BT21 + AT21(I2 − AT22)−1BT22]}
= diag(γ1, γ2, . . . , γr ), γi  0, i = 1, . . . , r.
if
A22, B22 and AT12E(B
T
21 + AT21) are diagonal matrices
(Proposition 3.3(b)). Besides, following the same reasoning, we verify that condi-
tions (c) and (d) allow us to say that (3.16) is satisfied. To conclude our proof, we
apply Theorems 2.2 and 2.3 (as in the proof of the above propositions) which lead
us again to the discrete-time linear systems (3.10) and (3.11) given by
p1(k + 1) = [1 + r(k)][I − (I +NL)−1M−1]p1(k)+ u(k)
5 Let A be an n× n matrix defined by
A =
[
A11 A12
A21 A22
]
, where Aii ∈ Rni×ni , i = 1, 2, and n1 + n2 = n.
If A−111 and D = (A11 − A12A−122 A21)−1 exist, then
A−1 =
[
D −DA12A−122
−A−122 A21D A−122 + A−122 A21DA12A−122
]
.
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and
p1(k + 1) = [1 + r(k)][I − (N + L)−1M−1]p1(k)+ v(k)
respectively. 
The economic interpretation of this result is that if the economy can be divided
into two subeconomies, S1 and S2 with r and n− r sectors respectively, and if one
of the following conditions is verified:
(a) and (b) Each sector, in S1(S2), only uses its intermediate products and capital
goods. Each sector of S2 (S1) supplies intermediate products to just one sector
of S1(S2) (the same) of which it only depends for its intermediate products and
capital goods.
(c) Each sector, in S2, only depends on itself for its intermediate products and capital
goods and, on the other hand, also supplies intermediate products and capital
goods to just one different sector of S1 of which it only depends for its interme-
diate products. Moreover, each sector, in S1, only uses its own products.
(d) Each sector, in S1, only depends on itself for its intermediate products and capital
goods. Each sector, in S2, only uses its intermediate products and, on the other
hand, also supplies intermediate products to just one different sector of S1 of
which it only depends for its intermediate products and capital goods, then the
Leontief price model (3.1) has nonnegative solutions.
Remark 3.4. Note that our results can be applied to the basic output equation of the
dynamic Leontief system
Bx(k + 1) = (I − A+ B)x(k)− d(k),
k = 0, 1, 2, . . . , l − 1, l ∈ Z+
or, equivalently, to
(I + F)x(k) = Fx(k + 1)+Gd(k),
k = 0, 1, 2, . . . , l − 1, l ∈ Z+, (3.17)
where F = (I − A)−1B and G = (I − A)−1.
Following the same steps as in Proposition 3.1(a), and taking into account that
(I + F)x(k) = (I + F)x(k),
where x(k) = QRQx(k), we verify that
(I + F)x(k) = PPLFx(k + 1)+ PPLGd(k),
which enable us to write that
(PPL − I )Fx(k + 1)+ (PPL − I )Gd(k) = 0
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and then
x2(k + 1) = Lx1(k + 1)+ (G21 − LG11)d1(k)+ (G22 − LG12)d2(k).
So,
x(k) =
[
x1(k)
Lx1(k)+ (G21 − LG11)d1(k − 1)+ (G22 − LG12)d2(k − 1)
]
(3.18)
are solutions of the system (3.17). Besides, from (3.18) and (3.17) we obtain the
system defined by
x1(k) = [I − (I +NL)−1M−1]x1(k + 1)+ y(k),
where
y(k)= (I +NL)−1N{(G21 − LG11)[d1(k)− d1(k − 1)]
+ (G22 − LG12)[d2(k)− d2(k − 1)]}
+ (I +NL)−1M−1[G11d1(k)+G12d2(k)].
Thus, given a final condition x1(l), this backward system can be solved by iterating
backwards in time. We get
x1(k)= [I − (I +NL)−1M−1]lx1(l)
+
l−k−1∑
i=0
[I − (I +NL)−1M−1]iy(k + i).
In the last two examples, we consider that the technique coefficient matrix A
and the capital coefficient matrix B correspond to a region where, in general, we
observe the existence of intersectorial relations of intermediate products established
among the different sectors of its economy, in the productive cycle, in order to satisfy
the requirements of the production of each sector, as well as the interdependence
between them in what concerns capital goods. Note that this situation is not verified
by just one sector which uses, as intermediate consumption, imported goods besides
its own products, and does not produce capital goods but depends on the sectors of
the other subeconomy.
Example 3.4. Let us consider the model
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+, (3.19)
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where F = (I − AT)−1BT, G = (I − AT)−1, with
A =


0.6 0 0.2 0.1
0 0.5 0 0
0.1 0 0.8 0
0.2 0 0 0.6

 and B =


0.2 0 0.8 0.7
0 0 0 0
0.6 0.2 0.3 0.5
0.8 0.4 0.6 0.2

 .
Note that
rank(I − AT + BT) =


0.6 0 0.5 0.6
0 0.5 0.2 0.4
0.6 0 0.5 0.6
0.6 0 0.5 0.6

 = 2,
AT21(I2 − AT22)−1AT12 =
[
0.1 0.2
0 0
] [
1.25 0
0 1.6667
] [
0.2 0
0.1 0
]
=
[
0.058334 0
0 0
]
and AT12, B
T
12 are matrices with the same pattern of signals. Then, by Proposition 3.3,
the system (3.19) has nonnegative solutions. From
I + F =


4.8 0 4 4.8
0 1 0.4 0.8
7.8 0 6.5 7.8
2.7 0 2.25 2.7

 ,
we obtain
N =
[
0.83332 0.99998
0.4 0.8
]
and L =
[
1.625 0
0.56249 0
]
.
Thus,
I − (I +NL)−1M−1 =
[
0.92857 0
7.8572 × 10−2 0
]
and
(I +NL)−1N =
[
0.28571 0.34285
8.5713 × 10−2 0.42286
]
.
Using the inverse of the Leontief matrix
(I − AT)−1 =


4.0 0 2.0 2.0
0 2.0 0 0
4.0 0 7.0 2.0
1.0 0 0.5 3.0

 ,
we verify that
G21 − LG11 =
[ −2.5 0
−1.25 0
]
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and
G22 − LG12 =
[
3.75 −1.25
−0.62498 1.875
]
.
Therefore,
p1(k)= [1 + r(k)]k
[
0.92857 0
7.8572 × 10−2 0
]k
p1(0)
+
k−1∑
i=0
[1 + r(k)]k−i−1
[
0.92857 0
7.8572 × 10−2 0
]k−i−1
u(i),
where
u(i) =
[ −1.1428 0
−0.74286 0
]
[c1(i)− [1 + r(i + 1)]−1c1(i + 1)]
+
[
0.85714 0.28571
5.7145 × 10−2 0.68572
]
[c2(i)− [1 + r(i + 1)]−1c2(i + 1)]
+
[
7.1428 × 10−2 0
−7.8572 × 10−2 1.0
]{[
4.0 0
0 2.0
]
c1(i)+
[
2.0 2.0
0 0
]
c2(i)
}
.
So,
p(k) =


[1 + r(k)]k
[
0.92857 0
7.8572 × 10−2 0
]k
p1(0)
+∑k−1i=0 [1 + r(k)]k−i−1
[
0.92857 0
7.8572 × 10−2 0
]k−i−1
u(i)
[
1.625 0
0.56249 0
]
p1(k)+ [1 + r(k)]−1
{[ −2.5 0
−1.25 0
]
c1(k)
+
[
3.75 −1.25
−0.62498 1.875
]
c2(k)
}


are solutions of the Leontief price model (3.19). Let, for k = 0,
r(0) = r(1) = 2.5%, p1(0) =
[
1
2
]
,
c1(0) =


0.5
1
2
1

 and c1(1) =


0.75
1.25
1.5
2

 .
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Then,
p(0) =


1
2
6.5031
0.56253

 and p(1) =


1.9762
1.0025
4.4308
2.9409


are nonnegative solutions of this system.
Example 3.5. Let
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+ p0(k + 1)Ga0,
k = 0, 1, . . . , l − 1, l ∈ Z+ (3.20)
be a Leontief price model, where F = (I − AT)−1BT, G = (I − AT)−1 with
A =


0.8 0.1 0 0.1
0.1 0.7 0 0.1
0 0 0.5 0
0.1 0.1 0 0.7

 and B =


0.3 0.6 0.7 0.6
0.8 0.4 0.6 0.8
0 0 0 0
0.95 0.95 0 0.55

 .
We verify that the inverse of Leontief matrix is given by
(I − AT)−1 =


10 5 0 5
5 6.25 0 3.75
0 0 2 0
5 3.75 0 6.25

 (3.21)
and
rank(I − AT + BT) = rank


0.5 0.7 0 0.85
0.5 0.7 0 0.85
0.7 0.6 0.5 0
0.5 0.7 0 0.85

 = 2.
Moreover, since A22 and B22 are diagonal matrices, BT21 and A
T
21 are matrices with
the same pattern of signals, it is sufficient to check whether
AT12EB
T
21 = diag(α1, α2), αi  0, i = 1, 2
is satisfied. By (3.21), we obtain
E =
[
10 5
5 6.25
]
and consequently
AT12EB
T
21 =
[
0 0
0.1 0.1
] [
10 5
5 6.25
] [
0 0.1
0 0.1
]
=
[
0 0
0 0.2625
]
.
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Thus, Proposition 3.3 holds for the technique coefficient matrix A and the capital
coefficient matrix B, and we can say that the system (3.21), where
I + F =


10 14 0 17
7.5 10.5 0 12.75
1.4 1.2 1 0
7.5 10.5 0 12.75

 , (3.22)
has nonnegative solutions. Observe that, in this case we are going to apply directly
our approach to the initial system with
p(k) =


Lp2(k)+ [1 + r(k)]−1{(G11 − LG21)c1(k)
+ (G12 − LG22)c2(k)}
[1 + r(k)]k[I − (I +NL)−1M−1]kp2(0)
+∑k−1i=0 [1 + r(k)]k−i−1[I − (I +NL)−1M−1]k−i−1u(i)

 ,
where
u(i)= (I +NL)−1N{(G11 − LG21)[c1(i)− [1 + r(i + 1)]−1c1(i + 1)]
+ (G12 − LG22)[c2(i)− [1 + r(i + 1)]−1 c2(i + 1)]}
+ (I +NL)−1M−1[G21c1(i)+G22c2(i)].
From (3.22), we get
M =
[
1.0 0
0 12.75
]
, N =
[
1.4 1.2
0.58823 0.82353
]
and L =
[
0 1.3333
0 1.0
]
.
So,
I − (I +NL)−1M−1 =
[
0 9.2227 × 10−2
0 0.96993
]
.
Since
(I − AT)−1 =


10 5 0 5
5 6.25 0 3.75
0 0 2 0
5 3.75 0 6.25

 ,
we can write
G11 − LG21 =
[
3.3335 1.25 × 10−4
0 2.5
]
and
G12 − LG22 =
[
0 −3.3331
0 −2.5
]
.
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Therefore,
p2(k)= [1 + r(k)]k
[
0 9.2227 × 10−2
0 0.96993
]k
p1(0)
+
k−1∑
i=0
[1 + r(k)]k−i−1
[
0 9.2227 × 10−2
0 0.96993
]k−i−1
u(i),
where
u(i) =
[
2.3611 0.57912
0.75191 0.78951
]
[c1(i)− [1 + r(i + 1)]−1c1(i + 1)]
+
[
0 −2.9399
0 −1.5413
]
[c2(i)− [1 + r(i + 1)]−1c2(i + 1)]
+
[
1.0 −9.2227 × 10−2
0 3.0075 × 10−2
]{[
0 0
5 3.75
]
c1(i)+
[
2 0
0 6.25
]
c2(i)
}
.
So,
p(k) =


[
0 1.3333
0 1.0
]
p2(k)+ [1 + r(k)]−1
{[
3.3335 1.25 × 10−4
0 2.5
]
c1(k)
+
[
0 −3.3331
0 −2.5
]
c2(k)
}
[1 + r(k)]k
[
0 9.2227 × 10−2
0 0.96993
]k
p1(0)
+∑k−1i=0 [1 + r(k)]k−i−1
[
0 9.2227 × 10−2
0 0.96993
]k−i−1
u(i)


are solutions of the Leontief price model (3.20). In particular, for k = 0 and
r(0) = r(1) = 2%, p2(0) =
[
2
3
]
,
c(0) =


4
3
1
0.75

 and c(1) =


4
3.25
1.5
1.25

 ,
we obtain
p(0) =


14.622
8.5147
2
3

 and p(1) =


15.246
9.5956
0.44299
4.6936

 ,
which are nonnegative solutions of the referred model.
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Remark 3.5. In the particular case, when p0(k) = 0, that is, when labor is part of
the capital matrix, we verify that the condition “AT + BT is irreducible and each
column of the matrix B has at least one nonzero entry”, is only a sufficient condition
in order that the model
(I − AT + BT)p(k + 1) = [1 + r(k)]BTp(k),
k = 0, 1, . . . , l − 1, l ∈ Z+ (3.23)
has a unique balanced growth solution (BGS). Let us consider again the Leontief
model described by (3.19) (Example 3.4) with p0(k) = 0. From
AT + BT =


0.8 0 0.7 1
0 0.5 0.2 0.4
1 0 1.1 0.6
0.8 0 0.5 0.8

 ,
we verify that there exists a permutation matrix P
P =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

 ,
such that
P(AT + BT)P T =


0.8 1.0 0.7 0
0.8 0.8 0.5 0
1.0 0.6 1.1 0
0 0.4 0.2 0.5


and besides BT has a column with only zeros. On the other hand, we observe that F
is also an reducible matrix:
PFP T =


3.8 4.8 4.0 0
2.7 1.7 2.25 0
7.8 7.8 5.5 0
0 0.8 0.4 0

 . (3.24)
From (3.24), we verify that ρ[F11] = ρ[F ] = 13 and so F has exactly one basic
class, {1, 2, 3}, which is also the only final class. The accessibility relation between
the classes is described by the following graph:
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Thus, applying [9, Theorem 2.1], we conclude that F = (I − AT)−1BT has a
unique positive eigenvector and by [9, Proposition 4.1], the Leontief price model
(3.23) has a unique BGS given by
p(k) =
(
[1 + r(k)] µ
∗
1 + µ∗
)k
w∗ =
(1.025 × 13
14
)k


1.778
0.15043
2.888
1

 ,
where µ∗ and w∗ are the eigenvalue and eigenvector of Frobenius respectively of
the matrix F. By these considerations, we conclude that the conditions which are re-
quired to the technique and capital coefficient matrices in order to obtain nonnegative
solutions for the model
(I + F)p(k + 1) = [1 + r(k)]Fp(k)+Gp0(k + 1)a0,
k = 0, 1, . . . , l − 1, l ∈ Z+,
enable, in homogeneous case, the existence and uniqueness of the BGS for the re-
ferred Leontief dynamic price model.
4. Concluding remarks
Using some results about nonnegative matrices, in particular, properties which
relate the monotonicity and the nonnegative rank factorization, we presented, in this
paper, sufficient conditions for the existence of nonnegative solutions for the Leon-
tief price model defined by (3.1). Taking into account the results we have obtained,
we state that the null entries, in the technique coefficient matrix, play an impor-
tant role in the problem of the nonnegativity of the solutions of that model. On the
other hand, we would like to emphasize that, in an economic system, the aggre-
gation of the economic activities in a smaller number of sectors is, as we know,
a process which, although increasing the operationality of the model, as a result
of the simplification, implies a decrease of the requirements concerning the homo-
geneity of the production. Then, the existence of zeroes in matrix A, is consistent
with economic theory of the input–output analysis, since the larger is the dis-
aggregation at the level of the sectors, the higher is the probability of zeroes in
this matrix.
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