Introduction
The Hellenic subduction zone ( Figure 1 ) constitutes one of the most rapidly deforming parts of the Alpine-Himalayan mountain belt, exhibiting intense shallow and intermediate depth seismic activity and experiencing several devastating earthquakes known from both historical reports and instrumental recordings. The strongest earthquake that ever occurred in the broader Aegean region, was located at the southwestern part of the Hellenic Arc, near Crete Island (M8.3), in AD 365 (Papazachos & Papazachou, 2003; Papadimitriou & Karakostas, 2008; Shaw, 2012) . The subduction thrust belt is the most prominent feature of the broader Aegean region between the slowly converging Eastern Meditteranean oceanic lithosphere and Aegean microplate with a well constrained, from GPS data and the geological history, rate of convergence of about 4cm/yr (Clarke et al., 1998; McClusky et al., 2000) . This deformation rate is enough to induce a roll-back at the Hellenic Trench leading to significant extension of the overriding plate with the back-arc stretching direction being oblique to the trench roll-back direction. This zone is extended between the two Subduction-Transform Edge Propagators (STEP) of the dextral Cephalonia Transform Fault in the west (Scordilis et al., 1985) and the sinistral Rhodos fault in the east (Papazachos and Papazachou, 2003) over a distance of approximately 1000km.
The existence of a Wadati-Benioff zone which is dipping about 30 o at its shallow segment until 100km depth and then descending with a steeper angle of 45 o was first recognized by Papazachos & Comninakis (1971) and it was then confirmed from seismic hypocenter studies (Hatzfeld and Martin, 1992; Papazachos et al., 2000) . Seismic tomography revealed the deeper branches of subducted lithosphere at a depth of 600 km (Spakman et al. 1988, Papazachos and Nolet 1997) .
Seismic deformation is not uniformly distributed throughout the region as the tectonic structures are related to complex tectonic evolution and deformation patterns. Both extensional and compressive regimes are evident in the region (Taymaz et al., 1990 (Taymaz et al., , 1991 Papazachos & Kiratzi, 1996; Benetatos et al., 2004; Yolsal-Çevikbilen & Taymaz, 2012) resulted to three major faulting types. The shallow earthquakes in the external part of the subduction system are associated with low angle, reverse faulting with the P-axis being almost perpendicular to the subduction front. This latter seismic activity is responsible for the most destructive earthquakes throughout the entire Arc. The second type involves crustal earthquakes in a backarc narrow extensional continental zone with the T-Axis orientated in an almost east-west direction and faults striking almost N-S running parallel to the arc (Papazachos et al., 1998; Benetatos et al., 2004) . The intermediate depth events occur onto the descenting slab and are associated with strike slip faulting with a considerable thrust component, with maximum tension trending parallel to the dip of the Wadati-Benioff zone and maximum compression being almost horizontal and parallel to the arc direction Papazachos 1995, Papazachos 1996) . Normal faulting with E-W orientated strike dominate the backarc region. Table 1 .
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Method
The evaluation of seismicity rate changes in terms of Coulomb static stress changes is performed on the basis of a Rate/State model, proposed by Dieterich (1994) . According to Rate/State stress transfer concept, a sudden positive stress step, results to an immediate increase of the seismicity rate, which is temporary and attenuates with time following the Omori's decay law. Similarly, a sudden stress drop brings on a seismicity rate decrease, which also tends to recover with time to the initial rate, due to the effect of the stressing rate (constant or variable). These rate changes can be observed either along the fault, which caused the main shock (along fault aftershocks), or in nearby faults (off-fault triggering) up to a distance proportional to the final slip distribution regardless the dynamics of the rupture (Gomberg et al., 2005) . Applications of the model (e. g. Toda et al., 1998; Toda et al., 2005; Catalli et al., 2008) have shown that seismicity rate changes, R, strongly depend on clock-advanced failure, the fault stressing rate,  , and the reference rates of earthquake production, r, expressed as:
Where γ, is the state variable for seismicity formulation that evolves with time and stressing history and alters its value because of the stress perturbations, causing seismicity rate changes. The seismicity rate equation, as a function of time, t, has the form (Dieterich & Kilgore, 1996) :
Here, t a , is the characteristic relaxation time for the perturbation of earthquake rate, Α is a fault constitutive parameter, σ is the total normal stress and ΔCFF is the coseismic Coulomb stress changes, given by ΔCFF=Δτ+μ΄Δσ n , with Δτ, being shear stress change, Δσ n , stands for the normal stress change and μ΄, the apparent coefficient of friction, including pore pressure effects (Simpson and Reasenberg, 1994) . Product Aσ, describes the instantaneous response of friction to a step change in slip speed (Toda & Stein, 2003) . Reference and observed seismicity rates for any inter-event time interval are computed by spatially smoothing the seismicity. For this purpose we use a probability density function (PDF) of epicenters distribution. This function determines the seismicity rates at the center of each cell of a normal grid superimposed on the study area and these values are considered constant in time as the same is considered for the secular tectonic stressing rate. The PDF is estimated by a bivariate kernel density estimator of the form (Silverman, 1986) :
Where K stands for the Gaussian Kernel of the form:
Where X i , Y i , are the epicentral coordinates of earthquakes (longitude, λ and latitude, φ, respectively), x, y, are the coordinates of the centers of the bins, on which the PDF value is going to be estimated, n, is the number of the events and h, is the smoothing parameter (or window width), having the same units with X i , Y i , x, y. The kernel determines the regularity and the shape of the estimator, whereas the window width controls the degree of smoothing. From equations (3) and (4) the probability is derived:
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which is twice the integral of the Gaussian distribution with mean zero and variance of 1/2. Finally the seismicity rate is estimated for the given time period, Δt as, R=n/Δt. This corresponds to the real seismicity rate of the given time period and is compared with the value of expected seismicity rate for the respective period resulted from (2).
Data Selection
We selected the shallow seismicity (h<60km) data in the western part of the Hellenic arc between the Kephalonia transform fault and Crete Island, since 1970. Then the completeness magnitude, M c , was evaluated for different time increments with the methodology of Leptokaropoulos et al. (2012) as shown in Table 1 . In each case two different periods with different duration and M c were considered to calculate the reference seismicity rates. These periods were selected for data sufficiency and longest possible duration to be achieved. 
ΔCFF Calculations
Coulomb stress changes were calculated from the coseismic displacements of the stronger (M≥6.0) events ( Table 2 ) that occurred in the study areas since 1996. Fault lengths, L, were determined following the spatial distribution of the stronger, well located aftershocks. The respective widths were estimated from the dip angle of the fault and the distance measured down-dip from the surface to the upper and lower edges of the rectangular dislocation plane, respectively, as h/sin(dip), where H, is the width of the seismogenic layer (3 -20km). For the low angle dipping faults the constraint L≥W was set. The mean coseismic slip, u, was calculated from the seismic moment, M o , of an earthquake, as M o =G•u•L•w, where, G, stands for the shear modulus and equals to 3.3•10 5 bars. All ΔCFF calculations were done at the depth of 8km, which represents approximately the nucleation depth. The calculation of the stress field changes was done according to the representative fault plane geometry and sense of slip as found for each one of the study sub-areas. The apparent coefficient of friction, μ΄, and the Poisson ration, ν, were considered equal to 0.4 and 0.25, respectively. 
Expected Seismicity Rates -Rate/State Parameters
The expected seismicity rates were therefore calculated in each cell from eq. 2, given the reference seismicity rate, r, the static Coulomb stress changes, ΔCFF, the characteristic relaxation time, t a , which was considered to range between 2.5yr-25yrs and the product Aσ (fault constitutive parameter, A, total normal stress, σ). This product is connected with the characteristic time and the long term tectonic loading, τ r , as Aσ=τ r •t a . The tectonic loading was selected ranging from 0.005bar/yr to 0.06bar/yr. The aforementioned values of t a and τ r , lead to an Aσ ranging from 0.0125 -1.5 bars.
Qualitative and Quantitative Analysis
Once the modeled seismicity rates are calculated, they are compared with the observed ones for the respective time windows. A qualitative fitting was accomplished by comparison of the patterns of observed and expected seismicity and the locations of the events that occurred during the respective periods and for specific parameter values (Figure 3 ). One more qualitative representation was done by mapping the ratio of expected/observed seismicity rates in the study areas (Figure 4) . Thus, the declination of the modeled from the real values becomes more evident. Quantitative comparison was done by calculation of the Pearson's linear correlation coefficient (PCC) and its 95% confidence intervals ( Figure 5 ). Significance testing for PCC was also performed by estimating the corresponding p-value that is the highest level of significance at which the null hypothesis stating that PCC=0 can still be rejected.
The infuence of 7 strong events (3 in 1997 and 4 in 2008) was taked into consideration to calculate ΔCFF and to model expected seismicity rates (Figure 3 ). The reference seismicity rate was calculated for 1971-1997 (M c =4.0). The June 2008 event occurred outside the area borders but it was close enough to alter the regional stress field. In the first period (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) ) the correlation is much stronger, especially in the central and northern part of the area. The second period (2008) (2009) (2010) (2011) (2012) is not long enough to contain sufficient data and therefore the correlation coefficient is relatively low (h=0.08 o , t a =10yrs, τ r =0.01 bar/yr). Similar results for the first period yielded when reference seismicity rates were calculated from 1981-1997 (M c =3.7), although they were somewhat amplified in comparison with the previous approach, because in this period the dataset contains a larger number of events (smaller M c ). For the second period, more events are available, but the correlation does not show any improvement with a significant number of earthquakes taking place in stress shadows.
The ratio of expected/observed seismicity rate for the two study periods is shown in Figure 4 with calculations done considering reference seismicity rate evaluated for 1981-1997 (M c =3.7). The ratio is close to 1 for the first period but it diverges to higher values for the second one, indicating that the modeled rates are higher than the expected ones (h=0.08 o , t a =10yrs, τ r =0.01 bar/yr). The patterns are similar if we consider reference seismicity rate calculated for 1971-1997, but here are more obvious in the second period (2008) (2009) (2010) (2011) (2012) due to larger sample available.
The quantitative analysis shows that there is a relatively high correlation between observed and modelled seismicity rates for the first of the study periods. This correlation is even stronger in areas experiencing positive ΔCFF values and reaches over 70% in most of the cases. For the time interval from February to June 2008, there is no correlation at all (~0) because of the very small span of the time window resulted to shortage of data. Finally, for the period 2008-2012 a moderate correlation is evident which become higher for positive ΔCFF areas. This happens due to the fact that the catalog is dominated by along-fault aftershocks, that took place in the close vicinity of the faults segment connected with these main events. Therefore, it is very likely that the correlation will be improved as time passes and the aftershock sequence decay at the reference rate. 
Discussion and Conclusion
In the application of the Dieterich (1994) rate/state model, we started with a "learning period" (either 1971-1997 or 1981-1997 ) and a reference seismicity rate was then evaluated. The static Coulomb stress changes (ΔCFF), caused by strong earthquakes' occurrence were calculated and their influence to the reference seismicity rates were estimated. The impact of the constant tectonic loading (stressing rate) during the inter-seismic periods (or 'testing periods') was embodied to the modeled seismic rates. Summarizing, the simulated earthquake occurrence rates were estimated as a result of the effect of the successive coseismic ΔCFF and the steady-rate tectonic loading on the reference rates evaluated from the learning period's seismicity. These calculations are performed just before and after a strong earthquake takes place, and therefore the real (observed) seismicity rates during the inter-event periods are also evaluated (following the same procedure as with the reference seismicity rates). The results are qualitatively and quantitatively compared with the modeled ones in order to seek for correlation between observed-expected seismic rates and improve the modeling by selection/combination of parameter values applied. The results indicate that the correlation between observed and simulated seismicity rate values is quite high when the study periods last enough for the respective dataset exhibiting sufficient size and including adequate number of off-fault earthquakes. In some of the cases the expected rates are very close to the observed ones, whereas, in the remaining cases the model tends to overestimate the seismicity rates in comparison with the real ones, although the spatial distribution XLVII, No 3 -1164 of expected seismicity rates fits well to the observed one. When a different learning period was considered in order to obtain bigger sample, both qualitative and quantitative correlation was slightly improved. When cells experience positive ΔCFF are only considered in the calculations, stronger correlation is obtained. Even if several assumptions were taken into consideration (uniform stressing rate, ΔCFF calculation according to a specific type of faulting, influence of strong events before 1997 was not considered), the results show that successful modeling seismicity rate changes through this approach is feasible. Implication of the current analysis to earthquake probabilities is expected to significantly contribute to time dependent seismic hazard assessment. Given a magnitude frequency relation the rates of the strongest events occurrence can be easily transformed to probability of earthquake occurrence
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