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Resumen: En este trabajo se estudia el comportamiento de los algoritmos de ana´li-
sis sinta´ctico ma´s utilizados en el tratamiento de las Grama´ticas de Adjuncio´n de
A´rboles (TAG). Para ello se aplica una te´cnica de compilacio´n que permite la trans-
formacio´n automa´tica de esquemas de ana´lisis sinta´ctico en implementaciones eﬁ-
cientes de los algoritmos que describen, lo que nos permite comparar el rendimiento
de diferentes analizadores en un entorno homoge´neo. En nuestro estudio, analiza-
mos los diferentes algoritmos tanto mediante la utilizacio´n de grama´ticas generadas
artiﬁcialmente, que nos permiten conocer la inﬂuencia del taman˜o de la grama´tica
en el rendimiento; como mediante la aplicacio´n de las implementaciones generadas
a una grama´tica real de amplia cobertura (la XTAG).
Palabras clave: Ana´lisis sinta´ctico, esquemas de ana´lisis sinta´ctico, grama´ticas de
adjuncio´n de a´rboles
Abstract: In this paper, we study the behavior of some of the most popular parsing
algorithms for Tree Adjoining Grammars (TAG). To this end, we apply a compila-
tion technique allowing automatic transformation of parsing schemata into eﬃcient
implementations of their corresponding algorithms; which allows us to compare the
performance of diﬀerent parsers in an homogeneous environment. In our study, we
analyze the diﬀerent algorithms both by using artiﬁcially generated grammars, which
allow us to estimate the inﬂuence of grammar size in performance, and by applying
the generated implementations to a real-life, wide coverage grammar (the XTAG).
Keywords: Parsing, parsing schemata, tree adjoining grammars
1. Introduccio´n
Las Grama´ticas de Adjuncio´n de A´rbo-
les (TAG) son una extensio´n de las grama´ti-
cas independientes del contexto en la que la
estructura primaria de representacio´n es el
a´rbol, lo que las hace ma´s adecuadas para la
descripcio´n de los feno´menos sinta´cticos pre-
sentes en los lenguajes naturales o lenguas.
En las u´ltimas de´cadas se han desarrollado
un gran nu´mero de analizadores sinta´cticos
para este formalismo. Entre los ma´s utiliza-
∗ Parcialmente ﬁnanciado por Ministerio de Edu-
cacio´n y Ciencia y FEDER (TIN2004-07246-C03-
01, TIN2004-07246-C03-02), Xunta de Galicia (PGI-
DIT05PXIC30501PN, PGIDIT05PXIC10501PN y
PGIDIT05SIN044E), y Programa de becas FPU (Mi-
nisterio de Educacio´n y Ciencia).
dos esta´n el algoritmo basado en CYK des-
crito en (Vijay-Shanker y Joshi, 1985), un al-
goritmo basado en Earley sin la propiedad
del preﬁjo va´lido (VPP) — (Schabes, 1994)
y (Alonso et al., 1999) —, un algoritmo ba-
sado en Earley con la propiedad del preﬁjo
va´lido (Alonso et al., 1999) y el algoritmo de
Nederhof (Nederhof, 1999).
Es curioso constatar la pra´ctica ausencia
de trabajos en los que se realice un ana´lisis
comparativo entre varios de estos algoritmos.
Los pocos que existen, como (Dı´az y Alonso,
2000), trabajan con una grama´tica ﬁja y pe-
quen˜a, con lo cual no permiten apreciar co´mo
cambia el comportamiento de los algoritmos
al aumentar el taman˜o de la grama´tica y de
la cadena de entrada.
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El objeto de este trabajo es precisamente
cubrir este vac´ıo. Para ello realizaremos un
estudio del comportamiento de los analiza-
dores antes citados, tanto sobre grama´ticas
artiﬁciales como sobre una grama´tica real de
amplia cobertura como es la XTAG (XTAG,
2001). No´tese que la ventaja de usar grama´ti-
cas artiﬁcialmente generadas es que podemos
ver fa´cilmente la inﬂuencia del taman˜o de
la grama´tica en el rendimiento, dado que el
nu´mero de a´rboles elementales de la grama´ti-
ca es un para´metro que podemos hacer variar
libremente, cosa imposible si se utiliza una
grama´tica de un corpus real de lenguaje na-
tural. As´ı, la comparacio´n de algoritmos me-
diante grama´ticas artiﬁciales complementa a
la que ma´s tarde se hara´ con la grama´tica de
uso pra´ctico XTAG.
Para que los resultados sean comparables,
se ha dispuesto un entorno homoge´neo ba-
sado en los esquemas de ana´lisis sinta´ctico
que describen el comportamiento de cada al-
goritmo. Mediante la te´cnica de compilacio´n
descrita en (Go´mez-Rodr´ıguez et al., 2006a;
Go´mez-Rodr´ıguez et al., 2005), estos esque-
mas son transformados automa´ticamente en
implementaciones eﬁcientes de los algoritmos
que describen.
2. Generacio´n de los analizadores
El formalismo de los esquemas de ana´li-
sis sinta´ctico (Sikkel, 1997) permite describir
analizadores sinta´cticos de una manera sen-
cilla y declarativa, facilitando as´ı su disen˜o,
ana´lisis y comparacio´n. Un esquema de ana´li-
sis sinta´ctico es una representacio´n de un al-
goritmo de ana´lisis sinta´ctico como una fun-
cio´n que, dada una grama´tica de una clase
determinada, le hace corresponder un con-
junto de reglas de inferencia (llamadas pasos
deductivos) que se utilizan para llevar a ca-
bo deducciones sobre resultados intermedios
denominados ı´tems. Dichos ı´tems represen-
tan conjuntos de a´rboles de ana´lisis incom-
pletos que el algoritmo puede generar. Dada
una cadena de entrada que se quiere analizar,
independientemente del algoritmo o esquema
concreto que se utilice, se puede deﬁnir un
conjunto de ı´tems iniciales o hipo´tesis a partir
de las palabras de la cadena. Adicionalmen-
te, cada esquema de ana´lisis sinta´ctico debe
deﬁnir un criterio para determinar que´ ı´tems
son ﬁnales, es decir, corresponden a un ana´li-
sis completo de la cadena de entrada. Dado
este criterio, si es posible obtener algu´n ı´tem
ﬁnal a partir del conjunto de ı´tems iniciales
utilizando los pasos deductivos, la cadena de
entrada pertenece al lenguaje deﬁnido por la
grama´tica. En este caso, los ı´tems interme-
dios que se han utilizado para deducir el ı´tem
ﬁnal nos proporcionan una traza del ana´li-
sis de la que se puede obtener fa´cilmente el
bosque de ana´lisis, tal y como se describe en
(Billot y Lang, 1989).
Su sencillez y abstraccio´n de los detalles de
bajo nivel hace que los esquemas de ana´lisis
sinta´ctico resulten muy u´tiles, permitie´ndo-
nos deﬁnir algoritmos de ana´lisis de manera
sencilla y haciendo ma´s fa´cil compararlos o
considerar aspectos como su correccio´n, com-
pletitud y complejidad computacional.
Sin embargo, el problema de los esque-
mas de ana´lisis sinta´ctico es que, aunque son
muy u´tiles cuando se trabaja sobre el pa-
pel, no pueden ejecutarse directamente en un
computador. Para ejecutar los analizadores y
comprobar sus resultados y rendimiento no
queda ma´s remedio que implementarlos en
un lenguaje de programacio´n, abandonando
el alto nivel de abstraccio´n de los esquemas.
Para salvar esta diﬁcultad, hemos di-
sen˜ado e implementado una te´cnica de com-
pilacio´n que permite transformar automa´ti-
camente los esquemas de ana´lisis sinta´ctico
en implementaciones ejecutables en lenguaje
Java de los algoritmos correspondientes. La
entrada al sistema es una representacio´n sim-
ple y declarativa de un esquema de ana´lisis,
que pra´cticamente coincide con la notacio´n
formal de (Sikkel, 1997). Por ejemplo, el pa-
so del algoritmo de tipo CYK que se deﬁne
[Oγ1 , i, j
′, p, q, adj1]
[Oγ2 , j
′, j, p′, q′, adj2]






se podr´ıa representar as´ı:
@step CYKBinary
[ N1 , i , j’ , p , q , adj1 ]
[ N2 , j’ , j , p’ , q’ , adj2 ]
--------------------------------------- N3 -> N1 N2
[ N3 , i , j , Union(p;p’) , Union(q;q’) , false ]
La te´cnica de compilacio´n que permite com-
pilar estos esquemas se basa en las siguien-
tes ideas fundamentales (Go´mez-Rodr´ıguez
et al., 2006a; Go´mez-Rodr´ıguez et al., 2005):
• Cada paso deductivo se compila a una cla-
se Java que contiene co´digo para emparejar
y buscar ı´tems del antecedente y generar
las conclusiones correspondientes a partir
del consecuente.
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• Las clases correspondientes a los pasos son
coordinadas por una ma´quina deductiva de
ana´lisis sinta´ctico como la que se describe
en (Shieber, Schabes, y Pereira, 1995). Es-
te algoritmo garantiza un proceso deducti-
vo correcto y completo, garantizando que
se obtendra´n todos los ı´tems que sea posi-
ble generar a partir de los ı´tems iniciales.
• Para garantizar la eﬁciencia de las imple-
mentaciones generadas, se lleva a cabo un
ana´lisis automa´tico de los esquemas de en-
trada para crear ı´ndices de acceso ra´pido a
los ı´tems. Como cada esquema de ana´lisis
necesita llevar a cabo bu´squedas distintas
para encontrar ı´tems que emparejen con
los antecedentes, las estructuras de ı´ndi-
ces generadas son espec´ıﬁcas para cada es-
quema. De este modo, garantizamos acceso
en tiempo constante a los ı´tems, de ma-
nera que la complejidad computacional de
las implementaciones generadas nunca es-
tara´ por encima de la complejidad teo´rica
de los algoritmos correspondientes.
• Dado que la notacio´n de los esquemas de
ana´lisis es abierta, pudiendo aparecer en
sus ı´tems cualquier objeto matema´tico, el
sistema incluye un mecanismo de extensi-
bilidad que se puede utilizar para deﬁnir
nuevos tipos de objetos a utilizar en los es-
quemas. El generador de co´digo puede ma-
nejar estos objetos deﬁnidos por el usuario
siempre que e´stos se especiﬁquen siguiendo
unas pautas determinadas.
3. Estudio con grama´ticas
artificialmente generadas
Dado un entero k > 0, deﬁnimos la
grama´tica de adjuncio´n de a´rboles Gk =
(VT , VN , S, I, A)
1 con VT = {aj |0 ≤ j ≤ k},
VN = {S,B}, y
I = {S(B(a0))}
2,
A = {B(B(B∗ aj))|1 ≤ j ≤ k}.
Por lo tanto, para un k dado, Gk es una
grama´tica con un a´rbol inicial y k a´rboles
auxiliares, que deﬁne un lenguaje sobre un
alfabeto con k + 1 s´ımbolos terminales. El
lenguaje deﬁnido por Gk es concretamente el
lenguaje regular Lk = a0(a1|a2|..|ak)
∗3. Cabe
1Donde VT denota el conjunto de s´ımbolos termi-
nales, VN el conjunto de s´ımbolos no terminales, S
el axioma, I el conjunto de a´rboles iniciales y A el
conjunto de a´rboles auxiliares.
2Donde escribimos los a´rboles con notacio´n de
pare´ntesis, y * denota el nodo pie.
3Adema´s, se puede demostrar fa´cilmente que la
destacar que, aunque los lenguajes Lk sean
triviales, las grama´ticas Gk esta´n construi-
das de tal modo que cualquiera de sus a´rbo-
les auxiliares puede adjuntarse en cualquier
otro, cosa que las hace adecuadas para llevar
a cabo un ana´lisis emp´ırico de la complejidad
en el peor caso.
Las siguientes tablas muestran los tiempos
de ejecucio´n en segundos4 de los cuatro anali-
zadores, para distintos valores de la longitud
de la cadena de entrada (n) y el taman˜o de
la grama´tica (el para´metro k de las grama´ti-
cas Gk que hemos deﬁnido). El algoritmo con
mejor resultado para cada caso se muestra en
negrita.
Tiempos en s: tipo CYK
n=
Taman˜o de la Grama´tica (k)
1 8 64 512 4096
2 ∼0 ∼0 0,02 1,34 125,75
4 ∼0 ∼0 0,06 4,11 290,19
8 0,02 0,03 0,23 15,89 777,97
16 0,02 0,06 0,78 44,19 2,247,16
32 0,09 0,31 3,78 170,61
64 0,27 2,06 25,09 550,02
128 1,19 14,52 269,05
256 6,78 108,30
512 52,00
Tiempos en s: tipo Earley sin VPP
n=
Taman˜o de la Grama´tica (k)
1 8 64 512 4096
2 ∼0 0,02 0,01 1,16 109,84
4 ∼0 0,03 0,06 2,58 256,09
8 0,02 0,03 0,17 6,89 589,58
16 0,03 0,17 0,62 18,73 1.508,61
32 0,11 0,61 3,22 69,41
64 0,48 2,95 22,45 289,98
128 2,03 13,87 234,59
256 10,00 101,22
512 61,27
Tiempos en s: tipo Earley con VPP
n=
Taman˜o de la Grama´tica (k)
1 8 64 512 4096
2 ∼0 ∼0 0,03 1,94 194,05
4 ∼0 0,02 0,08 4,08 453,20
8 0,01 0,03 0,23 10,92 781,14
16 0,03 0,19 0,87 27,12 1,787,14
32 0,12 0,75 4,14 98,83
64 0,58 3,55 28,64 350,22
128 2,45 20,77 264,50
256 12,19 122,80
512 74,05
grama´tica Gk es una de las grama´ticas de adjuncio´n
de a´rboles mı´nimas (en te´rminos de nu´mero de a´rbo-
les) cuyo lenguaje asociado es Lk. No´tese que necesi-
tamos al menos un a´rbol que contenga a0 como u´nico
terminal para poder analizar la frase a0, y para ca-
da 1 ≤ i ≤ k, necesitamos al menos un a´rbol que
contenga ai y ningu´n otro aj (j > 0) para poder ana-
lizar la frase a0ai. Por lo tanto, cualquier TAG para
el lenguaje Lk debe tener al menos k + 1 a´rboles ele-
mentales.
4La ma´quina utilizada para todas las pruebas fue
un Intel Pentium 4 a 3.40 GHz, con 1 GB de RAM y la
ma´quina virtual Java Sun Hotspot (version 1.4.2 01-
b06) sobre Windows XP.
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Tiempos en s: algoritmo de Nederhof
n=
Taman˜o de la Grama´tica (k)
1 8 64 512 4096
2 ∼0 ∼0 0,05 1,87 151,53
4 ∼0 0,01 0,19 4,56 390,47
8 0,01 0,03 0,47 12,53 998,59
16 0,05 0,19 1,50 40,09 2,579,58
32 0,22 0,95 6,23 157,06
64 1,08 4,73 35,86 620,05
128 5,70 25,70 302,77
256 37,12 159,61
512 291,14
A partir de estos resultados, podemos ob-
servar que ambos factores (longitud de la ca-
dena y taman˜o de la grama´tica) tienen in-
ﬂuencia en el tiempo de ejecucio´n, y que
interaccionan entre ellos: las tasas de creci-
miento con respecto a uno de los factores se
ven inﬂuidas por el otro factor, as´ı que resulta
dif´ıcil dar estimaciones precisas de la comple-
jidad computacional emp´ırica. Sin embargo,
podemos obtener estimaciones aproximadas
si nos centramos en los casos donde uno de
los factores toma valores altos y el otro valo-
res bajos (dado que en estos casos los factores
constantes que afectan a la complejidad sera´n
menores) y comprobarlas estudiando si la se-
rie T (n, k)/f(n) parece converger a una cons-
tante positiva por cada valor ﬁjo de k (si f(n)
es nuestra estimacio´n de complejidad con res-
pecto a n) o si T (n, k)/f(k) parece converger
a una constante positiva para cada valor ﬁjo
de n (si f(k) es una estimacio´n de compleji-
dad con respecto a k).
Aplicando estas ideas, vemos que la com-
plejidad temporal emp´ırica con respecto a la
longitud de la cadena de entrada esta´ en el
rango entre O(n2,8) y O(n3) para los algorit-
mos tipo CYK y Nederhof, y entre O(n2,6) y
O(n3) para los basados en Earley con y sin
la propiedad del preﬁjo va´lido (VPP). Por lo
tanto, la complejidad temporal pra´ctica que
obtenemos esta´ muy por debajo de las cotas
teo´ricas en el peor caso para estos algoritmos,
que son de O(n6) (excepto para el algoritmo
tipo Earley con la VPP, que es O(n7)).
Aunque por motivos de espacio no inclui-
mos tablas con el nu´mero de ı´tems generados
en cada caso, nuestros resultados muestran
que la complejidad espacial emp´ırica con res-
pecto a la longitud de la cadena de entrada es
aproximadamente O(n2) para todos los algo-
ritmos, tambie´n muy por debajo de las cotas
para el peor caso (O(n4) y O(n5)).
Con respecto al taman˜o de la grama´ti-
ca, obtenemos una complejidad temporal de
aproximadamente O(|I ∪A|2) para todos los
algoritmos. Esto se corresponde con la cota
teo´rica del peor caso, que es O(|I ∪ A|2) de-
bido a los pasos de adjuncio´n, que trabajan
con pares de a´rboles. En el caso de nuestras
grama´ticas artiﬁcialmente generadas, cual-
quier a´rbol auxiliar puede ser adjuntado en
cualquier otro, as´ı que es lo´gico que nuestros
tiempos crezcan de forma cuadra´tica. No´te-
se, en todo caso, que grama´ticas reales como
la XTAG (XTAG, 2001) tienen pocos s´ımbo-
los no terminales diferentes en relacio´n con
su nu´mero de a´rboles, as´ı que muchos pares
de a´rboles son susceptibles de adjuncio´n y no
podemos esperar que su comportamiento sea
mucho mejor que el que vemos aqu´ı.
La complejidad espacial con respecto al
taman˜o de la grama´tica es aproximadamente
O(|I∪A|). E´ste es un resultado esperado, da-
do que cada ı´tem que se genera esta´ asociado
a un nodo de un a´rbol dado.
Las aplicaciones pra´cticas de las TAG en
procesamiento del lenguaje natural suelen
caer en el rango de valores para n y k que
hemos cubierto en los experimentos (se usan
grama´ticas con cientos o unos pocos miles
de a´rboles para analizar frases de unas pocas
docenas de palabras). En estos rangos, tan-
to la longitud de la cadena como el taman˜o
de la grama´tica toman valores signiﬁcativos
y tienen mucha inﬂuencia en los tiempos de
ejecucio´n, como podemos ver en los resulta-
dos de las tablas. Esto nos lleva a destacar
que el ana´lisis tradicional basado en la com-
plejidad con respecto a un solo factor (lon-
gitud de la cadena o taman˜o de la grama´ti-
ca) puede resultar insuﬁciente en aplicaciones
pra´cticas, lleva´ndonos a una idea incompleta
de la complejidad real. Por ejemplo, si traba-
jamos con una grama´tica de miles de a´rbo-
les, el taman˜o de la grama´tica es el factor
ma´s inﬂuyente, y el uso de te´cnicas de ﬁltra-
do (Schabes y Joshi, 1991) para reducir la
cantidad de a´rboles utilizada en el ana´lisis es
esencial para conseguir un buen rendimien-
to. Por otra parte, la inﬂuencia de la cade-
na de entrada en estos casos se ve suavizada
por los grandes factores constantes relativos
al taman˜o de la grama´tica. Por ejemplo, en
los tiempos para la grama´tica G4096 pode-
mos ver que los tiempos se multiplican por
un factor menor que 3 cuando se duplica la
longitud de la cadena, aunque el resto de los
resultados nos han llevado a concluir que la
complejidad asinto´tica pra´ctica con respecto
a este para´metro es de al menos O(n2,6). Es-
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tas interacciones entre ambos factores se de-
ben tener en cuenta al analizar el rendimiento
en te´rminos de complejidad computacional.
Un ana´lisis ma´s detallado puede encontrarse
en (Go´mez-Rodr´ıguez et al., 2006b).
Los algoritmos basados en Earley consi-
guen mejores tiempos de ejecucio´n que el ba-
sado en CYK para grama´ticas grandes, aun-
que son peores para grama´ticas pequen˜as.
No´tese que en grama´ticas independientes del
contexto pasa lo contrario (Go´mez-Rodr´ıguez
et al., 2005): CYK funciona mejor para
grama´ticas grandes porque es lineal con res-
pecto al taman˜o de la grama´tica. En el ca-
so de las TAG, sin embargo, ambos son
cuadra´ticos y el algoritmo CYK pierde esta
ventaja.
El algoritmo basado en CYK genera me-
nos ı´tems que los basados en Earley para
grama´ticas grandes y cadenas cortas, pero ge-
nera ma´s para grama´ticas pequen˜as y cade-
nas largas. El algoritmo tipo Earley con VPP
genera la misma cantidad de ı´tems que el que
no tiene esta propiedad, y tiene peores tiem-
pos de ejecucio´n. El motivo es que en el caso
particular de esta grama´tica no se generan
ana´lisis parciales que violen la propiedad del
preﬁjo va´lido, as´ı que garantizar esta propie-
dad no evita la generacio´n de ningu´n ı´tem.
Por lo tanto, el hecho de que la variante sin
VPP funcione mejor en este caso concreto no
puede ser extrapolado a otras grama´ticas. No
obstante, las diferencias en tiempo entre es-
tos dos algoritmos ilustran la sobrecarga cau-
sada por las comprobaciones adicionales ne-
cesarias para garantizar la VPP en un caso
particularmente malo.
El algoritmo de Nederhof presenta tiem-
pos de ejecucio´n ma´s lentos que las otras va-
riantes de Earley. A pesar de que el algoritmo
de Nederhof es una mejora sobre el algoritmo
de Earley con VPP en te´rminos de compleji-
dad computacional, los pasos deductivos adi-
cionales que contiene lo hacen ma´s lento en
la pra´ctica.
4. Estudio con la XTAG
La XTAG (XTAG, 2001) es una grama´ti-
ca de adjuncio´n de a´rboles lexicalizada de
amplia cobertura para el idioma ingle´s; que
cuenta con ma´s de mil a´rboles elementales y
es una FBTAG (Feature Based Tree Adjoi-
ning Grammar), con lo cual sus nodos esta´n
decorados con estructuras de rasgos.
Si extendemos los esquemas de ana´lisis
sinta´ctico que aparecen en (Alonso et al.,
1999; Nederhof, 1999) con soporte para uni-
ﬁcacio´n de estructuras de rasgos, los ana-
lizadores generados pueden usarse con la
XTAG (Go´mez-Rodr´ıguez et al., 2006c), aun-
que algunos otros an˜adidos, como el ﬁltrado
de a´rboles, son muy convenientes si queremos
obtener un rendimiento aceptable con esta
grama´tica.
En esta seccio´n describimos co´mo he-
mos aplicado a la XTAG nuestra te´cnica de
compilacio´n gene´rica, y proporcionamos una
comparacio´n de los cuatro algoritmos vis-
tos con anterioridad en su aplicacio´n al caso
pra´ctico de la XTAG. Cabe destacar que ya
se han hecho comparaciones similares sobre
grama´ticas ma´s pequen˜as, como subconjun-
tos simpliﬁcados de la XTAG, pero no con
la XTAG completa con todos sus a´rboles y
estructuras de rasgos. Hemos visto en la sec-
cio´n anterior que el taman˜o de la grama´tica
tiene una gran inﬂuencia en el rendimiento,
y que no se puede esperar que el comporta-
miento observado con grama´ticas pequen˜as
sea extrapolable a grama´ticas grandes; por
lo tanto, resulta interesante poder comparar
los distintos analizadores directamente sobre
una grama´tica real como la XTAG.
4.1. Soporte de unificacio´n
Los a´rboles de la XTAG incluyen estruc-
turas de rasgos asociados a cada uno de sus
nodos. Las estructuras de rasgos contienen
informacio´n sobre co´mo los nodos pueden in-
teractuar entre s´ı, y pueden imponer restric-
ciones sobre las operaciones de adjuncio´n y
substitucio´n, dado que los rasgos de los nodos
que intervienen deben uniﬁcar.
Se pueden utilizar dos estrategias a la hora
de tener en cuenta la uniﬁcacio´n en el ana´lisis
sinta´ctico: se puede uniﬁcar las estructuras de
rasgos despue´s del ana´lisis o durante el ana´li-
sis. La primera estrategia consiste en analizar
la frase igual que en una grama´tica sin rasgos,
sin hacer uniﬁcaciones, y despue´s recuperar el
bosque de ana´lisis y llevar a cabo la uniﬁca-
cio´n so´lo sobre los a´rboles sinta´cticos ﬁnales,
eliminando aque´llos que violen las restriccio-
nes de uniﬁcacio´n. La segunda estrategia con-
siste en llevar a cabo uniﬁcaciones como parte
del proceso de ana´lisis, de modo que las es-
tructuras de rasgos son uniﬁcadas en los pa-
sos deductivos que implementan operaciones
como la adjuncio´n o sustitucio´n.
A priori, cada una de las estrategias tiene
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ventajas e inconvenientes: la uniﬁcacio´n du-
rante el ana´lisis considera lo antes posible las
restricciones impuestas por los rasgos, evitan-
do la generacio´n de a´rboles innecesarios que
violen dichas restricciones. Sin embargo, es-
ta estrategia lleva a cabo uniﬁcaciones sobre
todos los ı´tems que genera, mientras que si
uniﬁcamos al terminar el ana´lisis so´lo nece-
sitamos considerar los ı´tems ﬁnales y los que
conducen a ellos en el proceso deductivo.
La conveniencia de uno u otro me´todo de-
pendera´ del modo en que las estructuras de
rasgos se usen en la grama´tica. En el caso
particular de la XTAG, al comparar las dos
estrategias en la pra´ctica (ve´ase ﬁgura 1), lle-
gamos a la conclusio´n general de que la uniﬁ-
cacio´n durante el ana´lisis funciona mejor pa-
ra la gran mayor´ıa de las frases, aunque sus
tiempos de ejecucio´n tienen mayor varianza
y son mucho peores para algunos casos parti-
culares. Para la comparacio´n entre algoritmos
hemos utilizado esta estrategia de uniﬁcacio´n
durante el ana´lisis.
Para implementar la uniﬁcacio´n durante el
ana´lisis en nuestro sistema basado en esque-
mas de ana´lisis sinta´ctico, debemos extender
los esquemas para que lleven a cabo las com-
probaciones de uniﬁcacio´n. Esto implica ex-
tender los ı´tems para que almacenen estruc-
turas de rasgos, deﬁnir operaciones para uni-
ﬁcar y para eliminar informacio´n innecesaria
de las estructuras de rasgos en los ı´tems, y
utilizar dichas operaciones en los pasos de-
ductivos. La operacio´n de uniﬁcacio´n se debe
utilizar siempre que un paso deductivo ma-
neje varias estructuras de rasgos que se re-
ﬁeran al mismo nodo, o a nodos que se van
a unir en uno solo en el a´rbol de ana´lisis al
intervenir en una sustitucio´n o adjuncio´n. En
estos u´ltimos casos, hay que tener en cuenta
el diferente rol que juegan las estructuras de
rasgos “top” y “bottom” en estas operacio-
nes, tal y como se describe en (XTAG, 2001).
La operacio´n de eliminacio´n de informacio´n
innecesaria se utiliza para que los ı´tems gene-
rados por un paso deductivo so´lo propaguen
informacio´n sobre las variables del a´rbol al
que hacen referencia, y no otra informacio´n
que se haya utilizado en la uniﬁcacio´n.
Al extender los algoritmos tipo Earley con
el soporte de uniﬁcacio´n, nos encontramos
con dos posibles opciones para los pasos de-
ductivos predictivos: podemos tener predicto-
res que propaguen las estructuras de rasgos o
que las descarten. Cada una de las dos estra-
tegias tiene ventajas e inconvenientes (la pri-
mera puede detectar antes el incumplimien-
to de algunas restricciones y descartar cami-
nos inu´tiles del ana´lisis, pero tambie´n puede
generar ma´s ı´tems en algunos casos). En la
pra´ctica y en el caso concreto de la XTAG,
nuestros experimentos muestran que funcio-
na ma´s ra´pido la estrategia que descarta las
estructuras de rasgos en los pasos predicti-
vos, por lo que sera´ la que utilicemos en la
comparacio´n.
4.2. Filtrado de a´rboles
La grama´tica XTAG completa contiene
ma´s de mil a´rboles elementales, as´ı que los
tiempos de ejecucio´n obtenidos no sera´n bue-
nos si utilizamos la grama´tica completa para
analizar cada frase (ve´anse los resultados pa-
ra grama´ticas de ese orden en la seccio´n 3).
Los ﬁltros de seleccio´n de a´rboles (Schabes y
Joshi, 1991) permiten seleccionar un subcon-
junto de la grama´tica, descartando los a´rbo-
les que se sabe que no resultara´n u´tiles a la
vista de las palabras de la cadena de entrada.
Para emular esta funcionalidad en nues-
tro sistema basado en esquemas, an˜adimos a
los esquemas un paso de ﬁltrado que genera
ı´tems que indican que un a´rbol ha sido selec-
cionado, y estos ı´tems se utilizan como ante-
cedentes en todos los pasos del esquema que
introduzcan un a´rbol nuevo en el ana´lisis.
4.3. Comparacio´n de diferentes
algoritmos sobre la XTAG
En esta seccio´n hacemos una comparacio´n
de los algoritmos de ana´lisis estudiados sobre
la grama´tica XTAG, utilizando nuestro siste-
ma y las ideas que hemos explicado. Los es-
quemas para estos algoritmos sin soporte de
uniﬁcacio´n, que pueden encontrarse en (Alon-
so et al., 1999), fueron extendidos como se ha
descrito en las subsecciones anteriores, y utili-
zados como entrada para nuestro sistema que
genero´ los analizadores correspondientes. Es-
tos analizadores fueron ejecutados ma´s tarde
sobre las frases de prueba de la ﬁgura 2, obte-
nie´ndose las medidas de rendimiento (tiempo
de ejecucio´n y cantidad de ı´tems generados)
que se pueden ver en la ﬁgura 3. No´tese que
las frases esta´n ordenadas por tiempo de eje-
cucio´n mı´nimo.
El algoritmo ma´s eﬁciente en te´rminos de
utilizacio´n de memoria es el algoritmo ba-
sado en CYK. Por otra parte, si compara-
mos tiempos de ejecucio´n, no hay un algorit-
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Strategy Media Media R. 10% Media R. 20% 1er Cuart. Mediana 3er Cuart. Desv. T´ıp. Wilcoxon
Durante 108,270 12,164 7,812 1,585 4,424 9,671 388,010
0,4545
Despue´s 412,793 10,710 10,019 2,123 9,043 19,073 14,235
Figura 1: Tiempos de ejecucio´n en segundos de un analizador basado en Earley con dos estrategias
distintas de uniﬁcacio´n: uniﬁcacio´n durante y despue´s del ana´lisis. Se muestran: medias, medias recortadas
(10 y 20%), cuartiles, desviacio´n t´ıpica, y p-valor para el test de Wilcoxon (el valor de 0.4545 indica que
no se ha encontrado diferencia estad´ısticamente signiﬁcativa entre las medianas).
1. He was a cow 9. He wanted to go to the city
2. He loved himself 10. That woman in the city contributed to this article
3. Go to your room 11. That people are not really amateurs at intelectual duelling
4. He is a real man 12. The index is intended to measure future economic performance
5. He was a real man 13. They expect him to cut costs throughout the organization
6. Who was at the door 14. He will continue to place a huge burden on the city workers
7. He loved all cows 15. He could have been simply being a jerk
8. He called up her 16. A few fast food outlets are giving it a try
Figura 2: Frases de prueba obtenidas de la distribucio´n de la XTAG.
mo claramente mejor, dado que los resulta-
dos dependen del taman˜o y complejidad de
las frases. El algoritmo basado en Earley con
la VPP es el ma´s ra´pido para las frases ma´s
sencillas, mientras que CYK proporciona los
mejores resultados para las ma´s complejas.
No´tese que en este caso, al contrario que en
las grama´ticas artiﬁciales, el algoritmo con la
VPP obtiene mejores resultados que el que no
tiene esta propiedad en muchas de las frases.
Esto se debe a que las comprobaciones asocia-
das a la propiedad del preﬁjo va´lido pueden
evitar la generacio´n de algunos ı´tems, cosa
que como comentamos no suced´ıa en el caso
particular de las grama´ticas artiﬁciales estu-
diadas anteriormente.
El algoritmo de Nederhof tiene tiempos de
ejecucio´n ma´s lentos que los dema´s, a pesar
de ser una mejora del algoritmo basado en
Earley con la VPP que reduce la complejidad
temporal. La diferencia en tiempo es en este
caso au´n mayor que con las grama´ticas artiﬁ-
ciales debido al impacto de la uniﬁcacio´n: la
extensio´n de este algoritmo para soportar la
uniﬁcacio´n durante el ana´lisis necesita llevar
a cabo ma´s operaciones de uniﬁcacio´n que los
otros algoritmos tipo Earley. Probablemente
este algoritmo concreto se ver´ıa beneﬁciado si
se utilizase la estrategia que so´lo lleva a cabo
uniﬁcaciones al ﬁnal del ana´lisis.
En general, la variabilidad en los tiempos
para las distintas frases es grande, y no se da
una correlacio´n clara entre tiempos de ejecu-
cio´n y longitud de la entrada. Esto se debe al
efecto del ﬁltrado, que hace que en cada fra-
se trabajemos con un subconjunto distinto de
la grama´tica, y la gran inﬂuencia del taman˜o
de la grama´tica (en este caso, de dichos sub-
conjuntos) en el rendimiento, que vimos en la
comparacio´n con las grama´ticas artiﬁciales.
5. Conclusiones
La utilizacio´n de un sistema que transfor-
ma esquemas de ana´lisis sinta´ctico en imple-
mentaciones ejecutables de los algoritmos que
describen nos ha permitido comparar el ren-
dimiento de varios algoritmos de ana´lisis para
grama´ticas de adjuncio´n de a´rboles (TAG).
Esta comparacio´n se ha llevado a cabo en
dos planos: por una parte, hemos utilizado
grama´ticas artiﬁciales para ponderar la in-
ﬂuencia de la longitud de la cadena y el ta-
man˜o de la grama´tica en el tiempo de ejecu-
cio´n, llegando a la conclusio´n de que ambos
factores son signiﬁcativos en la pra´ctica e in-
teraccionan entre s´ı. Por otra parte, hemos
comparado los algoritmos en el caso pra´ctico
de la XTAG, constatando que la eleccio´n del
mejor algoritmo se debe hacer en funcio´n del
taman˜o de las frases que se quieran analizar,
y que la variabilidad de los tiempos de ejecu-
cio´n es grande debido principalmente al uso
de te´cnicas de ﬁltrado.
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