1] Work over the last decade has documented methods for estimating fluxes between streams and streambeds from time series of temperature at two depths in the streambed. We present substantial extension to the existing theory and practice of using temperature time series to estimate streambed water fluxes and thermal properties, including (1) a new explicit analytical solution to predict one-dimensional fluid velocity from amplitude and phase information; (2) an inverse function, also with explicit formulation; (3) methods to estimate fluid velocity from temperature measurements with unknown depths; (4) methods to estimate thermal diffusivity from the temperature time series when measurement depths are known; (5) methods to track streambed elevation between two sensors, given knowledge of the thermal diffusivity from (4) above; (6) methods to directly calculate the potential error in velocity estimates based on the measurement error characteristics ; and (7) methods for validation of parameter estimates. We also provide discussion and theoretical insights developed from the solutions to better understand the physics and scaling of the propagation of the diurnal temperature variation through the streambed. In particular, we note that the equations developed do not replace existing equations applied to the analysis, rather they are new equations representing new aspects of the process, and, as a consequence, they increase the amount of information that can be derived from a particular set of thermal measurements.
Introduction
[2] The flow of water in the streambed is important to aquatic organisms that use the streambed for part or all of their life cycle [Baxter and Hauer, 2000; Edwards, 1998; Orghidan, 1959; Stanford, 2006; Stanford and Ward, 1988; Buffington, 2009a, 2009b; Wondzell, 2011] , potentially for buffering stream temperatures [Arrigoni et al., 2008; Moore et al., 2005; Tonina and Buffington, 2009a] and for transport of both conservative [Elliott and Brooks, 1997; Marzadri et al., 2010; Salehin et al., 2004; Savant et al., 1987; Buffington, 2007, 2011] and reactive [Boano et al., 2010; Marzadri et al., 2011 Marzadri et al., , 2012 Triska et al., 1993] solutes and suspended particles Packman, 2004, 2007] . Seepage of water from stream channels is an important component of groundwater recharge as well [Constantz, 2008; Constantz and Thomas, 1996; Constantz and Stonestorm, 2003] . In ecological contexts, flows of low velocity and the differences between upwelling and downwelling flows can be important [Edwards, 1998; Stanford and Ward, 1988, 1993; Tonina and Buffington, 2009b] . Temporal variations in hyporheic flows are important in ecological, water resource, and water quality contexts and have particularly been noted at seasonal time scales [Schmidt et al., 2011; Shope et al., 2012; Wroblicky et al., 1998 ].
[3] Measuring flow can be difficult, and a number of methods are used to estimate the magnitude and/or direction of hyporheic flow, including pressure gradient measurements Baxter and Hauer, 2000; Geist, 2000; Kasahara and Hill, 2006; Lee and Cherry, 1978; Terhune, 1958; Tonina and Buffington, 2007; Valett et al., 1994] , temperature measurements [Hatch et al., 2006; Keery et al., 2007] , and other tracer techniques [Clayton et al., 1996; Tonina and Buffington, 2009a; Zarnetske et al., 2008] . Use of temperature data loggers to compare diurnal fluctuations of water temperature at different depths in the streambed has substantial benefits for monitoring streambed water fluxes over time compared with other methods in terms of the amount and quality of information obtained and ease of use and expense [Constantz, 2008; Hatch et al., 2006; Lautz, 2012; Shanafield et al., 2011; Stallman, 1965] .
[4] Thermal tracer data are commonly analyzed based on the relative amplitude of temperature cycles, A, at two depths, specifically, the log of the ratio of the diurnal temperature variations at each depth, ln(A 2 /A 1 ), with the subscripts 1 and 2 indicating the shallow and deep depths, z 1 and z 2 , respectively, or based on the phase differences in the temperature cycles at those depths ( 2 À 1 ; Figure 1 ). Substantial work has been completed on the sensitivity of these two related analytical techniques to parameters, errors in parameters, or violation of model assumptions [Goto et al., 2005; Hatch et al., 2006; Lautz, 2010; Shanafield et al., 2011] . Much less work has been done with solutions using the ratio of the log-amplitude ratio to the phase difference, which we call ,
(1) since it was briefly introduced by Stallman [1965] . In this paper, we further develop the approach, providing explicit analytical solutions for the thermal Peclet number when only is known and for thermal diffusivity and the advective component of thermal velocity when is calculated from data at known depths. We also demonstrate the additional utility that can be realized for validating data or monitoring streambed scour over time. Finally, we apply the equations to show error properties relative to measurements.
Theory

Review
[5] Vertical heat fluxes through a stream bottom are generally considered as a combination of conduction and convection. The governing partial differential equation (PDE) is derived from conservation of energy, where the change in storage of heat can be broken down into the divergences of the conductive and advective fluxes. m c m @T @t ¼ m @ 2 T @z 2 À q w c w @T @z ;
( 2) where the subscript m denotes the sediment-water system, and w indicates the water, which is the moving portion of the system [Stallman, 1965] . Further, T is the temperature ( C); t is the time (s); z is the depth into the streambed (m), positive downward; q is the Darcian fluid velocity or seepage flux (m s À1 ; positive flux is downward); is the density of the specified medium (water or matrix; kg m À3 ); c is the specific heat of specified medium (water or matrix; J kg À1 C À1 ); and m is the thermal conductivity of the sediment-water matrix (W m À1 C À1 ).
[6] This can be rearranged into the one-dimensional advection-diffusion equation:
(3) [Suzuki, 1960] , which summarizes all of the constants in equation (2) into two parameters: one related to heat transport via diffusion and the other to heat transport by movement of the fluid. These two parameters are related to the previously listed constants.
[7] e is the effective thermal diffusivity (m 2 s À1 ):
Although the effects of dispersivity caused by microeddies in the fluid as it moves through pores is commonly included with the effective thermal diffusivity [Hatch et al., 2006; Keery et al., 2007] , we neglect it because there are issues of identifiability between the effects of dispersion and diffusion [Anderson, 2005] .
[8] v t is the areally averaged rate of heat movement induced by movement of water through the bed (m s À1 ; positive flux is downward); v t is related to the areally averaged water velocity as expressed in the following equation:
[9] Although v t is sometimes referred to as the ''thermal front velocity,'' the terminology can be confusing, as the term is actually separate from, and independent of, conductive thermal fluxes. Because we later derive phase velocities for the diurnal temperature wave, including both the diffusive and advective components, that look much more like ''front velocities,'' we have instead adopted the phrase ''advective thermal velocity'' for v t .
[10] During some months of the year, when streams are not ice covered for instance, the boundary condition of . Definition sketch for amplitude ratio (A 2 /A 1 ) and Á ¼ 2 À 1 (note equations in text take Á in radians) drawn on observed time series from Gariglio [2012] . In general applications, the phase and amplitude of each time series is found separately. Note that this figure also shows common violations of the boundary conditions (6): the mean temperature at depth is not the same as that at the surface, and the series are slightly asymmetric and not perfectly sinusoidal. These can affect the accuracy of the solutions [Lautz, 2010; Shanafield et al., 2011] .
interest is a diurnally varying temperature in the stream water with daily average temperature, T , at the top
and a semi-infinite domain with lim z!1 Tðz; tÞ ¼ T ;
where A is the magnitude of diurnal temperature amplitude at the surface ( C), ! is the angular frequency for diurnal frequency (s À1 ), or
where P is the period of the oscillation (s), 1 day in the case of diurnal variations.
[11] The PDE (3) has a solution [Goto et al., 2005; Hatch et al., 2006; Keery et al., 2007; Stallman, 1965] . These two parameters can be estimated from two time series of temperature measurements taken at two depths, here denoted with 1 for the shallower sensor, at depth z 1 , and 2 for the more deeply buried sensor, at depth z 2 (see Figure 1 for definition sketch). The term a may be approximated by the ratio of the daily temperature ranges (amplitude) measured the two depths divided by the vertical distance between the sensors:
The parameter b can be estimated from the difference in the timing of the diurnal oscillation at each depth, given as the difference in the phase, (here in angular units, e.g., radians), of the diurnal temperature wave at each depth, again divided by the vertical distance between sensors 1 and 2.
Fluid velocity has commonly been estimated based on equations (9)-(12) using a priori estimates of the bulk thermal diffusivity [e.g., Hatch et al., 2006 ].
[12] For a given sinusoidal time series, the amplitude ratio and phase difference can be found through a range of techniques. One can just look over a given 24 h period and compare temperature ranges and the difference in timing of peaks, noting that is in angular units with 2 radians in a 24 h period. Isolating a period of several days with a relatively consistent pattern, one can apply a Fourier transform to the data and isolate the effective amplitude and phase for each sinusoidal time series [e.g., Luce and Tarboton, 2010] . One can also apply tools like dynamic harmonic regression using the Captain Toolbox [Taylor et al., 2007] to obtain phase and amplitude estimates for diurnal patterns in the temperature time series on a continuous time basis.
Derivation of Nondimensional Form
[13] Under strictly diffusive conditions, specifically when v t ¼ 0, we can define two useful variables that relate to the diffusivity of the medium : z d and v d . The variable z d is the diurnal damping depth, the depth at which the amplitude of daily temperature oscillations is 1/e of that at the surface [e.g., Carslaw and Jaeger, 1959; Luce and Tarboton, 2010; Stallman, 1965] :
The phase velocity of the diffusive temperature wave into the streambed is as follows:
[14] We can nondimensionalize the PDE (3) and boundary condition (6) using the following dimensionless variables:
[15] Differentiating, we obtain
which can be substituted directly into (3), yielding
which simplifies to
[16] If we define a dimensionless advective thermal velocity
then equation (19) further simplifies to ) and the boundary conditions become U ð0; tÞ ¼ cos ; 
showing that the advection-diffusion equation with sinusoidal boundary conditions can be characterized with one parameter related to the ratio of the advective thermal velocity to the square root of thermal diffusivity.
[17] The relative contribution of the fluid velocity and diffusion to thermal transfer is given by the thermal Peclet number, Pe [Anderson, 2005] . It is readily identified as the ratio of the coefficients for the advective and diffusive terms in the PDE (21), v Ã /(1/2). In the case of the prescribed boundary conditions, the diffusive propagation of the daily temperature ''wave'' provides a characteristic velocity and time. This can be viewed as a particular Peclet number with the advective thermal velocity, v t , as the scaling velocity and the thermal damping depth, z d , as the scaling length. Alternatively, it may be viewed with 1/! as a scaling time: 
where is the scaled amplitude damping rate (per unit scaled depth) parameter, and is the scaled phase shift rate parameter. This solution automatically meets the first boundary condition (22a) regardless of parameters and satisfies the second boundary condition (22b) when > 0.
[19] U is the time series of temperature anomalies from the mean normalized by the daily temperature amplitude (centered and scaled temperature). The value of can be estimated from a Fourier analysis of either the centered and scaled temperature time series (U) or the raw temperature time series (T) by looking at the ratio of the amplitudes at two different depths divided by the rescaled depths, similar to approaches described earlier:
where A 2 and A 1 are the diurnal temperature amplitude at rescaled depths x 2 and x 1 , respectively. Similarly, the phase rate parameters can be estimated from the change in phase of either U or T,
For tracking differences between the dimensionless and original solutions, note that
The remainder of this section discusses how to apply these parameter estimates to estimate the velocity and diffusivity parameters in the original PDEs (3) and (21).
[20] From the solution (24), we can write the following derivatives that are used in PDE (21):
@U @x ¼ Àe Àx cosð À xÞ þ e Àx sinð À xÞ; (28b) @ 2 U @x 2 ¼ ð 2 À 2 Þe Àx cosð À xÞ À 2e Àx sinð À xÞ: (28c) Substituting these into equation (21) yields Àe Àx sinð À xÞ ¼ 1 2 ½ð 2 À 2 Þe Àx cosð À xÞ À 2e Àx sinð À xÞ À v Ã ½Àe Àx cosð À xÞ þ e Àx sinð À xÞ:
The factor, e Àx , is common to all terms, and we can group terms by their cosine or sine factor to give 1 2 ð 2 À 2 þ 2v Ã Þcosð À xÞ þ ð1 À À v Ã Þ sinð À xÞ ¼ 0:
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[21] Note that any linear combination of sine and cosine can be rewritten as a sine wave with a different amplitude and phase, e.g.,
If C 3 is zero, then C 1 and C 2 must also both be zero giving us the following two equations:
[22] These equations can be used to derive a number of useful relationships in the analysis of temperature-timeseries data. Either can be used alone to estimate v Ã , but there are other useful relationships that can be derived from equations (33) and (34). We illustrate four different solution strategies, isolating relationships among (1) v Ã and , (2) v Ã and , (3) v Ã and the ratio of to , and (4) and , each providing unique information about the system. We begin with (1) and (2) because those are most familiar and follow with the (3) and (4) because they demonstrate a valuable extension of previously applied approaches.
Relationships Between Velocity and Either
(1) Amplitude Damping or (2) Phase Shift
[23] Completing the square on equation (33),
From equation (34),
which can be substituted into equation (35b):
Simplifying to show the full quartic equation:
Completing the square by adding and subtracting v 4 Ã =4 and simplifying
which relates amplitude damping between two sensors to the dimensionless velocity.
When 
Noting that
we obtain the following equation:
which is analogous to equations (10) above and (5b) in Hatch et al. [2006] . Equation (44) also shows that is constrained to the interval (0,1] and reaches its maximum at v Ã ¼ 0. The variable asymptotically approaches 0, as v Ã goes to large positive or negative values.
Relationships Between Velocity and the Ratio of Amplitude Damping to Phase Shift
[25] Obtaining estimates of either or from equation (25) or (26) requires knowledge of sensor depth and the diffusivity of the medium, and there are times when depth and diffusivity may not be known with precision a priori. In such a case, the ratio of the amplitude damping to the phase shift becomes useful, because the rescaled depth is eliminated. We define a new parameter, ,
When v Ã ¼ 0, diffusive conditions, , , and , are all equal to 1. Based on earlier discussion, both and are positive, and it follows that is also positive.
[26] Substituting equations (45) into (33) yields
[27] Both and are positive, so the sign of v Ã is the same as 1 À , considering the factoring of the denominator. Substituting equations (45) into (34) yields
Eliminating by substituting equation (47) yields an equation with only v Ã and ,
and simplifying 2v 2
[28] The sign of v Ã is the same as 1 À 2 , which is the positive root. Summarizing earlier sign conventions (z positive downward) and discussion of signs, positive velocities are downwelling with < 1, and negative velocities are upwelling with > 1:
[29] When considering the relative dominance of advective and diffusive heat transport, we can look in the limit, and note that v Ã or Pe is large when either ffiffi ffi p ) 1 or 1 ffiffi p ) 1, showing that is a direct indicator of the relative magnitude of conduction and advection.
[30] Although the first form in equation (52) may be practical in some situations, the second form on the far right side of equation (52) shows the symmetry of the solution around ¼ 1 in a ratio sense. Equation (52) offers a solution that is more directly related to temperature time series and does not require knowledge of the depth of instrument placement. Knowledge of diffusivity is still required to estimate the advective thermal velocity from v Ã , however, and we address this below. A useful feature of equation (52) in contrast to equations (9), (10), (41), and (44) is that it is an explicit closed-form solution, which is to say that it does not require iterations or numerical methods for root finding to solve for v Ã from field-derived variables. There are other advantages to this solution that are not as readily apparent strictly from the mathematical form.
[31] For some analyses, it is useful to be able to easily invert equation (52) and solve for given v Ã . In this case, an explicit form is readily obtained by dividing equations (41) by (44): The direct correspondence between and v Ã is useful for obtaining information regarding the diffusive properties of the system because the effects of velocity can be separated from the effects of diffusion to a particular depth. Solving equation (34) for v Ã and substituting into equation (33) to eliminate v Ã describe the relationship between the amplitude decay rate and the phase shift rate :
Recalling equations (26) and (27), the definitions of and , and equation (45), the definition of is as follows:
Recalling further that Áx is the rescaled depth, containing both depth and diffusivity information (equation (15c)) and rearranging
which can be simplified to solve for Áz, if z d or e is known:
[33] Equation (57) is particularly useful for tracking scour and aggradation over time once z d , a relatively constant characteristic in time, has been estimated. Equation (56) can also be solved for z d , and thereby e , if Áz is known:
[34] Applying equations (14) and (20) with (52) and (58) yields an expression for estimating the advective thermal velocity directly from observations of depth and temperature:
[35] Taken together, equations (59) and (60) provide estimates of the two parameters for the original PDE (3). If diffusivity information for a particular set of measurements is deemed more reliable than the depth measurements for some reason, equation (57) 
[36] Equation (54) can also be rearranged to provide estimates of and individually as functions of (meaning that no depth or diffusivity data are required), which can be useful for directly providing the parameters for equation (24); the two equations are as follows:
and
[37] Equations (62) and (63) may also be used to estimate the depth of a sensor, diffusivity, or thermal velocity in a fashion similar to that outlined following equations (55)-(60) by drawing on equations (26) and (27):
[38] Although equations (9) and (10) are known for yielding sometimes disparate answers for v t based on amplitude ratios or phase differences, equations (57)-(60) and (64a)-(64d) can be expected to provide the same estimates of depth, diffusivity, or velocity. Equations (9)-(12) isolate phase information and amplitude information and use an independent estimate of e . If the estimate of e is incorrect, the equations will disagree. Equations (41) and (42) can have the same issue. Equations (57)-(60) and (64a)-(64d) use the parameter, so contain both pieces of information in different algebraic arrangements and do not require an a priori estimate of e . Although rescaling the PDE (3) was useful for deriving the final set of equations, note that equations (57)-(60) and (64a)-(64d) do not use nondimensional variables and can be applied directly from analysis of temperature records.
Visualizing the Solutions
[39] By nondimensionalizing, we create a single ''type curve'' between , which is derived fairly directly from temperature measurements, and dimensionless velocity, v Ã (Figure 2 ). The type curve can be rescaled by the diffusive phase velocity, v d , to estimate the advective thermal velocity, v t . The relationship between and v Ã is similar in character for and 1/, so is best displayed with on a log-scaled axis. The relationship is symmetric around ¼ 1, v Ã ¼ 0 ( Figure 2 ).
[40] An altered form of upper left quadrant of this graph has been shown before. Stallman [1965] introduced the ratio a/b as part of a tabular/graphical solution technique for v t and z d . The graph presented there has very similar underlying information, being essentially a plot of as a function of 2v Ã ; however, the log scale being on the 2v Ã axis instead of the axis obscures some of its significance, particularly in giving the false appearance of an asymptotic relationship as approaches 1. Stallman's [1965] graph was derived from an analog to our equation (53), and the graph was used to invert it to find v Ã from . The explicit solution in equation (52) obviates the graphical step, but a basic procedure, relating both diffusive and velocity parameters to a and b, was outlined with the graphical solution.
[41] Figure 3 shows the sensitivity of v Ã to ratio changes in . The sensitivity of v Ã is lowest at low velocities, where a 1% increase in yields a change in v Ã between 0.009 and 0.01. At higher velocities, a ratio change in yields a ratio change in v Ã , so that a 2% increase in corresponds to a 1% increase in v Ã . This is a fairly practical sensitivity behavior for estimation so that velocities near zero can be found with reasonable precision, whereas larger velocities are bounded in percentage error. We apply this unique form of sensitivity, looking at the change in v Ã per unit change in d/ because of this semi-log behavior. For values of near 1, v Ã is nearly linear in log() ( Figure 2 ), suggesting this form, whereas, at the extremes, the relationship between v Ã and looks like v Ã / ffiffi ffi p for large , and v Ã / 1= ffiffi ffi p for approaching 0, again giving this form utility by highlighting the constant ratio sensitivity with the straight lines.
[42] The equations describe a complete set of relationships among , v Ã , amplitude ratio changes with depth, and phase changes with depth ( Figure 4) . What is generally unappreciated in solutions where information about logamplitude ratio or change in phase is used independently is that the relationship among them is constrained. The relationship between v Ã and is a new equation that describes this relationship, enabling further extraction of information from measurements (e.g., we now have two equations in two unknowns). Note that lines of constant and v Ã intersect the A r versus Á curve to specify uniquely where along that curve a set of observations lie, and that curve could be specified as a parametric curve in v Ã or . This unique situation can be attributed to the diurnal variation boundary condition, which changes the characteristic length scale of the problem from the fixed physical depth of observation usually applied in advection-diffusion analysis to a depth related to the phase velocity of the diurnal temperature wave and the characteristic time scale of 1 day, which links the phase and amplitude, and gives depth an independent influence in the context of the relationship between the amplitude ratio and phase. The relationship is shown for ln(A r ) against Á, each per unit of dimensionless depth. Although the curve is not quite symmetric if the y axis is plotted as log(ln(A r )), the lines of constant and v Ã would not be lines but curves; so this plot is essentially looking at half of the picture. The asymmetry is just a consequence of the relationship among , , and , and is symmetric in .
[43] The coupling of A r and Á in ways that can be scaled with depth demonstrates that any two time series of temperature taken from two different depths can tell us whether the flow is downwelling, neutral, or upwelling. Figure 5a shows a close up of the surface temperature variation and the potential subsurface temperature variations The key point is that ln(A r ) and Á are not independent, but rather that, for a specific location (set diffusivity and depth), one is specifically related to the other by the fluid velocity. This image shows essentially the half space for > 1, while the portion of the relationship for 0 > > 1 is greatly compressed. If the y axis is plotted on log scale they appear approximately symmetrical, but the lines of constant become curved.
depending on flow conditions: downwelling, neutral, or upwelling. Upwelling flows further dampen amplitude of the diurnal cycle, because the diffusive front is fighting the current. The upwelling condition serves to sharpen the temperature gradient, allowing diffusion to carry information to depth against the current. However, this condition causes the amplitude information to diffuse rapidly, and amplitudes at even relatively shallow depths can be damped so strongly as not to be practically observable for large upwelling velocities. Downwelling flows carry information about the surface boundary condition to depth more rapidly than under diffusive conditions; so amplitudes are greater at depth and occur sooner than under purely diffusive circumstances. Phase differences and amplitude ratios can become indistinguishable for small depth changes or high velocities. A more detailed examination of the curves in Figure 5a shows that curves of constant can be drawn emanating from the crest of the surface temperature wave, with initial temperature, T i , and propagate as
to show the progressive position of the crest, as one goes deeper (Figure 5b ). These serve as characteristic curves along which
[44] Along these curves, then, equation (21) is a linear second-order ordinary differential equation in depth with Figure 5a overlain with characteristic curves for motion of a point of constant phase (e.g., the crest of the diurnal signal) for constant in blue, green, and red, and for constant z/z d in black. The characteristics show the path of the crest for a range of depths, whereas the black curves show the size and timing of the crest at a given depth for a range of velocities. Note that the curves for have no other parameters and are also curves of constant v Ã . The dashed curves in black are parameterized by the diffusive damping depth (where the amplitude at depth would be 1/e the amplitude at the surface under diffusive conditions), which depends on the diffusivity. The three temperature traces from Figure 5a have a crest where their respective characteristics cross the curve for z ¼ z d /2. (c) Same temperature traces and characteristics as in Figure 5b with the temperature anomaly axis on a log scale, rendering the characteristics as lines.
known parameter v Ã . Here, they are plotted starting at the crest, but they could conceptually start anywhere along the surface temperature trace to plot the trajectory of that particular phase. Normally, method of characteristic solutions are applied to find possible analytical solutions along characteristics, for example, for position along each curve with depth, but we already have that analytical solution in terms of slight modifications to equations (57) and (64a), which offer the position along each curve as a function of dimensionless depth given ln(A r ) or Á. Intersecting curves showing how the amplitude and phase of the crest vary over a range of velocities for a fixed dimensionless depth are also shown in Figure 5b . When depths are known, we can use them to estimate the thermal diffusivity parameter.
[45] Understanding the three different metrics is useful as well. From equation (24), we see that is the wave number of the diurnal wave; so, is the number of cycles (days) per unit of rescaled depth. We can also note that if we follow a constant phase,
[46] Recalling the rescaling of z to x, we can see that the phase velocity, v p , of the diurnal wave under nondiffusive conditions is
so that 1/ provides a scaling of the diffusive phase velocity for the nondiffusive case. The phase velocity is always positive, so always downwelling into the bed, even when fluid is upwelling. This may look more like a ''thermal front velocity'' into the bed than does the advective thermal velocity, particularly given that propagation of thermal variations from the stream into the bed occurs even when v t is out of the bed. Note that there are no conditions where v p would be expected to be equal to v t , because both conductive and advective processes are taking place simultaneously. For further insights, we can draw on equations (34) and (69) to write
Equations (62) and (63) serve to replace the left-hand side:
Knowing the signs and relationships discussed earlier (meaning we are not dividing by 0), we can invert both sides and separate the left-hand side:
Simplifying and inverting again, we can relate more directly to the phase velocity and advective fluid velocity :
providing further insights into the relationship between v p and v t , such as jv p j > jv t j:
[47] Equation (74) seems fairly reasonable under downwelling conditions when the phase velocity and fluid velocity are in the same direction, but it seems more remarkable for upwelling conditions when they are in opposite directions. This relates to the sharpening of the temperature gradient discussed in an earlier paragraph. The phase velocity, though, is just the speed that information about variations in the upper boundary condition propagates into the bed. That needs to be paired with information about how rapidly the information (amplitude) is degrading.
[48] From equation (24), is fairly readily recognized as the scaling of the depth for the nondiffusive case relative to the diffusive case and represents the number of Napierian log cycles (e.g., a division of amplitude by e) per unit of rescaled depth. The division of by then represents ratio changes in amplitude per unit depth divided by the number of cycles per unit depth. Because the frequency is fixed, the number of cycles is a measurement of time, and equations (1) and (45) describe as the ''velocity'' of the log amplitude. If we rescale Figure 5b to have a log axis for the temperature anomaly, curves of constant become straight lines (Figure 5c ). Although the units on the sides of Figure  5c are hours and degrees, represents the number of Napierian log cycles of amplitude per radian of a daily cycle. With a 24 h period, a radian represents about 3.82 h. An of 1 is equivalent to a halving of amplitude approximately every 2.65 h.
[49] Calculation of does not require knowledge of any parameters of the system, nor the actual position of sensors; so, the signatures of downwelling, neutral, and upwelling flows are fairly readily seen in temperature traces from two depths ( Figure 6 ). In Figure 6 , having a reference figure for ¼ 1 makes the contrasts fairly easy. Alternatively, one or several characteristic curves placed on the graph with ¼ 1 could facilitate comparisons given pair of time series.
Sensitivity to Errors in A Priori Estimates of Diffusivity
[50] Although the equations presented here show how both thermal diffusivity and Darcian velocity can be found from temperature traces at known depths, previous solution methods required an a priori estimate of diffusivity to solve for velocity (see, for example, discussion in Hatch et al. [2006] ). We present contrasting sensitivity of different solution approaches to a priori thermal diffusivity estimates, because it gives insights about the potential for the -based solution to provide robust estimates of velocities near 0.
Using only the log-amplitude ratio to estimate velocity based on an a priori estimate of thermal diffusivity can result in predicting nonzero velocity, when, in fact, there is no velocity (Figure 7a) , and, as a corollary, it is likely to produce large percentage errors in velocity for small velocities. In Figure 7a , two curves are drawn, one for a ''true'' diffusivity of 5 Â 10 À6 m 2 s À1 and one 20% smaller. For this shift, there is a shift of about 0.03 in units of ln(A r ) or about 11%, for v t ¼ 0. In the neighborhood of the intercept of the ''true'' curve with zero velocity, percentage errors are substantial, and over the range between the two estimates where ln(A r ) intercepts zero velocity, percentage error in velocity is essentially undefined. This would suggest that, unless e is known with precision, identifying the sign of flow direction or the magnitude of small velocities could be in error when using equation (9).
[51] The effects of errors in thermal diffusivity on estimates of velocity from phase differences are more complex. Phase differences are not currently used to estimate veloc-ities near zero, because the curve relating Á and v t is steep near v t ¼ 0. Nonetheless, there is utility in understanding the sensitivity. Shifting the ''true'' value to 4.5 Â 10 À6 m 2 s À1 allows contrast of both underestimates and overestimates as well as a look at the magnitude of a similar shift as was used for Figure 7a . If thermal diffusivity were overestimated, there would be a small range of Á for which equation (10) would not be able to estimate a velocity, after which velocity would generally be underestimated (Figure 7b ). If velocity is taken as 0, in the range where the Á value is not admissible, then substantial underestimates would occur over that range. If thermal diffusivity is overestimated, there is no value of Á for which zero velocity would be estimated, and velocities would be overestimated. As is already well appreciated, phase change is a poor way to find zero velocity or estimate small velocities [e.g., Lautz, 2010] . However, for large velocities, errors appear to asymptotically decrease. The span of Á between the red and blue lines represents about 7 min, and the relative sensitivity of the phase equations to the amplitude equations for small changes in the independent variable can be seen by contrasting Figures 7a and 7b .
[52] In contrast to the other approaches if an a priori estimate of e is applied, the -estimated velocity near zero shows little error (Figure 7c ). Zero velocity is found at ¼ 1 regardless of the value of e . Errors in velocity as one departs from zero velocity are only square-root dependent on the error in e , and it is worthwhile to note the relative magnitude of errors in Figures 7a and 7c despite a similar velocity range and slightly larger relative range in in Figure 7c than in ln(A r ) in Figure 7a . This means that if Áz is not known and e cannot be identified from measurements, the measured can still be used to reliably determine the direction of flow, and an independent estimate of e will yield less error in v t than would be expected from other approaches for small flows. The utility of the approach might be most fully appreciated in circumstances where seasonal dynamics of flows are being examined, and flows may change from upwelling to downwelling, as the groundwater aquifer changes configuration, for example. Although we provide an example here for one discrete change in thermal diffusivity, the theoretical foundation provided in the next section allows for a continuous representation of the effects of uncertainty in thermal diffusivity.
Sensitivity to Measurement Errors
[53] Previous solutions of the vertical hyporheic fluxes, q ¼ v t , derived from segregated analysis of the phase and amplitude of the temperature signal have an implicit function form, and recursive or iterative numerical methods are required to find a solution. Consequently, the analysis of the propagation of the uncertainties associated with measurement errors and parameter estimations on hyporheic fluxes (magnitude and direction) relies on sensitivity analysis or methods such as Monte Carlo simulations Saltelli et al., 2004; Shanafield et al., 2011] . Conversely, the uncertainty of a quantity, f, which is an explicit function of n parameters, x i , with i ¼ 1, 2, . . . , n, due to their uncertainties expressed as variance, i 2 , and covariance ij , can be quantified with the following Figure 6 . Examples of observed temperature traces (from Gariglio [2012] ) at surface and at depth for upwelling ( > 1, v Ã < 0), neutral ( % 1, v Ã % 0), and downwelling ( < 1, v Ã > 0) conditions. equation [Arras, 1998; ISO/IEC Guide 98-3, 2008; Ku, 1966] :
where f is the standard deviation for the function f. This expression simplifies to the following equation when the parameters x i are independent from one another:
[54] A common limitation of this approach is that it assumes that uncertainties are normally distributed [Saltelli et al., 2004] . However, errors for both time and temperature measurements in the temperature sensors are typically reported with normal distributions. If a specified confidence interval different from that associated with a standard deviation needs to be used for the uncertainty analysis, equations (75) and (76) can be modified by replacing the standard deviation, i , with the uncertainty values u A and u with the prescribed confidence interval.
[55] Equations (45), (52), (60), and (64d) are explicit solutions of v t , , and v Ã such that the propagation of the measurement errors of the phase () and temperature amplitude (A) and of the uncertainty of the thermal properties of the sediment ( e ) can be quantified with equation (75) or (76). Because sediment thermal properties, temperature amplitude, and phase measurements are independent variables, equation (76) can be adopted in this application. However, if the assumption of independence does not hold with different equipments or conditions, the same analysis can be performed with equation (75).
[56] The values of and v Ã only depend on measured temperature amplitudes and phase shifts and not on the sediment thermal properties. Thus, estimates of the uncertainty of , , can be quantified with the following equation, which applies equation (75) for sensors at depth 1 (shallow) Figure 7 . (a) Differences in the relationship between the advective thermal velocity and the amplitude ratio for a change in diffusivity. (b) Differences in the relationship between the advective thermal velocity and the phase difference for a change in diffusivity. Note that the v t axis ranges between 61e À05 in Figures 7a and 7c when comparing. (c) Differences in the relationship between the advective thermal velocity and the for a change in diffusivity. and 2 (deep) each with the same errors for the amplitude error A and phase error, :
[57] If A and are known, then contour plots of the distribution of over the amplitude and phase field can be developed (Figures 8a and 9a) . Figures 8a and 9a show an example of contour plots for A ¼ 0.1 C and ¼ 0.06 radian (about 13.75 min). Large errors cluster near small phase shift values and small amplitude differences between sensors. Errors are large, and curves converge in the upper right-hand corner of Figures 8a and 9a , where differences of both amplitude and phase shift are small. Thus, predictions of the hyporheic flux direction, which only depends on values, are less certain in that section of the graph than other areas of the amplitude-phase field. Measurements from the field experiments of Gariglio [2012] for location A provide highly uncertain estimations of hyporheic flux directions (Figure 8a ) during summer with a high flux rate. However, measurements at position B are reliable. Reliability is high at both locations in spring even when surface amplitude is small, because upwelling flux rates were not as challenging for estimating fluxes during springtime (Figure 9a ).
[58] Specifying equation (76) for the standard deviation of the dimensionless advective thermal velocity, v Ã , quantifies the uncertainty on the intensity of the hyporheic fluxes:
[59] Uncertainty values ( v Ã ) are small in the central region of the graph and increase toward high amplitudes and small phase shifts (Figures 8b and 9b ) as observed in Figures 8a and 9a . Absolute uncertainties are large in upwelling areas ( > 1) but large values of v Ã offset this increase in absolute error. This is illustrated by the contour plot of the coefficient of variation of v Ã , defined as v Ã /v Ã (Figures 8c and 9c) . Figures 8c and 9c show a ridge with Gariglio [2012] between sensors at the surface and at 10 cm deep. A 1 is the amplitude of the temperature signal ( C) at the shallow sensor and A 2 is the amplitude of the temperature signal ( C) at the deep sensor. errors larger than 100% along the ¼ 1 curve. This is because hyporheic fluxes tend to zero, but errors are still finite near ¼ 1. However, this region of the graph around the ¼ 1 curve is less important for estimating advective hyporheic velocities, because diffusion dominates, and hyporheic fluxes are negligible.
[60] Interestingly, downwelling fluxes have a large area with errors below 5% (Figure 8c ). This area decreases for small temperature amplitudes of the shallow sensors (cf., Figures 8c and 9c) . Consequently, the reliability of this method may depend on local surface water temperature conditions. However, setting the spacing between sensors can partially offset the effects of local surface water temperature conditions and maximize the performance of this technique by minimizing the propagation of uncertainty. For instance, in areas where downwelling fluxes dominate, it would be appropriate to use spacing of Áx ¼ 10 (recall that Áx ¼ Áz/z d ), because this line would intersect lowerror contour curves. However, this sensor arrangement would not be able to detect any change in flux direction. On the other hand, sensors with Áx ¼ 1 would be able to differentiate upwelling and downwelling fluxes and still intersect contour lines with relatively low errors. Conversely, sensors that are too close, Áx < 0.5, would provide less reliable estimates. Thus, inspection of the thermal properties and thermal fluctuations of the system where the sensors are deployed may provide valuable information on designing the experimental setup. Sensors at positions A and B are approximately on the Áx ¼ 0.5 line, which constrains the response of the sensors to move along that line (cf., Figures 8d and 9d ).
[61] These methods can be applied to expand on the sensitivity to thermal diffusivity error in the previous section to provide a more continuous representation of the effects. Uncertainty on the thermal diffusivity of the sediment affects the dimensional value of advective thermal velocity, v t (v t ¼ v Ã (2! e ) 1/2 ). This uncertainty can be quantified with the following equation:
which shows that the error due to the uncertainty of the thermal properties is a percentage of v Ã . The error depends on the inverse of the square root of the thermal diffusivity and on the square root of the angular frequency of the signal, which is fixed and equal to 1 day. The typical range of e in saturated soils is between 4.42 Â 10 À7 and 9.2 Â 10 À7 m 2 s À1 with mean values 6.6 Â 10 À7 m 2 s À1 . If we assume that the uncertainty around the mean values is ke ¼ 2.44 Â 10 À7 m 2 s À1 , the error on v t is 13.03% Gariglio [2012] between sensors at the surface and at 10 cm deep. A 1 is the amplitude of the temperature signal ( C) at the shallow sensor and A 2 is the amplitude of the temperature signal ( C) at the deep sensor.
of v Ã , and its effect on v t can be plotted as a function of v Ã (Figure 10 ).
Tracking Bed Scour Over Time
[62] Because the distance between sensors offers an independent piece of information from , measurements of diurnal temperature variations also provide the opportunity to measure changes in the streambed above a sensor. With one sensor in the water column, measuring the surface boundary condition and a second sensor buried at depth, variations in depth to the sensor can be tracked using equation (57) or (64a). Over the period that scour is tracked, e must be assumed unchanging and depth invariant. It can be estimated from a time period when Áz is known.
[63] When using the phase change or amplitude ratio equations (9) and (10) to estimate flow direction and velocity assuming constant Áz, substantial errors may be generated if bed movement changes the amount of bed material between two sensors. Figure 11a shows velocity estimates using three approaches from the downstream pool site of Gariglio [2012] , who derived a time series of phase and amplitude of the temperature time series at the surface and at (nominally) 10 and 20 cm depth using dynamic harmonic regression in the Captain Toolbox [Taylor et al., 2007] . One velocity estimate was obtained based on per equation (52) and an estimate of e from a time when depth was known; another was derived based just on equation (9), where the amplitude ratio indicated both direction and velocity, and a third was calculated using the flow direction indicated by the amplitude ratio, but a velocity determined from the phase change and equation (10). While the -based velocity shows comparatively little variation in velocity and is generally downwelling, the amplitude-based and phasebased velocities show strongly divergent patterns in velocity starting in mid-April. Although it is tempting to consider such a pattern as being caused by poor parameter estimates applied within equations (9) and (10), the -based velocity is not affected (except in the scaling of the left axis) by estimates of e . Figure 11a then focuses our question to ask why estimates from equations (9) and (10) would show marked and divergent changes despite comparatively minor fluctuations in the actual velocity.
[64] The only time-varying process that is consistent with all of these patterns is that the bed elevation dropped Figure 10 . Propagation of the uncertainty of the effective thermal diffusivity on the advective thermal velocity uncertainty. Figure 11 . (a) Velocity over time estimated from one sensor at the surface and another placed 20 cm below it using three procedures : (1) using equation (9) to determine flow direction and velocity, (2) using equation (9) to determine direction and equation (10) to estimate velocity, and (3) using to estimate direction and velocity (equation (60)). Note that when the actual fluid velocity is nominally constant but the amplitude ratio decreases, the phase shift increases, which can lead to opposite estimates in the magnitude of velocity depending on the direction of the misestimation and the direction of flow. Note also the few instances where the phase did not yield a real root, so was estimated at zero velocity. (b) Estimated scour (from equation (57)) at the downstream pool location using the surface temperature sensor and sensor placed 10 and 20 cm below it plotted with an estimated hydrograph for the site. The hydrograph is estimated from the nearby Valley Creek gage station (13295000) based on a historical relationship with the gage on Bear Valley Creek near Cape Horn (13309000) rescaled to the basin area of site [Gariglio, 2012] . and refilled. The downstream pool area contained sand to some unknown depth, so it is a physically reasonable explanation as well. Figure 11b shows a scaled reconstructed hydrograph (based on a relationship between a historical downstream gage and a modern gage in an adjacent basin) along with the imputed scour from equations (57) and (64a) based on the difference in the time series at the surface and the time series at either 10 or 20 cm below the first sensor. The general timing of the estimated scour is consistent with the hydrograph. Although there are qualitative similarities to the more abrupt changes in estimated scour based on the 10 and 20 cm sensors, the temporal pattern from the 10 cm sensor matches expectations of sediment transport better, and the disagreements may be related to heterogeneity (sand versus gravel) in sediments above and between the sensors. The analysis would be less speculative if there were direct measurements of bed elevation in the pool, but because there are so few degrees of freedom in the factors affecting bed temperature, there is value in presenting the example to encourage further investigation. In addition, this case provides a concrete example of how the -based analysis provides additional utility in interpreting temperature time series from streambeds.
Validation
[65] We can test how well these equations can be used to characterize hyporheic properties from a fairly natural experiment. As flows and temperatures change in a stream over time, we expect fluid velocity as well as the magnitude of the surface boundary conditions to change, but we would expect the diffusive properties of the streambed to remain relatively constant. One test of the equations is whether the estimate of z d stays constant across seasons despite substantial changes in temperature and sometimes streambed fluxes. Equivalently, one could do this with e estimates ; we chose z d comparisons to allow for easier presentation of uncertainty.
[66] We looked at data from three wells arrayed across a riffle from the Gariglio [2012] . Comparison of z d values estimated from a period during the spring and a period during the summer for three wells with sensors at nominally 0, 10, and 20 cm below the streambed surface is shown in Figure 12 . One well had scour of about 3 cm near the surface, which may contribute to the error, but the measurements there illustrate potential theory or measurement errors even at depths below the scour, so we include it in this discussion. Recall that the sensor separation was approximately 10 cm, and values of z d are between 15 and 20 cm; so errors of damping depth should be on the order of 1.5-2 times the accuracy of the physical measurement of actual depth, which was O(1 cm), assuming that Áz is the most likely source of error. For most of these measurements, there is good agreement between spring and summer estimates of z d despite a 1.5-2 C change in the surface temperature amplitude, slight changes in hyporheic fluid velocity, and substantial changes in the stream flow.
[67] During summer, the site labeled ''LR'' (left riffle) experienced large downwelling velocities, and both phase and amplitude differences were very small. The large difference in estimated damping depth could be a result of instrument error. However, errors at both depth increments could not be simultaneously satisfied by errors in one instrument, so the errors could relate to deficiencies in the theory as well. Two potential examples are that (1) near the stream bank, horizontal flow exchanges are large enough to substantially affect the amplitude or timing [e.g., Lautz, 2010] , or (2) at high velocities, the assumption that water and sediment temperatures are the same at a particular depth may be violated, particularly if large clasts are present. More specifically, the equations do not require sediment and water temperatures to be the same; however, the equations estimate the average temperature of sediment and water, and we measured the water temperature. It would be complex to assess the first issue, particularly with the paucity of independent measurements at this site; however, the second mechanism would be consistent with the direction of the observed differences, where the larger rocks would not pull as much heat from the passing water making it appear that the heat was diffusing downward faster than the velocity would account for. The site has a large Peclet number, Pe % 5.1, and the sensitivity to measurements as outlined in Figures 8 and 9 is such that one would question whether the measurements taken were suited to those particular conditions as well. Indeed, the measurement with larger separation did show better performance. The measurements were not taken with the intention of validating the equations, nor were they taken with benefit of the understanding provided in the preceding section on measurement errors. The key ideas taken from this validation exercise are (1) that the new equations outlined here provide a ready method to check measurements and (2) that comparison of these equations with more precise and complete measurements, particularly measurements that could independently verify them, could be illuminating in finding limits to their applicability. 
Summary and Potential Applications
[68] Significant accomplishments have been made with respect to using temperature time series to estimate hyporheic fluxes over the last decade [Constantz, 2008; Hatch et al., 2006; Keery et al., 2007] . Drawing from this and earlier work, we present refinements that provide explicit analytical solutions as well as further insights on the relationships between measurements and system characteristics. Among other benefits, the solutions presented here should perform better than previous solutions for identifying low-flow velocities, and thus the direction of flow. At higher flow velocities, instrument precision may become limiting in identifying streambed parameters. The effects of imprecisions in boundary conditions are uncertain for this approach. There are clearly opportunities in testing limits of this solution approach with high-precision field observations and numerical solutions to more fully understand the limits of using these approximations, as others have done with previous approaches.
[69] The explicit analytical form of the -based solution allows using an analytical procedure for uncertainty propagation. This is an important advantage because it allows quantification of the uncertainty of each prediction of flux magnitude and direction based upon a specified confidence interval for amplitude and phase estimates. This is not possible with previous solutions, which depend on numerical sensitivity analysis. Analysis of the error propagation shows that this technique is reliable in predicting hyporheic flux direction even with small temperature amplitude for the shallow sensor. This would allow the applicability of the model during springtime in temperate regions or in cold regions. However, this technique may be most reliable during summer periods or in semiarid regions such as those presented for estimating recharge on alluvial fans [e.g., Constantz, 2008; Constantz and Thomas, 1996, 1997; Constantz and Stonestorm, 2003; Constantz et al., 1994] . In those environments, this technique would quantify losses and recharges and relative uncertainty associated with those values.
[70] The capacity to estimate the diffusive properties when Áz is known represents a tremendous increase in the value of applying temperature-time-series-based solutions to hyporheic temperature data. At the most basic level, the additional equation presents the capacity to accurately estimate bulk fluid velocity free of the errors encountered with previous methods where a priori estimates of thermal diffusivity were required. Perhaps more importantly, because e is conceptually a time invariant property, multiple measurements in an area or over time offer some opportunity for validation of measurements and estimates of velocity. Knowledge of diffusive properties could also be viewed as a control on interpreting measurements from multiple time periods. For example, temperature measurements from an imprecise instrument with other benefits such as cost or spatial/vertical coverage (e.g., high-resolution distributed temperature sensing (DTS) as applied in Briggs et al. [2012] ; Vogt et al. [2010] ) could be bias corrected, say through a Bayesian data assimilation procedure, to match the diffusive properties from an earlier period when conditions were less challenging for measurements.
[71] The lack of sensitivity of to sensor position in the bed creates new opportunities for measuring subsurface flow velocity and other system variations using temperature time series. We discussed the potential utility for measuring bed scour when is used to constrain potential causes for excursions of either the amplitude or phase based velocity estimates. The new analytical methods would further allow the possibility of measuring the direction of flow within redds of sensitive species by letting instruments be buried by the fishes with gravel and eggs. Regulatory constraints prohibit installation of wells with carefully measured depths within existing redds but would not prevent dispersal (and postemergence retrieval) of relatively inexpensive temperature sensors in areas where redds are being built. The insensitivity of the velocity instrument to imprecise sensor location also improves the capacity to use a tool like DTS cables, such as are already used to measure bed surface temperatures [e.g., Selker et al., 2006; Westhoff et al., 2011] , to be buried to only approximately known depths and estimate fluxes over large areas or reaches of stream with substantial spatial detail. Such an approach could be made even more powerful with a small array of higher precision point sensors with known depths to quantify the diffusivity field. An experiment of this nature would go a long ways toward the challenge of bridging the gap between reach and catchment scale understanding of hyporheic exchange [Bencala et al., 2011; Buffington and Tonina, 2009; Jencso et al., 2009; Lautz and Ribaudo, 2012; Wondzell, 2011] .
[72] There are many useful applications for spatially and vertically distributed e and v t measurements with validation and error estimates, particularly with respect to the mixed measurement or analytical methods being brought to bear on hyporheic analysis. The estimates of e from this one-dimensional sinusoidal analysis could, for example, be used to provide initial estimates of the velocity and diffusivity fields for more complex numerical solutions. Measurements of the spatial and vertical distributions of e could also be helpful for constraining estimates from other measurement procedures, e.g., chemical tracer [Payn et al., 2008] or geophysical techniques [Ward et al., 2012] . Knowledge of the actual flow velocities in parallel with pressure head information would, for example, substantially reduce uncertainties in hydraulic conductivity estimates. The added functionality of stream temperature time series should advance their role as an essential method within the array of techniques to characterize and monitor spatiotemporal variability in the hyporheic environment.
