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a b s t r a c t
We study conditions underwhich the treewidth of three different classes of randomgraphs
is linear in the number of vertices. For the Erdős–Rényi random graph G(n,m), our result
improves a previous lower bound obtained by Kloks (1994) [22]. For random intersection
graphs, our result strengthens a previous observation on the treewidth by Karoński et
al. (1999) [19]. For scale-free random graphs based on the Barabási-Albert preferential-
attachment model, it is shown that if more than 11 vertices are attached to a new vertex,
then the treewidth of the obtained network is linear in the size of the network with high
probability.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The notion of treewidth introduced by Robertson and Seymour [26] plays an important role in characterizing the
structural properties of a graph (see, e.g., [11,18,22]) and the complexity of a variety of algorithmic problems of practical
importance. Many NP-hard problems can be solved efficiently if the treewidth of the underlying graph is bounded or small
(see, e.g. [6,8,17]). In fact, the treewidth of many interesting graph classes has been shown to be bounded [7]. On the other
hand, graphs with treewidth linear in the number of vertices are also interesting. For example, it has been shown recently
that the property of having a linear treewidth is closely related to the existence of linear-sized subgraphs with positive
vertex expansion [18].
The theory of random graphs pioneered by the work of Erdős and Rényi [13] deals with the probabilistic behavior of
various graph properties such as connectivity, colorability, and the size of (connected) components [2,9,13,14]. In addition
to the Erdős–Rényi random graph, other models of random graphs have been proposed and studied in recent years in an
effort to capture better the characteristics observed in large-scale complex networks arising in real-world domains such
as communication networks (Internet, WWW,Wireless and P2P networks), computational biology (protein networks), and
sociology (social networks). An intersection model for random graphs was introduced by Karoński et al. [19] and has drawn
much recent interest (see [4] and references therein). The Barabási–Albert scale-freemodel for randomgraphswas proposed
in [3] and has been shown to have a power law degree distribution and other interesting characteristics similar to those
observed in many real-world networks [10].
This paper is concerned with conditions under which the treewidth of the above three classes of random graphs is linear
in the number of vertices. We prove that for an edge-to-vertex ratio greater than or equal to 1.073, the treewidth of the
Erdős–Rényi random graph is linear in the number of vertices with high probability, which improves a previous result by
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Kloks [22, Theorem5.3.2] requiring that the edge-to-vertex ratio be greater than 1.18.1 Our result on the treewidth of random
intersection graphs strengthens an observation by Karoński et al. [19, Corollary 6]. For scale-free random graphs, we show
that ifmore than 11 vertices are attached to a new vertex, then the treewidth of the obtained network is linear in the number
of vertices of the network with high probability.
The next section fixes the notation and contains preliminaries. Also discussed in the next section is a variant of the
Erdős–Rényi model for random graphs which we will be using in our proof. Sections 3–5 present and prove our results on
the treewidth of the Erdős–Rényi random graph, random intersection graphs, and scale-free random graphs respectively.
Section 6 concludes the paper with a discussion on some recent progress and some unsolved problems.
2. Notation and preliminaries
Throughout this paper, all logarithms are natural logarithms, i.e., to the base e. The cardinality of a set U is denoted by
|U|. All graphs are simple and undirected. Standard terminologies in graph theory [27] are used. Given a graph G(V , E), the
neighborhood of a vertex v ∈ V is denoted by N(v) = {u ∈ V | u ≠ v and (u, v) ∈ E} and the neighborhood of a vertex
subset U ⊂ V is denoted by N(U) = {w ∈ V \U | (w, u) ∈ E for some u ∈ U}. The induced subgraph on a subset of vertices
U is denoted by G[U]. By a component of a graph, we mean a maximal connected subgraph.
In the proofs, we will be using the following upper bound on

n
βn

that can be derived from Stirling’s formula.
Lemma 2.1. For any constants 0 < β < 1,
n
βn

≤ θ√
β(1− β)n

1
ββ(1− β)1−β
n
,
where θ > 0 is a constant.
We also need the following three lemmas on the properties of some useful functions. The proof of these lemmas are routine
and can be found in the technical report version of this paper [16].
Lemma 2.2. On the internal (0, 1), the function
f (t) = t t(1− t)1−t
attains its minimum at t = 12 and limt→0 f (t) = 1. Furthermore, f (t) is decreasing on the interval (0, 12 ] and decreasing on the
interval [ 12 , 1).
Lemma 2.3. For any c > 1 and sufficiently small β > 0, the function
r(t) = 2t
2
(1+ ϵ)2c

1
e
 4ct
1−2t(1−t)
, where c > 0 is a constant, (2.1)
is decreasing on the interval [ 1−β2 , 23 ].
Lemma 2.4. For sufficiently small β , the function
g(t) = (1− 2t + 2t
2 + 2βt)c
t t(1− t)1−t , where c > 1 and β > 0 are constants, (2.2)
is increasing on [ 1−β2 , 23 ].
2.1. Treewidth and random graphs
Several equivalent definitions of treewidth exist and the one based on k-trees is probably the easiest to explain. The graph
class of k-trees is defined recursively as follows (see, e.g., [22, Definition 2.1.8]):
1. A clique with k+ 1 vertices is a k-tree;
2. Given a k-tree Tn with n vertices, a k-tree with n+ 1 vertices is constructed by adding to Tn a new vertex and connecting
it to a k-clique in Tn.
A graph is called a partial k-tree if it is a subgraph of a k-tree. The treewidth of a graph G, denoted by tw(G), is the minimum
k such that G is a partial k-tree.
We use G(n,m) to denote the Erdős–Rényi random graph [9] on n vertices with m edges selected from the N = n
2

possible edges uniformly at random and without replacement. Throughout this paper by ‘‘with high probability’’,
abbreviated as whp, we mean that the probability of the event under consideration is 1− o(1) as n goes to infinity.
1 When revising this paper, we learned from one of the referees that a more recent work has improved the lower bound to 0.5. See Section 6 for a more
detailed discussion.
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In the proof of our result on the treewidth of the Erdős–Rényi random graph, we will be working with a random graph
modelG(n,m) that is slightly different fromG(n,m) in that them edges are selected independently anduniformly at random,
but with replacement. There is a one-to-one correspondence between the random graph G(n,m) and the product probability
space (Ω,A, PG(n,m) {·}) defined as follows:
1. Ω =mi=1 Ei where each Ei is the set of all  n2  possible edges;
2. A is the σ -field consisting of all subsets ofΩ;
3. The probability measure PG(n,m) {·} is
PG(n,m) {ω} =

1 n
2
m , ∀ω ∈ Ω.
A sample point ω ∈ Ω is interpreted as an outcome of a random experiment that selectsm edges independently, uniformly
at randomwith replacement from the set of all possible edges. Note that the graph corresponding to a sample point ω ∈ Ω
is actually a multi-graph, i.e., a graph in which parallel edges are allowed. The existence of parallel edges does not have any
impact on our analysis.
It turns out that as far as the property of having a treewidth linear in the number of vertices is concerned, it is sufficient
to work on the random graph G(n,m), as indicated in the following proposition.
Proposition 2.1. If there exists a constant β > 0 such that
lim
n→∞ P

tw(G(n,m)) ≥ βn = 1,
then
lim
n→∞ P {tw(G(n,m)) ≥ βn} = 1.
An observation similar to the above proposition, but on general monotone increasing combinatorial properties of random
discrete structures, has been made in [20] and [1, Section 4.6] and formally proved in [21]. We therefore omit the proof of
the above proposition.
Due to Proposition 2.1, we will continue to use the notation G(n,m) instead of G(n,m) throughout this paper, but with
the understanding that them edges are selected independently and uniformly at random with replacement.
2.2. Random intersection graphs
The intersectionmodel for randomgraphswas introducedbyKaroński et al. [19]. A random intersection graphGI(n,m, p)
over a vertex set V is defined by a universe M and three parameters: n (the number of vertices), m = |M|, and 0 ≤ p ≤ 1.
Associated with a vertex v ∈ V is a random subset Sv ⊂ M formed by selecting each element in M independently with
probability p. A pair of vertices u and v is an edge in GI(n,m, p) if and only if Su ∩ Sv ≠ ∅.
It is shown in [19] that for a fixed value k,GI(n,m, p) contains a clique of size k whp if the following holds
p ≫

1/(nm1/k), if α ≤ 2k/(k− 1)
1/(n(1/(k−1))m1/2), if α ≥ 2k/(k− 1)
where m = nα . As a consequence, the treewidth of GI(n,m, p) is greater than (k − 1) if p is in that range. Our result in
Section 4 (Theorem 3) indicates that for p ≥ 2/m with m = nα , the treewidth of GI(n,m, p) is linear in the number of
vertices.
2.3. The Barabási–Albert scale-free random graph
Following the formal definition given in [10], the Barabási–Albert random graph GS(n,m) on a set of n vertices V =
{v1, . . . , vn} is defined by a graph evolution process in which vertices are added to the graph one at a time. In each step, the
newly-added vertex is made adjacent to m existing vertices selected according to the preferential attachment mechanism,
i.e. the probability that an existing vertex is selected as a neighbor is in proportion to its degree. To be more precise, let vi
be the vertex to be added and let Gi−1 be the graph obtained after vertex vi−1 is added. Them neighbors of vi are selected in
m steps. In step 1 ≤ j ≤ m, the probability that an existing vertexw is selected as the neighbor of the new vertex vi is
degGi−1(w)+ dw(j)
(i− 1)m+ 2(j− 1) , (2.3)
where
1. (i− 1)m =k≤i−1 degGi−1(vk) is the total degree of Gi−1,
2. dw(j) is the number of timesw has been picked as the neighbor of v in the first (j− 1) trials, and
3. the term 2(j− 1) is the increase in the total degree as a result of selecting the first j− 1 neighbors.
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3. Treewidth of the Erdős–Rényi random graph
In this section, we prove the following theorem showingwhenever mn ≥ 1.073, the treewidth of the Erdős–Rényi random
graph G(n,m) is whp greater than βn for some constant β > 0, improving the previous result of Kloks and Bodlaender [23]
(Also in [22, Theorem 5.3.2]).
Theorem 1. For any mn ≥ 1.073, there is a constant β > 0 such that
lim
n→∞ PG(n,m) {tw(G(n,m)) > βn} = 1. (3.4)
The following notion of balanced l-partition is used by Kloks [22] and Kloks and Bodlaender [23] in their study on the
treewidth of random graphs.
Definition 3.1 ([22]). Let G = G(V , E) be a graph with |V | = n. LetW = (S, A, B) be a triple of disjoint vertex subsets such
that V = S ∪ A ∪ B and |S| = l+ 1. Without loss of generality, we will always assume that |B| ≥ |A|.
W is said to be balanced if 13 (n− l− 1) ≤ |A|, |B| ≤ 23 (n− l− 1).W is said to be an l-partition if S separates A and B, i.e.,
there are no edges between vertices in A and vertices in B.
Theorem 1 is proved by an application of the first-moment method to the random variable that counts in G(n,m) the
total number of d-rigid and balanced partitions defined as follows.
Definition 3.2. Let d > 0 be an integer. A tripleW = (S, A, B)with |B| > |A| + d is said to be d-rigid if there is no subset of
vertices U ⊂ Bwith |U| ≤ d that induces a connected component of G[B].
The notion of d-rigid and balanced partition generalizes that of balanced partition by requiring that any vertex set of size at
most d in the larger subset of a partition cannot be moved to the other subset of the partition, and hence the word ‘‘rigid’’.
As we will have to consider all the vertex sets of size at most d to get the best possible estimation, the requirement of
connectivity is a kind of ‘‘maximality’’ condition in order to avoid repeated counting of vertex sets of different sizes. For the
case of d = 1, being d-rigid means that G[B] has no isolated vertices.
The motivation is that by considering the expected number of these more restricted partitions, we will be able to get a
more accurate estimation when applying Markov’s inequality. We note that the idea of imposing various restrictions on the
combinatorial objects under consideration has been used in recent years to increase the power of the first moment method
when estimating the threshold of the satisfiability of random CNF formulas [20,12] and the colorability of random graphs
[1, Section 4.7].
The difficulty we have to overcome is that to estimate the expected number of d-rigid and balanced partitions (S, A, B) in
G(n,m), an exponentially-small upper bound is required on the probability that the induced subgraph G[B] of G(n,m) does
not have small-sized tree components. We managed to obtain such an exponentially-small upper bound in a ‘‘conditional’’
probability space. To achieve the best possible Lipschitz constant in our application of the Hoeffding–Azuma inequality in
the conditional probability space, we use a ‘‘weighted’’ count on the number of tree components of size up to a fixed constant
d. We are not aware of any other application of the Hoeffding–Azuma inequality in the study of random discrete structures
where this idea of using a weighted count is beneficial.
Lemma 3.1. Let d ≥ 1 be an integer. Any graph with treewidth at most l > 4 must have a balanced l-partitionW = (S, A, B)
such that either |B| ≤ |A| + d or W is d-rigid.
Proof. From [22], any graph with treewidth at most l > 4 must have a balanced l-partitionW = (S, A, B). If |B| ≤ |A| + d,
we are done. Otherwise, if the tripleW is not d-rigid, then there must be a vertex subset U ⊂ B that induces a component
of G[B] and consequently N(U) ∩ (B \ U) = ∅. Therefore, we can move U from B to A and create a new balanced l-partition
with the size of B decreased by |U|. We continue this process until either |B| ≤ |A| + d or the partition becomes d-rigid. 
3.1. Conditional probability of a d-rigid and balanced l-partition
We bound the conditional probability that a balanced tripleW = (S, A, B) with |S| = l + 1 and |B| ≥ |A| + d is d-rigid
given that it is an l-partition for G(n,m). The following variate of the Hoeffding–Azuma inequality will be used in the proof.
Lemma 3.2 (Lemma 1.2 [25] and Theorem 1.19 [9]). Let Ω =mi=1Ωi be an independent product probability space where each
Ωi is a finite set, and f : Ω → R be a random variable satisfying the following Lipschitz condition
|f (ω)− f (ω′)| ≤ cf (3.5)
for every pair ω,ω′ ∈ Ω that only differ in one coordinate. Then, for any t > 0,
P {f (ω) ≤ E [f (ω)]− t} ≤ e
− 2t2
c2f m .
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To ease the presentation, let d > 0 be a constant and write
x(t, c) = 2ct
2t2 − 2t + 1 ,
g(t, c) =
d
i=2

d− i
d− 1

ii−2
i!

x(t, c)e−x(t,c)
i−1
,
r(t, c) = 2t
2
(1+ 1/(d− 1))2c e
−2x(t,c). (3.6)
Theorem 2. Let G(n,m), c = mn , be a random graph and let W = (S, A, B) be a balanced triple such that |S| = l + 1, |A| =
a, and |B| = b = tn. Let d > 0 be a constant integer less than l+ 1. Then for n sufficiently large,
PG(n,m) {W is d-rigid | W is an l-partition} ≤

1
e
r(1+g)2n
(3.7)
where r = r(t, c) and g = g(t, c) are defined in Eq. (3.6).
Proof. Conditional on that W is an l-partition of G(n,m), each of the m edges can only be selected from the set of edges
EW = V 2 \ {(u, v) : u ∈ A, v ∈ B}, where V 2 denotes the set of unordered pair of vertices. The size s of EW is
s = |EW | = n(n− 1)2 − ba =
n(n− 1)
2
− tn(n− tn− (l+ 1)).
In the rest of the proof,wewillwork on the conditional probability spaceP = (Ω, PP {·})whereΩ = Ω1×Ω2×· · ·×Ωm
andΩi = EW for each 1 ≤ i ≤ m. A sample point ω = (ω1, . . . , ωm) ∈ Ω corresponds to an outcome of selecting m edges
from EW uniformly at random and with replacement. Note that W is a balanced l-partition for the graph determined by
ω ∈ Ω . The probability measure PP {·} is defined as PP {ω} = (1/s)m. The following lemma guarantees that we can obtain
Eq. (3.7) by studying the probability PP {W is d-rigid}.
Lemma 3.3.
PG(n,m) {W is d-rigid | W is an l-partition} = PP {W is d-rigid} .
Proof. Recall that PG(n,m) {·} is the probability measure for the probability space (Ω, PG(n,m) {·}) and PP {·} is the probability
measure for the probability space P = (Ω, PP {·}). Note that Ω is the set of sample points ω in Ω such that W is an
l-partition in the graph determined by ω. Let Q ⊂ Ω be the set of sample points ω such that W is d-rigid in the graph
determined by ω. We have
PG(n,m) {W is d-rigid | W is an l-partition} = |Q ∩Ω||Ω| (definition of conditional probability)
= PP {W is d-rigid} (definition of the two probability spaces).
This proves the lemma. 
Continuing the proof of Theorem2,we boundPP {W is d-rigid} by using theHoeffding–Azuma inequality. Tomake things
simpler, we will bound the probability that there exist tree components, instead of general connected components, of size
at most d in the subgraph of G(n,m) induced on the vertex subset B.
To apply the Hoeffding–Azuma inequality (see Lemma 3.2) to our case, the probability space isP = (Ω, PP {·}), and we
can use any Lipschitz function f : Ω → R such that f (ω) = 0whenever the total number of tree components of size at most
d in the graph determined byω is zero. To achieve the best possible Lipschitz constant cf in Eq. (3.5), we consider a weighted
sum I : Ω → R of all tree components of size at most d defined as follows. For any 1 ≤ i ≤ d, letUi = {U ⊂ B : |U| = i} be
the collection of size-i vertex subsets in B and let
U =
d
i=1
Ui.
For a vertex subset U ∈ U, we use IU to denote the indicator function of the event that G[U] is a tree component of G[B], i.e.,
G[U] is a tree and N(U) ∩ (B \ U) = ∅. Define
I =

U∈U

1− |U| − 1
d− 1

IU . (3.8)
Y. Gao / Discrete Applied Mathematics 160 (2012) 566–578 571
The idea is that, instead of counting the total number of tree components of size at most d, we use the random variable I as
a ‘‘weighted count’’ to which the contribution of a tree component on a vertex subset of size i is (1− i−1d−1 ). The purpose is to
make |I(ω)− I(ω′)| as close to 1 as possible for every pair ω and ω′ that differ only on one coordinate. Note that if we had
used the unweighted sum I =U∈U IU , the best we can have is max |I(ω)− I(ω′)| ≤ 2.
Since

U∈U IU is the number of tree components of size at most d, and that for any d > 0,
I =

U∈U

1− |U| − 1
d− 1

IU ≤

U∈U
IU ,
we have, by the definition of a d-rigid triple, that
PP {W is d-rigid} ≤ PP

U∈U
IU = 0

≤ PP {I = 0} .
By Lemmas 3.3 and 3.2, we have
PG(n,m) {W is d-rigid | W is an l-partition} ≤ PP {I = 0}
≤ PP {I − EP [I] ≤ −EP [I]}
≤

1
e
 2(EP [I])2
c2f cn (3.9)
where cf = max |I(ω)− I(ω′)|with the maximum taken over all pairs of ω and ω′ inΩ that differ only on one coordinate.
The following lemma bounds max |I(ω)− I(ω′)|.
Lemma 3.4. For any ω,ω′ ∈ Ω that differ only in one coordinate,
|I(ω)− I(ω′)| ≤ 1+ 1
d− 1 .
Proof. Note that ω and ω′ represent two possible outcomes of the independent random experiments that select the m
edges of a random graph. If ω,ω′ ∈ Ω differ only in one coordinate, say the i-th coordinate, then the edge sets of the
corresponding graphs Gω and Gω′ only differ in the i-th edge. Let us consider the change of the value of I when we modify
Gω to Gω′ by removing the i-th edge of Gω and adding the i-th edge of Gω′ .
First, removing the i-th edge can only increase I . Let the amount of the increase be δ+I . The maximum increase occurs
in situations where a tree component T is broken up into two smaller tree components T1 and T2. Suppose that there are i
vertices in T1 and j vertices in T2, we have
δ+I =

1− i− 1
d− 1

+

1− j− 1
d− 1

−

1− i+ j− 1
d− 1

Ii+j≤d
≤ 1+ 1
d− 1
where Ii+j≤d = 1 if i + j ≤ d and Ii+j≤d = 0 otherwise. Second, adding the i-th edge can only decrease I . Let the amount of
the decrease be δ−I . The maximum decrease occurs in situations where two tree components are merged into a larger one,
and similar argument as in the above shows that δ−I ≤ 1+ 1d−1 as well. Therefore, the maximum net change of I is 1+ 1d−1
and is achieved when δ+I = 1+ 1d−1 and δ−I = 0, or δ+I = 0 and δ−I = 1+ 1d−1 . Consequently,
|I(ω)− I(ω′)| ≤ 1+ 1
d− 1 .
This proves the lemma. 
We now estimate the expectation EP [I] of the function I defined in Eq. (3.8). Let U, |U| = i, be a vertex subset inU and
recall that in G(n,m), the m = cn edges are selected uniformly at random and with replacement. Conditional on the event
thatW = (S, A, B) is a balanced l-partition, them edges are selected from the set EW uniformly at randomwith replacement.
Therefore for i ≥ 2, the probability that G[U] is an induced tree component in G[B] is
PP {IU = 1} =

cn
i− 1

ii−2

i− 1
s
i− 2
s
· · · 1
s
1− i(tn− i)+

i
2

s
cn−i+1
= c i−1ni−1ii−2

1
s
i−11− i(tn− i)+

i
2

s
cn−i+1 .
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For the case of |U| = 1, PP {IU = 1} is the probability that the single vertex in U is isolated in G[B], and thus
PP {IU = 1} =

1− (tn− 1)
s
cn
.
Since there are
 tn
i

vertex subsets of size i in B, the expected number of tree components of size at most d in G[B] is
EP [I] =

U∈U
PP {IU = 1}

1− |U| − 1
d− 1

= tn

1− (tn− 1)
s
cn
+
d
i=2

d− i
d− 1

tn
i

ii−2
 cn
s
i−11− i(tn− i)+

i
2

s
cn−i+1 .
Since s = n(n−1)2 − tn(n− tn− (l+ 1)) = (1−2t(1−t))n
2+tn(l+1)−n
2 , we have that for sufficiently large n
EP [I] ≥ tn

e−
2ct
1−2t(1−t) +
d
i=2

d− i
d− 1

2ct
2t2 − 2t + 1
i−1 ii−2
i! e
− 2ict
2t2−2t+1

= te−x(t,c)

1+
d
i=2

d− i
d− 1

ii−2
i!

x(t, c)e−x(t,c)
i−1
n. (3.10)
To complete the proof of Theorem 2, we see that Eq. (3.7) follows from Lemma 3.4, Eqs. (3.9) and (3.10). 
3.2. Proof of Theorem 1
We prove Theorem 1 by applying Markov’s inequality and using the upper bound obtained in Section 3.1 on the
conditional probability of a d-rigid and balanced l-partition. Let l + 1 = βn where β > 0 is a sufficiently small number
to be determined at the end of the proof. Consider the following two random variables
• J1: the total number of balanced βn-partitionsW = (S, A, B) such that |A| ≤ |B| ≤ |A| + d, and• J2: the total number of balanced βn-partitionsW = (S, A, B) such that |B| > |A| + d andW is d-rigid.
By Lemma 3.1, if the treewidth of G(n,m) is at most βn, then either J1 > 0 or J2 > 0. It follows that
PG(n,m) {tw(G(n,m)) ≤ βn} ≤ PG(n,m) {J1 + J2 > 0} . (3.11)
If we can show that EG(n,m) [J1 + J2] tends to zero as n goes to infinity, Theorem 1 follows from Markov’s inequality. To
simplify the presentation, define
φ1(t) =

1− 2t + 2t2 + 2tβ + O(1/n)c ,
φ2(t) =

e−
1
c r(t,c)(1+g(t,c))2
c
,
φ(t) = φ1(t)φ2(t).
For the expectation of J1, we have
Lemma 3.5. For any c > 1, there is a constant β∗1 > 0 such that for any β < β
∗
1 , limn→∞ EG(n,m) [J1] = 0.
Proof. Consider a partition W = (S, A, B) of the vertices of G(n,m) such that |B| ≥ |A| and write |B| = b = tn. Since
|A| + |B| = (1− β)n, we see that |B| ≤ |A| + d if and only if |B| ≤ (1−β)n+d2 .
The probability forW to be a balanced βn-partition is
PG(n,m) {W is an βn-partition} =

1− tn(n− tn− βn)
n(n− 1)/2
cn
= 1− 2t + 2t2 + 2tβ + O(1/n)cn
= (φ1(t))n.
For a fixed vertex subset S, there are

(1−β)n
b

ways ( 12n ≤ b = |B| ≤ 23n) to choose the pair (A, B) such that one of them
has size b. It follows that
EG(n,m) [J1] =

n
βn
 
(1−β)n
2 ≤b≤ (1−β)n2 +d

n− βn
b

φ1

b
n
n
≤

n
βn
 
(1−β)n
2 ≤b≤ (1−β)n2 +d
n
b

φ1

b
n
n
.
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Since
 n
b

attains its maximum at b = n2 and the function φ1(t) is increasing in the interval [ 1−β2 , 1], we have by Stirling’s
formula (Lemma 2.1) that
EG(n,m) [J1] ≤ d

n
βn

n
n
2

φ1

1
2
n
≤ d

n
βn

2n

1
2
+ β
cn
≤ d

1
ββ(1− β)1−β
n 
2

1
2
+ β
cn
.
For any c > 1, there is a constant β1 > 0 such that 2( 12 +β)c < 1 for any β < β1. Since limβ→0 1ββ (1−β)1−β = 1, there exists
a constant β2 > 0 such that 1ββ (1−β)1−β ≤

2( 12 + β1)c
−1
. Taking β∗ = min(β1, β2), we see that for any β < β∗,
EG(n,m) [J1] ≤ d

1
ββ(1− β)1−β
n 
2

1
2
+ β
cn
≤ dγ n
where 0 < γ < 1. Lemma 3.5 follows. 
For the expectation of J2, we have the following
Lemma 3.6. For c = 1.073, there is a constant β∗2 > 0 such that for any β < β∗2 , limn→∞ EG(n,m) [J2] = 0.
Proof. Consider a partitionW = (S, A, B) of the vertices of G(n,m) such that |S| = l + 1 = βn, |B| ≥ |A| + d, |B| = b =
tn, with 1−β2 ≤ t ≤ 2(1−β)3 . Let IW be the indicator function of the event thatW is a d-rigid and balanced βn-partition. We
have
EG(n,m) [IW] = PG(n,m) {W is a d-rigid and balanced βn-partition}
= PG(n,m) {W is a balanced βn-partition} × PG(n,m) {W is d-rigid | W is a balanced βn-partition} .
From Theorem 2, we know that
PG(n,m) {W is d-rigid | W is a balanced βn-partition} ≤ e−r(1+g)2n
= (φ2(t))n.
By the definition of a balanced partition,
PG(n,m) {W is a balanced βn-partition} =

1− tn(n− tn− βn)
n(n− 1)/2
cn
= (φ1(t))n.
For a fixed vertex subset S with |S| = βn, there are  n−βnb ways ( 12n ≤ b ≤ 23n) to choose the pair (A, B) such that |B| = b.
Therefore,
EG(n,m) [J2] =

W
EG(n,m) [IW]
≤

n
βn
 
1
2 n≤b≤ 23 n

n− βn
b

φ1

b
n

φ2

b
n
n
≤

n
βn
 
1
2 n≤b≤ 23 n
n
b

φ1

b
n

φ2

b
n
n
.
By Lemma 2.1, we have for n large enough
EG(n,m) [J2] ≤

1
ββ(1− β)1−β
n 
1
2 n≤b≤ 23 n
 φ1  bn φ2  bn 
b
n
b
n

1− bn
1− bn
n .
Recall that
φ2(t) =

e−
1
c r(t,c)(1+g(t,c))2
c
,
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and see Eq. (3.6) for the definition of r(t, c) and g(t, c). By Lemma 2.3, r(t, c) and g(t, c) are decreasing on [ 1−β2 , 23 ] for any
fixed c. Consequently φ2(t) is increasing on [ 1−β2 , 23 ]. It follows that φ2( bn ) ≤ φ2( 23 ). By Lemma 2.4,
φ1
 b
n

b
n
b
n

1− bn
1− bn ≤ φ1
 2
3

 2
3
 2
3
 1
3
 1
3
=
 5
9 + 43β
c 2
3
 2
3
 1
3
 1
3
.
Therefore,
EG(n,m) [J2] ≤ O(n)

1
ββ(1− β)1−β
n 59 + 43βφ2  23 c 2
3
 2
3
 1
3
 1
3
n .
Consider the function
z(β, d, c) =
 5
9 + 43β

φ2
 2
3
c 2
3
 2
3
 1
3
 1
3
.
Numerical calculations using MATLAB shows that for c = 1.073, β = 0, and d = 70, we have z(0, 70, 1.073) < 1. Since
z(β, d, c) is continuous in β on [0, 1], there exist constants β1 > 0 such that z(β1, 70, 1.073) < 1. By Lemma 2.1, there
exists a constant β2 > 0 such that for any β ≤ β2,
1
ββ(1− β)1−β <
1
z(β1, 70, 1.073)
.
Let β∗ = min(β1, β2). We have that for any β < β∗,
EG(n,m) [J2] ≤ O(n) 1
ββ(1− β)1−β z(β, 70, 1.073)
≤ O(n) 1
ββ(1− β)1−β z(β1, 70, 1.073)
≤ O(n)γ n
for some constant 0 < γ < 1. This proves Lemma 3.6. 
It follows from Eq. (3.11) that for any β ≤ β∗,
lim
n
PG(n,m) {tw(G(n,m)) ≤ βn} = 0, if mn = 1.073.
Since the property that the treewidth of a graph is greater βn is a monotone increasing graph property, we have that for any
c ≥ 1.073,
lim
n
PG(n,m) {tw(G(n, cn)) ≤ βn} = 0.
Theorem 1 follows. 
4. Treewidth of random intersection graphs
In this section, we prove the following theorem on the treewidth of random intersection graphs by applying Markov’s
inequality to the number of balanced l-partitions in a random intersection graph.
Theorem 3. Let GI(n,m, p) be a random intersection graph with the universe M = {1, . . . ,m} and m = nα . For any p ≥ 2m
and α > 0, there exists a constant β > 0 such that
lim
n→∞ PGI(n,m,p) {tw(GI(n,m, p)) > βn} = 1. (4.12)
Proof. Let p = cm . Consider a balanced triple W = (S, A, B) with |S| = βn, |A| = an, and |B| = bn. We upper bound the
probability that W is a balanced βn-partition and then use Markov’s inequality. By the definition of random intersection
graphs, there is no edge between the two vertex subsets A and B if and only if for every element e ∈ M
e ∉

v∈A
Sv

∩

v∈B
Sv

,
which in turn is equivalent to the following condition: for every e ∈ M ,
either e ∉ Sv,∀v ∈ A, or e ∉ Sv, ∀v ∈ B. (4.13)
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Since Sv ’s are formed independently and since P {e ∈ Sv} = p for every e ∈ M and v ∈ V , the probability for the event in
Eq. (4.13) to occur is
(1− p)an + (1− p)bn − (1− p)(a+b)nm .
It follows that
PGI(n,m,p) {W is a balanced βn-partition} =

(1− p)an + (1− p)bn − (1− p)(a+b)nm
= (1− p)amn 1+ (1− p)(b−a)n − (1− p)bnm .
There are

n
βn

ways to choose S and for each fixed S, there are
 n−βn
an

ways to choose A. Since the treewidth of GI(n,m, p)
is at most βn only if there is a balanced βn-partition, we have by Markov’s inequality that for p ≥ cm , c > 2,
PGI(n,m,p) {tw(GI(n,m, p)) ≤ βn} ≤ PGI(n,m,p) {There exists a balanced βn-partition}
≤

n
βn
 
1
3≤a≤ 12
 n
an

(1− p)amn 1+ (1− p)(b−a)n − (1− p)bnm
≤ O(1)

n
βn
 
1
3≤a≤ 12
  1
e
ac
aa(1− a)1−a
n
≤ O(1)n

n
βn
  1e  23 1
3
 1
3
 2
3
 2
3
n
where last inequality is because the function (
1
e )
tc
tt (1−t)1−t is decreasing on [ 13 , 12 ] for any c > 2. Note that
( 1e )
2
3
( 13 )
1
3 ( 23 )
2
3
< 1.
Therefore, for sufficiently small β , we have
lim
n→∞ PGI(n,m,p) {tw(GI(n,m, p)) ≤ βn} = 0.
This proves Theorem 3. 
5. The treewidth of scale-free random graphs
In this section,weprove a theoremon the treewidth of the Barabási–Albert scale-free randomgraphby applyingMarkov’s
inequality to the number of balanced l-partitions. It turns out that for the case of the Barabási–Albert random graph,
calculating the probability that a set of three disjoint vertex sets is a balanced partition is not as easy as for the case of
the Erdős–Rényi random graph and the random intersection graph. We introduce the following definition.
Definition 5.1. Let G = G(V , E) be a graph with |V | = n. LetW = (S, A, B) be a balanced triple of disjoint vertex subsets
such that V = S ∪ A ∪ B, |S| = l+ 1, and |A| ≤ |B|.
Let I1 and I2 be two nonempty disjoint vertex sets such that I1 ∪ I2 = V . We say that W is a balanced l-partition with
respect to I2 if the following two conditions are true
1. N(v) ∩ (I1 ∩ B) = ∅ for every v ∈ I2 ∩ A, and
2. N(v) ∩ (I1 ∩ A) = ∅ for every v ∈ I2 ∩ B.
It is not hard to see that a balanced l-partition is a balanced l-partition with respect to any subset of V . We will upper bound
the probability of being a balanced l-partition by the probability of being a balanced l-partition with respect to some special
subset I2 of V . For the Barabási–Albert scale-free random graph, we are able to pick a special subset I2 so that the latter
probability can be estimated analytically.
Theorem 4. Let GS(n,m) be the Barabási–Albert random graph. For any m ≥ 12, there is a constant β > 0 such that
lim
n→∞ PGS (n,m) {tw(GS(n,m)) > βn} = 1. (5.14)
Proof. Let V = {v1, v2, . . . , vn} be the set of vertices in GS(n,m) and Vi = {v1, . . . , vi}. Without loss of generality, assume
that the vertices are added to GS(n,m) in this order in the iterative construction of GS(n,m). Let I1 be the first half of the
vertices, i.e., I1 = {v1, v2, . . . , v n2 }, and I2 be the second half {v n2+1, . . . , vn}.
LetW = (S, A, B) be a balanced triple of disjoint vertex subsets with |S| = βn, |A| = an, and |B| = bn. Assume, without
loss of generality, that |A| ≤ |B| so that 1−β3 ≤ a ≤ 1−β2 . Considering the way in which A and B intersect with I1 and I2, let
us write
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|I1 ∩ A| = sn, |I2 ∩ A| = (a− s)n;
|I1 ∩ B| = tn, |I2 ∩ B| = (b− t)n;
where s and t shall satisfy 0 ≤ s ≤ 1−β2 , s+ t = 1−β2 .
We upper bound the probability PGS (n,m) {W is a balanced βn-partition}. Let E be the event that W is a balanced βn-
partition and E ′ be the event thatW is a balanced βn-partition with respect to I2. Define the following events
Ei =
{N(vi) ∩ (I1 ∩ B) = ∅}, if vi ∈ I2 ∩ A
{N(vi) ∩ (I1 ∩ A) = ∅}, if vi ∈ I2 ∩ B.
By Definition 5.1, we have E ⊆ E ′ ⊆ E n
2+1 ∩ · · · ∩ En. Therefore,
PGS (n,m) {E} ≤ PGS (n,m)

E n
2+1 ∩ · · · ∩ En

.
The following lemma bounds the conditional probability of Ei given GS(n,m)[Vi−1].
Lemma 5.1.
PGS (n,m) {Ei | GS(n,m)[Vi−1]} ≤

(1− s/2)m, if vi ∈ I2 ∩ B
(1− t/2)m, if vi ∈ I2 ∩ A.
Proof. Consider a vertex vi ∈ I2 ∩ B (the case for vi ∈ I2 ∩ A is similar). The total vertex degree of GS(n,m)[Vi−1] is
2(i− 1)m ≤ 2nm. The total vertex degree of the vertices in I1 ∩ A is at least snm. Note that the event Ei implies that none of
the vertices in I1 ∩ A is selected as the neighbor of vi in the m-step procedure to decide vi’s neighbors. By the definition of
preferential attachment mechanism in the Barabási–Albert model (Eq. (2.3)), we have that
PGS (n,m) {Ei | GS(n,m)[Vi−1]} ≤

1− snm
2(i− 1)m

1− snm
2(i− 1)m+ 2

· · ·

1− snm
2(i− 1)m+ 2(m− 1)

≤

1− snm
2nm
m
=

1− s
2
m
.
This proves the lemma. 
We continue the proof of Theorem 4. From Lemma 5.1, we have
PGS (n,m) {E} ≤ PGS (n,m)

En/2+1 ∩ · · · ∩ En

=
n
i=n/2+1
PGS (n,m) {Ei | GS(n,m)[Vi−1]}
≤ (1− s/2)m|I2∩B| (1− t/2)m|I2∩A|
= (1− s/2)b−t(1− t/2)a−smn .
Taking into consideration the facts that a+ b = (1− β)n and s+ t = 1−β2 , we see
PGS (n,m) {E} ≤

(1− s/2)b−t(1− t/2)a−smn
= (1− s/2)b+s−(1−β)/2(3/4+ s/2)a−smn
=

(1− s/2)s−a+ 1−β2 (3/4+ s/2)a−s
mn
.
Consider the behavior of the function
f (s, β) = (1− s/2)s−a+ 1−β2 (3/4+ s/2)a−s
=

1− s/2
3/4+ s/2
s−a
(1− s/2) 12 (1− s/2)−β/2, (5.15)
for 0 ≤ s ≤ 12 and 1−β3 ≤ a ≤ (1−β)2 . We have
Lemma 5.2. There is a constant β∗ > 0 such that for any β < β∗,
fmax = max{f (s, β) : s ∈ [0, 1/2], a ∈ [(1− β)/3, (1− β)/2]} < 0.9425. (5.16)
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Proof. Note that the last term (1 − s/2)−β/2 of f (s, β) can be made arbitrarily close to 1 by requiring that β is less than a
sufficiently small number, say β0. We, therefore, only need to consider the function
f (s) =

1− s/2
3/4+ s/2
s−a
(1− s/2) 12 .
First, we note that basic calculus shows that f (s) ≤  78  12 for any s ∈ [ 14 , 12 ]. Now consider the interval [0, 14 ]. Let β1 be a
constant such that for any β < β1, 14 − 1−β3 < 0. Split [0, 14 ] into d+ 1 segments and consider the (d+ 1) intervals [si, si+1]
where si = i 14d , ∀0 ≤ i ≤ d. Since g(s) =

1−s/2
3/4+s/2
s−a
is increasing in [0, 1/2], s− a < s− 13 < 0 for any s ∈ [0, 1/4] and
a ∈ [(1− β)/3, (1− β)/2], and h(s) = (1− s/2) 12 is decreasing in [0, 1/4], we have
max
s∈[0,1/4]
f (s) = max
0≤i≤d
{ max
s∈[si,si+1]
f (s)} ≤ max
0≤i≤d
(g(si+1)h(si)).
Numerical calculations using d = 10 gives us max0≤i≤d(g(si+1)h(si)) < 0.9425. Taking β∗ = min{β0, β1}, we get
Eq. (5.16). 
To complete the proof of Theorem4,we see fromMarkov’s inequality that the expected number of balancedβn-partitions
is at most
n
βn
n
a

1− s
2
s−a+ 12 3
4
+ s
2
a−smn
≤

n
βn
 n
an

0.9425mn.
Numerical calculation shows that 0.942512 < 12 . Since an ≤ 12n, we have by Lemmas 2.1 and 2.2 that there is a constant β2
such that for any β < β2 andm ≥ 12
lim
n→∞

n
βn
 n
an

0.9425mn = 0.
Let β = min{β∗, β2}where β∗ is the constant required in Eq. (5.16). It follows that for anym ≥ 12, the expected number
of balanced βn-partitions in GS(n,m) tends to zero, and consequently
lim
n→∞ PGS (n,m) {tw(GS(n,m)) > βn} = 1.
This completes the proof of Theorem 4. 
6. Conclusions
After the submission of the current paper, Lee et al. proved in their recent manuscript [24] that the Erdős–Rényi random
graph has a linear treewidth with high probability if the edge-to-vertex ratio is greater than 1/2, using a different approach
that is based on a theorem proved in a manuscript of Benjamini et al. [5] on the structure of the giant component in the
Erdős–Rényi random graph.
This, together with the well-known observation that the Erdős–Rényi random graph has treewidth at most 2 if the edge-
to-vertex ratio is less than 1/2, completely settles the exact threshold of the edge-to-vertex ratio for the property of having
a linear treewidth in the Erdős–Rényi random graph.
The results presented in this paper on the treewidth of the random intersection graph and the Barabási–Albert random
graph may be further strengthened. However, it is likely that neither our approach nor the approach based on the result
of Benjamini et al. is sufficient to resolve the question of linear treewidth in these random graphs completely. The major
obstacle is the fact that in these random graph models, the edges are highly correlated, rendering it hard to apply those
techniques that are effective for the Erdős–Rényi random graph.
As we have shown in Section 5, the treewidth of the Barabási–Albert scale-free random graph is linear in the number of
vertices if m, the number of the previous vertices attached to a new vertex, is greater than 11. It can be seen that if m < 3,
then the treewidth of the Barabási–Albert random graph is at most 2. It is reasonable to conjecture that the treewidth of the
Barabási–Albert random graph becomes linear whenm ≥ 3, and proving this conjecture is an interesting open problem.
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