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The objective of this work is to develop a posteriori error estimates and
adaptive strategies for the numerical solution to nonlinear systems of partial
differential equations with uncertain data. Areas of application cover problems
in fluid mechanics including a Bayesian model selection study of turbulence
comparing different uncertainty models. Accounting for uncertainties in model
parameters may significantly increase the computational time when simulating
complex problems. The premise is that using error estimates and adaptively
refining the solution process can reduce the cost of such simulations while
preserving their accuracy within some tolerance.
New insights for goal-oriented error estimation for deterministic non-
linear problems are first presented. Linearization of the adjoint problems and
quantities of interest introduces higher-order terms in the error representation
vii
that are generally neglected. Their effects on goal-oriented adaptive strategies
are investigated in detail here. Contributions on that subject include exten-
sions of well-known theoretical results for linear problems to the nonlinear
setting, computational studies in support of these results, and an extensive
comparative study of goal-oriented adaptive schemes that do, and do not,
include the higher-order terms.
Approaches for goal-oriented error estimation for PDEs with uncertain
coefficients have already been presented, but lack the capability of distinguish-
ing between the different sources of error. A novel approach is proposed here,
that decomposes the error estimate into contributions from the physical dis-
cretization and the uncertainty approximation. Theoretical bounds are proven
and numerical examples are presented to verify that the approach identifies
the predominant source of the error in a surrogate model. Adaptive strate-
gies, that use this error decomposition and refine the approximation space
accordingly, are designed and tested.
All methodologies are demonstrated on benchmark flow problems: Stokes
lid-driven cavity, 1D Burgers equation, 2D incompressible flows at low Reynolds
numbers. The procedure is also applied to an uncertainty quantification study
of RANS turbulence models in channel flows. Adaptive surrogate models are
constructed to make parameter uncertainty propagation more efficient. Using
surrogate models and adaptivity in a Bayesian model selection procedure, it
is shown that significant computational savings can be gained over the full
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In nearly all computational models of physical phenomena, there are
inaccuracies due to an imperfect representation of the true system. Imperfec-
tions can result from uncertainties due to the miss-specification, or intentional
simplification, of the governing equations and/or from discretization errors
due to the approximate nature of solving an infinite dimensional problem in a
discrete, computational environment.
A characteristic example is the simulation of turbulent flow. Direct
simulation of the chaotic velocity field is impractical for many systems of engi-
neering interest. Instead one often adopts a statistical approach, seeking a de-
scription of the flow in terms of the mean velocity. This leads to the well-known
Reynolds-averaged Navier-Stokes (RANS) equations, governing the mean flow
velocity which must be closed in order to be solved. Unfortunately, closure
models introduce additional model parameters that are, a priori, unknown.
Not only are the parameters uncertain, and possibly dependent on
specifics of the flow scenario under study, but the equations are solved nu-
merically, which may introduce additional error. Quantifying these errors,
and eventually reducing them, is vital in assessing the validity of the models
1
and increasing confidence in the resulting predictions.
Computational simulation of turbulent flows by the RANS equations
with uncertain parameters presents a number of challenges. Firstly, the RANS
equations represent a nonlinear system. The addition of uncertain parameters
means one must solve an even more complex set of equations, often requiring
the solution of the nonlinear equations many times to thoroughly quantify the
uncertainty in model outputs.
Motivated by the RANS equations, the aim of the present work is
to make the uncertainty quantification process for nonlinear problems more
efficient through the application of goal-oriented error estimation techniques
and surrogate modeling.
1.1 Background
Increasingly, computational models are being used to inform design and
policy decisions, which raises the concern: how accurate are the predictions ob-
tained from these models? Computational scientists have long sought to estab-
lish trust in numerical solutions to complicated engineering problems through
the use of error estimation techniques. In the past few decades noteworthy
advances have been made for numerous solution algorithms, in particular the
finite element method.
Error estimators naturally lend themselves to the design of adaptive
strategies for reducing the error in a systematic manner. In particular, in the
2
finite element community, methodologies based on a posteriori error estimation
of the solution have been shown to be effective at reducing approximation
errors in computed solutions [16, 56]. Some approaches focus on estimating
errors in a global sense such as energy norms. However, it is often more
effective to quantify the error with respect to specific features of the solution,
the so-called quantities of interest. Methods for error estimation in quantities
of interest, referred to as dual-weighted residual methods or goal-oriented error
estimation methods, are based on the solution of an adjoint problem related
to the particular quantity of interest (see, e.g. [16, 108, 57, 69, 101, 102] and
the references therein). Theoretical results for goal-oriented error estimation
of linear problems are well established, and have contributed to the popularity
of the technique.
In contrast, the theory on goal-oriented error estimation for nonlinear
systems is somewhat less advanced. The current state-of-the-art relies on the
definition of a linearized adjoint problem to derive the relationship between the
error in the quantity of interest and the residual but neglects the higher-order
terms due to linearization in order to provide computable error estimates and
refinement indicators [16, 118]. Some recent work has investigated the effect
of these terms on the quality of the error estimators and on the performance
of the adaptive strategy [54, 71], but more in-depth studies are still needed
to better understand the consequences of neglecting these terms. One main
concern is the whether ignoring these terms could have dramatic consequences
in the refinement process.
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Similarly to the nonlinear case, there is also a growing interest in ex-
tending goal-oriented error estimation to initial and boundary-value problems
with uncertain model parameters or random boundary conditions and external
forcing data [84, 91, 3, 33, 32]. Mathelin and Le Mâıtre [91] (also presented
in [84]) for example, successfully extended the goal-oriented error estimation
approach to the stochastic Galerkin method. Similarly, Butler et al. [33] de-
veloped error estimates in a stochastic Galerkin framework using polynomial
chaos expansions for the forward and adjoint solutions and they demonstrated
the efficiency of their methodology on a non-linear transport problem. Inter-
estingly, the authors constructed a polynomial chaos representation for the
discretization error as well. In contrast to these previous works, Almeida and
Oden [3] used truncated Karhunen-Loève expansions to model the random
variables. Similar to an eigen decomposition, this allows for a reduction in di-
mensionality as fewer terms are needed to express the dominant behavior of the
response. To discretize the random variables in the resulting Karhunen-Loève
expansion the authors used a stochastic collocation method and computed a
posteriori error estimates for the quantity of interest evaluated at each collo-
cation point. Butler and collaborators later extended their work to the use of a
non-intrusive approach based on an approximate projection, or pseudospectral
projection; they showed that it provides similar computational benefits to the
approach proposed by Almeida and Oden [3].
One major shortcoming of the previously mentioned approaches is,
while they could successfully estimate the overall approximation error, they did
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not provide separate estimates of the error contributions due to the physical
discretization and the uncertainty representation. That is, one can not eas-
ily decide which approximation space to refine first in an adaptive refinement
algorithm.
The need for surrogate models and adaptive methods can be best ap-
preciated when one is interested in parameter estimation based on a Bayesian
calibration procedure. In the case of RANS models, the literature on Bayesian
inference is rather scarce. One should nevertheless mention the work of Che-
ung et al. [40], which describes a Bayesian approach for the calibration of
parameters in the Spalart-Allmaras turbulence model. The previous work was
further extended by Oliver and Moser in [104] to showcase a Bayesian model
selection procedure, in which four different models to characterize uncertain-
ties and four different turbulence models were considered. They were able
to identify the most probable turbulence model and uncertainty representa-
tion that best captured the flowfield obtained from direct numerical simulation
data. However, these numerical experiments were performed on relatively sim-
ple scenarios due to the computational cost and complexity of the simulations.
If one is interested in engineering applications, the proposed calibration proce-
dure will need to be greatly accelerated in order to be viable. A motivation for
this work is the development of a methodology combining surrogate modeling
and goal-oriented error estimation for fast and reliable parameter identification
that can be applied to turbulence modeling.
5
1.2 Objectives and contributions of this work
As mentioned above, the main objective of this work is to develop a
technique based on surrogate modeling and goal-oriented error estimation for
efficient and reliable parameter estimation in turbulence modeling. To achieve
this objective, we proceeded by considering the following goals:
1. Extension of goal-oriented error estimation for nonlinear models in a
deterministic setting: As noted previously, nonlinear contributions to
a posteriori error estimators are typically neglected. We seek here to
perform a more thorough analysis of the application of goal-oriented error
estimation to nonlinear problems. Previous theoretical results by [1, 118,
119] are extended to present a nonlinear form of Céa’s lemma. We also
present numerical justification for scenarios where the nonlinear error
contributions cannot be neglected. Adaptive strategies based on the
previously neglected terms are investigated for Navier Stokes flow past
an obstacle at moderate Reynolds number (Re = 40).
2. Goal-oriented error estimation for partial differential equations with un-
certain data: On that topic, further improvement of the current state-
of-the-art is also needed. Le Mâıtre and Knio [84, Ch. 9], stated in a
section on refinement strategies for uncertainty quantification that:
“Specifically, it is not possible to decide (a) between h or p re-
finement and (b) whether one should enrich the approximation
space Vh [physical] or Sh [stochastic].”
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They go on to emphasize further that,
“[. . . ] better approaches, yet to be conceived, are consequently
needed.”
Development of novel methods that address this issue is one of the aims
of the proposed work. Adaptive procedures for surrogate construction
that have been developed to date typically lack this feature. With the
exception of Butler et al. [33], all of the previously referenced works
on the subject did not have the ability to distinguish between the two
sources of the error. We propose here a computable error estimator that
is capable of separating the two contributions and an adaptive strategy
that refines the approximations either in physical space and/or in pa-
rameter space. The new approach is tested first on synthetic examples
before being applied to the case of incompressible flows past a cylinder at
low Reynolds numbers. We also demonstrate the efficiency of the error
estimator and adaptive strategy for anisotropic refinement on a diffusion
example that depends on ten random parameters.
3. Application of adaptive surrogate modeling to Bayesian model compari-
son: Contributions of the present work culminate with the application to
a Bayesian model comparison for the Spalart-Allmaras turbulence model
with four proposals for the uncertainty characterization. A comparative
study is performed against the work of Oliver and Moser [104], and our
preliminary results look extremely promising. Only minor discrepancies
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are observed between the full model and the use of the adaptive surrogate
in the Bayesian posterior distribution.
1.3 Overview
The dissertation is organized as follows. We begin by reviewing the
well established theory of goal-oriented error estimation for linear problems
in Chapter 2. After presenting the general theory in Section 2.2, results are
presented in 2.3 for benchmark flow scenarios including the Stokes lid-driven
cavity problem. Extensions to the nonlinear setting are presented in Chap-
ter 3. Section 3.2 includes a review and extension of theoretical results, fol-
lowed by numerical justifications. In Section 3.3 we investigate the need to
include previously neglected terms associated with the linearization. Adap-
tive strategies are then examined in Section 3.4. Focus shifts in Chapter 4
to goal-oriented error estimation for partial differential equations with uncer-
tain data. Foundations of probability, and the representation of uncertainty
into the differential equation are detailed in Section 4.1. Error estimation and
decomposition into physical approximation error and uncertainty representa-
tion error are discussed in Sections 4.2 and 4.4, respectively. Finally, adaptive
strategies are examined in Section 4.5. To conclude the work the previously
discussed components are used to perform an efficient Bayesian model compar-
ison for RANS in Chapter 5. Section 5.1 reviews the RANS equations and the
Spalart-Allmaras turbulence model. General results of the application of the
newly proposed adaptive surrogate construction for the RANS model are given
8
in Section 5.2. Efficient Bayesian calibration with surrogate models is exam-
ined in Section 5.3 and the comparison with the Bayesian study performed by
Oliver and Moser [104] is presented in Section 5.4. Concluding remarks, and
a brief discussion on possible extensions and future work are provided in the
final chapter, Chapter 6.
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Chapter 2
Goal-oriented error estimation: Linear theory
In the computational mechanics community a posteriori error estima-
tion techniques are effective tools in estimating and eventually reducing ap-
proximation errors in numerical solutions of initial and boundary-value prob-
lems. Goal-oriented error estimation methods are of particular interest when
specific features of the solution are the primary concern of the simulation.
The practical objective of such techniques is a computable estimate of the
discretization error with proven accuracy and reliability. Babuška and Rhein-
boldt [11] first considered the use of a posteriori error estimation for adap-
tive finite element methods. Their pioneering work paved the way for goal-
oriented error estimation and adaptive methods beginning in the 1990s with
seminal works by Eriksson et al. [51, 52], Becker and Rannacher [16], and
Prudhomme and Oden [108], among others. Since, publications concerning
a posteriori error estimation and adaptivity for finite element methods have
gained tremendous popularity. The books of Ainsworth and Oden [1], Babuška
and Strouboulis [6], and Verfürth [119] provide more extensive reviews of the
field as a whole.
Of continued interest is the application of a posteriori error estima-
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tion to non-linear problems [106, 16, 119] and, more recently, to the field of
uncertainty quantification [33, 32, 84]. Theoretical results for these more com-
plicated problems are far less mature than for deterministic linear problems
and will be explored in the subsequent chapters. In this chapter we review
the foundations of the linear theory for goal-oriented error estimation. We will
restrict our analysis to standard, conforming, continuous finite element spaces,
but the theoretical results extend to more sophisticated discretizations with
minor modification, for example see [19] for the case of nonconforming finite
elements. Starting in Section 2.1, we consider an abstract differential equa-
tion for which we derive the weak formulation and recall classic results for
existence and uniqueness of solutions and for the numerical error in Galerkin
approximation of the problem. In Section 2.2 we proceed with a discussion
on quantities of interest and the corresponding adjoint problem. Again well-
posedness of the adjoint problem and classic error results are included before
focusing on error estimation for quantities of interest and adaptive refinement
of the approximation spaces in Section 2.2.4. Finally, in Section 2.3, the en-
tire process including error estimation and mesh adaptivity, is illustrated for
Stokes flow in a lid-driven cavity.
2.1 Abstract linear model
For linear operators, general results on the existence of a unique so-
lution and convergence of Galerkin approximations are readily available and
can be found in [20, 53], among others. We briefly review these results while
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introducing the notation which will be used throughout this monograph. To
begin, we describe an abstract differential equation as motivation for the weak
formulation of the problem detailed thereafter.
2.1.1 Weak formulation
Let Ω be an open bounded domain in Rd, d = 1, 2, or 3, with Lipschitz
boundary ∂Ω. We use the notation A to represent an abstract linear (second-
order) differential operator and f to represent external forcing. We consider
the abstract differential equation governing the behavior of solution u = u(x),
written as
0 = f(x)−Au(x), x ∈ Ω. (2.1)
Subjected to homogeneous Dirichlet boundary conditions on the boundary ∂Ω,
u(x) = 0, x ∈ ∂Ω. (2.2)
Inhomogeneous Dirichlet boundary conditions can be accommodated through
the use of a lift function; we employ this technique for the cavity problem in
Section 2.3.
Let U be a Banach space and V a reflexive Banach space on Ω1 with
norms ‖·‖U and ‖·‖V . Multiplying (2.1) by an arbitrary v ∈ V integrating over
Ω, performing integration by parts, and applying the boundary conditions (2.2)
1 Appropriate spaces U and V will depend on the specific structure of the operator, as
well as boundary conditions. These statements are kept general on purpose and will be
made more concrete in the context of specific problems.
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leads to the weak formulation,
Find u ∈ U such that
R(u; v) := F(v)− B(u, v) = 0 ∀v ∈ V,
(2.3)
where B : U × V → R and F : V → R are bilinear and linear forms, respec-
tively. Equation (2.3) also introduces the residual form R : U × V → R.
2.1.2 Well-posedness: existence and uniqueness
Existence of a unique solution to (2.3) is established by the General-
ized Lax-Milgram Theorem, a proof of which can be found in [53] (note that
Theorem 2.1.1 is also referred to as the Babuška Lax-Milgram Theorem or
Banach-Nečas-Babuška Theorem).
Theorem 2.1.1 (Generalized Lax-Milgram Theorem). Let U and V be Ba-
nach spaces, V reflexive. Assume B also satisfies the following conditions:
a.) B is continuous, i.e. there is some constant cB > 0 such that
|B(u, v)| ≤ cB ‖u‖U ‖v‖V ∀u ∈ U,∀v ∈ V ; (2.4)







≥ γB ; (2.5)
c.) B satisfies a non-degeneracy condition on U
∀v ∈ V, (∀u ∈ U,B(u, v) = 0)⇒ (v = 0) (2.6)
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Equivalently, the abstract model problem (2.3) can be written in oper-
ator form. Let 〈·, ·〉V ∗,V be the duality pairing on V ∗ × V and let B : U → V ∗
be the unique continuous linear operator such that,
〈Bu, v〉V ∗,V = B(u, v), ∀u ∈ U, ∀v ∈ V, (2.8)
and let F ∈ V ∗ be given by 〈F, v〉V ∗,V = F(v), ∀v ∈ V . Additionally, we
define the residual operator, R : U → V ∗ by R(u) = F −Bu; uniqueness of B
and F implies that R is also unique. Then (2.3) is equivalent to,
Find u ∈ U such that
〈R(u), v〉V ∗,V = 0, ∀v ∈ V.
(2.9)
We will make use of this formulation in the discussion on nonlinear problems
in Chapter 3. As a result of the equivalence between the formulations, if B
satisfies the conditions of Theorem 2.1.1, then B is bijective [53, Corollary
A.46].
2.1.4 Galerkin approximation
We will focus on standard conforming Galerkin approximations of (2.3).
Let Uh ⊂ U and V h ⊂ V represent appropriate trial and test finite element
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spaces, respectively. The Galerkin approximation of (2.3) is then given by,
Find uh ∈ Uh such that
F(vh)− B(uh, vh) = 0 ∀vh ∈ V h.
(2.10)
Provided that B satisfies the conditions of Theorem 2.1.1 on Uh × V h the
discrete problem (2.10) is also well posed. Furthermore, the error u−uh ∈ Uh
satisfies the Galerkin orthogonality property, i.e.
R(uh; vh) = B(u− uh, vh) = 0 ∀vh ∈ V h. (2.11)
Convergence of Galerkin approximations is provided by the well-known
Céa’s Lemma and is the foundation of a priori error estimates. We first
state Céa’s Lemma and then review the results from approximation theory
to establish a priori convergence rates for a family of approximation spaces
parameterized by h.
Theorem 2.1.2. (Céa’s Lemma) Assume that (2.3) and (2.10) are well-posed
in the sense of Theorem 2.1.1, with solutions u and uh, respectively. Then the












‖u− ϕ‖U , (2.12)
where cB is the continuity constant given in (2.4) and γ
h
B is the discrete inf-sup
constant established by (2.5) for (2.10).
In order to establish convergence rates, we recall a result from approxi-
mation theory on the interpolation of functions in Sobolev spaces. The follow-
ing results are provided without proof, see [53, Corollary 1.110] [20, Theorem
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14.3.3] for more details. First recall the definition of a finite element {K,P,Σ}:
a triplet consisting of K a compact connected subset of Rd, P a vector space
of functions on K, and Σ a set of n linear forms σi, i = 1, . . . , n such that the
linear mapping P 3 p 7→ (σ1(p), . . . , σn(p)) ∈ Rn is bijective. The linear forms
σi are called the degrees of freedom and form a basis for the space of linear
maps from P into R [53]. Let Th represent a partition of Ω where the subscript
h denotes the maximum element size of the mesh, namely h = maxK∈Th hK ,
where hK = diam(K). We also define the polynomial space Pk, the space of
polynomials in x ∈ Rd with total degree at most k. We denote the integer
ordered Sobolev spaces by Wm,p(Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), |α| ≤ m}.
Furthermore, when p = 2 we adopt the common notation Hm = Wm,2.
Theorem 2.1.3. Let {K,P,Σ} and V (K) an associated normed vector space.
Assume there exists an integer k such that
Pk ⊂ P ⊂ W k+1,p(K) ⊂ V (K) (2.13)
where 1 ≤ p ≤ ∞. Let {Th} be a shape-regular2family of affine meshes on the
polyhedron domain Ω. Let V hk be the approximation space associated with Th
and {K,P,Σ}, and assume that V hk is W 1,p-conformal (i.e. V hk ⊂ W 1,p). Let
Ihk be the global interpolation operator on V hk , then there exists a constant cI,
independent of h, such that, for all h and v ∈ W s+1,p, 0 ≤ s ≤ k,
∣∣v − Ihk v
∣∣
W 1,p
≤ cIhs |v|W s+1,p . (2.14)
2 The term shape-regular means that for the family of meshes {Th} there exists an r such
that ∀h,∀K ∈ Th, hK/ρK ≤ r, where ρK is the diameter of the largest ball that can be
inscribed inside of element K.
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Equation (2.14) combined with Theorem 2.1.2 can be used to prove the
following result





≤ C̄hs |u|Hs+1 , (2.15)






Error estimates in weaker norms can also be established if U = V and
the linear operator B(·, ·) satisfies two additional assumptions required by the
Lemma of Aubin and Nitsche:
(AN1) The space V can be continuously embedded into a Hilbert space L,
equipped with a continuous, symmetric, and positive definite bilinear
form l(·, ·) and corresponding seminorm |·|L =
√
l(·, ·). Furthermore,
there exists a Banach space Z ⊂ V and a stability constant cS > 0 such
that, for all g ∈ L, the solution ζ(g) to the adjoint problem:
Find ζ(g) ∈ V such that
B(v, ζ(g)) = l(g, v), ∀v ∈ V,
(2.16)
satisfies the a priori estimate ‖ζ(g)‖Z ≤ cS |g|L.
(AN2) There exists an interpolation constant ci > 0 such that





≤ cih ‖v‖Z . (2.17)
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where cA = cBcicS.
Proof. See [19] [53, p.98].
Letting V = H1, L = L2 and combining (2.18) and (2.15) allows one to





≤ cAC̄hs+1 |u|Hs+1 ∼ hs+1 (2.19)
The results of this section provide a strong theoretical foundation on
which the remainder of the chapter will rely. Furthermore, the linear theory
will be crucial in the examination of nonlinear problems in the next chapter.
2.2 A posteriori error estimation
2.2.1 Quantities of Interest (QoI) and the adjoint problems
One is often interested in a particular feature of the response, referred
here to as a quantity of interest. A quantity of interest can usually be rep-
resented as a functional of the solution, Q(u). We restrict ourselves, for the
moment, to bounded linear functionals of the form:
Q(u) = 〈q, u〉U∗,U , (2.20)
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where q ∈ L2(Ω) is the kernel associated with quantity of interest Q. We list
below some common choices for quantities of interest.
Averaged values. The average of the solution u over a subregion ω of





where κω is the characteristic function:
κω =
{
1, x ∈ ω,





Pointwise value. The value of the solution at a specific point x0 in the
domain is given by Q(u) = u(x0). If u ∈ H1(Ω) then this quantity may not




κε(x− x0)u(x) dx, (2.23)








, |x| < ε
0, |x| ≥ ε,
(2.24)
where C is such that
∫
Ω
κε(x− x0)dx = 1.
The aim of goal-oriented a posteriori error estimation is to estimate
the error in the quantity of interest for the discrete solution uh ∈ V h, i.e.






It requires the definition of the so-called adjoint problem, which seeks a gen-
eralized Green’s function associated with the particular quantity of interest Q
[16, 108, 14, 57]. The definition of the adjoint problem is based on the form B
and the quantity of interest Q,
Find z ∈ V such that
B(v, z) = Q(v), ∀v ∈ U.
(2.26)
Provided the primal problem (2.3) is well-posed and the Banach space U is
also reflexive, the well-posedness of (2.26) follows from (2.1.1) and the fact
that Q is continuous [118].
2.2.2 Error representation formula
The key feature of the adjoint solution is that it provides an error
representation formula on which error estimates can be established. Let u and
z be the solutions to (2.3) and (2.26), respectively, and let e = u− uh, where
uh is the solution of (2.10), then
E = Q(u)−Q(uh) = B(e, z), (2.27)
= B(e, z − ϕ), ∀ϕ ∈ V h, (2.28)
= F(z − ϕ)− B(u, z − ϕ), ∀ϕ ∈ V h, (2.29)
= R(uh; z − ϕ), ∀ϕ ∈ V h. (2.30)
Here, we made use of the residual form R : U × V → R.
Remark 2.2.1. In Equation (2.30) we also employed Galerkin orthogonality
(2.11) to introduce the test function ϕ. In the literature the motivation for
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introducing such a function is not always made clear. In fact, due to orthog-
onality, it has no effect on the value of the error itself. From a theoretical
standpoint this step is key in deriving convergence estimates and establishing
error estimators for the error in the quantity of interest, which we demonstrate
below. A practical motivation, in terms of adaptivity, is seldom discussed how-
ever. Using the difference of the adjoint solution and a function in the primal
approximation space (usually the projection of the adjoint solution itself) does
impact the quality of the error indicators used to guide adaptive refinement; we
provide further insight on the topic and demonstrate the effect in the example
at the end of this chapter.
A priori estimates for the error in the quantity of interest are readily
obtained from (2.28). Applying the continuity of B and then taking the infi-
mum of all ϕ ∈ V h proves the following Theorem, originally due to Babuška
and Miller [8, 9, 10]; see also [6, 118].
Theorem 2.2.1. Let u and uh be the solutions to (2.3) and (2.10), respec-
tively, and let z be the solution to the adjoint problem (2.26). Then, under the
assumptions of Céa’s Lemma 2.1.2, the following estimate holds for the error








‖z − ϕ‖V . (2.31)
Since (2.31) involves the product of two errors, it is expected that the
error in the quantity of interest, E , will converge at a higher rate than the
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; higher rates are generally observed in
practice.
In fact, provided the primal and adjoint solutions are smooth enough,
a priori convergence rates can be established for the error in the quantity of
interest in a similar fashion to what was done in the previous section. Us-
ing (2.15) and (2.14) the following corollary is easily proved [118].
Corollary 2.2.2. Using the notation of Theorem 2.1.3, let uh ∈ V h be the
solution of (2.10) with V h = {v ∈ H10 (Ω) : ∀K ∈ Th, v|K ∈ Pk(K)}, and
assume u ∈ Hs+1∩H10 , where 0 ≤ s ≤ k. Additionally, assume z ∈ H t+1∩H10 ,
0 ≤ t ≤ k, to be the solution to (2.26). Then,
∣∣Q(u)−Q(uh)
∣∣ ≤ chs+t |u|Hs+1 |z|Ht+1 , (2.32)
where c is independent of h, but involves the constants cB, C̄, and cI.
Thus, the optimal rate of convergence for the error in the quantity of
interest of h2k can be achieved if t = s = k [118].
2.2.3 Error estimation
The error representation (2.30) is the point of departure from the
derivation of a posteriori error estimates and adaptive strategies with respect
to quantities of interest. However, it involves the adjoint solution z, that can-
not be solved exactly, apart from simple cases. Hence, one must resort to
an appropriate approximation of the adjoint solution z. Several approaches
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have been proposed for establishing error estimates based on (2.30), see [16]
for example. Here we will focus on the straightforward method of solving for
z in a larger approximation space V +, such that V h ⊂ V + ⊂ V . A common
choice for the enriched space is to increase the polynomial order of the finite el-
ement basis, yielding the discrete function space V + [16]. The discrete adjoint
problem is thus,
find z+ ∈ V + s.t. B(v, z+) = Q(v) ∀v ∈ V +.
A computable error estimate can then be obtained using the discrete
primal and adjoint solutions. Let πh denote the projection operator on V h
and let us choose ϕh = πhz+. Then
Q(u)−Q(uh) = R(uh; z − πhz+), (2.33)
= R(uh; z+ − πhz+) +R(uh; z − z+), (2.34)
We introduce the computable error estimator η(uh, z+),
Q(u)−Q(uh) ≈ R(uh; z+ − πhz+) =: η(uh, z+). (2.35)
Since, z+ is higher order, the adjoint error z − z+ is expected to be rela-
tively small so that the second term of (2.34) can be neglected to obtain the
computable estimate (2.35) [16].
Remark 2.2.2. Alternatively, some authors [108, 8, 10] have proposed estima-
tors based on the product of primal and dual error estimates,










If U = V and B defines an inner product on U , then equality is obtained in
the equation above with cB = 1. The parallelogram identity can then be used




‖eu + ez‖2U −
1
4
‖eu − ez‖U , (2.37)
where eu = u−uh and ez = z−zh. In either case, the error in the energy norms
can be approximated using one of the many techniques discussed in the liter-
ature, see [108, 1, 119] for an overview of some such methods. Since estimates
of the primal and adjoint error are obtained independently, this approach even
allows for the solution of the adjoint problem in the same approximation space.
Energy based estimates such as (2.36) are often argued to be overly pessimistic
compared to the dual-weighted residual methods, but it is possible to obtain
upper and lower bounds on the estimators which provides a theoretical foun-
dation for the accuracy and reliability of such estimates [108, 109]. In any
case, we choose to focus on the dual-weighted residual techniques.
2.2.4 Refinement indicators for mesh adaptivity
For the purpose of mesh refinement one has to decompose the global
error quantity (2.35) into local contributions, defined on subdomains of Ω. The
most straightforward approach is to consider contributions on each element of
the mesh. In order to so, (2.35) can be recast as:
η(uh, z+) = R(uh; z+ − πhz+) =
∑
K∈Th





where the element restriction of the residual is obtained by doing element-wise
integration by parts,














where rK is the interior residual f −Auh and the boundary term jK restricted
to element edge e, or jK |e, represents the boundary flux terms for e ∈ ∂K \Ω
and the Neumann boundary conditions if e ∈ ∂Ω [16, 118].
For example, consider Laplace’s equation, A = ∆ and f = 0, with
homogeneous Dirichlet boundary conditions, then
R(uh; z+ − πhz+) = −
∫
Ω



















(nK · ∇uh)(z+ − πhz+)ds, (2.43)
where nK is the outward normal vector on element K. In practice however,
the boundary integrals are typically decomposed into integrals over the edges
















nK · J∇uhK(z+ − πhz+)ds,
(2.44)
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where J∇uhK denotes the jump across element boundaries, J∇uhK = ∇uh|K+−
∇uhK−, for elements K+ and K− adjacent to edge e in the positive and negative
directions, respectively. This form of the estimator suggests an obvious choice












n · J∇uhK(z+ − πhz+)ds
∣∣∣∣∣
(2.45)
The general form of the error indicators is, thus the absolute value of the
expression given by (2.39), where the boundary terms have been decomposed











jK |e(z+ − πhz+)ds
∣∣∣∣∣ , (2.46)
where jK |e will typically involve the jump in fluxes across element interfaces.
Alternatively, the triangle inequality can be applied to (2.46) to limit the
cancellation of errors [119].
Once a set of element error indicators ηK is obtained there are a number
of different ways to use the indicators to drive mesh refinement. In regards to
controlling global error, optimal refinement techniques have been investigated
by numerous researchers, see for example Binev, Dahmen, and DeVore [18],
Carstensen and collarborators [38, 37], and Stevenson [114], to name a few.
Optimal convergence for goal-oriented adaptive refinement has also been inves-
tigated, to a lesser extent, notably by Mommer and Stevenson [94]; although,
they focused on the product of global error estimates (Remark 2.2.2) instead
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of dual-weighted approaches. The present work is primarily concerned with
extending goal-oriented error estimation to new problems, rather than inves-
tigating optimal methods for refinement for established areas of research. We
will therefore consider two classical marking strategies for adaptive mesh re-
finement:
• An element fraction marking strategy which consists of choosing a fixed
fraction α of elements to be refined. The elements corresponding to the
largest indicators are refined.
• Error fraction marking strategy, which consists of refining all elements
within the fraction α of the maximum contribution, i.e.
|ηK′| ≥ αmax
K∈T
|ηK | . (2.47)
In addition to the references on optimal adaptive schemes, see [118, 16] for
other standard marking strategies.
Once an element is marked for refinement, one must also make the
choice between raising the polynomial order of approximation in that element,
often termed enrichment or p-refinement, or splitting the element into new
’child’ elements, called h-refinement or simply refinement. For refinement of
the finite element mesh, we will restrict our approach to h refinement, although
we do explore a type of p refinement for parameter space later in Chapter 4.
When performing the refinement we also take into account the relative
level of neighboring elements. No element is allowed to be more than one re-
finement level above its nodal neighbors. We enforce this limit prior to actually
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Figure 2.1: Diagram of the mesh smoothing procedure. Although the smaller
element is marked for refinement (left), the procedure just refines the lower
right element to homogenize the levels of refinement (right).
performing refinement. Each element marked for refinement is compared to
its neighbors, if any neighbor is a refinement level above the marked element
we mark the neighbor element instead. This can be thought of as a smooth-
ing procedure that reduces the number of spurious refinements. Figure 2.1
depicts an example of the smoothing process, where the dashed lines indicate
an element marked for refinement.
2.3 Stokes problem
In order to illustrate the goal-oriented error estimation and adaptivity
procedures, we consider the Stokes equations in a 2D lid-driven cavity. This
problem represents a common benchmark application for testing fluid flow
simulations and we follow closely here the work of Prudhomme and Oden [109].
We follow the same structure as above; we start by deriving the variational
setting, show that the problem satisfies the conditions of Theorem 2.1.1 and
thus possesses a unique solution; we describe one possible quantity of interest,
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the resulting adjoint equation, and the error representation; finally numerical
results are shown demonstrating the use of the error estimate to drive adaptive
h-refinement and the superior convergence compared to uniform refinement.
2.3.1 Variational formulation
To develop the weak formulation for the Stokes equations in a lid-
driven cavity, we begin by considering the Stokes equations with homogeneous
Dirichlet boundary conditions,
−∆u+∇p = f , in Ω,
∇ · u = 0, in Ω,





In this work, we will use a mixed formulation, although a constrained formula-
tion, such as that suggested in [53], could also be used. Let v ∈ V = [H10 (Ω)]2
and q ∈ Q = L20(Ω) = {q ∈ L2(Ω) :
∫
Ω
q = 0} be test functions for the velocity
and pressure variables, respectively. The zero-mean restriction on Q is used
to remove constant functions from the test space, which are not needed since
∫
Ω
∇ · u dx = 0. Note also that, if p is a solution to (2.48), then so is p+ c for
some constant c, thus it makes sense to seek p ∈ Q.
Multiplying the momentum and continuity equations in (2.48) by the
appropriate test functions, and integrating by parts we obtain the weak for-
mulation: find u ∈ V, p ∈ Q such that
a(u,v) + b(v, p) = F(v), ∀v ∈ V
b(u, q) = 0, ∀q ∈ Q,
(2.49)
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∇u : ∇v dx, (2.50)
b(v, q) = −
∫
Ω




v · f dx. (2.52)
Alternatively, we will write (2.49) as:
find (u, p) ∈ V ×Q such that
B((u, p), (v, q)) = F(v) ∀(v, q) ∈ V ×Q,
(2.53)
where B((u, p), (v, q)) = a(u,v) + b(v, p) + b(u, q).
For the lid-driven cavity problem some care must be taken to account
for the inhomogeneous top boundary (lid) of the domain. Let Ω = (0, 1)×(0, 1)
and for the top boundary (or lid) of the domain define Γ = {x = (x, y) : 0 ≤
x ≤ 1, y = 1} and suppose u = (4x(1− x), 0)T on Γ. We introduce a lift
function uD ∈ [H1(Ω)]2, with ∇·uD = 0, that satisfies the Dirichlet boundary
condition on Γ so that there exists V 3 w = u − uD. The weak formulation
for the lid-driven cavity is thus,
find (w, p) ∈ V ×Q such that
B((w, p), (v, q)) = F̃(v, q) ∀(v, q) ∈ V ×Q,
(2.54)
where
F̃(v, q) = F(v)− a(uD,v). (2.55)
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2.3.2 Well-posedness and Galerkin approximation
We will focus on (2.53) for the moment and deal with the lift func-
tion after well-posedness is established for the case of homogeneous boundary
conditions.
Continuity of B is rather straightforward by equipping the space V ×Q









, and applying Cauchy-Schwarz to (2.50) and (2.51). Further-
more, conditions b) and c) of Theorem 2.1.1 applied to (2.53) are equivalent












∀v ∈ Ker(b), (∀u ∈ Ker(b), a(u,v) = 0)⇒ (v = 0),
(2.56)
where Ker(b) = {v ∈ V : ∀q ∈ Q, b(v, q) = 0} and







That a(·, ·) satisfies (2.56) is due to the fact that
a(u,u) = ‖∇u1‖2L2(Ω) + ‖∇u2‖
2
L2(Ω) (2.58)
and thus Poincaré’s inequality can be applied for each component, proving a is
coercive. Proving that equation (2.57) is satisfied for the Stokes problem relies
on the divergence operator being surjective from V intoQ, i.e. ∇· : [H10 (Ω)]2 →
L20(Ω) is surjective [53, Lemma B.69] [20, Lemma 12.2.3]. Furthermore, if
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∇ · v̂ = q then, there exists a positive constant Cdiv such that
‖v̂‖[H1(Ω)]2 ≤ Cdiv ‖q‖L2(Ω) . (2.59)
This allows for the supremum to be bounded from below by choosing the



















These results are easily extended to the case of inhomogeneous bound-
ary conditions through the lift function. Since the additional terms only appear
on the right-hand side of (2.53), the analysis for B holds the same as in the
homogeneous case. We simply must verify that F̃ still represents a continuous
form on V ×Q, i.e. F̃ ∈ (V ×Q)∗, which follows immediately since F(v) = 0
and a(ud, ·) is clearly continuous on V ×Q.
Well-posedness of the infinite dimensional problem does not immedi-
ately imply that all choices of finite-dimensional approximation spaces result
in a well posed discrete problem; more care must be taken for establishing a
well-posed discrete formulation of (2.53). Let V h ⊂ V and Qh ⊂ Q, the finite
dimensional formulation is given by,
Find (uh, ph) ∈ V h ×Qh such that
B
(






∀(vh, qh) ∈ V h ×Qh.
(2.61)
In order to guarantee existence of a unique solution to (2.61), certain com-
patibility conditions must be satisfied. Specifically (2.57) must hold on the
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discrete spaces V h and Qh [53],








≥ γbh . (2.62)
Equation (2.62) was first examined by Babuška [7] and Brezzi [21], and is
thus often referred to as the Babuška-Brezzi condition. It is well known that
Taylor-Hood elements, where the pressure is approximated with continuous
linear funcitons P1 and the velocity approximated by continuous quadratic
polynomials P2, satisfy the discrete inf-sup condition (2.62) in two dimensions.
See for example [53, Lemma 4.24]. This statement can be generalized to
include higher-order Taylor-Hood type elements (Pk/Pk−1) as well [22, 53].
Thus, elements of this type are well suited for the present application since we
also require a higher-order enriched space in which to approximate the adjoint
solution.
Let {Th} be a collection of shape-regular affine meshes on Ω. For so-
lution of the primal problem (2.61) we seek a continuous solution uh, whose
transformation to the reference element belongs to [P2]2, and likewise for ph
with P1. That is,
V h =
{





qh ∈ C0(Ω) :
∫
Ω
qh = 0 : ∀K ∈ Th, qh(TK(·)) ∈ P1
}
, (2.64)
where TK : K̂ → K represents the transformation operator from the reference
element K̂ to the physical element K.
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2.3.3 Error estimate and error indicators
In the present section we provide a more concrete explanation of the
components of the goal-oriented error estimation framework described in Sec-
tion 2.2 in the case of the Stokes cavity problem. However, since each numerical
example examined in the subsequent sections considers a different quantity of
interest, the definition of Q remains abstract.
Assuming that Q is a bounded linear functional on V ×Q, the adjoint
equation for Stokes reads,
Find (zu, zp) ∈ V ×Q such that
B ((v, q), (zu, zp)) = Q ((v, q)), ∀(v, q) ∈ V ×Q.
(2.65)
Equation (2.65) is well-posed since B has already been shown to satisfy the
conditions of Theorem 2.1.1 and Q ∈ (V ×Q)∗.
As previously suggested, we seek approximate solutions of (2.65) in
an enriched space. For the present case we use higher-order elements (p-









q+ ∈ C0(Ω) :
∫
Ω
q+ = 0 : ∀K ∈ Th, q+(TK(·)) ∈ P2
}
, (2.67)
where Th and TK are as defined earlier. The discrete adjoint equation is as
follows,
Find (z+u , z
+
p ) ∈ V + ×Q+ such that
B
(








), ∀(v+, q+) ∈ V + ×Q+.
(2.68)
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n · J∇uh − pIK(z+u − πhz+u )ds
∣∣∣∣∣ ,
(2.69)
where I represents the (2× 2) identity matrix.
2.3.4 Numerical results
We explore here three different scenarios for adaptive refinement. First,
we use the global error in the solution to guide adaptivity. A common feature
of interest in the lid-driven cavity is the formation of small eddies in the lower
corners. In order to accurately capture the small eddies, we also examine two
local quantities of interest; the vorticity in the lower right region of the domain,
and the pointwise value of the x-velocity at x0 = (0.955, 0.015)
T .
2.3.4.1 Global refinement
If the global accuracy of the solution is the main concern of the analysis,
a posteriori error estimates and indicators can be used to perform adaptivity.
Numerous techniques have been developed for computing error estimates that
focus on the primal solution only; explicit estimators originating from the
work of Babuška and Rheinboldt [11, 12], implicit estimators which require the
solution of additional ‘auxiliary’ local problems [81, 79], and recovery methods
of Zienkiewicz and Zhu [130, 131, 132], to name a few, see [1, 119] and the
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Figure 2.2: Globally adapted mesh for the Stokes lid-driven cavity.
references therein for more extensive examinations of the methods.
The final adapted mesh is shown in Figure 2.2. Notice that the global
refinement focuses on refining the upper corners where the singularities in the
pressure cause significant errors. The fact that ∇ · uh 6= 0 may also contribute
to the refinement pattern in the interior of the domain. In Figure 2.3 we show
the streamlines obtained after global adaptivity. It is clear that the globally
adapted mesh does a poor job of capturing the flow in the lower corners of
the domain; the global adaptivity focuses on the upper corners where the
singularities in the pressure are the dominant source of the error. If the main
feature of interest is the flow in the lower corner of the domain, we can use a
local quantity of interest to adaptively refine the region.
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Figure 2.3: Streamlines in the lower corner of the globally adapted mesh for
Stokes cavity problem.
2.3.4.2 Local vorticity
Using a local quantity of interest we can obtain a better representation
of the flow in the corner. We take the quantity of interest to be the vorticity in
the triangular region ω bounded by the two edges of the domain and the line
connecting the points x1 = (0.9, 0) and x2 = (0, 0.9). As a linear functional
we consider,
Q ((u, p)) = 1|ω|
∫
ω
∇× u dx. (2.70)
With the local vorticity as the quantity of interest we performed goal-
oriented adaptive refinement using the error fraction marking strategy (2.47)
with α = 0.7. After 36 iterations we obtain the mesh and streamlines shown
in Figures 2.4 and 2.5, respectively. Compared to the results for the globally
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Figure 2.4: Adapted mesh for the local vorticity in the Stokes lid-driven cavity.
adapted mesh in Figure 2.3 the streamlines computed using the adapted mesh
are more representative of the true flow in the region.
2.3.4.3 Pointwise x velocity
Following Prudhomme and Oden [109] we select the velocity in the
x direction at a point x0 = (0.955, 0.015)
T as the quantity of interest. We
estimate this QoI by the weighted average
Q ((u, p)) =
∫
Ω
κε(x− x0) u1(x) dx, (2.71)
where κε is the kernel defined in (2.24). We set ε = 0.025; Figure 2.6 shows
the kernel for this choice of ε and x0 parameters.
Using the error indicators discussed in Section 2.3.3 adaptive refinement
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Figure 2.5: Streamlines for the Stokes lid-driven cavity using the adapted
mesh.
was performed with the error fraction marking strategy with α = 0.7. Since
no exact solution is available, a reference solution was computed on the mesh
in Figure 2.7. The quantity of interest evaluated for the reference solution is
used as a replacement for the true quantity of interest in the results below,
and we will denote its value by Q(u).
By targeting the lower-right region of the domain we obtain a much
more accurate representation of the velocity field in that region. As a result
we compute a more accurate estimation of the quantity of interest which we
observe in the convergence results. Convergence of the relative error in the
quantity of interest for uniform mesh refinement and adaptive mesh refinement
is shown in Figure 2.8. Initially, we observe a significant advantage for the
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Figure 2.6: Integration kernel for local QoI defined in (2.71).
adaptive refinement; at this stage refinement is mostly occurring in the lower
right-hand corner near the quantity of interest. After this initial stage both
uniform and adaptive mesh refinement strategies converge at similar rate.
The effectivity of the estimator η|Q(u)−Q(uh)| , shown in Figure 2.9, de-
grades as the mesh is refined. This suggests that the estimator is no longer
accurately capturing the error in the quantity of interest; in fact it is over
estimating the error, hence η|Q(u)−Q(uh)| > 1. One contributing factor is the
use of a reference solution. We expect that the estimate Q(uh) will approach
the reference value Q(u) sooner than than the true value of the quantity of
interest. Thus, the ratio of the estimator to the reference error is larger than
unity even though η may be a more accurate measure of the true error.
The final adapted mesh obtained after 36 refinement steps is shown in
Figure 2.10. The region around the quantity of interest is clearly targeted for
refinement, which was expected considering the adjoint solution in Figure 2.12.
Additionally, some refinement in the upper corners is seen as a result of the
40









Figure 2.7: Reference mesh used to compute a substitute for the exact value
of the quantity of interest (N = 6697).
singularities that exist in the pressure at these points; these singularities can
be seen in Figure 2.11. Lastly, some refinement is observed in the interior of
the domain, which can be attributed to the divergence constraint not being
satisfied exactly.
As we mentioned in Remark 2.2.1 the introduction of the projection into
the error representation formula, while unnecessary for the error estimate, is
crucial for the decomposition of the error estimate into element contributions
for refinement. Figure 2.13 shows the difference between the adjoint solution
and its projection onto the coarse solution space, z+u1 − πhz+u1 . Comparing this
figure to the adjoint solution z+u in Figure 2.12 it is evident that the choice of
weighting in the element residuals, and thus indicators, leads to different refine-
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Figure 2.8: Convergence rates for uniform refinement and goal-oriented adap-
tive refinement.
ment patterns. Subtracting off the projection provides a more representative
measure of what can be gained from improving the approximation relative to
the current solution mesh. That is, the difference z+u1 − πhz+u1 only exhibits
features of the adjoint solution that can not be discerned from approximations
in V h, whereas z+u1 has features that may be adequately approximated on the
current approximation space.
2.4 Concluding remarks
In this chapter, we have reviewed the established theory and fundamen-
tal framework for goal-oriented error estimation and adaptive mesh refinement.
The methodology was applied to a benchmark linear problem, namely a Stokes
42

















Figure 2.9: Effectivity of the estimator,
∣∣∣ ηQ(u)−Q(uh)
∣∣∣ for the Stokes cavity prob-
lem.
flow in a lid-driven cavity. The results are convincing for this straightforward
application, however, the effectiveness of the goal-oriented error estimation
technique for more complex situations is still not fully established. In par-
ticular, the application to nonlinear problems is still a topic of research. We
examine this subject in the subsequent chapter.
43









Figure 2.10: Adapted mesh for velocity u1 in the lower-right region of the
domain.
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Figure 2.11: Primal solution fields for Stokes flow in lid-driven cavity.
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Figure 2.12: Adjoint solution fields for Stokes flow in lid-driven cavity.
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in the lower right corner of the cavity.
47
Chapter 3
Goal-oriented error estimation: Nonlinear
theory
In contrast to the linear case, general results on the existence and
uniqueness of solutions to non-linear problems are limited and usually de-
pend on the specifics of the given data: domain, boundary conditions, forcing,
etc. We will focus on a particular form of nonlinear problems, described in
Section 3.1, and make appropriate assumptions in order to prove results ap-
plicable to the class of problems we will consider.
Similarly to Chapter 2, we will begin by describing an abstract model
problem in Section 3.1, first reviewing some necessary elements of differential
calculus, and then discussing some results on the existence and uniqueness
of solutions where available. In Section 3.2, we describe the extension of the
goal-oriented error estimation framework to nonlinear problems, developing
an exact error representation in the process. A practical representation of the
exact error in the quantity of interest introduces a residual term, as in the linear
case, and higher-order terms with respect to the error due to the linearization
of the adjoint problem. The nonlinear terms are, in general, simply neglected
without strong evidence for the terms to be negligible. We examine some of
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the shortcomings of such an approach in Section 3.3. Finally, in Section 3.4 we
propose error indicators based on estimating the contribution of the nonlinear
terms, and demonstrate their use on a Navier-Stokes problem.
3.1 Abstract nonlinear model
3.1.1 Differential calculus in Banach spaces
We begin with a review of relevant concepts on differentiation in Banach
spaces. Most of the content can be found in texts on nonlinear functional
analysis, for example [129, 46, 4], and as a result are provided without proof
or further discussion.
In more than one dimension, there are two basic notions for the concept
of differentiability. The stronger of the two is Fréchet differentiability and
stems from the idea of approximating a nonlinear map by an affine function.
Definition 3.1.1. (Fréchet differentiable map) Let B : U → Y be a nonlinear
map where U ⊂ X is open and X and Y are normed linear spaces. For an
element u ∈ U , B is said to be Fréchet differentiable at u if there exists a
bounded linear map, denoted B
′




= o(‖w‖X), ∀w ∈ U (3.1)








(u) the Fréchet derivative of B at u.
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If B is Fréchet differentiable, then B
′
(u) is unique and B is continuous
at u. A weaker notion of differentiability is given by Gâteaux differentiability.
Definition 3.1.2. (Gâteaux differentiable map) Let B : U → Y . Then, the







[B(u+ θw)−B(u)] , (3.3)
provided the limit exists. If the Gâteaux derivative exists for all w ∈ U then
B is said to be Gâteaux differentiable at u.
If B is Fréchet differentiable, then B is also Gâteaux differentiable; the
converse however is not necessarily true.
With the notion of differentiability established, higher-order derivatives
can be readily defined. We use the notation B
′′
(u)(w1, w2) for second order
derivatives and B(n)(u)(w1, . . . , wn) for n > 2. Other concepts from finite-
dimensional differentiation are readily established as well; of particular interest
here is Taylor’s theorem.
Theorem 3.1.1. (Generalized Taylor’s Theorem) Let u ∈ U and assume that
the derivatives B(k)(u) exist for k = 1, . . . , n. Then, for w such that u+w ∈ U ,








+ · · · + 1
n!
B(n)(u)(w, . . . , w) + rn(u,w),
(3.4)






B(n+1)(u+ sw)(w, . . . , w) (1− s)n ds, (3.5)
and rn(u,w) = O(‖w‖n+1X ).
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3.1.2 A class of nonlinear problems
We are now equipped to discuss a particular class of nonlinear problems
of interest: second-order nonlinear differential operators of the form
−∇ · a(x, u,∇u) = b(x, u,∇u), in Ω,
u = 0, on ∂Ω,
(3.6)
where b ∈ C(Ω×R×Rd,R) and a ∈ C1(Ω×R×Rd,Rd) satisfies the condition
that the matrix of partial derivatives,










, 1 ≤ i, j ≤ d, (3.7)
is positive definite for all x ∈ Ω, y ∈ R, z ∈ Rd [119, 1]. For appropriately
chosen Banach spaces U and V , U reflexive, the weak formulation of (3.6) can
be written as,
Find u ∈ U such that
B(u; v) = F(v), ∀v ∈ V,
(3.8)
where the forms B : U × V → R and F : V → R are linear in v and their
specific definition depends on v. The spaces U and V are typically Sobolev
spaces W 1,p0 for appropriate choices of 1 < p <∞ that depend of the particular
form of a and b. As we did for the linear case we also write (3.8) in operator
form,
Find u ∈ U such that
〈B(u), v〉V ∗,V = 〈F, v〉V ∗,V , ∀v ∈ V.
(3.9)
where 〈B(u), v〉V ∗,V = B(u; v) for all u ∈ U and v ∈ V . We will also use the
residual operator R : U → V ∗ defined by,
〈R(u), v〉V ∗,V = F(v)− B(u; v), (3.10)
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and the associated residual form R(u; v) = 〈R(u), v〉V ∗,V
3.1.3 Regular solutions of nonlinear problems
In order to establish error estimates for approximations of (3.8) we
introduce the concept of regular or nonsingular solutions.
Definition 3.1.3. If B is differentiable at u and, in addition, B′(u) : U → V ∗
is a bijection, then u is said to be a regular or nonsingular solution to (3.9).
Thus, we enforce more restrictive conditions on B′(u), which will also
allow us to establish a well-posed linearization of (3.8). We can relate these
conditions on B′(u) to the derivative of the form B by noting that









[B(u+ θw; v)− B(u; v)] := B′(u;w, v). (3.12)
Bijectivity of B′(u) is equivalent to the linearized form B′(u; ·, ·) : U × V → R
satisfying the conditions of Theorem 2.1.1, meaning the linearized problem,
Find w ∈ U such that
B′(u;w, v) = 〈F, v〉V ∗,V , ∀v ∈ V,
(3.13)




‖F‖V ∗ , (3.14)
where γB′ (u) is the inf-sup constant for B
′
(u; ·, ·) from condition (2.5) [118, 53].
Regular solutions exclude bifurcation points and limit points. Verfürth
has extended in [119] these results to branches of solutions that include simple
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limit and bifurcation points. The details are beyond the scope of the present
work, but the extension essentially amounts to expanding the spaces U and V
and modifying B [23, 119].
3.1.4 Galerkin approximation
Let Uh ⊂ U and V h ⊂ V be finite-dimensional approximation spaces,
then, the discrete version of (3.8) is given by,
Find uh ∈ Uh such that
B(uh; vh) = F(vh), ∀vh ∈ V h.
(3.15)
Or, equivalently, in operator notation,










, ∀vh ∈ V h.
(3.16)







≥ γB′h(u) > 0, (3.17)
where the inf-sup constant γB′h
(u) depends on the singular solution u, but is
clearly independent of uh and vh.
Let L(U, V ∗) represent the space of continuous linear maps from U into
V ∗ and define the ball Bε(u) = {w ∈ U : ‖u− w‖U ≤ ε}. If R
′
(u) is Lipschitz
continuous in a neighborhood of the singular solution u, i.e. there exists ε > 0




≤ cL ‖u− w‖U , ∀w ∈ Bε(u) (3.18)
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then, provided that the approximate solution uh is close enough to the sin-
gular solution, one can prove general error estimates for the discrete solution
uh [118, 119, 1]. Ainsworth and Oden [1] and Verfürth [119] both present
similar bounds on the energy norm of the error in terms of the norm of the
residual. Under similar assumptions, Van der Zee [118] proves an error esti-
mate near nonsingular solutions similar to Céa’s lemma, but with additional
higher-order terms. We extend the results of Van der Zee and incorporate the
results of Ainsworth and Oden [1] and Verfürth [119] to prove the following
theorem and its corollary.
Theorem 3.1.2. (Extension of Céa’s Lemma to Nonlinear Problems) As-
sume that u is a nonsingular solution to (3.8), that B is differentiable at u,
and that B
′
(u) ∈ L(U, V ∗), which also implies B′(u) is a bijection. Further-
more, assume R′(u) is Lipschitz continuous with constant cL and the linearized
problem (3.13) is well-posed with discrete inf-sup constant γB′h
(u). Then, the





















where cB′ (u) is the continuity constant for B′(u; ·, ·).










which we can bound using the discrete inf-sup condition






B′(u;uh − ϕ, vh)
‖vh‖V
(3.21)
and using the linearity of B′










The linearized form B′(u; ·, ·) is continuous, with continuity constant cB′ (u),
thus
∣∣∣B′(u;u− ϕ, vh)


























Turning out attention to the second term of (3.24) we make use of the








∀vh ∈ V h, (3.25)







































[−B(u+ θw; v) + B(u; v)] (3.28)
= −B′(u;w, v). (3.29)
Then, letting e = u− uh,




















































































Lipschitz continuity of R
′
leads to,

































and taking the infimum over all ϕ ∈ V h completes the proof.
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A stronger result easily follows given more restrictive conditions on uh.
























Similar to the linear case, we can use the result of Céa’s Lemma (specif-
ically Corollary 3.1.3) and Theorem 2.1.3 to establish a priori convergence
estimates for Galerkin approximations on a family of meshes.
Theorem 3.1.4. Under the more restrictive assumptions of Corollary 3.1.3,




≤ C̄hs |u|Hs+1 , (3.40)










With the nonlinear version of Céa’s Lemma 3.1.2, convergence in weaker
norms can also be established in a similar manner to using the Aubin-Nitsche
Lemma. To do so, we require an extension of the linear Aubin-Nitsche lemma
that relates to the linearized operator; a similar result has been shown by
Wheeler [124].
Theorem 3.1.5. (Extension of Aubin-Nitsche Lemma to Nonlinear Problems)
Let u ∈ U and assume that the linearized operator B′(u; ·, ·) satisfies (AN1) and
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where cA = cB′ (u)cicS and L is as defined in (AN1).
Proof. Recall that L is a Hilbert space equipped with a continuous, symmetric,
and positive definite bilinear form l(·, ·) and corresponding seminorm |·|L =
√
l(·, ·). The adjoint problem for (AN1) is now given by,
Find ζ(g) ∈ V such that
B′(u; v, ζ(g)) = l(g, v), ∀v ∈ V,
(3.42)












B′(u; e, ζ(g)) = B′(u; e, ζ(g)− vh), ∀vh ∈ V h. (3.44)
First using the continuity of B′ , and then taking the infimum on V h we find,






Making use of (AN2) followed by (AN1) we arrive at,
B′(u; e, ζ(g)) ≤ cB′ (u)cih ‖e‖V ‖ζ(g)‖Z , (3.46)
≤ cB′ (u)cicSh ‖e‖V |g|L . (3.47)
Substitution of this result into (3.43) completes the proof.
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Provided the linearized operator B′(u; ·, ·) satisfies the conditions of the
Aubin-Nitsche Lemma (Lemma 3.1.5), we can establish a convergence result
for the L2-norm of the error in the discrete approximation.
Theorem 3.1.6. Let B′ satisfy the conditions of Theorem 3.1.5 and Theo-




≤ cAC̄hs+1 |u|Hs+1 . (3.48)
We have demonstrated that, a priori error estimates can be proven
with some fairly restrictive conditions on the nonlinear operator B and its
Fréchet derivative B′. In addition, convergence rates in terms of mesh size
h with respect to weaker norms can be established using a straightforward
extension of the Aubin-Nitsche Lemma. These results will play an integral
role in establishing a posteriori error estimates in the following section.
3.2 Nonlinear a posteriori error estimation
We now focus on the extension of the results of Section 2.2 to the
nonlinear problem (3.8). In addition to the operator to being nonlinear, the
quantity of interest functional can also be a nonlinear functional on V . For
example, we will consider a functional that is representative of the kinetic





Of course, the results in this section are general enough to apply to the case
that either the differential operator or the quantity of interest functional only
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is nonlinear.
3.2.1 Linearized adjoint equations and nonlinear QoI
In the case of nonlinear problems, the notion of the adjoint problem
can be extended by considering a linearization of the operator associated with
the primal problem. However, one question that immediately arises concerns
the linearization point at which one should define the derivative.
One approach for constructing a linearized operator is to use the secant
form, or a mean-value linearization. Assuming B is differentiable in a subset
of V containing u and uh, mean-value linearization yields,
Bs(u, uh;w, v) =
∫ 1
0
B′(uh + s(u− uh);w, v)ds, (3.50)
where B′(u;w, v) is given by (3.12). With this choice of linearization one can
define an “exact adjoint problem” [16, 118],
find z ∈ V such that
Bs(u, uh;w, z) = Qs(u, uh;w), ∀w ∈ V.
(3.51)
As a result, one can derive an exact error representation for the error in the
quantity of interest, similar to that in the linear case. However, this approach
is impractical since the definition of the secant form depends on the unknown
exact solution u.
Instead, we will proceed by linearizing around uh and developing an
exact representation, where the dependence on u only appears in the higher-
order terms. Let e = u− uh and assume B is twice differentiable. We employ
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Taylor’s Theorem to linearize the residual about the approximate solution,
B(u; v)− B(uh; v) = B′(uh; e, v) + ∆B(uh, e, v), ∀v ∈ V, (3.52)
where the higher-order remainder, ∆B, can be written using (3.5) as
∆B(u
h, e, v) =
∫ 1
0
B′′(uh + se; e, e, v)(1− s) ds. (3.53)
Similarly, we can linearize the quantity of interest functional,
Q(u)−Q(uh) = Q′(uh; e) + ∆Q(uh, e), (3.54)





Q′′(uh + se; e, e)(1− s) ds. (3.55)
If Q is, in fact, a linear quantity of interest, then Q′(uh; e) = Q(e) and
∆Q(u
h, e) = 0. The adjoint problem can then be defined as,
find z ∈ V such that
B′(uh; v, z) = Q′(uh; v), ∀v ∈ V.
(3.56)
In an analogous way to the linear case, the primal problem being well-posed
implies the well-posedness of the adjoint problem. However, in the nonlinear
case it is the well-posedness of the linearized primal problem that is important.
That is, provided (3.13) is well-posed for any F ∈ V ∗, we must have that (3.56)
is well-posed if Q′(uh; ·) ∈ V ∗.
Remark 3.2.1. Notice that the operator B′ is the same linearized operator one




With the definition of the linearized adjoint equation, we are now ready
to establish an error representation formula for the error in a, possibly nonlin-
ear, quantity of interest for a nonlinear differential equation of the form (3.6).
The procedure follows the same process as in the linear case. We are
interested in the error in the quantity of interest for the discrete solution
uh ∈ V h,
E = Q(u)−Q(uh), (3.57)
where Q may be a nonlinear functional on V . Using the linearizations (3.54)
and (3.52), and the definition of the linearized adjoint equation (3.56),
E = Q(u)−Q(uh) = Q′(uh; e) + ∆Q(uh, e), (3.58)
= B′(uh; e, z) + ∆Q(uh, e), (3.59)
= R(uh; z)−∆B(uh, e, z) + ∆Q(uh, e), (3.60)
= R(uh; z − ϕ)−∆B(uh, e, z) + ∆Q(uh, e), (3.61)
for all ϕ ∈ V . Due to the complexity of estimating ∆B and ∆Q, and the fact
that they are deemed to be higher-order, the term is often neglected [16, 14, 57].
In many situations the remainder terms are in fact higher order. However, all
that can be proven about them in general is that ∆B,Q = O(‖e‖2U). When the
approximation uh is far from the exact solution u, ‖e‖U may remain large for
the remainders to be non negligible, and in fact the rate of convergence may be
slow enough to make them rather important. The problem could, for example,
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appear in an adaptive procedure with respect to a quantity of interest in which
the resulting adapted meshes would fail to the global errors O(‖e‖2U). Incor-
porating the higher-order nonlinear terms into an error estimation procedure
is the focus of the next section. For the remainder of this section, we proceed
assuming the nonlinear contributions are negligible and demonstrate that this
assumption is valid for some problems and provides reasonable results.
3.2.3 Classical error estimation
While we do not advise using this approach for all problems, we demon-
strate in what follows that the approach may be effective in some situations.
Suitable nonlinear problems allow for (3.61) to be used by simply neglecting
the higher order terms.
To that end we must deal with the fact that, although neglecting the
remainders in (3.61) provides a tractable estimate, it still requires the exact
adjoint solution z. As we did for the linear adjoint, we seek an approximate
adjoint solution in an enriched space V +,
find z+ ∈ V + such that
B′(uh; v+, z+) = Q′(uh; v+), ∀v+ ∈ V +.
(3.62)
Replacing z with the approximate adjoint z+ in (3.61), and dropping the
remainder terms, we obtain a computable error estimate
Q(u)−Q(uh) ≈ ηR(uh, z+) := R(uh; z+ − πhz+). (3.63)
As error indicators, we propose to use the same procedure as for the linear
case and break the global residual into element-wise contributions η(uh, z+) =
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∑
K∈Th ηK . Following that, adaptive mesh refinement can again proceed by
marking elements based on a chosen strategy; element fraction or error fraction
in our case.
Example: Nonlinear Burgers’ equation. As prototype non-linear ex-
ample, we choose the 1D Burgers’ equation. Its relative simplicity makes it
acceptable for the application of the simplified error estimation approach dis-
cussed above. In addition, it has been used as a test case on several occasions;
in particular it is examined in the literature on a posteriori error estimation
for differential equations with uncertainty [84, 89], which we will discuss in
Chapter 4.
In the notation of (3.6) we can write the standard Burgers’ equation
by setting a(x, u,∇u) = µ∇u and b(x, u,∇u) = −u · ∇u, where µ represents
the fluid viscosity. In one spatial dimension, this equates to
− µuxx + uux = 0, x ∈ Ω = (−1, 1). (3.64)
Typical boundary conditions are nonhomogeneous Dirichlet boundary condi-
tions of the form,
u(−1) = u− u(1) = u+, (3.65)
We wish to evaluate the performance of the estimator compared to the exact er-
ror; for that reason, we prefer to use the boundary conditions u− = tanh(1/2µ)
and u+ = − tanh(1/2µ), for which the exact solution reads,
u(x) = − tanh(x/2µ), (3.66)
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that will be used to compute errors in the numerical results below.
We will again make use of a lift function uD to take care of boundary
conditions and arrive at a weak formulation in the setting of homogeneous
Dirichlet boundary conditions. Let uD ∈ H1(Ω) satisfy the boundary condi-
tions (3.65), for example uD(x) = − tanh(1/2µ)x, and let U = V = H10 (Ω),
then u− uD = w ∈ V . The weak formulation of (3.65) can be written as,
find w ∈ V such that,














We also define the residual form R(w; v) = F(v)− B(w; v).
In practice, of course, we cannot solve (3.67) exactly, and instead seek
the approximate solution in the finite element space V h;
find wh ∈ V h such that,
B(wh; vh) = F(vh) ∀vh ∈ V h.
(3.70)
As mentioned previously, we will use Newton’s method to solve for the solution
to the nonlinear problem. Linearizing about the present iterative solution whn,




B′(whn; dw, vh) = R(whn; vh) ∀vh ∈ V h, (3.71)
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where
B′(u; û, v) =
∫
Ω
µûxvx + ûuxv + uûxv − ûuDvxdx. (3.72)






As discussed above, since (3.73) is a nonlinear functional of the solution, we




uûdx ∀û ∈ V. (3.74)
With the linearized form of the operator (3.72) and functional (3.74), we define
the discrete adjoint problem,
find z+ ∈ V + such that,
B′(wh; v+, z+) = Q′(wh; v+) ∀v+ ∈ V +.
(3.75)
One can then obtain a computable error estimator for the 1D Burgers’
equation using (3.63). In Figure 3.1 we show the convergence of the error
in the quantity of interest for uniform h refinement. The a posteriori error
estimator obtained by neglecting the nonlinear terms, as traditionally done in
the literature, does provide a reasonable estimate of the exact error, both in
magnitude and in terms of the rate of reduction.
To further investigate the nonlinear terms we make use of the following
relationships,
B′′(u; û, ˆ̂u, v) =
∫
Ω

















Figure 3.1: Convergence of error components for nonlinear Burgers’ problem
with uniform mesh refinement.
and




We can define the nonlinear terms from (3.61)
∆B(u
























Making use of Theorem 3.1.6, specifically ‖e‖L2(Ω) ∼ h2 (where h is the element
size), we can establish asymptotic convergence rates for the nonlinear terms






|e|2 dx = ‖e‖2L2(Ω) . (3.80)
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To estimate the rate for the nonlinear contribution of the operator, ∆B, we re-
quire the additional assumption that zx be continuous. Under this assumption,






∣∣ |zx| dx ≤ ‖e‖2L2(Ω) ‖zx‖L∞ , (3.81)
Thus, provided ‖zx‖L∞ is defined ∀h, we can expect |∆B| ∼ h4 as well. In
Figure 3.1 we see that these rates are in fact observed in practice. The com-
putation of ∆B,Q requires the exact adjoint z and the exact error in the primal
solution e. Since we known the exact solution for the present problem, we
could use it to compute e = u − hh. However, to obtain a more practical
estimate of the nonlinear terms we use a reference solution computed in an
enriched space v++ ∈ V ++ ⊃ V + in place of the exact solution. Likewise we
obtain a reference adjoint solution z++ ∈ V ++.
As evidenced by the example above, the practice of neglecting the
higher-order contributions to the error representation is valid for some prob-
lems. Using the residual term only as an error estimator tracks well with the
exact error; the nonlinear terms are shown to be both higher-order and signifi-
cantly smaller in magnitude than the residual term for the Burgers’ problem in
one dimension. We will demonstrate in the next section that this is not always
the case and these terms may in fact be on the same order of the residual in
terms of convergence rates and, more importantly, perhaps, in magnitude.
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3.3 A case for improved estimates
While previous section suggests that neglecting the remainder terms in
the error representation can lead to a meaningful error estimate, this is not
always the case. The emphasis of this section is to show that in some problems
∆B and ∆Q are of the same order as the residual term and may thus have a
significant impact on the usefulness of the a posteriori error estimate, if these
terms were to be neglected.
Example: nonlinear diffusion (sub-optimal convergence) As moti-
vation for investigating these terms we examine a nonlinear diffusion problem.
We first show that the rate of convergence of the residual remainder term ∆R
is of the same order as the residual term itself. Numerical results are then
provided that corroborate this claim.
Consider the nonlinear diffusion problem in one spatial dimension given
by,
−∇ · (A(ux)ux) = f, x ∈ Ω = (0, 1), (3.82)
with homogeneous Dirichlet boundary conditions,
u(0) = u(1) = 0. (3.83)
Here the diffusion coefficient has a nonlinear dependence on the solution,





and the forcing term in (3.82) is determined by the use of the manufactured
solution,














The graphical representation of manufactured solution is shown in Figure 3.2.
Let U = V = H10 (Ω), then the weak formulation of (3.82) can be written as,











Figure 3.2: Manufactured solution for the nonlinear diffusion problem.
find u ∈ U such that,
















(A′(u;w)ux + A(ux)wx) vxdx. (3.89)




u2dx. The error estimation procedure follows the standard proce-
dure of neglecting the higher-order terms, as in the previous section; corre-
sponding results are shown in Figure 3.3. Initially, the estimator R(uh; z+ −
πhz+), and exact error Q(u) − Q(uh) show some pre-asymptotic variability.
Eventually both stabilize and the estimate performs well in terms of tracking
the trend of the error. However, the estimate consistently underestimates the
true error by nearly an order of magnitude. Examining the previously omitted
nonlinear terms explains why.
Since we consider the same quantity of interest as as in the Burgers’
case, we know that |∆Q| ∼ h4. For the nonlinear residual term, we first note
that

























We can again derive an estimate for the convergence rate of the nonlinear term
by making the assumption that z is continuously differentiable. Additionally,
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Figure 3.3: Convergence of error components for nonlinear diffusion problem
with uniform mesh refinement.








. Still, we can only go









‖ex‖2 ‖zx‖L∞ (1− s)ds ∼ h2. (3.92)
Where we used the fact that ‖ex‖L2 ∼ h. In contrast to the previous example,
the rate of convergence is the same as that of the residual itself. The numerical
results in Figure 3.3 support this claim. In fact, the nonlinear term not only
exhibits the same rate of convergence, but the magnitude is surprisingly larger
than that of the residual term. The effectivity index for the estimator ηR is
only 0.035, while the nonlinear contribution is much closer to the exact error,
yielding a ratio of |∆B| / |E| = 0.21, where E = Q(u) − Q(uh). This would
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suggest the development of alternative estimators that take into account the
nonlinear terms.
While we do not expect the nonlinear contribution alone to be an ac-
curate representation of the error in the quantity of interest, the previous
example shows that an enhanced estimator taking into account the nonlinear
terms would actually be more accurate than the traditional ηR. In order to
construct a computable estimator of this form we need to evaluate the functions
e and z. For z, we can naturally use z+ and for e, we propose e+ = u+ − uh,
where u+ ∈ V + is the solution to the primal problem in the enriched space.
With that we define the estimator,
η∆ = −∆B(uh, e+, z+) + ∆Q(uh; e+). (3.93)
An alternative could be to combine the residual and nonlinear terms, namely
ηB
′
= B′(uh; e+, z+) + ∆Q(uh; e+). (3.94)
This estimator attains an effectivity index
∣∣ηB′
∣∣ / |E| = 0.24 for the previous
example, somewhat better than either of the other two previous estimators.
Results from the nonlinear diffusion problem suggest that the nonlinear
terms may need to be included in the estimator for some nonlinear problems,
in order to obtain accurate estimates of the error in quantities of interest.
Since the higher-order terms may significantly contribute to the overall error,
one naturally wonders whether including those terms in refinement indicators
may influence an adaptive refinement procedure. In the next section, we in-
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vestigate the different indicators based on above estimates, with and without
the nonlinear terms in the error representation.
3.4 Adaptive mesh refinement for nonlinear problems
In light of the previous section, it is worth considering the effect, if any,
the nonlinear terms may have on mesh adaptivity. Since classical approaches
generally assume that the nonlinear terms can be neglected in the a poste-
riori error estimation framework, their influence on adaptive refinement has
never been studied, to our best knowledge, in detail and is the subject of the
presentation below.
Our basic hypothesis is that the nonlinear terms may indicate mesh
refinement in regions of the domain where nonlinear effects dominate prior to
the residual term alone would do so. To analyze this concept we perform an
adaptive study for Navier-Stokes flow past an obstacle in a channel. Three
different refinement indicators are compared; the first being the classical in-
dicator obtained by neglecting the nonlinear contributions. Then we consider
indicators based on the nonlinear term only and the combination of the resid-
ual and nonlinear terms. At the end of this section numerical results are shown
for refinement, as well as the estimators discussed above.
3.4.1 Model problem: Incompressible flow past an obstacle
We begin by defining the setting of our model problem, namely the
simulation of a viscous flow past an obstacle. A square obstacle is placed in a
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Figure 3.4: Computational domain and initial finite element mesh for Navier-
Stokes flow past a square obstacle.
2D channel, as shown in Figure 3.4. The flow is governed by the incompressible
Navier-Stokes equations,
{
−ν∆u+ u · ∇u+∇p = 0,
∇ · u = 0, in Ω, (3.95)










, x ∈ Γi, (3.96)
u = 0, x ∈ Γw ∪ Γsq, (3.97)
(ν∇u− pI) · n = 0, x ∈ Γo, (3.98)
where Γi, Γo, Γw, and Γsq are the inflow, outflow, wall, and obstacle boundaries,
respectively. The viscosity ν will be chosen as the dimensionless value ν = 0.05.
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The initial finite element mesh used in all computational studies is also shown
in Figure 3.4. We define the Reynolds number based on the diameter of the










dx = 4 (3.99)
The Reynolds number for our particular flow is thus given by Re = 40. This
value was selected small enough in order to obtain a stationary and laminar
solution, yet large enough so that the convective term is not negligible.
As we did for the Stokes problem of Chapter 2, we use here a mixed for-
mulation for the Navier-Stokes equations. Let V = [H10 (Ω)]
2 and Q = L20(Ω),
and define the lift function uD ∈ [H1(Ω)]2 that satisfies the inhomogeneous
boundary condition on Γ, so that V 3 w = u− uD. Then, we can define the
weak formulation of (3.95),
find (w, p) ∈ V ×Q such that
B((w, p); (v, q)) = F((v, q)) ∀(v, q) ∈ V ×Q,
(3.100)
where
B((w, p); (v, q)) = a(w;v) + (w · ∇uD + uD · ∇w, v)L2(Ω)
+ b(v, p) + b(w, q) (3.101)





∇w : ∇v +w · ∇w v dx, (3.103)
76
and
b(v, q) = −
∫
Ω
q∇ · v dx. (3.104)
Let V h ⊂ V and Qh ⊂ Q be conforming finite element spaces. The finite
dimensional formulation of (3.100) is given by,
find (wh, ph) ∈ V h ×Qh such that
B((wh, ph); (vh, qh)) = F((vh, qh)) ∀(vh, qh) ∈ V h ×Qh.
(3.105)
We will use analogous finite element approximation spaces as we did in Chap-
ter 2, Pk/Pk−1, to discretize (3.105). Again, to solve (3.105) numerically we
will use Newton’s method and the update equation (3.71) with
B′ ((u, p); (û, p̂), (v, q)) =
∫
Ω





û · ∇uD + uD · ∇û
)
v dx+ b(û, q), (3.106)
For the quantity of interest we will consider the pointwise value of the x-
velocity at a point, x0 = (1.0,−1.0)T , directly behind the obstacle. Borrowing
from our treatment of pointwise quantities of interest in Section 2.3.4.3, we
can estimate the quantity ux(x0) by the functional
Q ((u, p)) =
∫
Ω
κε(x− x0) u1(x) dx, (3.107)
where κε is given by (2.24), and we set ε = 0.25. Note that (4.42) is a linear
functional of (u, p). We then define the linearized adjoint problem,
find (zu, zp) ∈ V ×Q such that
B′ ((u, p); (v, q), (zu, zp)) = Q ((v, q)), ∀(v, q) ∈ V ×Q.
(3.108)
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The finite dimensional counterpart to (3.108) is obtained in the enriched func-
tions spaces V + and Q+, defined in (2.66) and (2.67), respectively. That is,
find (z+u , z
+
p ) ∈ V + ×Q+ such that
B′
(








, ∀(v+, q+) ∈ V + ×Q+.
(3.109)
We also derive the nonlinear term ∆B
(
(uh, ph), (eu, ep), (zu, zp)
)
, based
on the second derivative of B since we will make use if it in defining the error
indicators in the following section. First, note that,
B′′
(

















eu · ∇eu zu dx. (3.111)
The exact error eu and adjoint zu are not available for the present problem, as
they were in the simpler examples above. Instead, we will estimate the nonlin-
ear term using the higher-order adjoint solution z+u and a higher-order primal
solution u+ ∈ V +; since this solution will only be used in the computation
of the nonlinear term there is no concern regarding Galerkin orthogonality.
Obtaining the enriched solution u+ represents a significant amount of addi-
tional computational work, just to obtain an estimate of the nonlinear error
in uh and it may not be practical to use this approach in practical engineering
applications. However, since the present focus is on researching the effect of
these features, it is reasonable in this case; should the inclusion of the nonlin-
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ear term prove valuable, further research could focus on making the process
more computationally efficient.
We may expect that the accuracy of the solution could influence the
residual R and the nonlinear term ∆B differently in different regions of the
domain. With the traditional estimator ηR, we expect refinements to target
the region near the quantity of interest as well as regions where the primal
error is large, such as the singularities around the corners of the obstacle. The
nonlinear terms may lead to similar results, but it is difficult to anticipate
how the combination of both terms might impact the optimal mesh. In the
next section, we define element indicators which should identify regions of the
domain that are important for obtaining an accurate approximation of the
quantity of interest.
3.4.2 Element error indicators
Before proposing two new indicators that incorporate the nonlinear
effects, we first recall the definition of the traditional error indicators used
in the study of linear problems. Motivated by the error estimator (3.63), we





















u − πhz+u , z+p − πhz+p ))
=
(
ν∆uh − uh · ∇uh −∇ph
)
· (z+u − πhz+u )
+ (∇ · uh)(z+p − πhz+p ), (3.113)
where the subscript K denotes the restriction to element K and
jhK((z
+
u − πhz+u , z+p − πhz+p )) = n · J∇uhK(z+u − πhz+u ) (3.114)
Using the higher-fidelity solutions u+ and z+, we define an error indi-


















In all likelihood one would not devise a refinement procedure based on η∆K
alone. It may be useful in an alternating strategy where the element error
indicators ηRK or η
∆
K are used based on the relative magnitude of the associated
estimators ηR and η∆. In any case, we will still consider a refinement strategy
based on η∆ only in the numerical study.
Lastly, we define element error indicators that combine both ηRK and
η∆K . We examine here two different forms, the first of which was the sum of








This form is appealing due to its simplicity, but it also eliminates any chance
of cancellation between the two sources of error. A more direct approach is to
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define the indicator using the full error representation (3.59) (recall that Q is




∣∣∣B′((uh, ph); (e+u , e+p ), (z+u , z+p )) + ∆Q
(




In contrast to η
B′(I)
K , this form of the indicator may result in some cancellation
of errors within an element. Preliminary investigation showed little difference
between the two forms of the final indicator. So, from here on we only consider
η
B′(II)
K and we drop the extra identifier, referring to it by simply η
B′
K .
We have proposed two new element indicators to consider in addition
to the classical one used in the literature. Previous examples suggest that the
inclusion of the nonlinear term in the error estimation procedure may lead to
better results; we expect refinement procedures based on element indicators
that also take these terms into consideration to be superior to the standard
refinement indicator ηR. Convergence studies for all of these indicators are
evaluated in the next section.
3.4.3 Numerical results
We begin our numerical study of the Navier-Stokes flow past an obstacle
by examining the performance of the error estimates defined at the end of
Section 3.3.
Since an exact solution is not available, we use a reference solution u∗,
computed on the mesh in Figure 3.5, as a replacement for the exact solution.
This allows us to compute effectivity indices and to assess the performance of
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Figure 3.5: Reference mesh used to compute u∗.
each of the error estimators relative to the reference error E∗ = Q((u∗, p∗))−
Q((uh, ph)).
Based on the solution on the initial mesh shown in Figure 3.4, we
first compute the approximations (uh, ph) and then perform one level of p-
refinement to obtain the adjoint solutions (z+u , z
+
p ); recall that u
+ will also be
needed to compute e+u = u
+−uh. The three estimators and their effectivities
are shown in Table 3.1. As we expected, both of the estimators that contain
residual information perform much better than using ∆B only. The best esti-
mator is the one that combines residual information and the nonlinear terms;
though the improvement isn’t significant enough to warrant the additional








Table 3.1: Error estimates and associated effectivity indices for the flow past






















Figure 3.6: Convergence of reference error for refinement strategies using three
different element error indicators.
Starting from the same initial mesh, we perform three refinement stud-
ies with respect to each of the indicators given in Section 3.4.2. Firstly, we
examine the convergence in the reference error, E∗, for each strategy, see Fig-
ure 3.62. Adaptive refinement with any of the element error indicators clearly
outperforms uniform h refinement. Interestingly, all of the adaptive strategies
2The error fraction element marking strategy and smoothing procedure, described in
Section 2.2.4, are used in all cases.
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Figure 3.7: Sequence of meshes for adaptive refinement of Navier-Stokes flow
past an obstacle using the element error indicator ηRK .
demonstrate roughly the same convergence behavior; examining the actual
refinement patterns obtained for each strategy provides further insight as to
why.
Figure 3.7 shows a sequence of three of the adapted meshes for the
traditional indicators ηRK . Observe that the refinement is focused around the
edges of the obstacle and coarsens smoothly as elements get further from obsta-
cle; the inlet boundary is also marked for refinement. By comparison, looking
at Figure 3.8, we see that refinement using the indicator ηB
′
is even more fo-
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Figure 3.8: Sequence of meshes for adaptive refinement of Navier-Stokes flow
past an obstacle using the element error indicator ηB
′
K .
cused on the edges of the obstacle, and in particular the leading edge. The
inlet boundary remains unrefined in this case, and refinements do not transi-
tion as smoothly as the residual estimator. These differences suggest that the
higher-order nonlinear terms identify the leading edge of the obstacle as more
influential on the evaluation of the quantity of interest. One would expect that
using the indicator comprised of only the nonlinear contribution would focus
almost entirely on the obstacle and more so on the leading edge. Figure 3.9
shows that to be the case and the majority of the domain is left unrefined
85


















Figure 3.9: Sequence of meshes for adaptive refinement of Navier-Stokes flow
past an obstacle using the element error indicator η∆K .
using this element indicator.
3.5 Concluding remarks
Overall the numerical results for a posteriori error estimatin in the
case of nonlinear problems provide a mixed picture. On the one hand, both
Burgers’ equation in 1D and Navier-Stokes equations in the case of flow past
an obstacle demonstrate that the nonlinear contributions have little effect on
error estimation or adaptive refinement and using the residual error estimator
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is generally sufficient for both. On the other hand, as exemplified by the rather
simple nonlinear diffusion problem, it is easy to show that the nonlinear terms
can actually be of comparable order to the residual term, or even dominate in
this case. However, in terms of mesh adaptation, no significant difference in
the refinement pattern was found between ηRK and η
B′
K for the Navier-Stokes
problem.
We hope we have presented enough theoretical and numerical justifi-
cation for pursuing efforts in investigating goal-oriented error estimation for
nonlinear problems; the nonlinear diffusion example suggests for instance that
there may be problems for which one should be careful when neglecting the
’higher-order’ terms in the error analysis. One objective of ongoing research is
to find or design a model problem in which the element indicators that include
the nonlinear contributions lead to a very different refinement pattern from
the one that the standard residual based indicators would provide.
Nonetheless, the extension of classical theorems, namely Theorem 3.1.2
and Theorem 3.1.5, to the case of nonlinear problems also suggests that, pro-
vided the approximate solution is close enough to the exact solution, these
problems will essentially behave as they do in the linear case. We believe that
the Burgers’ and Navier-Stokes problems that we considered in this chapter
fall within that category of problems.
One conclusion from this study is that the classical estimator and adap-
tive approach based on the residual seems adequate for the simulation of a flow
past an obstacle at low to moderate Reynolds numbers. We are thus confi-
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dent to move forward in this work and extend the classical goal-oriented error
estimates to linear and nonlinear problems with uncertain data.
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Chapter 4
Goal-oriented error estimation in the presence
of uncertainty
In engineering applications, uncertainties generally arise from a lack
of knowledge with respect to the governing differential equations or through
the data of the problem, such as boundary conditions, material properties, or
external forcing on the system. To account for these uncertainties in a com-
putational model requires careful mathematical analysis and tailored solution
techniques.
In the area of goal-oriented error estimation for boundary-value prob-
lems with uncertain data, some progress has been made in recent years [3,
33, 32, 44, 84, 91, 92]. However the approaches that have been proposed so
far do not provide separate estimates of the error contributions due to physi-
cal discretization and the uncertainty representation. The work of the present
chapter aims to add this ability to existing goal-oriented error estimation tech-
niques.
We begin the chapter by addressing the solution methodology we will
use for solutions of boundary-value problems with uncertain data. In Sec-
tion 4.2, we introduce a model problem and review established results for
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goal-oriented error estimation in Section 4.3. The proposed error estimation
and decomposition is developed in Section 4.4, and associated adaptive refine-
ment strategies are presented in Section 4.5. We conclude in Section 4.6 with
comments on preliminary work and extension of the methodology to the case
of quantities of interest defined with respect to statistical measures.
4.1 Boundary value problems with uncertain data
The notion of randomness in the modeling of physical systems is far
from new; though, the advance of computational resources has made it more
accessible in practice. In contrast to the mathematical study of stochastic
partial differential equations, used for example to model financial transactions,
we consider here situations more commonly found in engineering applications.
The behavior of a given system in generally modeled in terms of an initial
or boundary-value problem. Unfortunately, the complete description of the
system and its environment is often lacking, meaning that some of the physical
projections of the system or boundary values may be unknown, or poorly
described. In that respect we will view the initial and boundary-value problems
as problems parameterized by random variables
We start by reviewing relevant concepts of probability theory. In Sec-
tion 4.1.2 we present the model boundary-value problems with uncertain data.
The approximation method used here to describe the uncertainty in the solu-
tion is discussed in Section 4.1.3.
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4.1.1 Probability foundations
We introduce a probability space, {Θ,Σ, P}, where Θ is the sample
space of random events, Σ is a σ-algebra, and P is the probability measure on
Σ, meaning P (Θ) = 1. A random variable on the probability space is defined
as a P -measurable function of Θ. We will use the notation ξ : Θ → Ξ ⊂ Rn
for scalar and vector-valued random variables.
It is useful to define the probability density of ξ so that integration
with respect to the measure P can be translated into integration with respect
to the Lebesgue measure on Ξ. We first define the distribution of the random
variable ξ as the push-forward of the measure P by the map ξ,
µξ(S) = P [ξ ∈ S] , S ∈ B(Ξ) (4.1)
which is a probability measure on B(Ξ), the Borel σ-algebra. The probability
density function (pdf), denoted pξ(ξ), is a special case of the Radon-Nikodym
theorem that relates the two measures [?, 50, 77, 84, 133]
Theorem 4.1.1. (Radon-Nikodym) Let λ be the Lebesgue measure on B(Ξ). If
µξ is absolutely continuous with respect to λ, i.e. λ(S) = 0 implies µξ(S) = 0






where the notational convention dξ is used in place of the more precise λ(dξ)
for the Lebesgue measure.
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Useful theoretical results can be established for specific classes of func-
tions. Let the space of square-integrable functions on Θ be represented by
L2(Ξ). For this class of functions, Cameron and Martin [36] proposed the use
of a Fourier-like expansion, known as homogeneous chaos [125], to represent
random variables. They established the convergence of these expansions based
on the number of terms, or basis functions, in the expansion. Their result
focused on random variables with Gaussian measure in particular, but subse-
quent works have generalized the result to any L2(Ξ) random variable [55].
Let α = (α1, . . . , αn) ∈ Nn be a multi-index and Ψα(ξ) (multivariate)
polynomials
Ψα(ξ) = ψα1(ξ1) · · ·ψαn(ξn), (4.3)
where the univariate polynomial ψαi(ξi) is the orthonormal polynomial of de-
gree αi, orthogonal with respect to the probability distribution of ξi [61, 62, 47].
That is, for α, β ∈ Nn
∫
Ω




1, αi = βi, i = 1, . . . , n
0, otherwise.
(4.5)
Theorem 4.1.2. (Generalized Cameron-Martin) Let F∞ be the σ-algebra gen-
erated from the set of random variables {ξm}m∈N. For any Z ∈ L2(Θ,F∞, P )






where the coefficients are given by,
zα = 〈Z,Ψα〉 , (4.7)
converges to Z in mean square sense.
For uniform random variables used here, the corresponding basis func-
tions are Legendre polynomials. The Legendre polynomials can be defined
based on a recursion relation. Let P0(x) = 1 and P1(x) = x, then the (n+1)th-
degree Legendre polynomial is given by,
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x). (4.8)
The correct choice of basis polynomials for random variables with other com-
mon distributions are given by the Askey scheme and a thorough discussion
can be found in [128].
The use of L2 convergent series for representing random variables is
collectively referred to as generalized polynomial chaos (gPC). The generaliza-
tion of the methodology has led to an increase in the popularity of the method,
which is now employed for in the literature on the solution of boundary-value
problems with uncertain data.
4.1.2 Uncertainty representation in differential equations
We now turn our attention to the solution of boundary-value problems
with uncertain parameters; in particular, we focus on second-order nonlin-
ear operators. The uncertain parameters are represented directly by, or as a
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function of, the value of the random variable ξ. Various coefficients in the
operator, source terms, or boundary conditions may be functions of the same
set of parameters.
We thus assume the following abstract model problem holds P -almost
everywhere,
A(x, ξ;u) = f(x, ξ), ∀x ∈ Ω. (4.9)
Here A is a non-linear, second-order differential operator, u = u(x, ξ) is the
solution of the differential equation (4.9), and f = f(x, ξ) represents the
forcing term. Furthermore, we assume that A, f , and appropriate boundary
conditions on ∂Ω are defined so that (4.9) is well-posed. We present a number
of examples for A and f in the numerical experiments that follow.
Although uncertainties in (4.9) imply that u is a random process, as
mentioned previously, we interpret (4.9) for the moment as a collection of
differential equations parameterized by ξ. Let VΩ represent a Hilbert space on
Ω. Then, we assume (4.9) can be recast in the variational formulation,
find u(·, ξ) ∈ VΩ s.t. Bξ(u; v) = Fξ(v) ∀v ∈ VΩ, (4.10)
where Bξ(·; ·) is differentiable and semi-linear.
Let V hΩ ⊂ VΩ represent a finite element subspace consisting of piecewise
continuous functions constructed from polynomials of degree p, on a suitable
partition of Ω with maximal element diameter h. The semi-discrete weak
formulation of (4.10) is,
find uh(·, ξ) ∈ V hΩ s.t. Bξ(uh; v) = Fξ(v) ∀v ∈ V hΩ . (4.11)
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The subscript ξ is used to emphasize the fact that the form of A and F depend
on the specific value of the parameters.
Remark 4.1.1. We should emphasize the fact that Theorem 2.1.1 applies to
operators Bξ and Fξ for a fixed ξ. That is, in order to establish well-posedness
of (2.3) for all ξ one must show that Bξ and Fξ satisfy the assumptions of
Theorem 2.1.1 for all ξ ∈ Ξ.
At this point the solution of (4.11) represents a semi-discrete solution,
being continuously dependent on the random variable ξ. To discretize the
solution in terms of the random variable, many authors have proposed the
use of generalized polynomial chaos [67, 68, 128, 123, 122, 121, 42], led by
the seminal work of Ghanem and Spanos [68]. While truncated generalized
polynomial chaos expansions are provable convergent, one must still approx-
imate the coefficients in the expansion; in the next section we discuss some
methodologies for the computation of the coefficients.
4.1.3 Non-intrusive response surface approximation
In the study of generalized polynomial chaos, numerous methods of
computing the coefficients of the expansion have been proposed, and generally
fall into two categories: intrusive and non-intrusive.
Non-intrusive approaches attempt to estimate the coefficients of a gen-
eralized polynomial chaos expansion by solving the deterministic problem at
a set of realizations of ξ. As a result existing simulation codes can usually
be used directly. In contrast, intrusive approaches, such as those based on
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Galerkin methods, solve a system of equations for the entire set of expan-
sion coefficients together; typically this requires the use of specially designed
solvers.
When existing simulation codes exist for the underlying deterministic
problems, non-intrusive approaches are desirable since the code can be reused
with limited modification. Moreover, the set of independent realizations can
usually be run in parallel, making non-intrusive approaches more efficient. For
this reason, we will focus on non-intrusive approaches in the present work.
The error estimates and decomposition strategy introduced in the next
section are rather general and can be utilized with most intrusive or non-
intrusive surrogate methods for uncertainty quantification [33, 32, 42]. How-
ever, for completeness, we detail the pseudo-spectral projection method [84]
used in the present work.
In order to represent the solution u of (4.11) by its generalized polyno-
mial chaos expansion it remains to calculate the coefficients. The coefficients
are determined by the projection of the solution onto the basis. That is
ui(x) = 〈u(x, ·),Ψi〉 , (4.12)
where Ψi are the orthogonal polynomials associated with the distribution of





As discussed previously, non-intrusive approaches aim to compute the
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coefficients of the expansion based on independent realizations of the deter-
ministic solution u(x, ξ). One can use sampling-based methods, such as Monte
Carlo or Latin hypercube sampling, to estimate the integral in (4.13). In high-
dimensional parameter spaces sampling may be preferred, since convergence
is based on the number of samples and not the dimension of the space. In our
case, the dimension will remain relatively low so that we can rely on direct
numerical integration using quadrature techniques. Even in a high number of
dimensions authors have proposed the use of sparse representations to make
the process more efficient [5, 42, 59, 65, 98, 99, 117].







where {ξk} and {wk} are quadrature points and weights, respectively. It has
been shown in [43] that using a Gaussian quadrature rule yields a geometric
convergence rate. It does however require a number of quadrature points m(N)
that scales exponentially with the dimension of Ξ. Thus the fully discretized





where uhi (x) ∈ V hΩ ⊂ VΩ,∀i = 1, . . . , N are computed independently by (4.14).
To reiterate, the error estimation and decomposition strategy developed in
the subsequent section is applicable to any solution technique that results
in an expansion of the form (4.15), where the coefficients may be computed
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independently (as in non-intrusive methods) or concurrently (as in spectral
Galerkin methods).
We remark than many surrogate methods, e.g. spectral Galerkin and
stochastic collocation, use the imposed distribution of the random parame-
ters to determine a stochastic basis with certain desirable attributes, such as
orthogonality with respect to the joint distribution and analytic formulas for
computing the first- or second-order moments. Unfortunately, these features
do not generally hold for other probabilistic quantities of the solution and in
this paper we will not assume that the basis is orthogonal with respect to the
joint distribution of the parameters.
4.2 Error in ‘deterministic’ QoI
The term ‘deterministic’ QoI is used here to refer to a straightforward
extension of the types of QoI discussed in the previous chapters, that is, func-
tionals that represent a feature of the solution in the physical domain. The
focus of the present section is on obtaining accurate representations of the
response in these ‘deterministic’ QoI over the entire range of uncertain pa-
rameters; in that way, the quantity of interest can be though of as global in
parameter space. This is in contrast to the local nature of the QoI in the
physical domain. So, in general a ‘deterministic’ QoI can be thought of as
a local feature in the physical domain, measured by its global dependence in
parameter space.
We will consider the most general case of a nonlinear problem, c.f.
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Section 3.1; of course, the results that follow are applicable to the linear case
as well. For an approximate representation in parameter space we will consider
the form discussed in the previous chapter, namely (4.15). This is by no
means a strict requirement, and we make a note to highlight the situations
in which we rely on this fact. The main condition required for the results
of this section is that the approximate representations of the solution, both
primal and adjoint, are obtained as functions of the uncertain parameters,
such that they can be evaluated at any value in parameter space. This is
in contrast to a purely sampling-based method, such as Monte Carlo, where
random samples of the solution are obtained without constructing a global
functional representation. One could choose to construct a kernel-density type
of representation from these random samples, and then the present framework
would again be applicable.
Notice that the error in the quantity of interest discussed in Chapters 2
and 3, in particular equation (2.25), represents error from discretization in the
physical domain only; that is, for any value of the parameters, (2.35) can be
used to estimate the discretization error at ξ ∈ Ξ. We are interested in the
error in the response surface for the quantity of interest, Q(uh,N(·, ξ)). If Q
and v are measurable functions on Ξ, then the quantity of interest Q(v) is
also measurable by the Doob-Dynkin lemma [110], and thus it makes sense to
talk about the norm of Q(u(·, ξ)) on Ξ. So we will consider the error in the











However, the main result of this section, Theorem 4.3.2, does not depend on
this choice directly and, provided u is sufficiently regular, alternative choices
of the norm lead to analogous results.
For L2-measurable solutions, the L2-norm is not only the natural choice,
but it also implies the control of the mean and variance of the quantity of
interest.
Lemma 4.2.1. For any L2(Ξ)-measurable function v,















Lemma 4.2.2. For any L2(Ξ)-measurable function v,
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With this definition of the quantity of interest and the error in the
quantity of interest, we now turn our attention to the extension of the goal-
oriented error estimation framework to the case of boundary-value problems
with uncertainty.
4.3 Total approximation error
In this section we focus on the basic extension of the deterministic goal-
oriented error estimation methodology to account for uncertainty. Since the
solution approach used here relies on independent solutions of the problem the
results for the deterministic setting are readably applicable.
Using the notation from Section 4.1, and the discrete solution uh,N ,
we can extend the results from Section 3.2 to the present context. For each
value of the parameters, ξ we have already established the approximation
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uh,N(·, ξ) ∈ VΩ. For the adjoint solution, an alternative linearized adjoint
equation can be defined using uh,N in place of uh,
find ẑ(·, ξ) ∈ VΩ s.t. B′ξ(uh,N ; v, ẑ) = Q(v) ∀v ∈ VΩ. (4.19)
Assuming Bξ is continuously differentiable in a subset of VΩ containing u(·, ξ)
and uh,N(·, ξ), then (4.19) is well-posed and it is straight-forward to show an
analogous error representation to (3.61).
Lemma 4.3.1. Assume Bξ to be continuously differentiable, for any ξ ∈ Ξ,
in a subset of VΩ that contains u, u
h, uh,N given by (4.10), (4.11), and (4.15),
respectively. Let ẑ ∈ VΩ be the solution to (4.19). Then, the error in the linear
quantity of interest Q at ξ ∈ Ξ is given by,
Q(u(·, ξ))−Q(uh,N(·, ξ)) = Rξ(uh,N ; ẑ)−∆R(ξ;uh,N , eh,N , ẑ), (4.20)
where eh,N = u− uh,N and ∆R is as defined in (3.53).
Again, one cannot generally solve the adjoint equation exactly and
must rely on approximation of the adjoint solution ẑ+ ∈ V +Ω in an enriched
function space. Furthermore, calculating the norm of (3.61) requires numerical
integration and the solution ẑ+ at each quadrature point. Instead of solving
for the adjoint solution at each quadrature point we resort to the same type
of surrogate approximation as for the primal solution (4.15), and assume that






where z+i (x) ∈ V +Ω ⊂ VΩ,∀i = 1, . . . , N and each Φi(ξ) represents a basis
function for a subset of L2(Ξ). In general the expansion order M used in (4.21)
may be different from that used for the primal surrogate, (4.15). We will take
M = N for reasons to be discussed in the following section. Substitution
of (4.21) into the error representation (4.20) makes quadrature more feasible
and leads to a computable error estimate of the total approximation error–that
due to both physical discretization and the surrogate approximation–which we
present in the following theorem.
Theorem 4.3.2. Let the conditions of Lemma 4.3.1 hold and let z+,N be an


































Proof. First note that by Lemma 4.3.1, adding and subtracting the surrogate
model of the adjoint in (4.20) yields
Q(u(·, ξ))−Q(uh,N(·, ξ)) = Rξ(uh,N ; ẑ+,N)
+Rξ(uh,N ; ẑ − ẑ+,N)−∆R(ξ;uh,N , eh,N , ẑ).
(4.24)
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Recalling the definition of the residual and the linearization (3.52), we can
















∥∥∆R(ξ;uh,N , eh,N , ẑ)
∥∥
L2(Ξ)
The two ∆R terms correspond to linearization errors and would disappear for
linear problems. These terms are also at least quadratic in the error eh,N–
the first one actually being cubic in eh,N and ẑ − ẑ+,N–and may usually be
neglected compared to the residual.
Finally, using the continuity of B′ξ on VΩ×VΩ, the remaining term can
be bounded by a term quadratic in eh,N and ẑ − ẑ+,N .
4.4 Error decomposition
The error estimate (4.22) contains finite element discretization error as
well as the error due to the approximation in parameter space. To efficiently
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control approximation error through adaptivity we seek to separate the errors
due to the physical discretization and the errors due to the discretization in
stochastic space, and then to use those indicators to drive adaptive refinement.
As mentioned previously most methods to date [84, 91, 92, 3, 33, 32, 121] do not
provide separate indicators. In this section we propose a decomposition of the
resulting error estimate into separate error estimates for each approximation
space.
In order to obtain separate error estimates for each space, we consider
an alternative representation of the total error. Since, uh can be computed at





















error due to surrogate approximation
.
(4.25)
Since we are interested in the L2(Ξ) norm of the error in this work, we have























4.4.1 Estimation of error term due to physical discretization
The first term on the right-hand side of (4.25) corresponds to that
introduced in (2.34) and can be approximated by (2.35). Notice that calcu-
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lating the norm of (2.35) would require integration of uh over the parameter
domain. In practice these integrals can be approximated using quadrature
or Monte Carlo sampling. Either approach requires the solution uh(·, ξj) at
each integration point ξj. We can eliminate the need for additional solutions
by constructing a surrogate approximation of the physical discretization error
estimate (2.35) with the same expansion order M = N as that used for the








Φi(ξ) := EΩ(ξ). (4.27)
With the same expansion order for uh,N , z+,N and EΩ the coefficients of all
three responses can be computed at the same time, eliminating the need for
additional solutions of the governing equations. This is also the reason for
choosing M = N in the adjoint surrogate, (4.21). Using (4.27) the norm of














Despite the fact that the stochastic approximation of the physical dis-
cretization error, EΩ, is of comparable accuracy to the forward solution, it is
fairly straightforward to show that the error in EΩ is actually comparable to
the error in Rξ(uh,N ; ẑ+,N). This is due to the fact that the value of EΩ is
on the order of the physical discretization error in the quantity of interest.
Therefore, the error in EΩ is the product of the physical and stochastic errors,
rather than the sum. This is consistent with the error in Rξ(uh,N ; ẑ+,N) given
in Theorem 4.3.2.
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4.4.2 Estimation of error term due to surrogate approximation
On the other hand, the error due to the surrogate approximation can
be computed directly for a given value of ξ using the semi-discrete solution
and the surrogate approximation. Again, this would require a potentially large
number of additional solutions to the forward problem.
While the error surrogate (4.27) can not be used directly in the compu-
tation of the error in the surrogate approximation we can still avoid the need























Replacing the first term on the right-hand side with the estimate (4.22), and
second term with the physical discretization error surrogate (4.27), the surro-









≈ Rξ(uh,N ; ẑ+,N)− EΩ. (4.28)
Using (4.28) to estimate the norm would still require a large number of residual
evaluations. Even though residual calculations are usually much cheaper than
fully solving the governing equation, we choose to construct another surrogate
model for the total approximation error,


















≈ E − EΩ := EΞ,
and estimating the norm of the surrogate approximation error then only re-















4.4.3 Estimator performance: manufactured solution
To investigate the performance of the proposed total error estimator we
first apply the methodology to a problem with a manufactured solution. We
consider a convection diffusion problem where the convective term is driven
by two uncertain parameters. Given ξ1, ξ2 ∼ U(0, 1), the problem consists in
solving for u such that,










· ∇u = f(ξ) in Ω = (0, 1)2
u = 0 on ∂D
(4.29)
where f is chosen so that













The quantity of interest we consider here is the average solution in
portion of the domain, ω = [0.5, 1]2,




u(x, ξ) dx (4.31)
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which we approximate by introducing a smooth kernel
q(x) =
[
1 + tanh[1000(x1 − 0.5)]
][






q(x) u(x, ξ) dx. (4.32)
Starting from a linear expansion in both parameters, we successively
increase the expansion order to evaluate the performance of the estimator.
Computed estimates and effectivities are shown in Table 4.1. Overall the











results are promising. Clearly the error estimates captures the overall error
of the surrogate approximation rather well. The effectivity indices are all
reasonably close to one, especially after the initial very coarse estimates.
4.5 Adaptivity and refinement strategies
One advantage of using goal-oriented a posteriori error estimation is
to adaptively refine the approximate solution with respect to the quantity of
interest. The use of adaptive refinement techniques has become popular in
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the finite element community; due to the so-called curse of dimensionality and
overall computational cost associated with complex systems, we believe that
adaptive techniques for uncertainty quantification are essential.
Decomposing the error estimate into indicators for physical discretiza-
tion error and surrogate approximation error allows one to choose which ap-
proximation space should be refined. It also allows one to utilize adaptive
finite element methods or adaptive response surface models for the physical
discretization and surrogate approximation, respectively.
The overall procedure is summarized in Algorithm 1. It essentially
describes the different calculations involved in the computation of the error
estimates and provides the criterion for refinement of the finite element solution
or surrogate model.
When refinement of the finite element solution is suggested a number
of refinement techniques may be employed, e.g. uniform or adaptive mesh
refinement. In the first example below we use adaptive mesh refinement based
on the error in the quantity of interest. Refinement of the surrogate model may
also be performed using various approaches and may depend on the particular
surrogate method used. In Algorithm 2, we present a procedure for adapting a
multi-element surrogate model. We make use of this approach in the numerical
examples of the following section. This procedure could easily be used within
Algorithm 1 when refining the surrogate model; however, we will assume the
physical discretization is fixed and focus only on the refinement in parameter
space.
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Algorithm 1: General adaptive refinement in both D and Ξ.
1 Compute {uhi }Ni=1, {ẑ+i }Ni=1 and construct uh,N and ẑ+,N ;
2 Compute {Rξ(uhi ; ẑ+i )}Ni=1 and form EΩ;
3 Compute {Rξ(uh,Ni ; z+,Ni }Mi=1 and construct E ;
4 Compute ‖E‖L2(Ξ) ;
























9 Refine finite element solution(s) ;
10 else




Let Ξ = ∪nelemi Ξi represent a partition of the domain into nelem rectan-
gular elements, Ξi, and EΞi be the local surrogate contribution on element Ξi.







If λi ≥ γ, where γ is a user-chosen tolerance between 0 and 1, i.e. 0 ≤ γ ≤ 1,
then element Ξi is marked for refinement.
For each marked element we first generate candidate sub-elements Ξi =
∪kΞik by bisecting Ξi in each parameter direction. The parent surrogate model












for the candidate elements. A second user-chosen tolerance, 0 ≤ θ ≤ 1, is used
to select h or p refinement for each element; if λik ≥ θ, we choose to retain the
candidate Ξik ’s (h-refinement), otherwise the surrogate order of approximation
is increased on Ξi and the candidate elements are discarded (p-refinement).
Algorithm 2: Adaptive refinement in Ξ.





2 for i = 1 · · ·nelem do















6 Partition Ξi into 2
n candidate Ξik ’s by bisection in each














8 Retain Ξik and construct new surrogate models EΞik ;
9 else
10 Discard Ξik and increase surrogate approximation





For problems with a large number of parameters, uniformly increasing
the polynomial expansion order in dimensions is impractical. We will use
Algorithm 2 with θ large enough to force p-refinement of the surrogate model
and anisotropically refine the surrogate approximation. To describe the exact
1One can choose to uniformly increase the expansion order or perform an anisotropic
refinement which we demonstrate in Section 4.5.3
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procedure we first need a generalization of the definition of a set of multi-
indices. Let
IN = {α ∈ Nn : αj ≤ Nj, j = 1, . . . , n}, (4.33)
where N = (N1, . . . , Nn) represents the maximum polynomial order in each
direction. Higher-order expansions of the error will now be obtained using
M = N + 1 = {N1 + 1, . . . , Nn + 1}.
Since the expansion of the error estimate is represented by a higher-
order (M > N) expansion, refinement can be driven by the higher-order terms.
Specifically the relative magnitude of the higher-order coefficients–those that
are not included in the expansion of the solution–will be used to determine
the directions in which the polynomial degree of approximation should be
increased. Adding polynomials associated with the largest contributions to
the error accounts for the most important directions first, hence reducing the
overall approximation error in a greedy way. Algorithm 3 presents the detailed
refinement strategy.
4.5.1 Laminar flow past a cylinder
We begin by examining the solution of steady-state Navier-Stokes flow
around a cylinder in a channel. In this example, the inlet velocity profile
and fluid viscosity are treated as uncertain parameters and the quantity of
interest is the x-velocity at a point behind the cylinder. We adaptively refine
a response surface model of the solution using the refinement strategy detailed
in Algorithm 1 and demonstrate that the error decomposition prevents over-
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Algorithm 3: Anisotropic p refinement in Ξ.
1 Construct E(ξ) = ∑α∈IMRξ(uh,Nα , ẑ+,Nα )Φα(ξ) ;
2 Set β∗ =
∑
α∈IM\IN |Rξ(uh,Nα , ẑ+,Nα )|.;
3 For α ∈ IM \ IN , sort |Rξ(uh,Nα , ẑ+,Nα )| in decending order giving
index Iα.;
4 Given 0 ≤ η ≤ 1, set β = 0 and i = 0 ;
5 while β < ηβ∗ do
6 Set i = i+ 1 and α∗ = Iα(i) ;
7 Set β = β + |Rξ(uh,Nα∗ , ẑ+,Nα∗ )| ;
8 for j = 1→ n do
9 if α∗j > Nj then
10 Increase polynomial order of approximation in




refinement in one space.
The Navier-Stokes equations are given by the system of equations
A (x, ξ;u) =
{
−ν(ξ)∆u+ u · ∇u+∇p = 0,
∇ · u = 0, in Ω, (4.34)
supplemented with the boundary conditions:
u(x, ξ) = ui(x, ξ) x ∈ Γi, (4.35)
u = 0, x ∈ Γw ∪ Γcyl, (4.36)
(ν(ξ)∇u− pI) · n = 0, x ∈ Γo, (4.37)
where domain Ω and boundary ∂Ω are shown in Figure 4.1, along with the
initial mesh in physical space. The inlet velocity ui is defined as
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with uix given by the parabolic profile







We suppose that the kinematic viscosity ν and the magnitude of the maxi-
mum value Ui of the inlet velocity are parameterized by uniformly distributed
random variables such that
{
ν(ξ) = ν(ξ1) = ξ1 ∼ U(0.01, 0.1)
Ui(ξ) = Ui(ξ2) = ξ2 ∼ U(3/8, 9/8)
. (4.39)
These parameter distributions correspond to the range of Reynolds numbers
Re,
1.25 ≤ Re(ξ) ≤ 37.5,
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when the Reynolds number is defined with respect to the diameter of the














For these values of the Reynolds number, the flow remains laminar and the
steady-state symmetric solution is known to be stable. The weak formulation
of 4.34 was derived in Section 3.4.1.
The quantity of interest is chosen to be the horizontal component ux of
the velocity ux evaluated at the point x0 = (1, 0)
T downstream of the cylinder,
i.e.






(u(x, ξ) · ex) δ(x,x0)dx,
(4.40)
where ex = (1, 0)
T is the unit vector in the x-direction. Since the above
functional is unbounded in VΩ, we slightly modify its definition by considering









so that the modified quantity of interest, i.e.
Q̃ (u(·, ξ)) =
∫
Ω
(u(x, ξ) · ex)q(x,x0) dx, (4.42)
is a bounded functional. We will neglect the error due to this approximation in
our analysis, i.e. we shall consider that Q̃(u(·, ξ)) ' Q(u(·, ξ)). The nominal
value of the norm of the quantity of interest has been computed as ‖Q‖L2(Ξ) =
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Figure 4.2: Average solution fields for Navier-Stokes flow past a cylinder: (left)
primal solution; (right) adjoint solution.
0.11972; this estimate was computed using the final adapted mesh, shown in
Figure 4.4, and a 10th order expansion for the surrogate solution. Figure
4.2 shows the average forward and adjoint solution fields over the range of
parameter values, obtained on the initial mesh.
Beginning with the physical mesh in Figure 4.1 and polynomial degree
N = 1 in parameter space, four simulation studies were performed.
1. The proposed error decomposition and Algorithm 1 were used to de-
termine which approximation space to refine. Adaptive h refinement is
used when refining the physical mesh. For error indicators on the phys-
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ical mesh we use standard approaches that rely on integration of the
element residual [14, 16], such as those prescribed in Chapter 2. Since
these indicators are actually functions of the parameter, the mean of the
error indicators is used and elements are marked for refinement if the
error indicator is within α = 10% of the maximum error indicator over
the entire mesh. When the surrogate model is selected for refinement
the expansion order is increased by one.
2. Adaptive h-refinement of the physical discretization only. The same error
indicators and marking strategy as those prescribed in 1.
3. Adaptive p-refinement of the surrogate model only by successively in-
creasing expansion order.
4. Simultaneous refinement of both spaces was performed; adaptive h-
refinement on Ω and increasing the polynomial order of the surrogate
approximation at each adaptive step.




the total number of degrees of freedom used for each approach. The sequence
of physical meshes obtained during the adaptive procedure are shown in Fig-
ure 4.4.
As one might expect, improving the approximation in physical space
only leads to little or no reduction in the overall error. Clearly the most
significant source of error is the discretization in parameter space. Accordingly,
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Figure 4.3: Convergence of the relative error
‖E‖L2(Ξ)
‖Q‖L2(Ξ)
versus total number of
degrees of freedom (physical and surrogate) for each refinement strategy.
an initial reduction is seen as a result of improving the approximation in




is reduced below the level of




, no further reduction in the total
error can be expected. The response surface for the quantity of interest is
shown in Figure 4.5; the surface is smooth, but it is evident that a high degree
polynomial is necessary to precisely capture the curvature.
Figure 4.3 clearly shows that the adaptive procedure we propose is more
efficient that simultaneously refining both the physical mesh and the surrogate
model. Since we are able to identify the greater source of error, we can refine
each approximation space individually and allocate degrees of freedom more
efficiently. This leads to significant savings during later refinement iterations.
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Figure 4.4: Sequence of physical meshes obtained from adaptive refinement
procedure: (top left) initial physical mesh, (top right) physical mesh after first
adaptive h-refinement, (bottom left) physical mesh after 2 stages of adaptive
h-refinement, (bottom right) final physical mesh after 3 stages of adaptive
h-refinement.
4.5.2 h-refinement: discontinuous convection
To demonstrate the advantages of h-refinement in parameter space, we
consider an example where the quantity of interest is a discontinuous function
on the parameter space. Attempting to capture responses with steep gradients
or discontinuities using global spectral approximations result in the well-known
























Figure 4.5: Approximate response surface for the quantity of interest (4.42),
computed at the final stage of adaptive refinement.
thors have proposed changing the expansion basis to reduce the effect of the
oscillatory behavior. Among the bases used are piecewise polynomials and
multiwavelet bases [123, 91, 92, 83, 82]. Wan and Karniadakis [123, 121] use
a multi-element generalized polynomial chaos approach, where the decision to
add elements is based on the contribution of higher-order terms to the solution
variance. In addition to this type of h-refinement they adapt the order of the
local expansions, i.e. p-refinement, and achieve similar convergence results as
spectral hp methods used for spatial discretization. Multiwavelet approaches
of Le Mâıtre et al. [83, 82] rely on a similar type of refinement indicator to
perform h-refinement in stochastic space and showed convergence rates supe-
rior to Monte Carlo sampling approaches in estimating the mean and variance
of the solution. Mathelin and Le Mâıtre [91, 92] later proposed a refinement
criterion based on goal-oriented a posteriori error estimates. They propose
adaptive refinement strategies for both physical and stochastic spaces based
on these error estimates and show promising results for flow problems with
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uncertainties. However, to guide physical refinement they rely on an estimate
of the discretization error using the expansion of the fully discretized solu-
tion, which may be corrupted by a coarse approximation in stochastic space.
Furthermore, while the total error estimate is in terms of the quantity of inter-
est, the indicator used for adaptive refinement is based on the solution itself
and not the quantity of interest. In contrast, the error estimates proposed in
this work are given with respect to quantities of interest and also provide the
contributions from each space.
We consider here the convection-diffusion problem,
A(x, ξ;u) = −2∆u+ b(ξ) · ∇u = f(x, ξ), ∀x ∈ Ω = (0, 1)2, (4.43)
where uncertainty is present in the convection and source terms. The discon-













bξ2 − ξ1c =
{
0 ξ1 ≤ ξ2
−1 ξ1 > ξ2
. (4.45)
The x and y components of the velocity term are shown in Figure 4.6. Discon-
tinuities are easily captured when element boundaries coincide with disconti-
nuities of the solution. To make the response more difficult to model and to
avoid partitioning directly along the discontinuity we have chosen the discon-
tinuity to lie on the line ξ1 = ξ2, while the element boundaries are oriented
along each axis of ξi. The source term is chosen so that the exact solution is,














































Figure 4.6: Dependence of the convection velocity (4.44) over parameter space:
(left) x component bx(ξ), (right) y component by(ξ).
We choose as a quantity of interest the solution at the point x0 = (0.33, 0.33)
T ,










Q(u(·, ξ)) = u (x0, ξ) ≈
∫
Ω
q(x,x0) u(x, ξ) dx. (4.48)
We assume that the two parameters are uniformly distributed, with ξ1 ∼
U(0, 1) and ξ2 ∼ U(0, 1). Figure 4.7 shows the true response for the quantity
of interest over parameter space. Notice that on one side of the discontinuity
the response is actually zero while the other region shows a smooth non-linear
dependence. We will also restrict the expansion order of the surrogate model
to linear polynomials; in addition to refinement along the discontinuity, the
non-linear behavior of the solution will require local refinement away from the




















Figure 4.7: Exact response surface for the quantity of interest Q in (4.48).





∼ 10−4. Since this error is very small, we focus on adaptive
refinement of the parametric approximation. To start, one element was used in
parameter space and the spectral expansions were formed with N = 1. Three
simulation studies were performed.
1. Our proposed h-refinement strategy (Algorithm 2) with γ = 0.75 and
θ = 0.25.
2. Standard uniform h-refinement in parameter space.
3. Global surrogate approximation with p-refinement.
Convergence results for each algorithm are shown in Figure 4.8.
From Figure 4.8 we can see that the adaptive refinement leads to
a higher convergence rate after an initial pre-asymptotic region. Interest-
ingly the uniform p-refinement does not perform much worse than uniform h-
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Figure 4.8: Convergence of error estimate ‖E‖L2(Ξ) versus the number of
evaluations of the governing equations for uniform h-refinement, adaptive h-
refinement, and p-refinement strategies.
refinement for this quantity of interest. The asymptotic rates for both uniform
h-refinement and p-refinement agree with the expected theoretical results. Due
to the discontinuity in the response surface, the quantity of interest belongs
to a fractional Sobolev space less than one-half, i.e. Q(u(·, ξ)) ∈ H1/2−ε(Ξ)
where 0 < ε ≤ 1
2
. According to [121], the spectral projection wp of a function
w ∈ Hs(Ξ) converges with the rate
‖wp − w‖L2(Ξ) ≤ CN−s (nelem)
−s/n |w|Hs(Ξ) , (4.49)
where nelem is the number of elements in the decomposition of Ξ (assuming
a uniform rectangular decomposition), C is a constant independent of N and
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Finally, N is the polynomial degree of the projection (assumed the same over
each element of the decomposition) and n is the dimension of Ξ ⊂ Rn.
Since the number of evaluations neval is proportional to the number
of elements, neval ∝ nelem, we expect the rate of convergence for uniform h-
refinement to follow ‖E‖L2(Ξ) ∼ (neval)
−s/n, or ‖E‖L2(Ξ) ∼ (neval)
−1/4 for this
example. Similarly, the number of evaluations required for a surrogate model
of degree N , namely neval = (N + 1)
n, suggests the same convergence rate for
p-refinement, ‖E‖L2(Ξ) ∼ (neval)
−1/4.
We have included a comparison of the total error plotted as a function
of ξ after the final refinement step using p-refinement, and our proposed h-
refinement strategy in Figure 4.9. Notice the oscillatory behavior in the case
of the global approach. Clearly the multi-element approach does a better job
of identifying the discontinuity, and localizes it to smaller elements along the
discontinuity. This can be seen more clearly in Figure 4.10 which shows the
progression of the mesh over parameter space at various stages of the adaptive
process. Recall that all elements have linear surrogate approximations; as a
result, the region below ξ1 = ξ2 requires some refinement in order to accurately
capture the nonlinear response, which is also evident in Figure 4.10.
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Figure 4.9: Distribution of errors for final stage of p-refinement strategy (left)
and adaptive h-refinement (right). Colorbar indicates magnitude of error es-
timator E(ξ).
4.5.3 Anisotropic p-refinement: diffusion with 10 parameters
Finally, we demonstrate the use of the error estimate to perform aniso-
tropic p-refinement in parameter space. To make the example more informative
a problem is chosen such that the influence of different directions in parameter
space varies by orders of magnitude. Consider the following diffusion problem:
A(x, ξ;u) = −∇ · (K(x, ξ)∇u) = 0, ∀x ∈ Ω = (0, 1), (4.50)
subject to the physical boundary conditions:
u(0, ξ) = 1, u(1, ξ) = 0. (4.51)
Furthermore assume that the log random diffusivity satisfies
































































































Figure 4.10: Progression of the mesh over parameter space at various stages of
the adaptive procedure: (top left) initial mesh (one element), (top middle) at
iteration 5, (top right) at iteration 10, (bottom left) at iteration 15, (bottom
middle) at iteration 20, (bottom right) final mesh over parameter space after
25 iterations of the adaptive h-refinement.
where {λk}dk=1 and {ϕk(x)}dk=1 are, respectively, the eigenvalues and eigen-
functions of the covariance kernel







The variability of the diffusivity field (4.52) is controlled by σa and the corre-
lation length lc which determines the decay of the eigenvalues λk. Here we set
d = 10, σa = 0.1, lc = 0.5, K̄ = 0 and ξk ∈ [−1, 1], k = 1, . . . , d to be inde-
pendent and uniformly distributed random variables. The square-root of the
eigenvalues associated with these parameter choices are shown in Figure 4.11.
Clearly the first few dimensions are the most important and will re-
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Figure 4.11: Magnitude of the square root of the first ten eigenvalues of the
covariance kernel (4.53) with chosen parameters.
quire a higher polynomial degree to capture the predominant behavior of the
response. Moreover, we expect the influence of the subsequent terms in the
expansion to decrease rapidly.
Our quantity of interest is the average value of the solution over the
physical domain for which
Q(u(·, ξ)) = (1, u(·, ξ))L2(Ω) . (4.54)
Uniformly increasing the polynomial degree of the expansion in all
stochastic directions is impractical in 10 dimensions. We will use Algorithm 3
and set η = 0.75, which means that we increase the space until the cumula-
tive errors reach 75% of the total error. Other choices of η required different
numbers of refinement steps, but gave similar results. A comparison of the
adaptive refinement strategy (Algorithm 3) to isotropic refinement is shown in

















































































Dimension Adaptive Sparse Grid
Figure 4.12: Comparison of p-adaptive refinement strategies: isotropic, aniso-
tropic refinement, and a dimension adaptive sparse grid approximation.





= 2.2026E-06 and corresponds to the dotted line in Figure 4.12.
We terminate the anisotropic refinement when the error estimate reaches this
threshold. We also compare these results with a dimensional adaptive sparse
grid approximation [58, 76], which is a state-of-the-art technique for such prob-
lems. The error estimate reported in Figure 4.12 is an estimate of the L2-norm
of the error, which we compute using the surrogate approximation and the ex-
act QoI at 10,000 random samples. The same 10,000 samples are used for all
of the surrogate approximations for all levels of refinement.
We see that the anisotropic refinement case is comparable to the adap-
tive sparse grid in terms of producing a response surface with comparable
accuracy and partial differential equation evaluations. On the right-side of
Figure 4.12, we plot the cumulative cost required to achieve each surrogate
approximation. This cumulative cost includes the cost in constructing the
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Table 4.2: Expansion orders obtained from adaptation.
isotropic anisotropic
iter Ni N1 N2 N3 N4 N5 N6 −N10
1 0 0 0 0 0 0 0
2 1 0 1 0 0 0 0
3 2 1 1 1 0 0 0
4 1 1 1 1 0 0
5 2 2 2 1 1 0
6 2 3 2 1 1 0
surrogate at all previous levels of refinement as well as the cost in solving the
adjoint problems. We see that the anisotropic refinement is still reasonably
competitive with the adaptive sparse grid case. We also see that the error in
both the anisotropic pseudospectral approximation and the sparse grid stag-
nate around 3E-4 before dropping rapidly. This is most likely due to the fact
that a higher-order term is required to resolve the QoI below this level.
The sequence of polynomial orders corresponding to the iterations shown
in Figure 4.12 are provided in Table 4.2. The proposed indicator reasonably
identifies the first few terms of the expansion as the most important ones and
can be used to adapt the polynomial order accordingly. Interestingly, it iden-
tifies the second variable as the most significant, rather than the first, for this
particular quantity of interest. When compared with isotropic p refinement
one sees significant computational savings in terms of the number of solutions
of the partial differential equation.
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4.6 Concluding remarks
In this chapter, we have developed a posteriori error estimates for
second-order differential equations with uncertain parameters. Error was de-
fined in terms of specific quantities of interest represented as functionals of
the solution. A novel decomposition of the error estimate into contributions
from physical and stochastic approximation spaces was proposed and shown
to properly identify which approximation space should be refined; this was
demonstrated on flow past a cylinder within a channel at low to moderate
Reynolds numbers. Adaptive refinement strategies were also developed that
took advantage of the indicator for the error in the stochastic approximation.
Adaptive mesh refinement in stochastic space using the error estimator proved
to be superior to uniform refinement. Finally, anisotropic p-refinement was
performed to significantly reduce the computational cost needed to obtain an
accurate solution for a diffusion problem in a 10-dimensional parameter space.
The work of this chapter has been published as an ICES report [30] and pre-
sented in a manuscript submitted to the SIAM/ASA Journal on Uncertainty
Quantification [31].
When modeling a system with uncertainty, one is often more concerned
with the probability of extreme events rather than the average behavior. Ex-
treme events, beyond the typical range of operating conditions for the system,
can have dangerous consequences. Probabilities of events can be calculated
through the use of targeted sampling techniques; however, sampling a surro-
gate model instead of a full model is usually much more efficient. In this case,
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the accuracy of computed probabilities strongly depends on the local accuracy
of the surrogate model near the event threshold.
Recently Butler and Wildey [34] have started to investigate adaptive
procedures for this specific class of problems. In their work, they propose
the use of two adaptive surrogate models, where a higher fidelity model is
used near the region defining the random event of interest, and a low-fidelity
model is used elsewhere. Instead of a two-stage approach, we could envision
an adaptive technique that constructs a single surrogate model that is also
accurate in the region of the event. By altering the definition of the quantity
of interest to incorporate the location of the random event in parameter space,




κΞ(u; ξ) pξ(ξ)dξ, (4.55)
where, κΞ is in general a nonlinear function of the solution u. A vast number
of quantities of interest can be described in the form (4.55). For example,
to represent the probability of failure corresponding to the physical quantity
of interest exceeding a predefined tolerance TOL, given by the event S =
{Q(u(·, ξ) > TOL}, we could define the kernel as κΞ(u; ξ) = 1S, where 1S
is the indicator function for event S. This choice of a statistical quantity of
interest clearly depends on the solution u in a complex nonlinear manner; the
results of Chapter 3 may need to be revisited in this context. Possible future
work would be to assess the accuracy of statistical quantities of interest using
the a posteriori error estimation and to adaptively construct surrogate models
that best predict statistical features of the solution defined as sQoI.
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Chapter 5
Efficient Bayesian model selection for RANS
In the previous chapters we focused on goal-oriented error estimation
for nonlinear problems and differential equations with uncertain coefficients;
we conclude this work with a practical engineering problem that incorporates
these two concepts.
Having obtained reasonable results for benchmark fluid flow problems
we now turn our attention to the simulation of turbulent flows. Even in the
absence of uncertainty, computational costs associated with the direct sim-
ulation of turbulence are prohibitively expensive for scenarios of engineering
interest. As a result, one often resorts to reduced modeling in order to make
simulations more tractable. Simplified models of turbulence are often con-
structed based on the Reynolds averaged Navier-Stokes (RANS) [49, 105, 126]
and the introduction of closure models to capture the turbulent behavior of
the flow; the accuracy of these models usually depends on the value of their
parameters, making them an excellent candidate for application of the present
work.
Uncertainty in the RANS model parameters is a known issue in the
turbulence community, but quantifying the effect of this uncertainty is seldom
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analyzed in the computational fluid dynamics literature [104]. We nevertheless
cite the works [40, 104] on the application of Bayesian uncertainty quantifi-
cation to turbulence modeling. Our study is based on the work of Oliver
and Moser [104] in which they compare four turbulence models: Baldwin-
Lomax [13, 126], Spalart-Allmaras [2, 113, 103], Chien k − ε [41, 126], and
the so-called v2− f model [49, 103]; and four different uncertainty models: in-
dependent homogeneous, correlated homogeneous, correlated inhomogeneous,
and an additive Reynolds stress error model. The authors used Bayesian infer-
ence to obtain posterior distributions for the parameters in the RANS model
as well as the parameters of the uncertainty models. Bayesian inference re-
quires a large number of model simulations; replacing the full simulation with
an accurate surrogate model may lead to considerable computational savings.
We begin the chapter with a review of the RANS equations and the
Spalart-Allmaras turbulence model. In Section 5.2 we describe the details of
the specific flow scenario and the construction of the adaptive surrogate model
for the RANS equations. Section 5.3 contains a summary of Bayesian model
comparison and use of surrogate models to reduce the computational cost. Fi-
nally, in Section 5.4, we examine the results of our Bayesian model comparison
and compare them to the study performed by Oliver and Moser [104].
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5.1 RANS equations and the Spalart-Allmaras turbu-
lence model
We begin with a brief review of the Reynolds averaged Navier-Stokes
equations for incompressible flows. The RANS equations are obtained by av-
eraging the time-dependent Navier Stokes equations. The averaged equations
are not only more computationally manageable, often average properties of
turbulent flows are sufficient in engineering practice.
The RANS equations are derived from the Navier-Stokes equations
(3.95) using the Reynolds decomposition of the velocity, u = U + u′, where
U = u is the time-averaged velocity, and u′ is the fluctuation about the mean;
the mean of the fluctuation is therefore equal to zero. Substituting this de-
composition into the Navier-Stokes equations and taking the time average we




















where P = p represents the mean pressure. These equations are not closed
because the Reynolds stress rij := u′iu
′
j is generally not known in terms of the
mean velocity. To close the equations, one needs to propose a model for rij.
A common approach is to model the Reynolds stress using the eddy viscosity











where the “eddy viscosity” νT , can be written in terms of a turbulent length
and time scale. Modeling the turbulence effects as a viscosity makes sense
because turbulence transports momentum in a similar manner to viscosity [49,
97, 105].
Numerous researchers have proposed closure models based on the eddy
viscosity assumption, [2, 13, 41, 48, 49, 113], many of which are examined in
the study by Oliver and Moser [104]. Here we will focus on one of the most
commonly used models, the eddy viscosity transport model of Spalart and
Allmaras [113]. The form considered in [104] has actually been modified from
the original model of Spalart-Allmaras; we shall also use the modified version
of the model, as described below.
The modifications are twofold; firstly, since we do not wish to model
the transition to turbulence, the terms associated with laminar suppression
and trip are omitted; secondly, the production term is modified in order to
avoid negative values of the production. Starting from the eddy viscosity
assumption (5.2) the Spalart-Allmaras model introduces a working variable ν̃
such that









and ν is the kinematic viscosity. The working variable is taken to be governed
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by the transport equation
Dν̃
Dt























where d is the distance to the nearest wall, and cw1 = cb1/κ
2 + (1 + cb2)/σSA.




S + S̄ S̄ ≥ −cv2S
S +
S(c2v2S+cv3S̄)
(cv3−2cv2)S−S̄ S̄ < −cv2S,
(5.6)
which is positive for all nonzero S and is C1 continuous [2, 103]. In (5.6), S is














, g = r + cw2(r
6 − r), r = ν̃
S̃κ2d2
, (5.8)
and the parameter values suggested by Spalart and Allmaras are given in
Table 5.1.
5.2 Physical model and surrogate construction
In [104], the full RANS simulation is used as the forward map to prop-
agate uncertainties in the parameters to the output quantity of interest. Here,
we will construct an anisotropic polynomial expansion, using the refinement
strategies proposed in Chapter 4, perform an uncertainty analysis using the
surrogate model in place of the full simulation, and compare the conclusions












Table 5.1: Standard parameter values for the Spalart-Allmaras turbulence
model [104].
5.2.1 Physical model
We investigate the prediction of the centerline velocity in a fully-develo-
ped, incompressible channel flow at Reτ = 5000. We first elaborate on the
details of the implementation and discretization of the governing equations
used in [104], from which we develop our adaptive surrogate models.
We consider here a 2D channel. The turbulence is assumed non-homo-
geneous in the y-direction (wall normal direction) and homogeneous in the x-
direction, reducing the complexity of the RANS equations significantly. Deriva-
tives of statistical variables are all assumed to vanish with respect to x and
t, except the mean pressure gradient in the x-direction, as it serves as the
driving force for the flow [49]. Thus, U is only a function of y and the mean
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Using the fact that ∂x(u′yu
′
y) = 0, we can differentiate the second equation
with respect to x to show that ∂y∂xP = 0 and, thus, the gradient of P is
constant [49]. To simplify the presentation we set 1/ρ∂P
∂x
= 1 and control the
dynamics of the flow purely through the Reynolds number. Combining this
simplified form of the RANS equations with the Spalart-Allmaras turbulence
model we arrive at the strong form of the equations for our problem. Let









, y ∈ D, (5.11)




















, y ∈ D. (5.12)
The RANS momentum equation is the first equation (5.11) and governs the
behavior of the flow variable U ; equation (5.12) is the transport equation for
the Spalart-Allmaras working variable ν̃. The equations are supplemented
with the following boundary conditions:
∂yU(H) = 0,U(0) = 0, ν̃(0) = 0,∂yν̃(H) = 0, (5.13)
which amount to symmetry boundary conditions at the center of the channel
(∂yU(H) = 0 and ∂yν̃(H) = 0) and no slip conditions at the walls. We indeed
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assume that the eddy viscosity is also symmetric across the channel and zero
at the wall.
The weak formulations of equations (5.11) and (5.12) are derived in the
typical manner of multiplying by a test function and integrating by parts. Let
V = V × V where V = {v ∈ H1(D)|v(0) = 0}. Then the weak formulation of
the problem is,
find (U, ν̃) ∈ V such that,
B ((U, ν̃); (vu, vν̃)) = F ((vU , vν̃)) , ∀(vU , vν̃) ∈ V ,
(5.14)
where




B ((U, ν̃); (vU , vν̃)) = Bm ((U, ν̃); (vU , vν̃)) + Bt ((U, ν̃); (vU , vν̃)) , (5.16)
and




































We obtain a computable system of equations using Newton’s method, as in
Chapter 3, i.e. by linearizing (5.14) about an approximate state (Uh, ν̃h). We
recall that the same B′ will also be used to define the adjoint problem below.
In [104], Oliver and Moser use the entire velocity profile to calibrate
their models, and the pointwise quantity of the centerline velocity as their
141
prediction quantity. As a representative of the full profile we will use the
average of the mean flow velocity U over the entire domain as our quantity of
interest,




Since the velocity profile is expected to reach the maximum at the centerline
of the channel, the centerline velocity will contribute more to the quantity of
interest than any other point in the channel. The adjoint problem is thus given
by:
find (zU , zν̃) ∈ V such that
B′ ((U, ν̃); (zU , zν̃), (vU , vν̃)) = Q ((vU , vν̃)) , ∀(vU , vν̃) ∈ V .
(5.20)
The above equations will be solved using a standard continuous finite
element discretization on D. We use piecewise linear approximations for U
and ν̃ and quadratic functions for their adjoints, zU and zν̃ , respectively.
The equations presented in this section make up the necessary compo-
nents of a goal-oriented error estimation and adaptivity framework. However,
since we also wish to investigate the effect of uncertainty in the RANS turbu-
lence model parameters, we should consider these equations as parameterized
by a random variable ξ as we did in Chapter 4. We discuss the characteriza-
tions of the uncertain parameters in the subsequent section.
5.2.2 Models of parameter uncertainty
As we discussed previously, the Spalart-Allmaras turbulence model (5.3)
and (5.5) involve many parameters, often assumed constant, whose values are
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fixed as provided in Table 5.1.
In the present work, we will consider a subset of the model parameters
to be random. In the study performed in [104], the authors considered seven
parameters for calibration: κ, cb1, σSA, cb2, cv1, cw2, cw3. Ultimately we will fix
cw3 and consider the remaining six parameters to be random variables; this
change was motivated following a private communication from the authors
concerning the poor calibration of cw3 and the adverse effects on the quality
of the predictive models as a result. Initially, we will treat only κ as a random
variable. Then we will model two parameters, κ and cv1 as random variables
before proceeding with the full set of uncertain parameters. This will allow
us to test the proposed surrogate models on simpler cases before applying the
methodology to the full model.
We will model all parameters as uniform distributions between 0.5 and
1.5 times the nominal values listed in Table 5.1. This is in contrast to [104]
where they used Gaussian distributions for the parameters. This discrepancy
in the two analyses is purely due to the limitations of the available software
for the construction of the adaptive surrogates; currently we are only able to
construct surrogates based on uniformly distributed random variables. The
option of choosing non-uniform distributions will be added to the software in
a future effort. For the time being, our preliminary results compare favorably
despite the differences in parameter distributions.
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5.2.3 Adaptive surrogate model
As a first step in verifying our surrogate model for the RANS simula-
tions, all parameters are set to their nominal value, except κ, which we model
as a uniformly distributed random variable, κ ∼ U(0.205, 0.615). The one
parameter model is rather crude but allows for a comparison to the approxi-
mate distribution of the quantity of interest one would obtain using the exact
forward model.
First, we introduce the non-dimensional variables, U+ = U/u∗, y+ =
yu∗/ν, where u∗ =
√
τw/ρ is the friction velocity and τw is the wall shear






where κ is the von Karman constant and B is an integration constant. While
this law does not hold throughout the channel, it does approximate the velocity
well away from the wall where the magnitude of the velocity is small relative to
the velocity far from the wall. Hence, in estimating our quantity of interest, i.e.
the average velocity over width of the channel, it captures the basic dependence
on the model parameter κ. Using the log-law an estimate of the distribution
of Q ((U, ν̃)) in terms of κ is obtained from the integral of (5.21),














For the prediction scenario of Reτ = u∗H/ν = 5000 and a channel half-height
H = 1 the constants I and B were estimated from numerical results of the
full model simulation and computed to be I = 7.9385 and B = 4.4078. Given
the probability distribution for κ, pκ, we can perform a standard change of
variables to obtain the distribution of pQ,










Figure 5.1 shows the distribution of samples obtained from the adapted
surrogate model with a twelfth-order expansion in the κ parameter and the es-
timated theoretical distribution. We observe an excellent agreement between
the two approaches, which suggests that the surrogate model accurately cap-
tures the forward distribution of the quantity of interest over the range of κ.
Next, we extend the analysis to a two-parameter model, with both κ
and cv1 being uniformly distributed random variables. The same distribution
as before is assumed for κ and we assume cv1 ∼ U(3.55, 10.65). A kernel density
estimate of the distribution obtained from the two-parameter Spalart-Allmaras
model is shown in Figure 5.2 along with the distribution obtained from a
surrogate with twelfth-order expansion in both variables. The overall accuracy,
computed with the error estimates proposed in Chapter 4, also suggests an





η = 1.316793e− 04.
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Figure 5.1: Histogram for samples of the average velocity from the one param-
eter (κ) Spalart-Allmaras turbulence model.
Finally, we construct a surrogate using all six uncertain model param-
eters. We employ the adaptive methodology developed in Chapter 4, to guide
the construction of an anisotropic surrogate model. While we do not have an
estimate of the exact distribution for the quantity of interest generated by the
full forward model, we can sample from the parameter distribution and run the
forward model to obtain samples of the quantity of interest. Comparing the
full model distribution with the surrogate distribution over the range of the
parameters, see Figure 5.3, we observe good agreement between kernel density
estimates obtained from the full and surrogate models. The posterior obtained
using the surrogate model is slightly narrow, which can be attributed to the
uniform distribution of the parameters compared to the Gaussian distribution
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Figure 5.2: Kernel density estimates of the average velocity from the two-
parameter (κ, cv1) Spalart-Allmaras turbulence model.
used for the full model simulation.
Figure 5.4 shows the convergence of the error estimate for the surro-
gate model. Compared to uniform, or isotropic p-refinement, the anisotropic
refinement of the surrogate model leads to significant improvement of the error
for an equal number of forward model evaluations, roughly two orders of mag-
nitude reduction. In Table 5.2 we show the progression of the expansion order
for the six parameters in the model. We can see that the initial refinements
are associated with the κ and cv1 parameters, demonstrating that their values
have the greatest influence on the quantity of interest. This is in agreement
with [104], where they showed that the posteriors were maximized near the
nominal values, indicating that deviations from these values were not consis-
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Figure 5.3: Kernel density estimates of the average velocity from the six-
parameter Spalart-Allmaras turbulence model.
tent with the observed data. Following initial refinement of κ and cv1 we see
continued increase in the expansion order for κ, which we would expect to see
since it has a significant impact on the flow velocity away from the wall where
the velocity is higher and thus contributes more significantly to the average.
Refinements are suggested for all model parameters, though cb2 is only mod-
eled linearly, suggesting that the gradient of the working variable ν̃ does not
have a notable impact on the average velocity. Ultimately, we expected to see
a greater expansion order for cv1 than the other model parameters besides κ.
We believe that the positive correlation between κ and cv1, seen in the pos-
terior distributions discussed in [104], contributed to refinement of only one
of the two parameters being sufficient to accurately estimate the quantity of
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Figure 5.4: Convergence of error estimate for adaptive surrogate of Spalart-
Allmaras turbulence model with six uncertain parameters.
interest.
5.3 Efficient Bayesian inference using surrogates
Recently, there has been increased popularity in the use of Bayesian in-
ference techniques for uncertainty quantification [80, 85, 90, 89, 87, 115]. When
calibrating an approximate model to experimental data, instead of the one best
parameter value provided by traditional deterministic calibration methodolo-
gies, Bayesian techniques allow for a probabilistic description of calibration
parameters. However, the additional information that one gains about the
parameters in this process often comes with a substantial increase in com-
putational cost. One proposal to mitigate the additional cost is through the
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iteration κ cb1 σSA cb2 cv1 cw2
1 0 0 0 0 0 0
2 1 0 0 0 0 0
3 1 0 0 0 1 0
4 2 0 0 0 1 0
5 3 0 0 0 1 0
6 3 0 1 0 1 0
7 3 1 1 0 1 0
8 3 1 1 0 1 1
9 4 1 1 0 1 1
10 4 2 1 0 1 1
11 4 2 2 0 1 1
12 4 2 2 0 2 1
13 5 2 2 0 2 1
14 5 2 2 1 2 1
15 5 2 3 1 2 1
16 5 3 3 1 2 1
17 5 3 3 1 2 2
18 6 3 3 1 2 2
Table 5.2: Expansion orders for parameters in adaptive surrogate of Spalart-
Allmaras turbulence model.
use of approximate response surface models, or surrogates [80, 85, 90, 89, 87],
similar to those constructed in the previous Chapter.
In this section we briefly review the elements of Bayesian inference and
model selection and discuss some recent advances in efficient calibration using
surrogate models.
5.3.1 Overview of Bayesian inference
Baye’s theorem is a fundamental result of statistics and probability.
Relatively recently, it has been adapted toward parameter identification for
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complex mathematical models. The advantage of Bayesian inference for model
calibration is that it provides for a distribution of probable parameter values
instead of the one best fitting parameter value obtained from traditional opti-
mization procedures. Bayesian parameter identification can be interpreted as
an update of the degree of belief in the parameters.
The solution of the Bayesian calibration procedure is the posterior pdf,
or the conditional distribution of the model parameters given the observed
data. Let q ∈ Rn represent the vector of calibration data, or observations,
and let ξ ∈ Ξ = Rm be the random variable representing the model parame-
ters we wish to calibrate. The prior distribution of the parameters is denoted
by p(ξ) and encapsulates the prior knowledge one has about the parameters
independent of the calibration data. Bayes theorem then states that the poste-
rior distribution, p(ξ|q) is proportional to the prior times the likelihood L(ξ, q)
of observing the data [35, 78],
p(ξ|q) = L(ξ|q) p(ξ)
p(q)
. (5.26)
More specifically, the likelihood is defined by the conditional distribution of
the data as a function of the parameters L(ξ|q) = p(q|ξ), but to emphasize
the dependence on the value of the parameters it is often written in the former
notation. The denominator in Bayes theorem acts as a normalization constant






This quantity plays a crucial role in model comparison as we will see in the
following section on model selection.
Perhaps the most critical component of the Bayesian framework is the
likelihood function. Ideally the likelihood is determined by the measurement
process, or any other process contributing to uncertainty in the calibration
data. For example, if the measurement error is additive, meaning the obser-
vations take the form,
q = M(ξ) + ε, (5.28)
where M(ξ) is the predicted value of q using the model with parameters ξ and
ε ∈ Rn is the error model with distribution pε, then the likelihood is given by
L(ξ|q) = pε (q −M(ξ)) . (5.29)
In practice, while one might have a decent estimate of the uncertainty in
measurements, it is often difficult to fully characterize the distribution of ex-
perimental uncertainty. For this reason, it can be beneficial to use a model
selection procedure to determine the best choice of uncertainty model.
5.3.2 Bayesian model selection
We resort here to a Bayesian model selection procedure that quantita-
tively compares a set of models to decide which uncertainty description most
likely matches the data. We will only consider the methodology to select the
most probable model among a class of uncertainty models, but one can just
as well employ the technique to decide between models governing the physical
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response of a system, such as different RANS closure models, or a combination
of physical and uncertainty models [104].
In the Bayesian model comparison procedure, the respective models
are evaluated on the basis of the model posterior plausibility. Given a set
of models M = {M1,M2, . . . ,Mn}, model plausibility quantifies the relative
probability with which model Mi actually generates the observed data [77].
Again, we let q represent the calibration data and employ Baye’s theorem to
define the plausibility for model Mi by
p(Mi|q,M) = Cp(q|Mi,M) p(Mi|M), (5.30)
where C is a normalization constant similar to that in (5.26), p(q|Mi,M) acts
like a likelihood for model Mi, and p(Mi|M) is the prior model plausibility.
The likelihood of the model is given by the evidence, which is simply the
normalization constant discussed in the previous section, conditioned on model
Mi,




and it measures the probability of observing data q given the model Mi. The
evidence is used to compare models relative to one another and to identify the
model that is most likely capable of reproducing the data. In regards to the
prior plausibility, one often chooses a uniform plausibility across the collection
of models; if all models are equally likely candidates, then the natural choice
for the prior is simply p(Mi|M) = 1/n for each model.
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We have explicitly left M in the conditional distributions above since
the whole process is strictly conditional on the original set of models. In
other words, only the models included in the set M are evaluated, thus any
conclusions or observations resulting from the quantitative analysis are limited
by the quality of the models under consideration; the process can not be used
to identify a truth model unless it is present in M.
5.3.3 Computational considerations
To this point, we have ignored the computational costs associated with
Bayesian inference, when in fact, it is often the primary complaint of its oppo-
nents. Computational costs are driven up by the need for repeated sampling
of the forward model, often requiring the solution of initial and/or boundary-
value problems. This suggests two obvious avenues to improve efficiency: bet-
ter sampling techniques or a reduced forward model.
Without question the most popular sampling technique for Bayesian in-
ference is the Markov Chain Monte Carlo (MCMC) method. MCMC involves
the process of generating a proposal value for the calibration parameters ξ,
in the most straightforward case, from the prior distribution, and accepting
or rejecting the sample as a representative of the posterior based on specific
criteria. The process is repeated as many times as necessary until the desired
number of posterior samples are obtained. Since some samples will be rejected,
a number of model solves will result in wasted computations. An improved
rejection rate can lead to more efficient samplers; numerous variants of the ba-
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sic MCMC algorithm have been developed with this in mind, beginning with
the seminal works of Metropolis et al. [93], Hastings [73], and Geman and Ge-
man [64]. Popular modern techniques include delayed rejection methods [72]
and importance sampling [66], among others. A detailed discussion of MCMC
is beyond the scope of the present work, see [24, 35, 63, 70, 78] and the ref-
erences therein for a more in depth description of the Metroplis-Hastings and
Gibbs sampling procedures, as well as other modern techniques.
For sampling posterior distributions in the present work, we rely on
the open-source statistical library QUESO [107]. Specifically, we make use
of the Hybrid Gibbs Transitional Markov Chain Monte Carlo method [39]
implemented in the package. In addition to being a rather efficient technique,
this choice is motivated by the fact that it is also the sampler used in [104].
Furthermore, the fact that it is written in C++ makes it an obvious candidate
for easy interfacing with the other computational codes used in this work
(libMesh, GRINS, agnos1, etc.).
Instead of emphasizing efficient sampling techniques, we propose here
to address the issue related to the cost of the forward model; indeed, reducing
the cost of the forward model has the added advantage that it can be used
with any of the state of the art sampling techniques to achieve even greater
efficiency. However, since MCMC relies on the acceptance and rejection of
repeated samples of the model, it is crucial to ensure that the accuracy of the
1agnos is a C++ library for adaptive surrogate construction based on the methodology
of Chapter 4 and was developed solely by the author for the purpose of this work.
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surrogate approximation is adequate to produce results of comparable quality
to the full simulation. Thus, the addition of error estimates and solution
verification for surrogate models is even more appealing.
In the last few years the use of surrogate models in Bayesian inference
has received a fair amount of attention [85, 87, 88, 89, 90]. Marzouk and
Xiu [89] provide a detailed error analysis for the stochastic collocation method
assuming Gaussian errors; we will examine their results in more detail below.
Ma and Zabaras [87] adopt a similar approach, using the adaptive hierarchical
sparse grid collocation method for the surrogate approximation, but they omit
a thorough theoretical error analysis. Alternatively, Marzouk et al. [88, 89],
introduce a Karhunen-Loève expansion based on the prior distribution of pa-
rameters, arguing that this representation captures variation in the field more
adequately than directly applying a generalized polynomial chaos approxima-
tion to the uncertain variables. Unlike [89] though, a relationship between
the projection of the Karhunen-Loève expansion and the resulting posterior
error is not provided. Li and Marzouk [85] extend the theoretical founda-
tions from [89] to an optimization technique for minimizing the error in the
posterior probability. The theoretical results of Marzouk and Xiu provide an
opportunity for the natural extension of our results presented in Chapter 4;
we can efficiently set a tolerance on how accurate the surrogate should be in
order to guarantee final accuracy of the posterior distribution of the parame-
ters relative to the complete forward model. Moreover, the proposed adaptive
refinement schemes have the capability of constructing a sufficiently accurate
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surrogate model in an efficient manner.
We briefly review the applicable results from Marzouk and Xiu [89].
As indicated above, the basic idea is to replace the forward model with the






where p(ξ) is the prior density and L̃N is the approximate likelihood obtained
from replacing the forward model M with the surrogate model M̃N . The
superscriptN refers here to the expansion order of the surrogate approximation





k Ψk(ξ), where the coefficientsM
m
k are obtained
using quadrature (see Chapter 4). Since M̃N can be evaluated with minimal
computational cost compared to the numerical solution of a partial differential
equation, we will be able to sample the posterior distribution with a high level
of accuracy [89].
Remark 5.3.1. The posterior p̃N is the posterior distribution of the parameters
under the assumption that the predictions of the observed data were generated
from the surrogate model. For this reason it is vital that the surrogate being
evaluated is accurate to the desired level of sampling error.
The authors in [89] also make use of the exact expansion of the model









In contrast to the surrogate expansion, the exact expansion contains the exact
coefficients resulting from the projection of the full model onto the basis Ψk,
and it allows for the application of some additional theoretical results used
below.
They also suggest the use of the Kullback-Leibler divergence to quantify









Provided that the observational errors are independent and identically
distributed (iid) with a Gaussian distribution, they demonstrate a series of
results for the exact projection MN , which we restate here without proof. First
they establish a bound on the difference in the model evidence EN := E(MN |q)
and E := E(M |q) as defined in (5.31), and thus prove that the convergence of
the polynomial chaos expansions implies convergence of the Kullback-Leibler
divergence.
Lemma 5.3.1. Assume that the observational error ε ∈ Rn in (5.29) are iid
Gaussian distributed. If MN converges to M as
∥∥M −MN
∥∥
 L2(Ξ) ≤ CN
−α, (5.36)
where C is a constant independent of N and α > 0 depends on the regularity












Moreover, the posterior probability pN converges to p in the sense that the
Kullback-Leibler divergence converges to zero,
DKL(p
N ||p)→ 0, N →∞. (5.38)
Making use of the a priori convergence estimates for polynomial chaos
expansion, Marzouk and Xiu establish two additional relationships for E and
EN .
Lemma 5.3.2. Assume the convergence of MN is in the form (5.36). Then,


















)∣∣ ∼ N−αn, (5.40)
where CE = C1/E is independent of N with C1 given in (5.37).
The first major theoretical result in [89] follows from the previous two
lemmas and provides an estimate of the convergence rate for the Kullback-
Leibler divergence between the posterior for the exact expansion pN and the
true posterior p.
Theorem 5.3.3. Assume that the observational error is iid Gaussian and the
generalized polynomial chaos MN of the forward model converges to M , then
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for sufficiently large N
DKL(p





















In order to extend the result to the approximate posterior p̃N , they



































The final result guarantees the convergence of the surrogate posterior to the
true posterior.
Theorem 5.3.4. If the convergence of pN is in the form (5.36) and M̃N
converges to MN as the number of quadrature points goes to infinity, i.e.
lim
m(N)→∞
p̃N(ξ) = pN(ξ), ∀ξ, (5.46)
then the surrogate posterior density p̃N converges to the true density p in the
following sense,
DKL(p̃
N ||p)→ 0, N →∞, m(N)→∞. (5.47)
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Unfortunately, above results cannot be directly applied to the case at
hand. Indeed, only one of the error models examined in [104] satisfies the
independent assumption. Moreover, another issue lies in the fact that the
approximation error is defined with respect to the expansion of the observables
used in the calibration process. In our case the quantity of interest used to
define the error estimates is not the same quantity for which observable data is
available. If we were to use experimental data for Q in the calibration process
and employ the independence assumption, then the results of Marzouk and
Xiu would be applicable. Future works will aim to extend the theoretical
results to the present setting, but for the sake of the current discussion, we
will limit ourselves to the comparison of our numerical results for the surrogate
posterior with those obtained by Oliver and Moser [104].
5.4 Numerical results
Equipped with the Bayesian techniques reviewed in the previous sec-
tion, we now return to the channel flow problem detailed in Section 5.2. As
we eluded to in the Bayesian discussion, identifying the proper uncertainty
model, or likelihood function, is often a difficult task. Since our quantity of
interest is a function of the mean flow properties, one may argue that a model
based entirely on the uncertainty in the mean flow may be sufficient. However,
if one wishes to predict quantities beyond this relatively simple case, a more
complex uncertainty model may be necessary.
In the present study, the calibration data are obtained from direct nu-
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merical simulation (DNS) of the flow, while our computational model relies on
the eddy viscosity assumption and the Spalart-Allmaras turbulence model. In
essence, the uncertainty results from the approximation of the Reynolds stress
tensor [104].
We will encompass both scenarios by considering three uncertainty
models in terms of the mean flow velocity, as well as an uncertainty model
that is based directly on the Reynolds stress.
5.4.1 Calibration data
Specifically, we use the same calibration data as Oliver and Moser [104],
which was obtained from the DNS of Jaminez et al. [74, 45]. Mean velocity
measurements were taken at Reτ = 944 and Reτ = 2003. The uncertainty
in the observations from the direct simulation is the result of calculating the
sample mean rather than the true mean. The authors of [75] provide an
estimate of the variance in the error, however the covariance between data
points in the profile is not provided. To minimize the impact of the correlation
between measurement points, Oliver and Moser [104] downsample the data and
use points that are farther apart; we will do the same and assume the data
points are independent.
Since the simulation of the channel flow is dependent on the Reynolds
numberReτ , we will construct two surrogate models, one for each flow scenario.
Technically, one could attempt to construct a projection of the mean velocity
whose coefficients are dependent on the Reynolds number, in addition to the
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location in the channel. We choose not to do this here because of the interface
required between the channel simulation code and the code used to perform the
goal-oriented adaptivity of the surrogate model. This does however increase
the computational burden of our approach.
For all error models we will use the same surrogate construction for
the approximate forward models. As we did in the examination of the for-
ward model, we will perform a series of three studies, starting with only κ
being uncertain, adding cv1 as an uncertain parameter, followed by including
all six uncertain parameters used in Section 5.2.2. These sets of parame-
ters are naturally augmented with the calibration parameters for the uncer-
tainty models considered. In all cases we will use the same two surrogate
models for the forward model simulations (Reτ = 944 and Reτ = 2003).
In the one- and two-parameter cases, we use twelfth-order expansions for
the uncertain turbulence model parameters, resulting in computed error of
η944 = 1.441803 × 10−2 and η2003 = 1.655369 × 10−2, for the one-uncertain-
parameter case, and η944 = 2.489478 × 10−2, η2003 = 1.655369 × 10−2, for the
models with two uncertain parameters. When modeling six uncertain param-
eters we will use the final expansion order in Table 5.2, N = (6, 3, 3, 1, 2, 2),
which yields error estimates η944 = 1.388788×10−2 and η2003 = 1.878746×10−2.
5.4.2 Multiplicative error models
We begin with a class of relatively simple models based on the mean
velocity. We suppose that the error is multiplicative in terms of the velocity.
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Thus, the observed data is taken to be governed by the equation,
〈u〉+ (z; ξ) = (1 + ε(z; ξ))U+(z; ξ), (5.48)
where z = y/H is the non-dimensionalized wall-normal coordinate, U+ = U/u∗
is the non-dimensionalized velocity, and 〈u〉+ is the prediction of the true non-
dimensionalized velocity. We assume a zero-mean Gaussian field for the error
term ε = ε(z) = ε(z; ξ). The choice of the covariance of ε distinguishes the
three uncertainty models governed by (5.48).
5.4.2.1 Independent homogeneous covariance
First, we will adopt the belief that the data points provided in the DNS
calibration data are independent. The covariance of ε is thus,
〈ε(z)ε(z′)〉 = σ2δ(z − z′), (5.49)
where the standard deviation σ will be treated as an unknown parameter in
the calibration process, in addition to the turbulence model parameters.
It is unreasonable to expect that the error along the mean velocity
profile generated by DNS is spatially independent. Subsequent models will
introduce spatial correlations in the velocity. Nonetheless, its simplicity makes
it an attractive model to consider.
Using the surrogate models to evaluate Ũ+ instead of the full chan-
nel flow simulation, U+, we define the likelihood for the uncertainty model
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Figure 5.5: Posterior probability densities for the multiplicative error model
with independent homogeneous covariance for the SA turbulence model with
uncertain κ. Full model (solid line) and surrogate model (dashed), where 1
indicates nominal value.











where ξ = {κ, σ}. Kernel density estimates of the posterior densities result-
ing from the Bayesian calibration are shown in Figure 5.5. We see excellent
agreement between the posteriors obtained from the full model simulation and
our surrogate model. Moving on, we do the same analysis for the model with
two uncertain parameters to obtain the densities in Figure 5.6. Again, the
posterior distributions obtained from the full model and the surrogate model
match rather well.
Finally we turn to the Spalart-Allmaras turbulence model with six
uncertain parameters, using the surrogates with anisotropic expansion order
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Figure 5.6: Posterior probability densities for the multiplicative error model
with independent homogeneous covariance for the SA turbulence model with
uncertain κ and cv1. Full model (solid line) and surrogate model (dashed),
where 1 indicates nominal value.
N = (6, 3, 3, 1, 2, 2). The posterior distributions in Figure 5.7 again appear to
be well modeled using the surrogate model. Results for the full set of param-
eters are rather promising. While some minor differences are observed in the
posterior distributions, overall the agreement is quite good. We can attribute
what differences that do exist to the choice of prior distributions; since the
uniform priors are more restrictive we see posteriors that are limited to the
support of the prior as in the case of cb2 and cw2.
5.4.2.2 Correlated homogeneous covariance
A straightforward extension of the independent multiplicative model
proposed in the previous section is to add spatial correlation into the definition
of the covariance for ε. If we assume a homogeneous correlation length, we
can write the covariance of ε as








where now both σ and the correlation length l are additional calibration pa-
rameters. Combined with the multiplicative form (5.48) this represents a com-
plete characterization of the uncertainty in the mean flow velocity. While
undoubtedly more reasonable than independent errors, a homogeneous corre-
lation length still seems improbable; generally the accuracy of the turbulence
models near the wall considerably differs from that in the region far from the
wall.
We again examine the three sets of uncertain parameters starting with
just κ and the additional parameters introduced by the covariance function,
σ and l. Posterior probability densities obtained with the surrogate models
are compared to those from the full model in Figure 5.8. As before, we move
on to the case of two uncertain parameters. Posterior densities exhibit similar
behavior as in the previous model, Figure 5.9. For the Spalart-Allmaras tur-
bulence model with six uncertain parameters, we see similar results to that of
the inhomogeneous covariance function, with the posteriors for κ and cv1 in
Figure 5.10 showing some differences compared to the full model results.
5.4.2.3 Correlated inhomogeneous covariance
Since length scales in turbulent flows are set differently based on the re-
gion of the flow, it makes sense to incorporate that structure in the uncertainty
model. While we keep the assumption of a multiplicative error model (5.48),




















lin for z < zin
lin +
lout−lin
zout−zin (z − zin) for zin ≤ z ≤ zout
lout for z > zout,
(5.53)
where lin = l
+
in/Reτ , zin = z
+




in, lout, and zout are additional
calibration parameters.
Posterior probability densities using this variable length covariance
structure indicate similar agreement as in the previous two multiplicative er-
ror models for all turbulence model parameters. Very little difference is seen
between the posteriors with one or two uncertain parameter, see Figures 5.11
and 5.12. Note that Figure 5.13 actually shows better agreement between
the posterior distributions for κ and cv1 than the results obtained using the
homogeneous covariance structure.
We expect the final model based on the multiplicative error assump-
tion (5.48) to be superior to the two simpler models. Nonetheless, it represents
an uncertainty model based on the mean flow velocity only. If we truly hope
to capture uncertainty in the RANS model we should focus on the uncertainty
associated with the Reynolds stress tensor.
5.4.3 Reynolds stress uncertainty model
Finally, we introduce an uncertainty model based on the Reynolds
stress. While more complex, and thus more difficult to implement in prac-
tice, a Reynolds stress uncertainty model is appealing since it directly targets
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the source of error.
The uncertainty model for Reynolds stress proposed by Oliver and






(z; ξ) = T+(z; ξ)− ε(z; ξ) (5.54)
where T+ is the Reynolds shear stress computed by the approximate turbu-








Note that (5.54) does not lead to a prediction of the mean velocity ex-
plicitly; in order to predict the mean flow one must first compute the Reynolds























which must then be solved for the mean velocity 〈u〉+. As a result, real-
izations of the solution do not necessarily satisfy the turbulence momentum
equations (5.11) [104].
We must still choose a description for the error field ε. Sticking with [104],
we assume a zero-mean Gaussian with covariance,
〈ε(z)ε(z′)〉 = kin(z, z′) + kout(z, z′), (5.56)
where kin models the error near the wall and kout represents the error far from
169




1− (z − z
′)2
l2in




































where lin = l
+
in/Reτ , ∆ = Cdlin and σout = Cs/Reτ . The additional calibration
parameters for this uncertainty model are σin, l
+
in, Cd, Cs, lout.
Even though the Reynolds stress uncertainty model differs significantly
from the three multiplicative error models discussed above, Bayesian calibra-
tion with all of the models leads to qualitatively similar results. The one-
parameter model shows relatively good agreement for all of the parameters,
see Figure 5.14, while some discrepancies for models with two and six uncertain
parameters are observed, Figures 5.15 and 5.16, respectively.
The Reynolds stress uncertainty model, while appealing from a theo-
retical standpoint, may be overly complex for the problem considered here.
Oliver and Moser concluded that this stochastic model was superior to the
multiplicative error models, however the multiplicative model with correlated
inhomogeneous covariance was almost as good and is easier to implement in
practice; moreover the additional PDE solve for the Reynolds stress uncer-
tainty model makes it more computationally intensive than the multiplicative
approach. In the next section we will carry out a similar Bayesian model
comparison leading to similar conclusions.
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5.4.4 Model selection
Some of the above models are obviously deficient while others may be
overly complex for the present analysis; all models are now evaluated based on
their agreement with the calibration data. With the model setM comprised of
the four models proposed in this section, we are prepared to move forward with
the application of the Bayesian model comparison procedure to our adaptive
surrogate model for the turbulent channel flow problem.
In [104], the authors examine four turbulence models in addition to the
four uncertainty models described in the previous section; since we have only
discussed the turbulence model of Spalart and Allmaras, our model selection
procedure is performed on a subset of the model class used in [104]. Here the
model class is comprised of uncertainty models given in the previous section.
While one may argue that a model, for example the Reynolds stress uncertainty
model, is more probable than the others, we assume that all models are given
an equal prior plausibility P (Mi|M) = 1/4; in other words, we ignore any
intuition or knowledge we may have in regards to how the error is distributed
in the channel. Thus, in equation (5.30), the model evidence E(Mi|q,M) is
the only component unique to each model, making it the determining factor
in model selection.
Table 5.3 reports the evidence computed for each of the four models and
reproduces the relevant portion of Table 2 from [104]. While the numerical val-
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surrogate full model
independent homogeneous -1.457 8.862
correlated homogeneous 1.963 8.045
correlated inhomogeneous 164.9 164.0
Reynolds stress 164.8 169.0
Table 5.3: Evidences computed for the four uncertainty models. (log(E) is
reported in the table.)
ues themselves differ1, the results are qualitatively similar. As expected, the
two multiplicative error models with homogeneous covariance structures have
very small evidences; clearly the error in the turbulence model is not homoge-
neous across the channel. Interestingly, the multiplicative model with inhomo-
geneous covariance appears to outperform the much more complex Reynolds
stress model. However, if we actually compute the plausibility using the prior,
we see that both are nearly equally plausible with P (M3|M) = 0.53 for the in-
homogeneous covariance model and P (M4|M) = 0.46 for the Reynolds stress
model; at this stage either model is equally probable.
Our conclusions are in line with those found in [104] regarding the in-
ability of homogeneous uncertainty models to capture the turbulence modeling
error. Their results favor the Reynolds stress model over the correlated inho-
mogeneous model, but again the two are relatively close in plausibility. In
contrast to the use of the full turbulence model, our surrogate based approach
took significantly less computational time to complete. Table 5.4 displays the
1Differences in the computed evidence can be due to a number of factors including the




independent homogeneous 130 1720
correlated homogeneous 162 1906
correlated inhomogeneous 151 1735
Reynolds stress 147 1743
Cumulative 590 7104
Table 5.4: Relative runtime in seconds for the Bayesian calibration of each
uncertainty model.
runtime for each of the models using the full turbulence model compared to
the surrogate model as well as the cumulative time to run the entire model se-
lection study. Simulations were all run on the same machine to obtain relative
compute times. The surrogate leads to at least an order of magnitude fewer
seconds of total computation time, even for this one-dimensional problem with
moderate resolution. One would expect the savings to be even greater for more
complex models. Of course these reported times do not take into account the
amount of time needed to actually construct the adaptive surrogate models.
It took 9, 165 seconds to complete all 18 iterations of the adaptive procedure
to construct the anisotropic surrogate model. Factoring in this time, we see
that in reality the computational effort is comparable whether one uses the
full model or the adaptive surrogate model. The advantage of performing the
analysis with a surrogate model is that the same surrogate can be used for all
uncertainty models; thus, the cost can be amortized over the exploration of
many different uncertainty models. That is, once a surrogate model has been
constructed a new model selection study can be performed rather efficiently,
each time we wish to access a newly proposed uncertainty model; making the
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surrogate approach a valuable resource for modelers.
5.5 Concluding remarks
In this chapter, we have explored the application of goal-oriented error
estimation and adaptivity for problems with uncertainty. Accurate surrogate
models were constructed for the Spalart-Allmaras turbulence model and the
solution of the RANS equations in a fully-developed channel. The results
demonstrate that the newly developed methodology can be a valuable resource
to computational scientists in modeling complex physical systems.
Future work in this area should focus on expanding the results of Mar-
zouk and Xiu to a broader class of uncertainty representations. With the
established error estimates of Chapter 4, the ability to relate the surrogate
approximation error and the posterior error would be a valuable addition to
the field. Given a desired level of accuracy in the posterior, one could then
determine the level of accuracy that is required from the surrogate model and
adaptively construct a surrogate model that achieves the goal, and provide an
error estimate to assess the reliability of the whole process.
Further investigation with respect to the calculation of the evidence
is also of concern. Accurate estimates of the model evidence require a large
number of samples; using a surrogate model in place of the full model would
allow for the reduction of sampling error in the evidence calculation to within
the error in the surrogate model. More analysis would be needed to establish
a direct connection between the two errors.
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Figure 5.7: Posterior probability densities for the multiplicative error model
with independent homogeneous covariance for the SA turbulence model with
six uncertain parameters. Full model (solid line) and surrogate model
(dashed), where 1 indicates nominal value.
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Figure 5.8: Posterior probability densities for the multiplicative error model
with correlated homogeneous covariance for the SA turbulence model with
uncertain κ. Full model (solid line) and surrogate model (dashed), where 1
indicates nominal value.
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Figure 5.9: Posterior probability densities for the multiplicative error model
with correlated homogeneous covariance for the SA turbulence model with
uncertain κ and cv1. Full model (solid line) and surrogate model (dashed),
where 1 indicates nominal value.
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Figure 5.10: Posterior probability densities for the multiplicative error model
with correlated homogeneous covariance for the SA turbulence model with six
uncertain parameters. Full model (solid line) and surrogate model (dashed),
where 1 indicates nominal value.
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Figure 5.11: Posterior probability densities for the multiplicative error model
with correlated inhomogeneous covariance for the SA turbulence model with
uncertain κ. Full model (solid line) and surrogate model (dashed), where 1
indicates nominal value.
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Figure 5.12: Posterior probability densities for the multiplicative error model
with correlated inhomogeneous covariance for the SA turbulence model with
uncertain κ and cv1. Full model (solid line) and surrogate model (dashed),
where 1 indicates nominal value.
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Figure 5.13: Posterior probability densities for the multiplicative error model
with correlated inhomogeneous covariance for the SA turbulence model with
six uncertain parameters. Full model (solid line) and surrogate model
(dashed), where 1 indicates nominal value.
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Figure 5.14: Posterior probability densities for the Reynolds stress error model
for the SA turbulence model with uncertain κ. Full model (solid line) and
surrogate model (dashed), where 1 indicates nominal value.
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Figure 5.15: Posterior probability densities for the Reynolds stress error model
for the SA turbulence model with uncertain κ and cv1. Full model (solid line)
and surrogate model (dashed), where 1 indicates nominal value.
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Figure 5.16: Posterior probability densities for the Reynolds stress error model
for the SA turbulence model with six uncertain parameters. Full model (solid
line) and surrogate model (dashed), where 1 indicates nominal value.
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Chapter 6
Conclusions and future work
6.1 Conclusions
In this dissertation, we have proposed a methodology based on the
construction of surrogate models and the extension of goal-oriented error es-
timation techniques for efficient and reliable parameter estimation within a
Bayesian study for turbulence modeling.
Following a review of the goal-oriented error estimation theory for linear
problems, classical theorems were extended to the case of nonlinear problems.
We have also analyzed the effect of neglecting the nonlinear terms in the er-
ror estimates, as is often done in the literature. The main conclusion of the
investigation is that the nonlinear contributions appeared to have little effect
on error estimation or adaptive refinement for Burgers’ equation in 1D and
Navier-Stokes equations in the case of flow past an obstacle. In these cases,
the standard residual error estimator is generally sufficient for both purposes.
We have also presented a rather simple diffusion problem to demonstrate that
the nonlinear terms may actually dominate the residual term. Further re-
search work would thus be needed to better understand possible influence of
these nonlinear terms. Nevertheless, the classical estimator and adaptive ap-
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proach proved adequate for the simulation of a flow past an obstacle at low to
moderate Reynolds numbers and we proceeded with the analysis of linear and
nonlinear problems involving uncertain data.
A posteriori error estimates were developed for second-order differen-
tial equations with uncertain parameters. A novel decomposition of the error
estimate into contributions from physical and stochastic approximation spaces
was shown to properly identify which approximation space should be refined.
Adaptive refinement strategies were also developed that took advantage of the
indicator for the error in the stochastic approximation. Adaptive mesh re-
finement in stochastic space and anisotropic p-refinement were demonstrated.
The methodology was tested on a number of model problems including that
of flow past a cylinder in a channel at low to moderate Reynolds numbers.
Finally, the techniques for goal-oriented error estimation and adaptivity
for problems with uncertainty were applied to the study of RANS turbulence
models. The objective was to use surrogate models to make the calibration
process of these models more efficient. In addition to the theoretical results
presented on that topic, we have shown that the approach developed in this
thesis could be a valuable resource in applications of engineering interest.
6.2 Future work
We believe we have presented numerical and theoretical evidence that
ongoing efforts should be pursued in the investigation of goal-oriented error
estimation for nonlinear problems. While the nonlinear diffusion example pre-
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sented in Chapter 3 suggests that there may exist initial or boundary-value
problems for which one should be careful when neglecting the ’higher-order’
terms in the error analysis, preliminary work on mesh adaptation for this
problem showed very similar results when including or neglecting the nonlin-
ear contributions in the error estimate. One objective of future work is to find
or design a model problem in which the element indicators that include the
nonlinear contributions lead to a very different refinement pattern from the
one that the standard residual based indicators would provide.
Application of the goal-oriented a posteriori error estimation procedure
to statistical quantities of interest is another avenue for future investigation.
Surrogate models adapted to better predict specific statistical features of the
solution would be valuable in predicting rare or extreme events for engineering
applications.
Future work on efficient Bayesian inference using surrogate models
should include the extension of the theoretical results discussed in Chapter 5
to a broader class of uncertainty representations. Advances on that topic will
help relate the surrogate approximation error and the posterior error, hope-
fully providing a connection between the error estimates for surrogate models
derived herein to the error in the posterior distributions of parameters.
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[47] C. F. Dunkl and Y. Xu. Orthogonal Polynomials in Several Variables.
Cambridge University Press, 2001.
[48] P. A. Durbin. Separated flow computations with the k − ε− v2 model.
AIAA Journal, 33:659–664, 1995.
[49] P. A. Durbin and B. A. Petterson Reif. Statistical Theory and Modeling
for Turbulent Flows. Wiley, 2001.
[50] R. Durrett. Probability: Theory and Examples. Duxbury Press, 2004.
194
[51] K. Eriksson, D. Estep, P. Hansbo, and C. Johnson. Introduction to
adaptive methods for differential equations. Acta Numer., pages 105–
158, 1995.
[52] K. Eriksson, D. Estep, P. Hansbo, and C. Johnson. Computational
differential equations. Cambridge University Press, 1996.
[53] A. Ern and J. L. Guermond. Theory and Practice of Finite Elements,
volume 159 of Applied Mathematical Sciences. Springer-Verlag, New
York, 2004.
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