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The ratio of B+ and B 0 meson lifetimes was measured using data collected in 2002-2004 by the 
D 0 experiment in Run II of the Fermilab Tevatron Collider. These mesons were reconstructed 
in B ^  vD*- X  decays, which are dominated by B 0, and B ^  y,+ vD 0X  decays, which are 
dominated by B+. The ratio of lifetimes is measured to be t + / t 0 =  1.080±0.016 (stat)±0.014 (syst).
PACS numbers: 14.40.Nd
In the last few years, significant progress has been 
m ade, on bo th  experim ental and theoretical fronts, in 
the understanding of the lifetimes of hadrons contain­
ing heavy quarks. C harm  and bo ttom  meson (except 
B c) lifetimes have been m easured w ith precisions rang­
ing from 0.5% to  4%, although lifetimes of heavy baryons 
are not known as well [1]. O n the theoretical front, pre­
dictions are being m ade using a rigorous approach based
on the heavy quark  expansion (in negative powers of the 
heavy quark mass) [2], where the large m ass of the bo t­
tom  quark  considerably simplifies calculations. T heoret­
ical uncertainties are further reduced for ratios of life­
times. For instance, the ra tio  of the  B + and B 0 lifetimes 
has been predicted to  be 1.06 ±  0.02 [3]. Experim entally, 
ratios of lifetimes have smaller uncertainties, since m any 
common sources of system atics cancel.
4In this L etter, we present a m easurem ent of the ra ­
tio  of B + and B 0 lifetimes using a large sample of 
semileptonic B  decays collected by the D 0  experim ent 
a t Ferm ilab in pp  collisions a t a/s =  1.96 TeV. The 
d a ta  correspond to  approxim ately 440 p b -1  of in tegrated  
luminosity. B  mesons were selected via their decays 
B  ^  u + v D 0X  [4] and were classified into two exclu­
sive groups: a “D*- ” sample, containing all events w ith 
reconstructed  D *-  ^  D 0n -  decays, and a “D 0” sample, 
containing all rem aining events. B oth  sim ulation and 
available experim ental results show th a t the  D *- sample 
is dom inated by B 0 ^  u+  v D *- X  decays, while the D 0 
sample is dom inated  by B +  ^  u+  v D 0X  decays.
The classification into these two samples was based on 
the presence of a slow pion from D*-  ^  D 0n -  decay, and 
thus was independent of the  B -meson lifetime. Therefore, 
the  ra tio  of the num ber of events in the  two samples, ex­
pressed as a function of the proper decay length, depends 
m ainly on the lifetime difference between the B +  and B 0 
mesons. The influences of the  selection criteria, detector 
properties, and some system atic uncertainties are signif­
icantly  reduced.
The D 0  detector is described in detail elsewhere [5]. 
The detector com ponents m ost im portan t to  this anal­
ysis are the  central tracking and m uon system s. The 
tracking system  consists of a silicon m icrostrip  tracker 
and a central fiber tracker, b o th  located w ithin a 2 T  su­
perconducting solenoidal m agnet. The resolution for the 
distance of closest approach as provided by the tracking 
system  is «  50 um  for tracks w ith p T ~  1 G eV /c, im­
proving asym ptotically  to  15 um  for tracks w ith p T >  10 
G eV /c, where p T is the  com ponent of the m om entum  
perpendicular to  the  beam  pipe. The m uon system  is lo­
cated  outside the calorim eters and consists of a layer of 
drift cham bers and scintillation trigger counters in front 
of 1.8 T toroids, followed by two more sim ilar layers after 
the  toroids.
Events w ith semi-muonic b-hadron decays were se­
lected using a suite of inclusive single-muon triggers in a 
three-level trigger system. M uons were identified by ex­
trapo la ting  tracks found in the central tracking system  
and m atching them  w ith m uon track  segm ents formed 
from hits in the  m uon system . Muons were required to  
have a transverse m om entum  pT >  2 G eV /c and  to ta l 
m om entum  p M >  3 G eV /c.
The prim ary  vertex of the  pp in teraction  was deter­
mined for each event. The average position of the beam- 
collision point was included as a constrain t. The preci­
sion of the  prim ary  vertex reconstruction was on average 
about 20 yU,m in the plane perpendicular to  the beam  di­
rection and about 40 um  along the beam  direction.
D 0 candidates were selected using their D 0 ^  K + n -  
decay mode. All charged particles in an event were clus­
tered into je ts  using the DURHAM clustering algorithm  
[6] w ith a je t p T cut-off param eter of 15 G eV /c [7]. The 
D 0 candidate was constructed  from two particles of oppo-
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FIG. 1: (a) Invariant mass of the K n system. The curve 
shows the result of the fit of the K m a s s  distribution 
with the sum of a signal Gaussian function and polynomial 
background function. (b) Mass difference Am =  m (D 0n) — 
m (D  0).
site charge belonging to  the  same je t as the reconstructed 
muon. B oth  particles were required to  have p T >  0.7 
G eV /c and to  form a common D 0 vertex. The p T of the 
D 0 was required to  exceed 5 G eV /c. To reduce combi­
natoria l background, we required the D 0 vertex to  have 
a positive displacem ent in the xy plane, relative to  the 
prim ary  vertex, w ith a t least 4a  significance. A lthough 
th is last requirem ent can bias the lifetime d istribu tion  of 
a B  candidate, our analysis procedure of determ ining the 
ra tio  of B +  and B 0 events in bins of proper tim e should 
remove th is bias in the final result. The tra jec to ry  of the 
m uon and D 0 candidates were required to  originate from 
a common B  vertex. The u + D 0 system  was required to  
have an invariant m ass between 2.3 and 5.2 G eV /c2.
The masses of the kaon and pion were assigned to  the 
two tracks according to  the charge of the muon, assuming 
the u + K + n -  com bination. The mass spectrum  of the 
K n  system  after these selections is shown in Fig. 1(a). 
The signal in the D 0 peak contains 126073 ±  610 events.
All reconstructed  u + D 0 events were classified into 
three non-overlapping samples. For each u + D 0 candi­
date, a search was m ade for an additional pion. The mass 
difference A m  =  m (D 0n) — m (D 0) for all such pions, 
when 1.8 <  m (D 0) <  1.9 G eV /c2, is shown in Fig. 1(b). 
The peak in th is figure corresponds to  the production  of 
the u+ D *-  system. All events containing a pion w ith a 
charge opposite to  th a t of the m uon (right-charge com­
bination) and 0.1425 <  A m  <  0.1490 G eV /c2 were in­
cluded in the D*- R  sample. All events containing a pion 
w ith the same charge as the m uon (wrong-charge com­
bination) and 0.1425 <  A m  <  0.1490 G eV /c2 were in­
cluded in the auxiliary D*-W  sample. This sam ple con­
ta ins true  D 0 bu t fake D*-  events and gives an estim ate 
of the  com binatorial background for selected u+ D *-  can­
didates. The A m  distribu tion  for such events is shown 
in Fig. 1(b) as the filled histogram . All rem aining events 
were assigned to  the D 0 sample.
Since the final (semileptonic) s ta te  has missing 
particles, including the neutrino, the proper de-
5cay length was no t determ ined. Instead, for 
each reconstructed  candidate, the m easured visible 
proper decay length x M was com puted as x M =  
m_B c ( L t  • PT (U+D0)) / | pT ( u + D 0) |2. L t  is the  vector 
in the axial plane from the prim ary  to  the B-m eson de­
cay vertex, p T ( u +  D 0) is the  transverse m om entum  of the 
U +D 0 system  and m B is the  m ass of the B  meson, for 
which the value 5.279 G eV /c2 was used [1]. The pion 
from the D*-  decay was not used for the com putation of 
the transverse m om entum  and the decay length.
C andidates in each of the  samples were divided into 
eight groups according to  their x M value. The num ber of 
U +D 0 events N *R (from the D*-R  sam ple), N *W (from 
the D*-W  sam ple), and N 0 (from the D 0 sample) in each 
interval i (where i ranges from one to  eight) were deter­
mined from the fit of the  K n  mass spectrum  between 
1.72 and 2.16 G eV /c2 w ith the sum  of a G aussian sig­
nal function and a polynom ial background function. The 
m ean and w idth of the G aussian function were fixed to  
the  values obtained from the fit of the overall m ass dis­
tribu tion  in each sample. The fitting procedure was the 
same for all samples. Table I gives the num bers obtained 
for each x M interval.
The num ber of u + D * -  events for each interval i of 
x M was defined as N ( u + D * - ) =  N *R — C  • N *W, where 
C •N i*W accounts for the com binatorial background under 
the D *-  peak as shown in Fig. 1(b). The coefficient 
C  =  1.27±0.03 reflects the  difference in the com binatorial 
background between u + D 0n -  and  u + D 0n+  events. It 
was determ ined from the  ra tio  of the  num bers of these 
events in the  interval 0.153 <  A m  <  0.160 G eV /c2. The 
num ber of u + D  0 events in each interval i in x M was 
defined as N  ( u +  D 0) =  +  N *W +  C  • N *W.
The experim ental observable r  is the  ra tio  of u + D * -  
and u + D 0 events in interval i of x M , i.e., r  =  
N ( u +  D*- ) / N ( u +  D 0). Values of r  and  sta tistical un­
certain ties are given in Table I . The m easurem ent of 
the lifetime difference between B + and B 0 is given by 
k =  t + / t 0 — 1. It was determ ined from the m inim ization 
of x 2(^n, k):
* » ( « , , * ) ( ' )  “  a 2( r ) i. v '
where r®(en , k) is the  expected ra tio  of u + D * -  and  u + D 0 
events, and  en is the  efficiency to  reconstruct the slow 
pion in the D*-  ^  D 0n -  decay. en was assum ed to  
be independent of x M and, along w ith k, was a free pa­
ram eter in the  m inim ization. We present evidence for the 
validity of th is assum ption in the  discussion of system atic 
uncertainties. The sum  was taken  over all intervals 
w ith positive x M .
Inform ation used to  determ ine the expected ratio, 
r f ( e n ,k ) , included bo th  experim ental m easurem ents as 
well as results from M onte Carlo sim ulations. For the 
j t h  B-m eson decay channel, the  d istribu tion  of the visible
proper decay length (x) is given by P . (x) =  ƒ  dK  D j (K ) • 
0{x) ■ ^ - e x p (  — Tj is the  lifetime of the B  meson,
the K -factor, K  =  D /p B, reflects the difference be­
tween the  observed and true  m om entum  of the  B  meson, 
and 0(x) is the  step  function. The function D j (K ) is the 
norm alized d istribu tion  of the K -factor for the j t h  decay 
channel.
Transform ation from the true  value of x to  the  ex­
perim entally  m easured value x M is given by f j  (xM) =  
ƒ  dx P .  (x — x M ) • £j (x) • P j (x), where P .  (x — x M ) is the  
detector resolution, and e .  (x) is the  reconstruction  effi­
ciency of u + D 0 for the  j t h  decay. I t does not include 
en for channels w ith D *- . Finally, the expected value 
r f  (en , k) is given by:
r e(e k) =  ______ £"k ' ^  ^ _______ (2)
’ U ’ J F?(k) +  ( l - e „ ) . F ? ( k y  U
Here P * ’0 =  ƒ  dxM B r j  • ƒ . (xM ) w ith the sum m ation 
^ j  taken over all decays to  D*-  (D °) for P* (Pj0).
For the com putation  of r f , the  world average of the  B + 
lifetime [1] was used. The B ° lifetime t 0 was expressed 
as t 0 =  t  + /(1  +  k). The branching fractions B  ^  u+  vD  
and B  ^  u + v D * were taken  from Ref. [1]. The following 
branching fractions were derived from experim ental m ea­
surem ents [1, 8, 9, 10]: B r(B +  ^  u+vD **0) =  (2.67 ±  
0.37)%, B r(B +  ^  u+  vD**0 ^  D*- X ) =  (1.07±0.25)% , 
and B r(B 0  ^  U+vD**- ) =  (2.3+2.3)%. D** sta tes in­
clude bo th  narrow  and wide D** resonances and non­
resonant D X  and D *X  production. Regarding the pos­
sible decays of D**- , there is no experim ental d a ta  on 
the B r(D **-  ^  D*- X ). Its  central value was therefore 
set to  0.35 and  it was varied between 0.0 and 1.0 to  es­
tim ate  the  system atic uncertain ty  from this source. All 
o ther branching fractions were derived assum ing isospin 
invariance.
The d istributions D j (K ), P j  (x), and e .  (x) were taken 
from the M onte Carlo sim ulation, and the corresponding 
system atic uncertainties were taken  into account. All 
processes involving b hadrons were sim ulated using the 
E v t G e n  [11] generator interfaced to  PYTHIA [7] and fol­
lowed by the full modeling of the detector response and 
event reconstruction. The semileptonic b-hadron decays 
were generated using the ISGW 2 model [12].
Assuming the given branching fractions and recon­
struction  efficiencies, the decay B  ^  u+  D*- X  contains 
(89 ±  3)% B 0, (10 ±  3)% B + , and (1 ±  1)% B s0, while the 
decay B  ^  u + D 0X  contains (83 ±  3)% B + , (15 ±  4)% 
B 0, and (2 ±  1)% B s0.
A special s tudy  showed th a t in addition to  the  m ain de­
cay B  ^  u+  D 0X , the decay B  ^  t +  D0X  ^  u + v c D 0X  
results in a (5 ±  2)% contribution  and the process cc ^  
U+ D0X  a (10 ±  7 )% contribution to  the selected u + D 0 
sample. These processes were taken  into account in the 
analysis.
6TABLE I: Definition of the intervals in visible proper decay length, x M. For each interval i, the number of events in the D* R, 
D*-W  and D 0 samples, the ratio ri , and the expected value rf  for t + / t 0 — 1 =  0.080 are given.
i x M range (cm) n *r N*w N° i'i r f
1 -0 .1  -  0.0 1714 ±  53 89 ±  22 5225 ±  151 0.295 ±  0.015 0.309
2 0.0 — 0.02 6213 ±  94 200 ±  28 18134 ±  222 0.321 ±  0.007 0.315
3 0.02 — 0.04 5941 ±  91 169 ±  22 17703 ±  208 0.317 ±  0.007 0.313
4 0.04 — 0.07 6424 ±  94 213 ±  23 19707 ±  216 0.305 ±  0.006 0.308
5 0.07 — 0.10 4029 ±  74 115 ±  17 12885 ±  171 0.295 ±  0.007 0.300
6 0.10 — 0.15 3459 ±  68 106 ±  16 11532 ±  162 0.282 ±  0.007 0.291
7 0.15 — 0.25 2253 ±  57 58 ±  13 7567 ±  137 0.283 ±  0.009 0.276
8 0.25 — 0.40 518 ±  28 2 ± 6 1875 ±  75 0.274 ±  0.019 0.256
Visible Proper Decay Length (cm)
FIG. 2: Points with the error bars show the ratio of the num­
ber of events in the D*-  and D 0 samples as a function 
of the visible proper decay length. The result of the mini­
mization of Eq. (1) with k =  0.080 is shown as a histogram.
Using all these inputs, the  m inim ization of the  x 2 dis­
tribu tion , Eq. (1), gives: k =  t  + / t 0 — 1 =  0.080 ±
0.016 (sta t). The x 2 a t the  m inim um  is 4.2 for 5 d.o.f, 
en is 0.864 ±  0.006 (s ta t), and the global correlation co­
efficient between k and  en is 0.18. The sim ulation pre­
dicted en =  0.877 ±  0.003. The reasonable agreem ent in 
en between d a ta  and  sim ulation reflects good consistency 
of input efficiencies and branching fractions w ith exper­
im ental da ta . Figure 2 presents the r  values together 
w ith the result of the fit.
The influence of various sources of system atic uncer­
ta in ty  on the final result is sum m arized in Table I I . Dif­
ferent contributions can be divided into three groups. 
The first p a rt includes uncertainties coming from the ex­
perim ental m easurem ents, e.g., branching fractions and 
lifetimes. All inputs were varied by one stan d ard  devia­
tion. Only the m ost significant contributions are listed as 
individual entries in Table I I ; all rem aining uncertainties 
are combined into a single en try  “other contributions.”
The second group includes uncertainties due to  the  in­
pu ts taken  from the M onte Carlo sim ulation. They were 
estim ated as follows. The uncerta in ty  due to  the decay 
length dependence of the  efficiencies e(B  ^  u + v D 0X ) 
was obtained by repeating  the analysis w ith decay length
independent efficiencies used for all decay modes. This 
dependence alm ost cancels in the ra tio  of the num ber of 
events in the two samples, leading to  the  reduced sys­
tem atic uncerta in ty  in t  + / t 0.
The variation of the  efficiency from channel to  channel 
arises from differences in the kinem atics of B-m eson de­
cays and thus depends on their m odeling in sim ulation. 
To estim ate the  uncertain ty  in the efficiency due to  this 
effect, an alternative H Q E T  model of B-m eson decays 
[13] was im plem ented, and  the selection cuts on the 
of the u+  and D 0 were varied over a wide range.
The same alternative model and the variation of 
cuts were used to  study  the model dependence of the  K - 
factors. In all cases, the  variation  of the average value 
of K -factors did not exceed 2%. D istributions of K - 
factors were determ ined separately  for B  ^  u + v D 0, 
B  ^  u+vD *, B  ^  u+vD * * ^  D 0X , and B  ^  
U+ vD* * ^  D * X . To estim ate the uncertain ty  due to  
the modeling of D * * decays, which include b o th  reso­
nan t and non-resonant com ponents and are not yet well 
understood, the analysis was repeated  w ith the d istribu­
tions of K -factors from B  ^  D* * ^  D 0 (D *) decays set 
to  be the same as for B  ^  D 0(D *) decays.
The selection of the  slow pion was m ade indepen­
dently  of the B  lifetime, and the efficiency en was as­
sum ed constant in the m inim ization. A dedicated study  
of K S ^  n + n -  decays showed good stab ility  of the track  
reconstruction  efficiency w ith the change of decay length 
over a wide range. The slope in the  efficiency was esti­
m ated  to  be 0.0038 ±  0.0059 cm - 1 . The independence 
of en on the decay length was also verified in sim ulation, 
where no deviation from the constant value was detected 
w ithin available sim ulation statistics.
The average decay length resolution, approxim ately 35 
U,m for th is m easurem ent, and  the fraction of events w ith 
larger resolution, modeled by a G aussian function with 
resolution of 1700 yum, were varied over a wide range, sig­
nificantly exceeding the estim ated difference in resolution 
between d a ta  and sim ulation.
The ra tio  of events w ith negative decay length in D  -  
and D 0 samples (the first row in Table I) is sensitive to  
the differences in resolution of these two samples. The
7TABLE II: Summary of systematic uncertainties.
Source A ( r +/r° )
B r(B u -► y+vD*~) 0.0005
Br(B+ ^  y+vD*°) 0.0010
Br(B+ ^  y+vD**°) 0.0009
Br(B+ ^  y+vD*- n + X ) 0.0059
B r(B ° ^  y+vD - X ) 0.0009
D*s*-  ^  D*- X 0.0020
cc ^  y+ vD °X  contribution 0.0015
Other contributions 0.0006
e(B ^  y+ vD °X ), decay length dependence 0.0014
e(B  ^  y+ vD °X ), average value 0.0030
en, decay length dependence 0.0036
decay length resolution 0.0024
Difference in D *-  and D ° resolution 0.0053
K-factors, average value 0.0032
/f-factors, difference between channels 0.0013
Fitting procedure 0.0086
Background level under D - 0.0004
T otal 0.0136
com parison of th is ra tio  in d a ta  w ith the sim ulation was 
used to  estim ate the  system atic uncertain ty  due to  this 
difference.
Since the u + D  *-  and u + D 0 event yields as a function 
of proper decay length are ex tracted  by fitting the re­
spective mass d istributions w ith signal and background 
functional forms, the fitting procedure can be another 
source of system atic uncertainty. Different param eter- 
izations of signal and background functions were used. 
The m axim al variation of the result obtained was taken 
as the system atic uncertain ty  due to  th is source. Finally, 
the  uncerta in ty  in the background level under the  D  *-  
peak in Fig. 1(b) was also taken into account.
E stim ated  system atic uncertainties from different 
sources were added in quad ra tu re  and the to ta l system ­
atic uncerta in ty  on the ra tio  of lifetimes is < t ( t  + / t 0) =
0.014. Various consistency checks of th is m easurem ent 
were also perform ed. The to ta l sam ple of events was di­
vided in to  two p a rts  using different criteria, such as the 
sign of the m uon rapidity, po larity  of the solenoid, charge 
of the muon, of the  muon, position of the prim ary  in­
teraction , etc. The m easurem ent was repeated  indepen­
dently  for each sample. The definition of proper decay 
length intervals was varied, one more interval, 0.4 -  0.8 
cm, was added, and the last interval, 0.25 -  0.4 cm, was 
removed from the fit. In all cases, the  results are con­
sistent w ithin sta tistica l uncertainties. Finally, the mea­
surem ent of the ra tio  of lifetimes was perform ed w ith sim­
ulated  events. The resulting value kMC =  0.084 ±  0.015 
agrees well w ith the generated lifetime ra tio  kgen =  0.070.
In summary, the  ra tio  of B +  and  B 0 meson lifetimes 
was found to  be:
t +
A; =  —  -  1 =  0.080 ±  0.016 (sta t) ±  0.014 (syst). (3)
This result is the  m ost precise m easurem ent of this pa­
ram eter, and  agrees well w ith the world average value 
k =  0.086 ±  0.017 [1]. Im proved precision of the ra tio  of 
B +  and B 0 lifetimes will allow a b e tte r test of theoreti­
cal predictions, especially those inputs to  the calculations 
th a t rely on lattice QCD or on other non-perturbative 
m ethods [2, 3].
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