We propose a new method for clustering based on local minimization of the gamma-divergence, which we call spontaneous clustering. The greatest advantage of the proposed method is that it automatically detects the number of clusters that adequately reflect the data structure. In contrast, existing methods, such as K-means, fuzzy c-means, or modelbased clustering need to prescribe the number of clusters. We detect all the local minimum points of the gamma-divergence, by which we define the cluster centers. A necessary and sufficient condition for the gammadivergence to have local minimum points is also derived in a simple setting. Applications to simulated and real data are presented to compare the proposed method with existing ones.
Introduction
Cluster analysis is a common procedure for grouping similar objects in unsupervised learning (Jain, Murty, & Flynn, 1999; Xu & Wunsch, 2005; Hastie, Tibshirani, & Friedman, 2009 ). The procedure stably produces a classification and is frequently used as a preprocessing technique before supervised learning. Cluster analysis has wide applications over many disciplines in exploratory data analysis (see, for example, Jin, Peng, & Li, 2011, and Wu, Zivari-Piran, Hunter, & Milton, 2011, for recent developments) . There are two main approaches in cluster analysis. One is the hierarchical approach, which describes a tree structure called a dendrogram. The other is the approach of data space partition, such as the K-means clustering. This letter In panels a and b, the data of size 200 are generated from the mixture of two standard normal distributions centered at 0 and 10, respectively.
focuses on the latter approach from the point of view of statistical pattern recognition.
We propose what we call the spontaneous clustering. It starts with finding cluster centers in a data set. For this purpose, we employ a loss function derived from the power entropy with the power index γ . It is referred to as the γ -loss function (Fujisawa & Eguchi, 2008; Eguchi & Kato, 2010) . For an example that explains the motivation for employing the γ -loss function to find cluster centers, consider the problem of estimating the gaussian mean parameter μ. The maximum likelihood estimator (MLE) of μ is given by the arithmetic mean of the data set as the unique maximum point of the log-likelihood function. Similarly, the γ -estimator of μ is defined by the minimum point of the γ -loss function. It is known that the MLE behaves poorly in various situations where the gaussianity assumption is inappropriate. For example, if the data are derived from a mixture of two normal distributions while our model is normal, then the estimation with the loglikelihood function fails, as shown in Figure 1a . This failure results from the unfaithfulness of the model. The estimation with the γ -loss function, however, captures all the components of the normal mixture, even though based on the unfaithful model. Figure 1b shows that the γ -loss function has two local minimum points corresponding to the two mean values of the two normal distributions. That is, the two means can be estimated by the two local minimum points. In the spontaneous clustering, we will use this property and propose to determine the cluster centers by such local minimum points.
Almost all procedures via data space partition require predetermining the number of clusters. The selection of the number of clusters is a major challenge, and a number of methods for this purpose have been proposed in the literature (Xu & Wunsch, 2005) . Our clustering method can find the number of clusters automatically as long as the value of γ is properly fixed. The term spontaneous clustering comes from this property. Instead of the number of clusters, the value of the power index γ should be determined. We propose two methods to accomplish this aim: a heuristic choice of γ that merely relies on the range of the data and a more sophisticated method based on Akaike information criterion (AIC).
This letter is organized as follows. Section 2 describes the spontaneous clustering algorithm and the selection procedure for the value of γ . The existence of the local minimum points of the γ -loss function is discussed in section 3. Section 4 investigates the numerical properties of the spontaneous clustering, and section 5 presents its application to real data. A discussion is presented in section 6.
Spontaneous Clustering
We begin by reconsidering the motivational example in section 1 from the point of view of cluster analysis. First, we consider a trivial situation, where the number of clusters is one. For example, assume that x 1 , . . . , x n in R p follows a normal distribution with the mean vector μ and the identity covariance matrix. Then the log-likelihood function multiplied by −1/n is given by
where · denotes the Euclidean norm. The MLE of μ is just the sample mean, by which the cluster center can be determined. However, if there is more than one cluster, the MLE does not work. We take another estimator of μ, the γ -estimator (Eguchi & Kato, 2010) . In general, for a location family
is a probability density function, the γ -loss function is defined as
. Section B.2 in appendix B contains a general introduction to the γ -loss function. If f (x) is the normal density function with mean vector 0 and the identity covariance matrix, then the γ -loss function becomes
where the subscript f is omitted for simplicity. The γ -estimator of the normal mean μ is the value that minimizes L γ (μ).
We consider a standard situation of K clusters, where the density function of the population distribution has K modes, for example,
where f k (x) is a unimodal density function. As stated above, the MLE does not work in this situation. It is expected that the γ -loss function L γ (μ) has K local minimum points corresponding to K mean vectors with respect to f 1 , . . . , f K . Figure 1b shows that L γ (μ) has two local minimum points when the data have two clusters. Thus, the cluster centers defined by the local minimum points lead to a clustering method similar to the K-means clustering.
The proposed procedure appears to be similar to density-based clustering methods, for example, the mean shift clustering (Cheng, 1995) , since the γ -loss function L γ (μ) resembles the kernel density estimate with the gaussian kernel,
If μ = x and h 2 = γ −1 , then L γ (μ) andf h (x) are essentially the same, apart from a constant. Since the mean shift clustering defines the cluster centers by modes of the density estimate, equation 2.4, the proposed procedure is the same with the mean shift clustering, that is, finding modes of equation 2.2. There are some differences between them, however. We employ the γ -loss function, not density estimates, so that we will naturally estimate covariance structures of clusters by incorporating the γ -loss function for the covariance matrix of the normal distribution. In addition, we will propose the selection for the power index γ based on the theory of the γ -loss function, which also gives new insight into or different views of the selection of the bandwidth h for the density estimation. L γ (μ) is a loss function for the normal mean μ;f h (x) is a density estimate obtained by smoothing the histogram in terms of the gaussian kernel function. In general, kernel density estimates are given by
where W is a kernel function. Two equations, 2.1 and 2.5, are quite different forms derived from different ideas.
γ-Loss Function for the Normal Distribution.
We consider the γ -loss function for the normal distribution with the mean vector μ and the covariance matrix ,
apart from a constant. In the remainder of the letter, we omit a constant term that does not affect the optimization. An iteration algorithm to find the local minimum points of L γ (μ, ) has been proposed in Fujisawa and Eguchi (2008) and Eguchi and Kato (2010) . It is obtained by differentiating L γ (μ, ) with respect to μ and −1 and setting the derivatives to 0. The algorithm is a concave-convex procedure (CCCP) (Yuille & Rangarajan, 2003) , so that it is guaranteed to decrease the γ -loss function monotonically as the iteration step t increases. It is described below.
Step 1: Set appropriate μ 0 and 0 as initial values.
Step 2: Given μ t and t , calculate μ t+1 and t+1 by the following update formulas,
.
Step 3: For a sufficiently small number ε, repeat step 2 while
where · F denotes the Frobenius norm.
If γ = 0, then the right-hand sides of equations 2.7 and 2.8 are equal to the sample mean vector and covariance matrix, respectively, which are just the MLEs. If our aim is to obtain the local minimum points of L γ (μ), then we only have to update μ t and fix t to be the identity matrix I. Similarly, if our aim is to obtain the local minimum points of L γ (μ, ) with fixed μ, then we only have to update t and fix μ t = μ.
2.2 Spontaneous Clustering Algorithm. In general, the spontaneous clustering based on a density function f (x, θ ) with parameter θ is defined as follows:
Step 1: Find the local minimum points of L γ (θ ), denoted byθ 1 , . . . ,θ K , where L γ (θ ) is the γ -loss function for f (x, θ ).
Step 2: Consider K clusters according toθ 1 , . . . ,θ K , and assign the data to the clusters.
As a special case, the spontaneous clustering based on the normal distribution is defined as follows. We set μ and (μ, ) to be the empty sets at the start of the algorithm. The algorithm of section 2.1 is employed in the spontaneous clustering below:
Step 1.1. If μ is the empty set, choose M initial values x (1) , . . . , x (M) in the data set {x 1 , . . . , x n } at random. Otherwise choose initial values in {x 1 , . . . , x n } as follows:
Step 1.2. Apply the algorithm in section 2.1 to the data set M times with each initial value x (i) , i = 1, . . . , M to find the local minimum points of L γ (μ). Then add the obtained local minimum points to μ . Step 1.3. Repeat steps 1.1 and 1.2 until the number of elements in μ does not increase.
Step 1.4 For each local minimum pointμ ∈ μ , obtain a minimum point of L γ (μ, ) with respect to , denoted byˆ , with the algorithm in section 2.1. Then add (μ,ˆ ) to (μ, ) .
Step 2. Write (μ, ) by {(μ k ,ˆ k )} K k=1 and assign each observation x i to thekth cluster witĥ
The centers and the covariance matrices of clusters are defined as (μ k ,ˆ k ).
In the remainder of this letter, we focus on the spontaneous clustering based on the normal distribution.
Selection Procedure for γ.
The value of the power index γ plays a key role in the spontaneous clustering because γ affects the number of clusters obtained by the spontaneous clustering. We propose two methods to select the value of γ . One is a heuristic choice of γ that depends on the range of the data. Our proposal isγ = 72/R 2 , where R is defined by the maximum range,
. The outline of the derivation ofγ is as follows.
Suppose the data set is generated from the mixture of two normal distributions centered at μ 1 and μ 2 with the identity covariance matrix and the equal mixing proportions, respectively. Our simulation result suggests that if (μ 1 − μ 2 )/2 = 3 √ 2/2 . = 2.12, then the value of γ needs to be greater than or equal to 1 for two local minimum points of L γ (μ) to exist. Proposition 1 in section 3 states that if all the data are multiplied by a scalar a and the spontaneous clustering is applied to the transformed data, then the value of γ needs to be greater than or equal to a −2 to guarantee the existence of two local minimum points of L γ (μ). If (μ 1 − μ 2 )/2 = r, then a = r/(3 √ 2/2). Hence we propose to use the value of γ defined aŝ
The value of r can be estimated by the range of the data. Let R j be the range of the jth variable. If there are K disjoint clusters lying side by side on a line parallel to the axis of the jth variable, then we can estimate r by R j /(2K), as shown in Figure 2 . There are p variables, so p directions have to be considered simultaneously. We use the maximum range R and estimate r by R/(2K). The value of K can be determined from our prior knowledge about the possible number of clusters. If K = 2, we haveγ = 72/R 2 . We observe that this rule works well in several empirical studies, although a complete theoretical background is missing. We also propose a more sophisticated method based on AIC. The value of γ , which minimizes AIC, is recommended as the optimal selection of γ . Let K γ be the number of clusters and (μ γ k ,ˆ γ k ), k = 1, . . . , K γ be the centers and the covariance matrices of clusters resulting from the spontaneous clustering. Let φ(x, μ, ) be the density function of the normal distribution with the mean vector μ and the covariance matrix . distributions as an estimator of the density function of the population distribution g in equation 2.3,
whereτ γ k is an estimator of the mixing proportion τ k defined as the proportion of the observations assigned to the kth cluster. The AIC based onĝ γ is defined as
We claim that the value of γ that minimizes AIC γ is the optimal one.
Behavior of the γ-Loss Function
We provide a justification for the spontaneous clustering by exploring its theoretical aspects. The key fact is that the γ -loss function L γ (μ) has K local minimum points if the data set consists of K cluster groups.
3.1 Nonconvexity. We consider the reason that the γ -loss function has local minimum points such as those in Figure 1b . The optimization problem for a noncovex function expressed as the difference of two convex functions has been considered by Yuille and Rangarajan (2003) and An and Tao (2005) , and effective algorithms such as CCCP and DCA have been developed. A monotonic transformation of the γ -loss function can be expressed as the difference of two convex functions, and this expression gives the reason that the γ -loss function has local minimum points. We rewrite L γ (μ) as
The local minimum points of L γ (μ) are equal to the local maximum points
Then (2) γ (μ) is a convex function and has a constant Hessian matrix with positive diagonal elements, which means the surface of (2) γ (μ) is curved. Furthermore, (1) γ (μ) is also a convex function because its Hessian matrix is given by
and the Hessian matrix is positive definite. However, the Hessian matrix of (1) γ (μ) varies depending on the data and μ and becomes close to the zero matrix in a neighborhood where observations are concentrated. This fact is clear from the form of the Hessian matrix, equation 3.1, and means the surface of (1) γ (μ) is almost flat in such a neighborhood. The difference between the flat surface and the curved surface causes local maximum points of γ (μ). Figure 3 illustrates such a phenomenon, where the solid, dashed, and dotted lines show (1) γ (μ), (2) γ (μ), and γ (μ), respectively, with dimension p = 1 and γ = 3. The graphs of (1) γ (μ) and γ (μ) are shifted to go through 0 at μ = 0.
The Existence of Local Minimum Points.
In this section, we consider the conditions for the existence of local minimum points of L γ (μ). As we discussed in section 2.2, the cluster centers are defined at the local minimum points of L γ (μ), so it is important to know when the γ -loss function has local minimum points. To simplify the argument, we assume that the data set is generated from the mixture of two normal distributions with the covariance matrix σ 2 I,
For ease of calculation, we consider n = ∞. As n tends to ∞, L γ (μ) almost surely converges to the γ -cross entropy defined by
which is just minus the density function of the mixture of two normal distributions with the same covariance matrix (σ 2 + 1/γ )I. Hence, the local
minimum points of C γ (g, φ(·, μ, I) ) are equal to the modes of the density function of the normal mixture. Figure 4 shows −C γ (g, φ(·, μ, I)) with dimension p = 2, where −C γ (g, φ(·, μ, I)) has one or two modes depending on the values of μ 1 , μ 2 , τ 1 , τ 2 , and γ . For the univariate case, a necessary and sufficient condition that the density function of the mixture of two normal distributions should be bimodal is given in de Helguero (1904) . We use a similar technique as in de Helguero (1904) to obtain a necessary and sufficient condition for C γ (g, φ(·, μ, I)) to have two local minimum points.
Proposition 1.
Let ν = (μ 1 − μ 2 )/2 and d = ν 2 − (σ 2 + 1/γ ). Then C γ (g, φ(·, μ, I )) has two local minimum points if and only if the following three conditions hold:
In particular, if τ 1 = τ 2 , then equations 3.4 and 3.5 hold for any d > 0. When the two local minimum points exist, they lie on the segment between μ 1 and μ 2 . The one closer to μ 1 and the other closer to μ 2 are denoted by μ * 1 and μ * 2 , respectively. Then μ 1 − μ * 1 and μ 2 − μ * 2 are bounded above by
If μ 1 and μ 2 are distinct enough, then conditions 3.3 to 3.5 hold. Condition 3.3 means that the distance between μ 1 and μ 2 should be large for the existence of two local minimum points; conditions 3.4 and 3.5 mean that if τ 1 = τ 2 , then the distance between μ 1 and μ 2 should be larger compared to the case when τ 1 = τ 2 . By proposition 1, for any σ 2 , if μ 1 and μ 2 are distinct enough, then there exists γ that guarantees the existence of two local minimum points of C γ (g, φ(·, μ, I) ), and two clusters are defined at the same instant. In addition, although the center of a cluster μ * k does not coincide with the normal mean μ k (k = 1, 2), it becomes arbitrarily close to μ k , when μ 1 − μ 2 becomes large.
Simulation
The performance of the spontaneous clustering was investigated through Monte Carlo experiments. A comparison of the spontaneous clustering with the K-means clustering, the mean shift clustering, and the model-based clustering was also implemented.
Comparison Among Spontaneous Clustering, Mean Shift, and K-Means.
In this section, we clarify the differences among the three clustering methods: the spontaneous clustering based on the normal distribution, the mean shift clustering with the gaussian kernel, and the K-means clustering. For a given number of clusters K, the K-means clustering determines the cluster centers c 1 , . . . , c K by
Each x i is assigned to the cluster of which the center c k is the nearest to x i in terms of the Euclidean distance. The mean shift clustering with the gaussian kernel is to determine the cluster centers by the modes of the density estimate defined by equation 2.4. We suppose x (m) i is the position of x i at stage m of the procedure, where To find the cluster centers, the spontaneous clustering and the mean shift clustering use the modes of the same function since L γ (μ) andf h are essentially the same apart from a constant. On the other hand, the Kmeans clustering uses the minimum point defined by equation 4.1. After determining the cluster centers, to assign the data to clusters, the K-means clustering uses the Euclidean distance, but the spontaneous clustering uses the Mahalanobis distance. The mean shift clustering employs the mean shift trajectories for assignment. Table 1 summarizes the comparison among the three clustering methods.
The Case of Spherical Clusters.
We demonstrate the performance of the spontaneous clustering (SC) in comparison with the K-means clustering and the mean shift clustering (MSC). In this simulation, we suppose that the covariance matrices of clusters are known to be the identity matrix. Hence, in SC, the covariance matrices of clusters were not estimated and fixed to be the identity matrix. The performance of clustering is measured by BHI as defined below.
The value of γ for SC was determined by the range of data (R) and AIC described in section 2.3 and a heuristic bandwidth selection (HBS) in kernel density estimation. The value selected by HBS is given bŷ
whereσ 2 is the average of sample variances for each variable (see Silverman, 1986) . For the K-means clustering, the method by Caliński and Harabasz (1974) and the gap statistic by Tibshirani, Walther, and Hastie (2001) were used to fix the number of clusters. Let B(k) and W (k) be the between-and within-cluster sums of squares with k clusters. Caliński and Harabasz (1974) proposed selecting the number of clusters k that maximizes CH(k), where CH(k) is defined as
On the other hand, Tibshirani et al. (2001) proposed choosing the value of k that maximizes Gap n (k) = E * n (log(W k )) − log(W k ), where E * n denotes expectation under a sample of size n from the reference distribution. Then E * n (log(W k )) is calculated by a Monte Carlo approximation. In practice, the selected number of clusters is the smallest k such that
where s k+1 is a standard error. For MSC, a bandwidth selection by Einbeck (2011) was used. Suppose c i,h is the cluster center to which x i is assigned. The self-coverage for cluster analysis is defined as
where 1(·) is the indicator function. Assume we have evaluated S(h) over a grid of bandwidths h 1 < · · · < h L . The curvature of S(h) is approximated by
Let h ( j) be the bandwidth yielding the jth lowest of 2 S(h ), h = 1, . . . , L, under the constraint
where s ∈ (0, 1) is a predetermined constant. A value of s = 1/3 is recommended (Einbeck, 2011) . Then h (1) is used as the optimal value. We considered four simulation settings with the sample size 200. The samples were generated from the mixture of five standard normal distributions:
1. The mean vectors (0, 0, 0, 0, 0) , (4, 4, 4, 4, 4) , (−4, −4, 4, 4, 4) , (4, −4, −4, 4, 4) , and (4, 4, −4, −4, 4) and equal mixing proportions 2. The same mean vectors as in 1 but different mixing proportions: 0.025, 0.025, 0.375, 0.375, and 0.2 3. The mean vectors (0, 0, 0, 0, 0, 0, 0, 0, 0, 0) , (4, 4, 4, 4, 4, 4, 4, 4, 4, 4) , (−4, −4, −4, 4, 4, 4, 4, 4, 4, 4) , (4, −4, −4, −4, 4, 4, 4, 4, 4, 4) , and (4, 4, −4, −4, −4, 4, 4, 4, 4, 4) and equal mixing proportions; 4. The same mean vectors as in 3 but different mixing proportions: 0.025, 0.025, 0.375, 0.375, and 0.2 Figure 5 displays a sample from simulation setting 1. We simulated 100 runs for each setting and compared clustering results from SC with those from the K-means clustering and MSC. Figure 6 shows the value of AIC and the number of clusters resulting from SC for the sample in selected value of γ based on AIC was 0.15. To measure the performance of clustering, we used the biological homogeneity index (BHI) (Wu, 2011) , which measures the homogeneity between the cluster C = {C 1 , . . . ,C K } and the true category B = {B 1 , . . . , B L }, means perfect homogeneity between the clusters and the true categories. We should check the estimated number of clusters as well as BHI, since the value of BHI occasionally becomes 1, even though the estimated number of clusters is larger than the true number of clusters. Table 2 displays the frequency of choosing K clusters, the mean value, and the standard deviation (SD) of BHI over 100 runs. When the mixing proportions are not equal, the K-means with CH, K-means with Gap, or MSC do not detect the correct number of clusters. When the mixing proportions are equal, all the clustering methods work well. SC with R and SC with HBS behave almost the same in these simulation settings. They detect the correct number of clusters in the low-dimension case but do not in the highdimension case with different mixing proportions. SC with AIC can detect the correct number of clusters in all the settings.
The Case of Ellipsoidal Clusters.
We demonstrate the performance of SC in comparison with the model-based clustering (MBC) with normal components and MSC. MBC assumes a normal mixture model and estimates the parameters in the model with the maximum likelihood estimation, where the expectation-maximization algorithm is used to find the MLEs (McLachlan & Peel, 2000) . We suppose that the covariance matrices of clusters are heterogeneous and unknown. Hence, in SC, the covariance matrices of clusters were also estimated. The value of γ for SC was determined by AIC, and the number of clusters for MBC was determined based on AIC and the Bayesian information criterion (BIC). For MSC, the bandwidth h was determined by the self-coverage. We considered two simulation settings with the sample size 400. The samples were generated from the mixture of five normal distributions: (1) with mean vectors (0, 0, 0, 0, 0) , (6, 6, 6, 6, 6) , (6, −6, −6, 6, 6) , (6, 6, −6, −6, 6) , and (6, 6, 6, −6, −6) , covariance matrices S 1 , S 2 , S 1 , S 2 , and S 1 , where sample. Note that we used two values γ 1 and γ 2 as the power index γ , where γ 1 was used for L γ (μ) when defining the cluster centers and γ 2 for L γ (μ, ) when defining the covariance matrices. The selected values of γ 1 and γ 2 for the sample in Figure 7 were γ 1 = 0.1 and γ 2 = 0.2. We simulated 100 runs for each simulation setting and compared the clustering result from SC with those from MBC and MSC. Table 3 displays the frequency of choosing K clusters, the mean value, and SD of BHI over 100 runs. When the mixing proportions are equal, all 
Data Analysis
To evaluate the practical performance of SC, we applied it with the fixed identity covariance matrix to real data as well as the K-means clustering and MSC. The data set consists of the chemical composition of 45 specimens of Romano-British pottery, determined by atomic absorption spectrophotometry, for nine oxides (Tubb, Parker, & Nickless, 1980) . Figure 9 shows the scatter plot matrix of the data. In addition to the chemical composition of the specimens, the kiln site at which the specimen was found is known. There exist five kiln sites and they are from three different regions, so we use the three regions as class labels. Our aim is to partition the 45 specimens into clusters corresponding to the three classes by using only information about the chemical composition, without knowledge of the class labels. The value of γ for SC was determined by the three methods based on R, AIC, and HBS. The number of clusters for the K-means clustering was determined by CH and Gap. The bandwidth for MSC was selected by the self-coverage. Table 4 shows the clustering results. The value of AIC and the number of clusters by SC with AIC are shown in Figure 10a . SC with R and SC with AIC detect the three clusters, while SC with HBS does not. In particular, the clustering result from SC with R is the most accurate. The scatter plot of the Al 2 O 3 variable suggests that the number of clusters is two, and the maximum range is obtained from the variable. This is associated with the scenario discussed in the derivation of the heuristic method in which we assume the number of clusters is two. The values of CH and Gap are shown in Figures 10b and10c. The value of CH does not decrease after some number of clusters, so CH does not work well for these data. The K-means with gap detects more than three clusters, while MSC correctly detects three clusters and assigns the data perfectly. As a result, we observed SC based on R, and AIC and MSC can detect three clusters correctly and partition the 45 specimens into clusters corresponding to the three regions.
Discussion
We have proposed a new clustering algorithm based on local minimization of the γ -loss function, which we call spontaneous clustering. In spontaneous clustering, the centers and covariance matrices of clusters are defined as the local minimum points of the γ -loss function. A large majority of statistical methods use the global minimum or maximum point of objective functions and try to avoid local minimum or maximum points. The convexity of the objective functions plays an important role in statistics. For example, the support vector machine has a convex loss function, and an efficient algorithm to obtain the global minimum point is considered based on the convexity (Bishop, 2006) . Although nonconvexity is generally intractable, the spontaneous clustering benefits from the nonconvexity, which makes our method unique and interesting. The idea of using local minimum points of the γ -loss function can be applied to other statistical methods. For example, the idea is applied to principal component analysis (Mollah, Sultana, Minami, & Eguchi, 2010) and the estimation of a gaussian copula parameter (Notsu, Kawasaki, & Eguchi, in press ). The spontaneous clustering does not require the information about the number of clusters a priori and can find it automatically if the value of the power index γ is properly fixed. In contrast, existing methods such as K-means and model-based clustering need the number of clusters. Instead of the number of clusters, the value of γ has to be determined in the spontaneous clustering. Two methods to determine the value of γ have been proposed in this letter. One is a heuristic method, which depends on the range of the data. Our simulations show that this method has satisfactory performance and can thus be used in most situations. A more sophisticated choice based on AIC is also proposed, although it requires more computational effort. When selecting γ , we first considered a cross-validation technique, one of the common procedures to select the optimal value of a tuning parameter (Hastie et al., 2009 ). Mollah et al. (2010) proposed using cross-validation for γ selection. However, the method does not work well for spontaneous clustering. Hence, we employ AIC instead. We have demonstrated that the proposed clustering works well by the simulations and the application to the data.
The proposed method employs the local minimum points of equations 2.1 or 2.6. Then it assigns the data into clusters with the Mahalanobis distance. We have proposed an iteration algorithm to find the local minimum points. There are, however, a number of possibilities for optimization and cluster assignment. For optimization, we could, for example, replace steps 1.1 to 1.3 in section 2.2 with n initial values using all the data. This is nothing but MSC with estimation of covariance matrices. For cluster assignment, we could use MSC's trajectory-based assignment (Chen et al., 2013) .
Let μ(t) = tμ 1 . From equation A.2, μ(t) is a local minimum point of C γ (g, φ(·, μ, I) ) if and only if t is a local minimum point of C γ (g, φ(·, μ(t) , I)) with respect to t. C γ (g, φ(·, μ(t) , I)) becomes C γ (g, φ(·, μ(t) 
where C is equal to μ 1 2 γ / (2(1 + σ 2 γ ) ). The derivative of C γ (g, φ (·, μ(t) , I)) is given by
It is possible to restrict −1 < t < 1. Then
Let h(t) be the left-hand side of inequality A.3. The derivative of h(t) is given by
and
If 1 − 1/(2C) ≤ 0, then h (t) ≥ 0, and C γ (g, φ(·, μ(t) , I)) has one local minimum point. Hence, C γ (g, φ(·, μ(t) , I)) has two local minimum points if and only if
where D is the positive solution of equation h (t) = 0, that is, D = 1 − 1/(2C). Condition 1 − 1/(2C) > 0 is equivalent to μ 1 2 − (σ 2 + 1/γ ) > 0. Condition h(−D) > 0 is equivalent to
and condition h(D) < 0 is equivalent to
Note that μ * 1 is on the line between Dμ 1 and μ 1 . Similarly (−μ 1 ) * is on the line between −μ 1 and −Dμ 1 . Then μ * 1 − μ 1 ≤ (1 − D) μ 1 = μ 1 − μ 1 2 − σ 2 + 1 γ .
If τ 1 = τ 2 , then h(±1) = ±∞, h(0) = 0. Condition 1 − 1/(2C) > 0 is equivalent to h (0) < 0. Hence, two conditions h(−D) > 0, h(D) < 0 hold whenever 1 − 1/(2C) > 0 holds. with power index γ > 0, where κ γ (θ ) is the normalizing constant defined as
The Boltzmann-Shannon cross-entropy between g and f (·, θ ) is defined by − g(x) log f (x, θ )dx.
The γ -cross-entropy and the Boltzmann-Shannon cross entropy have the following relation since κ γ (θ ) converges to 1 if γ tends to 0:
Hence, the Boltzmann-Shannon cross-entropy can be seen as the 0-crossentropy, and the γ -cross-entropy can be regarded as an extension of the Boltzmann-Shannon cross-entropy. The γ -entropy of g is defined as H γ (g) = C γ (g, g) ; the γ -divergence between g and f (·, θ ) is defined as D γ (g, f (·, θ )) = C γ (g, f (·, θ )) − H γ (g).
Note that the γ -divergence D γ (g, f (·, θ )) is nonnegative, and D γ (g, f (·, θ ) ) is equal to 0 if and only if θ satisfies that g(x) = f (x, θ ) almost everywhere x. From these properties, D γ (g, f (·, θ )) can be seen as a kind of distance between g and f (·, θ ), although it does not satisfy the symmetry. When our aim is to find the closest distribution to g in model { f (·, θ )} with respect to the γ -divergence, we only have to find the global minimum point of D γ (g, f (·, θ ) ) with respect to θ , which is equal to that of C γ (g, f (·, θ ) ).
B.2 γ-Loss Function.
The γ -loss function is defined by an estimator of the γ -cross entropy. Let {x 1 , x 2 , . . . , x n } be a random sample generated from a population distribution with the density function g and { f (·, θ )} be our statistical model. The γ -loss function for f (·, θ ) associated with the γ -divergence is given by
We extend the definition of the γ -cross-entropy to any distributions. For any distribution function G, the γ -cross-entropy between G and f (·, θ ) is defined as C γ (G, f (·, θ ) 
Note that L γ (θ ) equals C γ (Ĝ, f (·, θ ) ) with empirical distribution function G, so that E(L γ (θ )) = C γ (g, f (·, θ ) ), and L γ (θ ) almost surely converges to C γ (g, f (·, θ ) ). The γ -estimator of θ is defined by the global minimum point of L γ (θ ) (Eguchi & Kato, 2010) . From the definition of the γ -estimator, it satisfies Fisher consistency. If the density function g belongs to the statistical model { f (·, θ )}, then the γ -estimator satisfies asymptotic consistency and normality. The γ -loss function and the log-likelihood function satisfy the following relation:
Hence the MLE can be regarded as the 0-estimator, and the γ -estimator can be seen as an extension of the MLE.
