, where
is the squared Euclidean norm, then it can be shown that,
where,
and is the real root less than p '
This can be extended to the case of full ordinary CW Procrustes matching where scaling is included. The solutions are simplified if the covariance matrix is of the form
is the § dimensional identity matrix and
is a covariance matrix describing the variability between the landmarks, and are equivalent to the method given by Goodall (1991) of using the Cholesky decomposition of 6
. Further, if 6 is taken to be the identity matrix as well, then CW Procrustes yields the same solutions as standard Procrustes analysis.
Example: Suppose we have a shape generated from a multivariate normal distribution with mean, , and covariance matrix, Consider now the general case where Example: Suppose we have 130 shapes generated using and from the previous example. Figure 2 illustrates the difference following standard GPA and CW GPA using . 
Estimating the covariance matrix
Suppose the configurations have a multivariate normal distribution, In trying to minimize the Euclidean norm, standard GPA has had to introduce large rotations to match the outer landmarks, at the expense of producing large variability at the inner landmarks. The output of CW GPA provides a good estimate of , which Lele (1993) showed to be problematic in similar examples using other Procrustes based methods. The root mean square error and the bias are clearly reduced compared to standard Procrustes. Through this relatively simple example, we have been able to demonstrate a generalization of Procrustes techniques, matching using an unknown covariance matrix. We have demonstrated that non-linear methods are not required for § $ p k
. No assumptions are made regarding the initial position of the data. Problems still remain in estimating variability in the directions of rotations and translations, because Procrustes techniques filter this out. However, Bayesian analysis and Markov Chain Monte Carlo simulation can be used to estimate the mean shape and covariance matrix in conjunction with CW Procrustes estimates of the rotation and translation. This also removes the need for multiple start points and replaces the introduction of the small constant with the prior distribution of the covariance matrix.
