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TRANSITION PROBABILITY ESTIMATES FOR LONG RANGE
RANDOM WALKS
MATHAV MURUGAN, LAURENT SALOFF-COSTE†
Abstract. Let (M,d, µ) be a uniformly discrete metric measure space satisfy-
ing space homogeneous volume doubling condition. We consider discrete time
Markov chains onM symmetric with respect to µ and whose one-step transition
density is comparable to (Vh(d(x, y))φ(d(x, y))
−1, where φ is a positive continu-
ous regularly varying function with index β ∈ (0, 2) and Vh is the homogeneous
volume growth function. Extending several existing work by other authors, we
prove global upper and lower bounds for n-step transition probability density
that are sharp up to constants.
1. Introduction
Let (M,d, µ) be a countable, metric measure space. We assume that (M,d, µ)
is uniformly discrete, that is there exists a > 0 such that any two distinct points
x, y ∈ M satisfy d(x, y) > a. The main example we have in mind are connected
graphs with its natural graph metric.
Further we assume that the measure µ is comparable to the counting measure
in the following sense: there exists Cµ ∈ [1,∞) such that µx = µ ({x}) satisfies
C−1µ ≤ µx ≤ Cµ (1)
for all x ∈ M . Let B(x, r) := {y ∈ M : d(x, y) ≤ r} be the ball in M for metric
d with center x and radius r ≥ 0. Let V (x, r) := µ(B(x, r)) denote the volume of
the ball centered at x of radius r.
We consider metric measure spaces (M,d, µ) satisfying the following uniform
volume doubling assumption: there exists a non-decreasing function Vh : [0,∞)→
(0,∞) and constants CD, Ch ≥ 1 such that
Vh(2r) ≤ CDVh(r) (2)
for all r > 0 and
C−1h Vh(r) ≤ V (x, r) ≤ ChVh(r) (3)
for all x ∈M and for all r > 0. It can be easily seen from (2) that
Vh(R)
Vh(r)
≤ CD
(
R
r
)α
(4)
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for all 0 < r ≤ R and for all α ≥ log2 CD. For the rest of the work, we assume
that our metric measure space (M,d, µ) is uniformly discrete satisfying (1), (2)
and (3).
In this paper, we consider discrete time Markov chains {Xn, n ≥ 0,Px, x ∈
M} that are reversible with respect to the measure µ. That is the transition
probabilities p(x, y) satisfy
p(x, y)µx = p(y, x)µy (5)
for all x, y ∈M . The associated Markov operator P , given by
Pf(x) =
∑
x∈M
p(x, y)f(y)
is self-adjoint in ℓ2(M,µ). We assume that the walk has infinite lifetime, that is∑
z∈M p(x, z) = 1 for all x ∈M .
For n ∈ N := {0, 1, . . .}, let pn denote the nth iterated power of p, that is
p0(x, y) = δx,y :=
{
0, if x 6= y,
1, if x = y,
and
pn(x, y) =
∑
z∈M
pn−1(x, z)p(z, y), n ≥ 1.
In other words, pn(x, y) is the transition function of the random walk Xn, i.e.,
pn(x, y) = P
x(Xn = y),
or the kernel of the operator Pn with respect to counting measure. Define the
heat kernel, that is, the kernel of Pn with respect to µ, or the transition density
of Xn, by
hn(x, y) :=
pn(x, y)
µy
.
Clearly hn is symmetric, that is, hn(x, y) = hn(y, x). As a consequence of the
semigroup law Pm+n = PmPn, the heat kernel satisfies the Chapman-Kolmogorov
equation
hn+m(x, y) =
∑
z∈M
hn(x, z)hm(z, y)µz (6)
for all x, y ∈ M and for all n,m ∈ N. Define the jump kernel (or conductance)
J := h1 as the kernel of P with respect to µ.
We consider random walks with unbounded range and the following conditions
may be imposed on the jump kernel J . We say that J satisfies (UJP (β)) , if there
exists C > 0 such that
J(x, y) ≤ C
(1 + d(x, y))βVh(d(x, y))
(UJP (β))
for all x, y ∈M . Similarly, we say J satisfies (LJP (β)) , if there exists c > 0 such
that
J(x, y) ≥ c
(1 + d(x, y))βVh(d(x, y))
(LJP (β))
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for all x, y ∈ M . If J satisfies both (UJP (β)) and (LJP (β)), we say J satisfies
JP (β).
We wish to prove the following estimates for the heat kernel hn. We say hn
satisfies (UHKP (β)), if there exists C > 0 such that
hn(x, y) ≤ C
(
1
Vh(n1/β)
∧ n
(1 + d(x, y))βVh(d(x, y))
)
(UHKP (β))
for all n ∈ N∗ and for all x, y ∈ M . Similarly, we say hn satisfies (LHKP (β)), if
there exists c > 0 such that
hn(x, y) ≥ c
(
1
Vh(n1/β)
∧ n
(1 + d(x, y))βVh(d(x, y))
)
(LHKP (β))
for all n ∈ N∗ and for all x, y ∈ M . If hn satisfies both (UHKP (β)) and
(LHKP (β)), we say hn satisfies HKP (β).
Remark 1. (a) By (1), we may equivalently replace hn by pn in (UHKP (β)) and
(LHKP (β)).
(b) One of the advantages of working in the setting on uniformly discrete metric
spaces (as opposed to connected graphs) is that JP (β) and HKP (β) can be
easily generalized if we replace (1+d(x, y))β by a regularly varying function of
index β. This remark will be made precise in last section (see Theorem 1.1).
Let E denote the Dirichlet form associated with P defined by
E(f, f) := 〈(I − P )f, f〉 = 1
2
∑
x,y∈M
(f(x)− f(y))2J(x, y)µxµy
for all x, y ∈ ℓ2(M,µ), where 〈·, ·〉 denotes the inner product in ℓ2(M,µ). We
abbreviate E(f, f) by E(f). Since E is a Dirichlet form, we have
E((f − t)+ ∧ s) ≤ E(f) (7)
for all s, t ∈ [0,∞) and for all f ∈ ℓ2(M,µ). We will frequently work with the
corresponding continuous time Markov chain defined by Yt := XN(t) where N(t)
is a standard Poisson process independent of (Xn)n∈N. We denote the transition
probability density of Yt with respect to µ by qt, that is
qt(x, y) :=
P
x(Yt = y)
µx
=
∞∑
k=0
e−ttk
k!
hk(x, y). (8)
By ‖f‖p we denote the p-norm in ℓp(M,µ), where 1 ≤ p ≤ ∞. The main result of
this paper is the following.
Theorem 1.1. Let (M,d, µ) be a countable, uniformly discrete, metric measure
space satisfying (1), (2) and (3). Assume β ∈ (0, 2) and φ : [0,∞) → (0,∞) be
a continuous, positive regularly varying function with index β such that φ(x) =
((1 + x)l(x))β where l is slowly varying function. Let E be a Dirichlet form and
C1 > 0 be a constant such that the jump kernel J = h1 with respect to µ satisfies
C−11
1
Vh(d(x, y))φ(d(x, y))
≤ J(x, y) = J(y, x) ≤ C1 1
Vh(d(x, y))φ(d(x, y))
(9)
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for all x, y ∈M . Then there exists C2 > 0 such that
hn(x, y) ≤ C2
(
1
Vh(n1/β l#(n1/β))
∧ n
Vh(d(x, y))φ(d(x, y))
)
hn(x, y) ≥ C−12
(
1
Vh(n1/βl#(n1/β))
∧ n
Vh(d(x, y))φ(d(x, y))
)
for all n ∈ N∗ and for all x, y ∈M , where l# denotes the de Bruijn conjugate of l.
Remark 2. Similar estimates can be easily obtained for the continuous time kernel
qt using (8) and the above Theorem. However, in general it is not easy to obtain
estimates on hn given estimates on qt.
Such estimates were first obtained in [5] for discrete time Markov chain on Zd.
Other early works include [8], [9] which concerns jump process on metric measure
spaces with homogeneous volume growth that are subsets of metric spaces having
a scaling structure (see (1.15) in [9]). We do not require any such scaling structure,
however we require that our metric space is uniformly discrete. The relationship
between heat kernel upper bounds for jump processes and exit time estimates
is explored in [4] and the relationship between parabolic Harnack inequality and
heat kernel estimates for jump processes is studied in [2]. All these works with
the exception of [5] are for continuous time jump processes.
In light of Remark 2, we find it advantageous to work in discrete time setting.
It seems appropriate to have a detailed self-contained proof of Theorem 1.1. It is
a technically interesting open problem to generalize Theorem 1.1 if we replace ho-
mogeneous volume doubling assumption given by (3) and (2) by the more general
volume doubling condition: There exists CD > 1 such that V (x, 2r) ≤ CDV (x, r)
for all x ∈M and for all r > 0.
It may be useful to comment on the detailed assumption (9) in Theorem 1.1 or,
for simplicity, on (UJP (β)) and (LJP (β)). Roughly speaking, we require that the
jump kernel J has a uniform power type decay with parameter β ∈ (0, 2) and it
is natural to ask if this assumption can be weakened. The answer to this question
depends greatly on whether one insists on obtaining matching two-sided bounds
in time-space as we do here or if one is content with sharp information on the
“on diagonal behavior” of the iterated kernel hn. The answer also depend on how
much one is willing to assume on the underlying metric space.
In the context considered here where (1) and (2) are the main assumptions on
the underlying metric space and if one insists on obtaining matching two-sided
bounds in time-space, it seems very difficult, both technically and conceptually,
to relax the assumption on J . See the related results in [12].
To help the reader gain some insight on the difficulties involved, we consider
several options and point to some related works.
(A) What happens if β ≥ 2? Even in the simplest setting of Z or R, no sharp two-
sided time-space estimates are available for the iterated kernel hn when β ≥ 2
(especially, when β = 2!). In general, in order to describe the “on-diagonal”
behavior of hn, very restrictive additional hypotheses on the underlying metric
measure space are necessary. See [3], [15] and [14].
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(B) What happens if J(x, y) ≃ 1/(Vh(d(x, y))φ((d(x, y))) with φ growing slower
than a power function, e.g., φ(t) = (1 + log(1 + t))γ , γ > 1? Under some
additional hypotheses on the underlying space, it is possible to study the
“on-diagonal” behavior of the iterated kernel hn. In many cases, the “on-
diagonal” decay of hn is expected (or known) to be faster than any inverse
power function. In such cases, sharp two-sided time-space estimates are ex-
tremely difficult and not really expected (even the form such estimates should
take is unknown). See [16] and [17].
(C) What happens if J oscillates? For instance J could be radial with a lacunary
power like decay including long intervals on which J = 0. In such cases, as in
the case when β ≥ 2, the on-diagonal behavior of hn will typically depend on
making additional hypotheses on the underlying space and sharp two-sided
time-space estimates may be very difficult to obtain.
The paper is organized as follows. The rest of the paper is devoted to the proof
of Theorem 1.1. We first prove Theorem 1.1 in a slightly restricted setting under
the assumption that J satisfies (UJP (β)) and (LJP (β)). In Section 6, we use a
change of metric argument to handle the general case. In Section 2, we use a Nash
inequality to obtain on-diagonal upper bounds, i.e. upper bounds on hn(x, x) as
x ∈M and n ∈ N∗ varies. In Section 3, following [4] we use Meyer decomposition of
the jump process along with Davies perturbation method to obtain upper bounds
on the transition probability density. In Section 4, we prove a parabolic Harnack
inequality using an iteration argument due to Bass and Levin [5]. In Section 5, we
use the parabolic Harnack inequality to obtain two-sided bounds on the transition
probability density.
2. On-diagonal upper bound
In this section, we prove a Nash inequality using ‘slicing techniques’ developed
in [1]. This approach of proving Sobolev-type inequalities is outlined in Section 9
of [1]. We remark that different Nash inequalities developed in [8] and [9] would
yield the desired on-diagonal upper bounds as well.
We say E satisfies Nash inequality (N(β)), if there exist constants α,C1, C2 ∈
(0,∞) such that
‖f‖2 ≤ C1
((
Rα
Vh(R)
) β
α (
E(f) + C2R−β ‖f‖22
)) α2(α+β)
‖f‖
β
α+β
1 (N(β))
for all R > 0 and for all f ∈ ℓ1(M,µ). We obtain, on-diagonal upper bound on
qt(x, x) and hn(x, x) as a consequence of Nash inequality (N(β)). Before proving
Nash inequality, we show that Nash inequality (N(β)) implies the desired on-
diagonal estimate on qt.
Proposition 2.1. If the Dirichlet form E satisfies (N(β)), then there exists con-
stant C4 > 0 such that
qt(x, x) ≤ C4 1
Vh(t1/β)
(10)
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for all t > 0 and for all x ∈M .
Proof. Let C1 and C2 be the constants from (N(β)). Define the semigroup T
R
t
and an operator AR by
TRt = e
−C2R−βte−t(I−P )
AR = (1 + C2R
−β)I − P.
It is easy to check that −AR is the infinitesimal generator of the semigroup TRt
and that TRt is equicontinuous contraction on ℓ
1(M,µ) and ℓ∞(M,µ) with
sup
t
∥∥TRt ∥∥1→1 , sup
t
∥∥TRt ∥∥∞→∞ ≤ 1.
By (N(β)), we have
θR(‖f‖22) ≤ 〈ARf, f〉, ∀f ∈ ℓ2(M,µ), ‖f‖1 ≤ 1
where
θR(t) = C
−1
1
(
Vh(R)
Rα
)β/α
t1+
β
α .
Hence by Proposition II.1 of [7], there exists C3 > 0 such that
e−C2R
−βt sup
x
qt(x, x) =
∥∥TRt ∥∥1→∞ ≤ C3t−α/β
(
Rα
Vh(R)
)
for all t, R > 0. Fixing R = t1/β , we get
sup
x
qt(x, x) ≤ C3e
C2
Vh(t1/β)
which proves (10). 
Define
F := {f ∈ ℓ1(M,µ) : f ≥ 0}
to be the class of non-negative ℓ1 functions. It is easy to check that F satisfies the
following properties:
(a) (Stability under slicing) f ∈ F implies (f − t)+ ∧ s ∈ F for all s, t ≥ 0.
(b) F is a cone, that is for any t > 0 and f ∈ F , we have tf ∈ F .
(c) F ⊂ ℓp(M,µ) for all p ∈ [1,∞].
Let W (f) be a semi-norm on F . We recall some properties introduced in [1].
We say W satisfies (H+∞) if there exists a constant A
+
∞ such that
W
(
(f − t)+ ∧ s) ≤ A+∞W (f). (H+∞)
for all f ∈ F and for all s, t ≥ 0. For any ρ > 1, k ∈ Z and any function f ∈ F ,
set
fρ,k = (f − ρk)+ ∧ ρk(ρ− 1)
which is also in F . Fix l > 0 and ρ > 1. We say that W satisfies the condition
(Hρl ) if there exists a constant Al(ρ) such that
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(∑
k∈Z
W (fρ,k)
l
)1/l
≤ Al(ρ)W (f). (Hρl )
for all f ∈ F . The properties (H+∞) and (Hρl ) are preserved under positive linear
combinations of semi-norms as shown below.
Lemma 2.2. Let N1 and N2 be semi-norms on F satisfying (H+∞) with constants
A∞,1, A∞,2 such that for all f ∈ F and for all s, t ≥ 0
N1((f − t)+ ∧ s) ≤ A∞,1N1(f)
N2((f − t)+ ∧ s) ≤ A∞,2N2(f).
Then for any c1, c2 ≥ 0, the semi-norm N = c1N1 + c2N2 satisfies (H+∞) with
N((f − t)+ ∧ s) ≤ max(A∞,1, A∞,2)N(f)
for all f ∈ F and s, t ≥ 0.
Proof.
N((f − t)+ ∧ s) = c1N1((f − t)+ ∧ s) + c2N2((f − t)+ ∧ s)
≤ c1A∞,1N1(f) + c2A∞,2N2(f)
≤ max(A∞,1, A∞,2)N(f).

Lemma 2.3. Fix ρ > 1 and l > 0. Let N1 and N2 be semi-norms on F satisfying
(Hρl ) with constants Al,1(ρ), Al,2(ρ) such that for all f ∈ F and for all s, t ≥ 0
(∑
k∈Z
N1(fρ,k)
l
)1/l
≤ Al,1(ρ)N1(f)
(∑
k∈Z
N2(fρ,k)
l
)1/l
≤ Al,2(ρ)N2(f).
Then for any c1, c2 ≥ 0, the semi-norm N = c1N1 + c2N2 satisfies (Hρl ) with(∑
k∈Z
N(fρ,k)
l
)1/l
≤ 2(l+1)/lmax(Al,1(ρ), Al,2(ρ))N(f)
for all f ∈ F and s, t ≥ 0.
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Proof. (∑
k∈Z
N(fρ,k)
l
)1/l
≤
(∑
k∈Z
(c1N1(fρ,k) + c2N2(fρ,k))
l
)1/l
≤ 2
(∑
k∈Z
(
cl1N1(fρ,k)
l + cl2N2(fρ,k)
l
))1/l
≤ 2
(
Al,1(ρ)
lcl1N1(f)
l +Al,2(ρ)
lcl2N2(f)
l
)1/l
≤ 21/l2 (Al,1(ρ)c1N1(f) +Al,2(ρ)c2N2(f))
≤ 2(l+1)/lmax(Al,1(ρ), Al,2(ρ))N(f)
We use the two assumptions and the two elementary inequalities x+y ≥ 2−1/l(xl+
yl)1/l and x+ y ≤ 2(xl + yl)1/l for x, y ≥ 0 and l > 0. 
The important observation on Lemmas 2.2 and 2.3 is that the constants for
properties (Hρl ) and (H
+
∞) of N does not depend on c1 or c2. We now prove the
following pseudo-Poincare´ inequality.
Proposition 2.4 (Pseudo-Poincare´ inequality). Let (M,d, µ) be a uniformly dis-
crete, metric measure space satisfying (1),(2) and (3) and let E be a Dirichlet form
whose jump kernel J satisfies (LJP (β)). There exist constant CP > 0 such that
‖f − fr‖22 ≤ CP rβE(f) (11)
for all f ∈ ℓ2(M,µ) and for all r > 0, where fr(x) := 1V (x,r)
∑
y∈B(x,r) f(y)µy is
the µ-average of f in B(x, r).
Proof. We have
|f(x)− fr(x)|2 =
∣∣∣∣∣ 1µ(B(x, r))
∫
B(x,r)
(f(x)− f(y))dµ(y)
∣∣∣∣∣
2
≤ 1
µ(B(x, r))
∫
B(x,r)
|f(x)− f(y)|2dµc(y)
≤ rβ
∫
B(x,r)\{x}
|f(x)− f(y)|2
d(x, y)β
dµc(y)
µ(B(x, d(x, y)))
The second line above follows from Jensen’s inequality. Hence for 0 < r <∞, we
have
‖f − fr‖2 ≤ rβ/2Wβ(f) (12)
for all f ∈ ℓ2(M,µ), where Wβ denotes the Besov semi-norm
Wβ(f) =

 ∑
x,y∈M :x 6=y
|f(x)− f(y)|2
d(x, y)βV (x, d(x, y))
µxµy


1/2
.
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Combining d(x, y) /∈ (0, a), (3) and (LJP (β)), there exists C2 > 0 such that
Wβ(f)
2 ≤ (1 + a−1)β

 ∑
x,y∈M
|f(x)− f(y)|2
(1 + d(x, y))βV (x, d(x, y))
µxµy

 ≤ C2E(f). (13)
The pseudo-Poincare´ inequality (11) follows from (12) and (13). 
We are now ready to prove the Nash inequality (N(β)).
Proposition 2.5 (Nash inequality). Let (M,d, µ) be a uniformly discrete, metric
measure space satisfying (1),(2) and (3) and let E be a Dirichlet form whose jump
kernel J satisfies (LJP (β)). Then E satisfies the Nash inequality (N(β)).
Proof. Since E(|f|) ≤ E(f), it suffices to show (N(β)) for all f ∈ F . We fix
α > max(β, log2 CD) where CD is from (2). By (1), (3) and (4) there exists
C1 > 0 such that
‖fr‖∞ ≤ C1
Rα
Vh(R)
r−α ‖f‖1 (14)
for all f ∈ F and for all 0 < r ≤ R. Set τ = 1 + β2α and let λ > 0. We now
consider two cases λ small and λ large.
If λ ≤ 3C1 ‖f‖1 /Vh(R), by Markov inequality λ2µ(f ≥ λ) ≤ ‖f‖22, we have
λ2τµ(f ≥ λ) ≤ ‖f‖22
(
3C1 ‖f‖2
Vh(R)
)β/α
. (15)
for all f ∈ F and for all λ ≤ 3C1 ‖f‖1 /Vh(R).
Now suppose λ > 3C1 ‖f‖1 /Vh(R). Choose 0 < r < R such that( r
R
)α
=
3C1 ‖f‖1
λVh(R)
. (16)
By (14), we have ‖fr‖∞ ≤ λ/3. Therefore by union bound and Proposition 2.4,
we have
µ(f ≥ λ) ≤ µ (|f − fr| ≥ λ/2) + µ (|fr| ≥ λ/2)
= µ (|f − fr| ≥ λ/2)
≤ (2/λ)2‖f − fr‖22
≤ CP (2/λ)2rβE(f)
Substituting λ from (16) yields,
λ2τµ(f ≥ λ) ≤ 4CP
(
3C1
Vh(R)
)β/α
RβE(f) ‖f‖β/α1 (17)
for all f ∈ F and for all λ > 3C1 ‖f‖1 /Vh(R). Combining (15) and (17), we obtain
the following weak Sobolev-type inequality: there exist constants C2, C3 > 0 such
that
sup
λ>0
λ2τµ(f ≥ λ) ≤ C2
(
Rα
Vh(R)
)β/α (
E(f) +C3R−β ‖f‖22
)
‖f‖β/α1 (18)
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for all f ∈ F and for all R > 0. Set
1
q
=
1
2
− β
2α
.
Since β < α, we have q > 0.
Define the semi-norm on F by NR(f) =
(
Rα
Vh(R)
)β/2α (E(f) + C3R−β ‖f‖22)1/2.
Note that
1√
2
≤ NR(f)(
Rα
Vh(R)
)β/2α (√E(f) +√C3R−β/2 ‖f‖2)
≤ 1. (19)
Therefore by Lemmas 2.1 and 7.1 of [1] and Lemmas 2.2 and 2.3, we have that
there exists ρ > 0 and constants A∞, Aq > 0 such that
NR((f − t)+ ∧ s) ≤ A∞NR(f)(∑
k∈Z
NR(fρ,k)
q
)1/q
≤ AqNR(f)
for all f ∈ F , for all R > 0 and for all s, t ≥ 0. Hence by (18), (19), Theorem 3.1
and [1, Proposition 3.5], there exists constant C4 > 0 such that
‖f‖r ≤
(
C4
(
Rα
Vh(R)
) β
α (
E(f) + C3R−β ‖f‖22
))ϑ/2
‖f‖1−ϑs (20)
for all f ∈ F , for all R > 0, for all r, s ∈ (0,∞) and for all ϑ ∈ (0, 1) such that
1
r
=
ϑ
q
+
1− ϑ
s
.
In particular, the choice r = 2, ϑ = α/(α + β), s = 1 yields the desired Nash
inequality (N(β)). 
We conclude this section with a diagonal estimate on hn. We need the following
standard lemma.
Lemma 2.6 (Folklore). For any x ∈ M , the map n 7→ h2n(x, x) is a non-
increasing function of n ∈ N. Further
h2n(x, y) ≤ (h2n(x, x)h2n(y, y))1/2 (21)
Proof. Let 1x denote the indicator function at x and 〈·, ·〉 denote the inner product
in ℓ2(M,µ). Since P is self-adjoint, we have
h2n(x, x)µ
2
x = 〈P 2n1x,1x〉 = 〈Pn1x, Pn1x〉 = ‖Pn1x‖22
for all n ∈ N and for all x ∈M . Since P is a contraction, we have∥∥Pn+11x∥∥2 ≤ ‖Pn1x‖2
for all n ∈ N and for all x ∈ M . Combining the two facts concludes the proof of
the first assertion.
TRANSITION PROBABILITY ESTIMATES FOR LONG RANGE RANDOM WALKS 11
For the second statement, we use P is self-adjoint along with Cauchy-Schwarz
to obtain
h2n(x, y)µxµy = 〈P 2n1x,1y〉 = 〈Pn1x, Pn1y〉
≤ ‖Pn1x‖2 ‖Pn1y‖2 = (h2n(x, x)h2n(y, y))1/2 µxµy
for all x, y ∈M . 
Theorem 2.7. Let (M,d, µ) be a uniformly discrete, metric measure space satis-
fying (1),(2) and (3) and let E be a Dirichlet form whose jump kernel J satisfies
(UJP (β)) and (LJP (β)). Then there exists a constant C > 0 such that
hn(x, y) ≤ C
Vh(n1/β)
(22)
for all n ∈ N∗ and for all x, y ∈M .
Proof. We first consider the case x = y. By (LJP (β)) and (1), there exists κ > 0
such that infx∈M h1(x, x) ≥ κ. Therefore by Chapman-Kolmogorov equation (6)
and (1)
hn+1(x, y) ≥ hn(x, y)κµy ≥ hn(x, y)κ/Cµ. (23)
for all n ∈ N and for all x, y ∈M . By Chebyschev inequality
P (|N(3n/4) − (3n/4)| < n/4) ≥ 1− 12
n
, (24)
where N(·) denotes the standard Poisson process. First consider the case where n
is even and n ≥ 20. By (8), we have
q3n/4(x, x) =
∞∑
k=0
hk(x, x)P(N(3n/4) = k)
≥
n∑
k=n/2
hk(x, x)P(N(3n/4) = k)
≥ κ
Cµ
hn(x, x)P (|N(3n/4) − (3n/4)| ≤ n/4)
≥ 2κ
5Cµ
hn(x, x) (25)
The third line above follows from first assertion of Lemma 2.6 and (23) and the
last line follows from (24) and n ≥ 20. By Propositions 2.5 and 2.1 along with
(4), (25) there exists C1 > 0 such that
hn(x, x) ≤ C1
Vh(n1/β)
(26)
for all even n ≥ 20.
The case n is odd and n ≥ 19 follows from (23) and (26). The case n < 19
follows from the observation that
sup
x
hn(x, x) ≤ sup
x,y
h1(x, y)
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for all n ∈ N, along with (UJP (β)), (1) and (4). Combining all the cases, there
exists C2 > 0 such that
hn(x, x) ≤ C2
Vh(n1/β)
(27)
for all x ∈M and for all n ∈ N∗.
By (21) and (27), we have
hn(x, y) ≤ C2
Vh(n1/β)
for all x, y ∈ M and for all n ∈ N∗ and n even. If n is odd, the desired estimate
follows from (23). 
3. Upper bound on continuous time kernel
In this section, we prove off-diagonal upper bound on qt using the method of
[4]. As a consequence of this upper bound on qt, we obtain estimates on hitting
times and exit times for Xn.
The idea behind the approach of [4] is to use Meyer’s construction [13] to split
the jump kernel into small and large jumps and apply Davies’ method for the
smaller jumps (see [4, Section 3]). We need the following estimates to show the
upper bound on qt.
Lemma 3.1. Let (M,d, µ) be a uniformly discrete, metric measure space satisfying
(1),(2) and (3). There exist constants C1, C2 > 0 such that
∑
y∈B(x,r)c
µy
Vh(d(x, y))d(x, y)β
≤ C1r−β (28)
∑
y∈B(x,r)
d(x, y)2−β
µy
Vh(d(x, y))
≤ C2r2−β (29)
for all x ∈M , r > 0 and β ∈ (0, 2).
Proof. For (28), observe that
∑
y∈B(x,r)c
µy
Vh(d(x, y))d(x, y)β
≤
∞∑
n=1
∑
y∈B(x,2nr)\B(x,2n−1r)
µy
Vh(d(x, y))d(x, y)β
≤
∞∑
n=1
Ch
Vh(2
nr)
Vh(2n−1r)
(
2(n−1)r
)β
≤ C1r−β.
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We used (3) in the second line above and (2) in the last line. For (29), note that∑
y∈B(x,r)
d(x, y)2−β
µy
Vh(d(x, y))
=
∑
y∈B(x,r)\B(x,a)
d(x, y)2−β
µy
Vh(d(x, y))
≤
⌈log2(r/a)⌉∑
n=1
∑
y∈B(x,2na)\B(x,2n−1a)
d(x, y)2−β
µy
Vh(d(x, y))
≤
⌈log2(r/a)⌉∑
n=1
Cha
2−β 2
n(2−β)Vh(2
na)
Vh(2n−1a)
≤ C2r2−β.
In the second line above, we used that (M,d, µ) is uniformly discrete, in the fourth
line we used (3) and in the last line we used (2). 
We now obtain the following off-diagonal estimate using Meyer’s splitting of
jump kernel and Davies’ method as outlined in [4]. The main difference from [4]
is that the Nash inequality (N(β)) and volume growth we use are more general.
Theorem 3.2. Let (M,d, µ) be a uniformly discrete, metric measure space sat-
isfying (1),(2) and (3) and let E be a Dirichlet form whose jump kernel J with
respect to µ satisfies (UJP (β)) and (LJP (β)) for some β ∈ (0, 2). Then there
exists C > 0, such that the transition density qt satisfies
qt(x, y) ≤ C
(
1
Vh(t1/β)
∧ t
Vh(d(x, y))(1 + d(x, y))β
)
(30)
for all t > 0 and for all x, y ∈M .
Proof. By Lemma 3.1 and (UJP (β)), there exists C2, C3 > 0 such that∑
y∈B(x,r)c
J(x, y)µy ≤ C2r−β (31)
∑
y∈B(x,r)
d(x, y)2J(x, y)µy ≤ C3r2−β (32)
for all r > 0 and for all x ∈M .
Let JK denote the jump density JK(x, y) := J(x, y)1d(x,y)≤K and let q
K
t (x, y)
denote the corresponding transition density with respect to µ. Set EK , the corre-
sponding Dirichlet form
EK(f, f) := 1
2
∑
x,y∈M
|f(x)− f(y)|2JK(x, y)µxµy.
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Note that
E(f, f)− EK(f, f) = 1
2
∑
x,y∈M :d(x,y)>K
|f(x)− f(y)|2J(x, y)µxµy
≤
∑
x,y∈M :d(x,y)>K
(
f(x)2 + f(y)2
)
J(x, y)µxµy
≤ 2C2 ‖f‖22K−β. (33)
In the last step above, we used symmetry of J and (31). By Nash inequality
(Proposition 2.5) and (33), there exists α,C4, C5 > 0 such that
‖f‖2 ≤ C4
((
Kα
Vh(K)
) β
α
EK(f, f) + C5K−β‖f‖22
) α
2(α+β)
‖f‖
β
α+β
1
for all K > 0 and for all f ∈ ℓ1(M,µ). By Davies’ method ([10, Theorem 3.25])
as described in [4, Theorem 1.4], there exists a constant C6 > 0 such that
qKt (x, y) ≤ C6
Kα
Vh(K)
t−α/β exp
(
C5tK
−β − EK(2t, x, y)
)
(34)
for all x, y ∈M , for all t > 0 and for all K > 0, where EK is given by
ΓK(ψ)(x) =
∑
y∈M
(
e(ψ(x)−ψ(y)) − 1
)2
JK(x, y)µy,
ΛK(ψ)
2 = ‖ΓK(ψ)‖∞ ∨ ‖ΓK(−ψ)‖∞ ,
EK(t, x, y) = sup{|ψ(x)− ψ(y)| − tΛK(ψ)2 : ψ ∈ Cc(M)}.
By Proposition 2.1 and Cauchy-Schwarz inequality
qt(x, y) ≤ (qt(x, x)qt(y, y))1/2 ,
it suffices to show that there exists C1 > 0 such that
qt(x, y) ≤ C1 t
Vh(d(x, y))(1 + d(x, y))β
(35)
for all x, y ∈M such that d(x, y)β ≥ θβt where θ = 3(α + β)/β.
Let x, y ∈ M be such that Kβ ≥ t where K = d(x, y)/θ. Define ψ(z) =
λ(d(x, y) − d(x, z))+. Using
∣∣et − 1∣∣2 ≤ t2e2|t|, |ψ(z)− ψ(w)| ≤ λd(w, x) and (32),
we get
ΓK(e
ψ)(z) =
∑
w∈B(z,K)
(
eψ(z)−ψ(w) − 1
)2
JK(z, w)µw
≤ e2λKλ2
∑
w∈B(z,K)
d(z, w)2JK(z, w)µw
≤ C3(λK)2e2λKK−β
≤ C3e3λKK−β
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for all z ∈M and for all λ,K > 0. It follows that
−EK(2t, x, y) ≤ −λd(x, y) + 2C3te3λKK−β.
We fix
λ =
1
3K
log
(
Kβ
t
)
,
so that
−EK(2t, x, y) ≤ −d(x, y)
3K
log
(
Kβ
t
)
+ 2C3tK
−βK
β
t
≤ 2C3 −
(
α+ β
β
)
log
(
Kβ
t
)
.
By (34) and Kβ ≥ t,
qKt (x, y) ≤ C6
Kα
Vh(K)
t−α/β exp (C5 + 2C3)
(
t
Kβ
)(α+β)/β
≤ C7 t
Vh(K)Kβ
≤ C8 t
Vh(d(x, y))(1 + d(x, y))1+β
(36)
In the last step, we used that d(x, y) ≥ a, K = d(x, y)/θ and (4). By (UJP (β)),
d(x, y) > a and (4), there exists C9 > 0 such that
J(x, y)− JK(x, y) ≤ C9 1
Vh(d(x, y))(1 + d(x, y))β
for all x, y ∈M . Therefore by [4, Lemma 3.1(c)], there exists C1 > 0 such that
qt(x, y) ≤ C1 t
Vh(d(x, y))(1 + d(x, y))β
for all x, y ∈M , for all t > 0 such that d(x, y)β ≥ θβt which proves (35) and hence
(30). 
3.1. Exit time and Hitting time estimates. In this subsection, we apply The-
orem 3.2 to estimate hitting time and exit time of balls for the discrete time Markov
chain Xn and the corresponding continuous time chain Yt.
Notation. We denote exit time and hitting time of the ball B(x, r) by
τX(x, r) = inf{k : Xk /∈ B(x, r)}
τY (x, r) = inf{t : Yt /∈ B(x, r)}
TX(x, r) = inf{k : Xk ∈ B(x, r)}
TY (x, r) = inf{t : Yt ∈ B(x, r)}
for all x ∈M and for all r > 0.
We start with exit and hitting time estimates for continuous time Markov chain
Yt.
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Proposition 3.3. Under the assumptions of Theorem 3.2, there exists C1 > 0
such that
P
x (τY (x, r) ≤ t) ≤ C1 t
rβ
for all x ∈M and for all t, r > 0.
Proof. By Theorem 3.2, there exists C2 > 0 such that
P
x (d(Yt, x) ≥ r) =
∑
y∈B(x,r)c
qt(x, y)µy
≤ Ct
∑
y∈B(x,r)c
µy
Vh(d(x, y))d(x, y)β
≤ C2 t
rβ
(37)
for all x ∈M and for all r, t > 0. The last line follows (28) of Lemma 3.1.
Set τ = τY (x, r). There exists C1 > 0 such that
P
x(τ ≤ t) ≤ Px (τ ≤ t, d(Y2t, x) ≤ r/2) + Px (d(Y2t, x) > r/2)
≤ Px (τ ≤ t, d(Y2t, Yτ ) ≥ r/2) + 8C2t/rβ
= Ex
(
1τ≤tP
Yτ (d(Y2t−τ , Y0) ≥ r/2)
)
+ 8C2t/r
β
≤ sup
y∈B(x,r)c
sup
s≤t
P
y (d(Y2t−s, y) ≥ r/2) + 8C2t/rβ
≤ C1t/rβ
for all x ∈M and for all r, t > 0. The second and fifth lines follow from (37) and
the third line above follows from strong Markov property. 
Similarly, we have the following estimate for the hitting time TY .
Lemma 3.4. Under the assumptions of Theorem 3.2, there exists C1 > 0 such
that
P
x
(
TY (y, t
1/β) ≤ t
)
≤ C1
(
tVh(t
1/β)
Vh(d(x, y))d(x, y)β
)
for all x, y ∈M and for all t > 0.
Proof. By Proposition 3.3, there exists C2 > 0 such that
P z
(
τY (z, C2t
1/β) > t
)
≥ 1
2
(38)
for all z ∈ M and for all t > 0. By (4), it suffices to consider the case d(x, y) >
2(1 + C2)t
1/β .
Set S = TY (y, t
1/β). By (38) and strong Markov property,
P
x
(
S ≤ t, sup
S≤k≤t+S
d(Yk, YS) ≤ C2t1/β
)
≥ 1
2
P
x(S ≤ t)
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for all x, y ∈M and t > 0. Therefore
P
x(S ≤ t) ≤ 2Px
(
S ≤ t, sup
S≤k≤S+t
|Yk − YS| ≤ C2t1/β
)
≤ 2Px
(
Yt ∈ B(y, (1 + C2)t1/β)
)
= 2
∑
z∈B(y,(1+C2)t1/β )
qt(x, z)µz
≤ 2Ct
∑
z∈B(y,(1+C2)t1/β )
1
Vh(d(x, z))d(x, z)β
µz
≤ 2Ct
∑
z∈B(y,(1+C2)t1/β )
1
Vh(d(x, y)/2)(d(x, y)/2)β
µz
≤ 21+βCt Vh((1 + C2)t
1/β)
Vh(d(x, y)/2)d(x, y)β
≤ C1 tVh(t
1/β)
d(x, y)βVh(d(x, y))
for all x, y ∈ M and for all t > 0. The fourth line above follows from Theorem
3.2. The fifth line follows from d(x, z) ≥ d(x, y)/2 which is a consequence of
(1 + C2)t
1/β ≤ d(x,y)2 and triangle inequality. The last line follows from (4). 
Now we prove similar estimates for Xn. The strategy is to compare the behavior
of Xn with Yt using the equation Yt = XN(t), where N(t) is a standard Poisson
process independent of (Xk)k∈N. Define Tk as the arrival times of Poisson process
defined by N(t) = k for all t ∈ [Tk, Tk+1) and for all k ∈ N. Then Tk is an
exponential random variable with mean k and independent of (Xn)n∈N.
Proposition 3.5. Under the assumptions of Theorem 3.2, there exists C1 > 0
such that
P
x
(
TX(y, n
1/β) ≤ n
)
≤ C1 nVh(n
1/β)
Vh(d(x, y))(1 + d(x, y))β
for all n ∈ N and for all x, y ∈M with x 6= y.
Proof. It suffices to consider the case n ≥ 1. By Markov inequality P(Tn > 2n) ≤
1/2. Therefore by independence of (Xn)n∈N and the arrival time Tn, we have
1
2
P
x(TX(y, n
1/β) ≤ n) ≤ Px
(
TX(y, n
1/β) ≤ n, Tn ≤ 2n
)
≤ Px
(
TY (y, n
1/β) ≤ 2n
)
≤ C2 2nVh((2n)
1/β)
d(x, y)βVh(d(x, y))
18 MATHAV MURUGAN, LAURENT SALOFF-COSTE†
for all x, y ∈ M with x 6= y and for all n ∈ N∗. The last line above follows from
Lemma 3.4. The conclusion then follows from (4). 
We conclude the section, with an exit time estimate for Xn.
Proposition 3.6. Under the assumptions of Theorem 3.2, there exists γ > 0 such
that
P
x
(
max
0≤k≤⌊γrβ⌋
d(Xk, x) > r/2
)
≤ 1/4 (39)
for all x ∈M and for all r > 0.
Proof. Choose γ1 > 0 such that 2
β+1C1γ1 = 1/8, where C1 is the constant from
Proposition 3.3. By Proposition 3.3,
P
x
(
sup
s≤2γ1rβ
d(Ys, x) > r/2
)
= Px
(
τY (x, r/2) ≤ 2γ1rβ
)
≤ 2β+1C1γ1 ≤ 1/8.
for all x ∈M and for all r > 0. Therefore
P
x
(
max
s≤⌊γ1rβ⌋
d(Xk, x) > r/2
)
= Px
(
max
s≤⌊γ1rβ⌋
d(Xk, x) > r/2, T⌊γ1rβ⌋ ≤ 2⌊γ1rβ⌋
)
+Px
(
max
s≤⌊γ1rβ⌋
d(Xk, x) > r/2, T⌊γ1rβ⌋ > 2⌊γ1rβ⌋
)
≤ Px
(
sup
s≤2γ1rβ
d(Ys, x) > r/2
)
+Px
(
T⌊γ1rβ⌋ − ⌊γ1rβ⌋ > ⌊γ1rβ⌋
)
≤ 1
8
+
1
γ1rβ
(40)
for all x ∈M and for all r > 0. In the last line above, we used Markov’s inequality
P (|X| > a) ≤ EX2
a2
for X = T⌊γ1rβ⌋ − ⌊γ1rβ⌋. Fix r0 so that γ1rβ0 = 8 and choose
γ ∈ (0, γ1/8), so that γrβ0 < 1.
If r < r0 , then γr
β < 1 and Px
(
maxs≤⌊γrβ⌋ d(Xk, x) > r/2
)
= 0 ≤ 1/4.
If r ≥ r0, then by (40)
P
x
(
max
s≤⌊γrβ⌋
d(Xk, x) > r/2
)
≤ Px
(
max
s≤⌊γ1rβ⌋
d(Xk, x) > r/2
)
≤ 1
4
.
Combining the cases r < r0 and r ≥ r0 gives the desired result. 
4. Parabolic Harnack inequality
In this section, we follow an iteration argument due to Bass and Levin [5] to
prove a parabolic Harnack inequality.
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Let T = {0, 1, 2, . . .} ×M denote the discrete space-time. We will study the
T -valued Markov chain (Vk,Xk), where the time component Vk = V0 + k is deter-
ministic and the space component Xk is same as the discrete time Markov chain
with transition density J with respect to µ. We write P(j,x) for the law of (Vk,Xk)
started at (j, x). Let Fj = σ ((Vk,Xk) : k ≤ j) denote the natural filtration asso-
ciated with (Vk,Xk). Given D ⊂ T , we denote by τD the exit time
τD := min{k ≥ 0 : (Vk,Xk) /∈ D}.
Definition 4.1. A bounded function u(k, x) on T is said to be parabolic on D ⊂ T
if u(Vk∧τD ,Xk∧τD ) is a martingale. In other words, u satisfies the discrete time
backwards heat equation
un(x) = Pun+1(x)
for all (n, x) ∈ D, where uk(x) = u(k, x) for all (k, x) ∈ T .
It is immediate that if D1 ⊂ D2 and if u is parabolic on D2, then u is parabolic
on D1. The main example of parabolic function that we have in mind is the heat
kernel as demonstrated in the following lemma.
Lemma 4.2. For each n0 and x0 ∈ M , the function q(k, x) = hn0−k(x, x0) =
hn0−k(x0, x) is parabolic on {0, 1, . . . , n0} ×M .
Proof.
E [q(Vk+1,Xk+1)|Fk] = E
[
hn0−Vk+1(Xk+1, x0)|Fk
]
= E(Vk ,Xk) [hn0−V1(X1, x0)]
=
∑
z
h1(Xk, z)hn0−Vk−1(z, x0)
= hn0−Vk(Xk, x0) = q(Vk,Xk).
The second equation follows from Markov property and last equation follows from
Chapman-Kolmogorov equation (6). 
For (k, x) ∈ T and A ⊂ T , define NA(k, x) := P(k,x) (X1 ∈ A(k + 1)) if (k, x) /∈
A and 0 otherwise.
Lemma 4.3. For the T -valued Markov chain (Vk,Xk), let A ⊂ T and
Jn = 1A(Vn,Xn)− 1A(V0,X0)−
n−1∑
k=0
NA(Vk,Xk).
Then Jn∧TA is a martingale.
Proof. We have
E
[
J(k+1)∧TA − Jk∧TA |Fk
]
= E[1A
(
V(k+1)∧TA ,X(k+1)∧TA
)− 1A (Vk∧TA ,Xk∧TA)−NA(Vk∧TA ,Xk∧TA)|Fk].
On the event {TA ≤ k}, this is 0. If TA > k, this is equal to
P
(Vk ,Xk) ((V1,X1) ∈ A)−NA(Vk,Xk)
= P(Vk,Xk) (X1 ∈ A(Vk + 1)) −NA(Vk,Xk) = 0.
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
The next three technical lemmas are needed for the proof of parabolic Harnack
inequality. They compare various hitting and exit times for the T -valued Markov
chain (Vk,Xk).
We introduce a few notations. Let γ be a constant satisfying (39) from Propo-
sition 3.6. Define
Q(k, x, r) := {k, k + 1, . . . , k + ⌊γrβ⌋} ×B(x, r).
For the T -valued Markov chain (Vk,Xk) defined above, we denote the exit time
of Q(0, x, r) by
τ(x, r) := min{k : (Vk,Xk) /∈ Q(0, x, r).
Note that τ(x, r) ≤ ⌊γrβ⌋+ 1 is a bounded stopping time.
For A ⊂ T and k ∈ N, we set A(k) := {y ∈M : (k, y) ∈ A}.
Given a set A ⊂ T , we denote the hitting time by TA = min{k : (Vk,Xk) ∈ A}
and the cardinality of A by |A|.
Lemma 4.4. Under the assumptions of Theorem 3.2, there exists θ1 > 0 such
that
P
(0,x) (TA < τ(x, r)) ≥ θ1 |A|
Vh(r)rβ
for all x ∈M , for all r > 0 and for all A ⊂ Q(0, x, r) satisfying A(0) = ∅.
Proof. Since A(0) = ∅ and A ⊂ Q(0, x, r), it suffices to consider the case γrβ ≥ 1.
We abbreviate τ(x, r) by τ . Since A ⊂ Q(0, x, r), TA 6= τ .
By (3), (2), there exists C1 > 0 such that
|A|
Vh(r)rβ
≤ |Q(0, x, r)|
Vh(r)rβ
≤ C1
for all x ∈M and for all r > 0. Therefore if P(0,x)(TA ≤ τ) ≥ 1/4, we are done.
We may assume, without loss of generality that P(0,x)(TA ≤ τ) < 1/4. Define
the stopping time S = TA ∧ τ . By Lemma 4.3 and optional stopping theorem, we
have
P
(0,x)(TA < τr) = E
(0,x)1A(S,XS) ≥ E(0,x)
S−1∑
k=0
NA(k,Xk). (41)
By (1) and (LJP (β)) there exists κ > 0 such that p(x, x) > κ for all x ∈M .
There exist c1, c2 > 0 such that,
NA(k,w) = P
(k,w)(X1 ∈ A(k + 1))
≥
∑
y∈A(k+1),y 6=w
c1
Vh(d(w, y))d(w, y)β
+ 1A(k+1)(w)κ
≥ c2
Vh(r)rβ
|A(k + 1)| (42)
for all x ∈ M , r > 0 and for all (k,w) ∈ Q(0, x, r) \ A. In the second line above
we used, (LJP (β)) and that d is uniformly discrete. For the last line, we used
d(w, y) ≤ 2r, (2), (1) and γrβ ≥ 1.
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On the event that S ≥ ⌊γrβ⌋, by A(0) = ∅, A ⊂ Q(0, x, r), (41) and (42), there
exists c3 > 0 such that
S−1∑
k=0
NA(k,Xk) ≥ c3 |A|
Vh(r)rβ
.
Since τ ≤ ⌊γrβ⌋+ 1 and TA 6= τ , we have
E
(0,x)1A(S,XS) ≥ c3 |A|
Vh(r)rβ
P
x(S ≥ ⌊γrβ⌋)
≥ c3 |A|
Vh(r)rβ
(
1− Px(TA ≤ τ)− Px(τ ≤ ⌊γrβ⌋)
)
≥ c3 |A|
2Vh(r)rβ
.
The second line follows from the union bound by observing {S < ⌊γrβ⌋} ⊆ {TA ≤
τ} ∪ {τ ≤ ⌊γrβ⌋)}. The last inequality is due to our choice of γ satisfying (39)
and the assumption that Px(TA ≤ τ) < 1/4. 
Define the set U(k, x, r) = {k} ×B(x, r).
Lemma 4.5. Under the assumptions of Theorem 3.2, there exists θ2 > 0 such
that, for all (k, x) ∈ Q(0, z, R/2), for all r ≤ R/2 and for all k ≥ ⌊γrβ⌋ + 1, we
have
P
(0,z)
(
TU(k,x,r) < τ(z,R)
) ≥ θ2 Vh(r)rβ
Vh(R)Rβ
for all z ∈M and for all R > 0.
Proof. Let Q′ = {k, k − 1, . . . , k − ⌊γrβ⌋} × B(x, r/2). By triangle inequality
B(x, r/2) ⊂ B(z,R). Therefore Q′ ⊂ Q(0, z, R) and Q′(0) = ∅. By Lemma 4.4
and (4), there exists c1 > 0 such that
P
(0,z)(TQ′ < τ(z,R)) ≥ c1 Vh(r)r
β
Vh(R)Rβ
for all z ∈M , for all R > 0 and for all r ∈ (0, R].
By the choice of γ satisfying (39), starting at a point in Q′ there is a probability
of at least 3/4 that the chain stays in B(x, r) for at least time ⌊γrβ⌋. By strong
Markov property, there is a probability of at least 34c1
Vh(r)r
β
Vh(R)Rβ
that the chain hits
Q′ before exiting Q(0, z, R) and stays within B(x, r) for an additional time ⌊γrβ⌋,
hence hits U(k, x, r) before exiting Q(0, z, R). 
Lemma 4.6. Suppose H(k,w) is nonnegative and 0 if w ∈ B(x, 2r). Under the
assumptions of Theorem 3.2, there exists θ3 (not depending on x, r,H) such that
E
(0,x)
[
H(Vτ(x,r),Xτ(x,r))
] ≤ θ3E(0,y) [H(Vτ(x,r),Xτ(x,r))] (43)
for all y ∈ B(x, r/2).
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Proof. By the linearity of expectation and the inequality 1 ≤ τ(x, r) ≤ ⌊γrβ⌋+ 1,
it suffices to verify (43) for indicator functions H = 1(k,w) for all x ∈ M , for all
r > 0, for all y ∈ B(x, r/2), for all w /∈ B(x, 2r) and for all 1 ≤ k ≤ ⌊γrβ⌋+ 1.
Let x ∈ M, r > 0, y ∈ B(x, r/2), w /∈ B(x, 2r) and 1 ≤ k ≤ ⌊γrβ⌋ + 1. There
exists c1 > 0 such that
E
(0,y)
[
1(k,w)(Vτ(x,r),Xτ(x,r))
]
= E(0,y)
[
E
(0,y)
[
1(k,w)(Vτ(x,r),Xτ(x,r))Fk−1
]]
= E(0,y)
[
1τ(x,r)>k−1p(Xk−1, w)
]
(44)
≥ P(0,y)(τ(x, r) > k − 1) inf
z∈B(x,r)
p(z, w)
≥ P(0,y)(τ(x, r) = ⌊γrβ⌋+ 1) inf
z∈B(x,r)
p(z, w)
≥ c1 1
Vh(d(x,w))d(x,w)β
(45)
for all x ∈ M , for all r > 0, for all y ∈ B(x, r/2), for all w /∈ B(x, 2r) and for all
1 ≤ k ≤ ⌊γrβ⌋ + 1. The last line follows from (39), (LJP (β)), (1), (4) and the
triangle inequality 3d(x,w) ≥ d(z, w) for all z ∈ B(x, r) and for all w /∈ B(x, 2r).
By (44),(UJP (β)), (4) and the triangle inequality d(z, w) ≥ d(x,w)/2 for all
z ∈ B(x, r), there exists C1 > 0 such that
E
(0,x)
[
1(k,w)(Vτ(x,r),Xτ(x,r))
] ≤ sup
z∈B(x,r)
p(z, w) ≤ C1
Vh(d(x,w))d(x,w)β
(46)
for all x ∈M , for all r > 0, for all w /∈ B(x, 2r) and for all k ∈ N.
By (45) and (46), the choice θ3 = C1/c1 satisfies (43). 
We need the following exit time definition:
τ(k, x, r) = min{n ∈ N : (Vn,Xn) /∈ Q(k, x, r)}.
As before, we abbreviate τ(0, x, r) by τ(x, r). We are now ready to prove the
following parabolic Harnack inequality.
Theorem 4.7 (Parabolic Harnack inequality). Under the assumptions of Theorem
3.2, there exist CH , R0 > 0 such that if q is bounded, non-negative on T and
parabolic on {0, 1, . . . , ⌊8γRβ⌋} ×M , then
max
(k,y)∈Q(⌊γRβ⌋,z,R/3)
q(k, y) ≤ CH min
w∈B(z,R/3)
q(0, w) (47)
for all R ≥ R0, for all q and for all z ∈M .
Proof. Let a > 0 be such that d(x, y) /∈ (0, a) for all x, y ∈ M . Since (M,d) is
uniformly discrete such a constant exists. Choose R0 ≥ max(3a, 1) such that
⌊γRβ⌋ ≥ ⌊γ(R/3)β⌋+ 1 (48)
for all R ≥ R0.
Using Lemma 4.4 and (48), there exists c1 ∈ (0, 1) such that
P
(k,x)(TC < τ(k, x, r)) ≥ c1 (49)
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for all r ≥ R0, for all (k, x) ∈ T , for all C ⊆ Q(k + 1, x, r/3) such that
|C|/|Q(k + 1, x, r/3)| ≥ 1/3.
By multiplying q by a constant, we may assume that
min
w∈B(z,R/3)
q(0, w) = q(0, v) = 1
for some v ∈ B(z,R/3).
Let θ1, θ2, θ3 be the constants from Lemmas 4.4, 4.5 and 4.6 respectively. Define
the constants
η :=
c1
3
, ζ :=
c1
3
∧ η
θ3
, λ :=
R0
a
. (50)
Let α > 0, be a constant satisfying (4). By (4) and (3), there exists C1 > 0 large
enough such that, for any r,R,K > 0 that satisfies
r
R
= C1K
−1/(α+β) < 1, (51)
we have
|Q(0, x, r/3)|
Vh(31/βR)Rβ
>
9
θ1ζK
, (52)
Vh(r/λ)(r/λ)
β
Vh(21+1/βR)(21+1/βR)β
>
1
θ2ζK
. (53)
We now iteratively choose points (ki, xi) ∈ Q(⌊γRβ⌋, z, 2R/3) for i = 1, 2, . . .
follows: The sequence (ki, xi)i∈N∗ is chosen such that Ki = q(ki, xi) is strictly
increasing, that is Ki < Ki+1 for all i ∈ N∗. The starting point (k1, x1) ∈
Q(⌊γRβ⌋, z, R/3) is chosen such that
K1 = q(k1, x1) = max
(k,y)∈Q(⌊γRβ⌋,z,R/3)
q(k, y).
If C1K
−1/(α+β)
1 ≥ 1/3, then we have (47).
Consider the case: C1K
−1/(α+β)
1 < 1/3. We now describe a procedure to
obtain (ki+1, xi+1) ∈ Q(⌊γRβ⌋, z, 2R/3) given (ki, xi) ∈ Q(⌊γRβ⌋, z, 2R/3) for
i = 1, 2, 3, . . ..
Let ri be defined by
ri
R
= C1K
−1/(α+β)
i . (54)
Assume that q ≥ ζKi on Ui := {ki} × B(xi, ri/λ). Since R ≥ R0, λ ≥ 3 and
ri ≤ R, we have (ki, xi) ∈ Q(0, v, 21/βR), ri/λ ≤ 21+(1/β)R and k ≥ 1+⌊γ(ri/3)β⌋.
Therefore by Lemma 4.5,
1 = q(0, v) = E(0,v)q
(
VTUi∧τ(0,v,2
1+(1/β)R),XTUi∧τ(0,v,2
1+(1/β)R)
)
≥ ζKP(0,v)(TU < τQ(0,v,21+1/βR)) ≥
θ2ζKVh(r/λ)(r/λ)
β
Vh(21+1/βR)(21+1/βR)β
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a contradiction to (53). Therefore there exists yi ∈ B(xi, r/λ) such that q(ki, yi) <
ζK. Since ζ < 1, we have that yi 6= xi. Since (M,d, µ) is uniformly discrete
xi 6= yi ∈ B(xi, ri/λ), we have ri/λ = (ari)/R0 ≥ a. Hence
ri ≥ R0. (55)
If E(ki,xi)
[
q(Vτ(ki,xi,ri),Xτ(ki,xi,ri));Xτ(ki,xi,ri) /∈ B(x, 2r)
] ≥ ηKi, we get
ζKi > q(ki, yi) ≥ E(ki,yi)
[
q(Vτ(ki,xi,ri),Xτ(ki,xi,ri));Xτk,r /∈ B(xi, 2ri)
]
≥ θ−13 E(ki,xi)
[
q(Vτ(ki,xi,ri),Xτ(ki,xi,ri));Xτ(ki,xi,ri) /∈ B(xi, 2ri)
]
≥ θ−13 ηKi ≥ ζKi
a contradiction. In the second line above, we used Lemma 4.6 and the last line
follows from the definition of ζ in (50). Therefore
E
(ki,xi)
[
q(Vτ(ki,xi,ri),Xτ(ki,xi,ri));Xτ(ki,xi,ri) /∈ B(x, 2r)
]
< ηKi. (56)
Define the set
Ai := {(j, y) ∈ Q(ki + 1, xi, ri/3) : q(j, y) ≥ ζKi}.
Note that (ki, xi) ∈ Q(⌊γRβ⌋, z, 2R/3), ri ≤ R/3, R ≥ R0, (48), v ∈ B(z,R/3)
and triangle inequality implies Q(ki + 1, xi, ri/3) ⊆ Q(0, v, 31/βR). Therefore by
Lemma 4.4, we have
1 = q(0, v) ≥ E(0,v)
[
q(VTAi ,XTAi );TAi < τ(v, 3
1/βR)
]
≥ ζKiP(0,v)(TAi < τ(v, 31/βR)) ≥
ζKiθ1|Ai|
3Vh(31/βR)Rβ
.
This along with (52) yields
|Ai|
|Q(ki + 1, xi, ri/3)| ≤
3Vh(3
1/βR)Rβ
ζKiθ1|Q(ki + 1, xi, ri/3)| ≤
1
3
.
Define Ci = Q(ki+1, xi, ri/3)\Ai and Mi = maxQ(ki+1,xi,2ri) q. We write q(ki, xi)
as
Ki = q(ki, xi) =
E
(ki,xi)
[
q(VTCi ,XTCi );TCi < τ(ki, xi, ri)
]
+E(ki,xi)
[
q(Vτ(ki,xi,ri),Xτ(ki,xi,ri)); τ(ki, xi, ri) < TCi ,Xτ(ki,xi,ri) /∈ B(xi, 2ri)
]
+E(ki,xi)
[
q(Vτ(ki,xi,ri),Xτ(ki,xi,ri)); τ(ki, xi, ri) < TCi ,Xτ(ki,xi,ri) ∈ B(xi, 2ri)
]
.
We use the bound (56) for the second term above, to obtain
Ki ≤ ζKi + ηKi +Mi
(
1− P(ki,xi) (TCi < τ(ki, xi, ri))
)
. (57)
Combining |Ci|/|Q(ki + 1, xi, ri/3)| ≥ 1/3, (55) and (49), we have
P
(ki,xi) (TCi < τ(ki, xi, ri)) ≥ c1. (58)
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By (57),(58), (50), we get
Ki ≤ c1
3
Ki +
c1
3
Ki + (1− c1)Mi.
It follows that
Mi
Ki
≥ 1 + ρ (59)
where ρ = c1/(3(1 − c1)) > 0.
The point (ki+1, xi+1) ∈ Q(ki + 1, xi, 2ri) is chosen such that
Ki+1 = q(ki+1, xi+1) =Mi = max
(j,w)∈Q(ki+1,xi,2ri)
q(j, w).
This along with (54) and (59) gives
Ki+1 ≥ Ki(1 + ρ), ri+1 ≤ ri(1 + ρ)−1/(α+β) (60)
for all i ∈ N∗. We will now verify that (ki+1, xi+1) ∈ Q(⌊γRβ⌋, z, 2R/3) for all
i ∈ N∗, if K1 is sufficiently large. Using (ki+1, xi+1) ∈ Q(ki + 1, xi, 2ri), R0 ≥ 1
and (55), we have
|ki+1 − ki| ≤ 1 + (2ri)β ≤
(
2βRβ0 + 1
Rβ0
)
rβi ≤ 5rβi
d(xi+1, xi) ≤ 2ri
for all i ∈ N∗.
Therefore by (60) and (k1, x1) ∈ Q(⌊γRβ⌋, z, R/3), we have
ki ≤ ⌊γRβ⌋+ γ(R/3)β + 5r
β
1
1− κβ1
, (61)
d(xi, z) ≤ R
3
+
2r1
1− κ1 (62)
for all i ∈ N∗, where κ1 = (1 + ρ)−1/(α+β) ∈ (0, 1). Set
c2 = min

1− κ1
3
,
(
(1− κβ1 )(2β − 1)
5
)1/β
1
3

 .
If r1 ≤ c2R, then by (61) and (62), we have that (ki+1, xi+1) ∈ Q(⌊γRβ⌋, z, 2R/3)
for all i ∈ N∗.
If K1 ≥ (C1/c2)(α+β) by (54), we have r1 ≤ c2R and therefore (ki+1, xi+1) ∈
Q(⌊γRβ⌋, z, 2R/3) for all i ∈ N∗. However (55) and (60) holds for all i ∈ N∗, which
is a contradiction. Therefore
max
(k,y)∈Q(⌊γRβ⌋,z,R/3)
q(k, y) = K1 < (C1/c2)
(α+β)
Therefore (47) holds with CH = (C1/c2)
(α+β). 
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5. Heat kernel estimates
In this section, we prove the heat kernel estimates HKP (β) for β ∈ (0, 2) using
the parabolic Harnack inequality (47). We start with the proof of (UHKP (β)).
Theorem 5.1. Under the assumptions of Theorem 3.2, hn satisfies (UHKP (β)).
Proof. By Proposition 3.5,∑
z∈B(y,k1/β)
hk(x, z)µz = P
x(Xk ∈ B(y, k1/β) ≤ Px(TX(y, k1/β) ≤ k)
≤ C1 kVh(k
1/β)
Vh(d(x, y))(1 + d(x, y))β
(63)
for all k ∈ N∗ and for all x, y ∈M . By (63) and (3), there exists C2 > 0 such that
min
z∈B(y,k1/β)
hk(x, z) ≤ C2 k
Vh(d(x, y))(1 + d(x, y))β
(64)
for all x, y ∈M and for all k ∈ N∗.
Let R > 0 be defined to satisfy γRβ = n. Since we can take γ < 3−2 ≤ 3−β
without loss of generality, we have R/3 ≥ n1/β.
By Lemma 4.2, q(k,w) = h8n−k(x,w) is parabolic on {0, 1, . . . , ⌊8γRβ⌋} ×M .
By (64) and R/3 ≥ n1/β, we have
min
z∈B(y,R/3)
q(0, z) ≤ min
z∈B(y,n1/β)
h8n(x, z) ≤ C2 8n
Vh(d(x, y))(1 + d(x, y))β
. (65)
Since
h7n(x, y) ≤ max
(k,w)∈Q(⌊γRβ⌋,y,R/3)
q(k,w),
by (65) and parabolic Harnack inequality (47), there exist C3, N0 > 0 such that
h7n(x, y) ≤ C3 n
Vh(d(x, y))(1 + d(x, y))β
(66)
for all x, y ∈ M and for all n ∈ N with n ≥ N0. Combining (23), (66) along with
Theorem 2.7 yields (UHKP (β)). 
Remark 3. We sketch an alternate proof of Theorem 5.1 that doesn’t require par-
abolic Harnack inequality. Using the comparison techniques between discrete time
and corresponding continuous time Markov chains developed by T. Delmotte([11]),
we can prove (UHKP (β)) for the kernel hn using the upper bound for qt given in
Theorem 3.2. (see Lemma 3.5 and Theorem 3.6 of [11])
We now obtain a near diagonal lower estimate for hn using parabolic Harnack
inequality.
Lemma 5.2. Under the assumptions of Theorem 3.2, there exist c1, c2 > 0 such
that
hn(x, y) ≥ c1
Vh(n1/β)
(67)
for all n ∈ N∗ and for all x, y ∈M such that d(x, y) ≤ c2n1/β.
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Proof. By Proposition 3.6, there exists C1 > 0 such that
P
x
(
Xn /∈ B(x,C1n1/β)
)
≤ Px(max
k≤n
d(Xk, x) > C1n
1/β) ≤ 1/2
for all x ∈M and for all n ∈ N∗. Thus∑
y∈B(x,C1n1/β)
hn(x, y)µy = 1− Px
(
Xn /∈ B(x,C1n1/β)
)
≥ 1
2
(68)
for all x ∈M and for all n ∈ N∗. Hence, there exists c3 > 0 such that
h2n(x, x) =
∑
y∈M
h2n(x, y)µy ≥
∑
y∈B(x,C1n1/β)
h2n(x, y)µy
≥ 1
V (x,C1n1/β)

 ∑
y∈B(x,C1n1/β)
hn(x, y)µy


2
≥ 1
4V (x,C1n1/β)
≥ c3
Vh(n1/β)
(69)
for all x ∈ M and for all n ∈ N∗. The second line above follows from Cauchy-
Schwarz and (68) and last line follows from (3) and (4). Combining (69), (23), (4)
and (LJP (β)), there exists c4 > 0 such that
hn(x, x) ≥ c4
Vh(n1/β)
(70)
for all n ∈ N∗ and for all x ∈M .
Let n ∈ N∗ and let R be defined by n = γRβ. As in the proof of The-
orem 5.1, we define the function q(k,w) = h8n−k(x,w) which is parabolic on
{0, 1, . . . , ⌊8γRβ⌋}×B(x, r). By (47), (70) and (4), there exist c5, C2, N0 > 0 such
that
min
z∈B(y,C2n1/β)
h8n(x, z) ≥ min
z∈B(y,R/3)
q(0, z) ≥ C−1H h7n(x, x)
≥ C−1H
c4
Vh((7n)1/β)
≥ c5
Vh(n1/β)
(71)
for all n ∈ N∗ with n ≥ N0 and for all x ∈M . Combining (23), (71) and (LJP (β)),
we get the desired near diagonal lower bound (67). 
Next, we prove the full lower bound (LHKP (β)). This can be done using
parabolic Harnack inequality as in Theorem 5.2 of [5]. However, we prove the
off-diagonal lower bound using a probabilistic argument which relies on the exit
time estimate of Proposition 3.6.
Theorem 5.3. Under the assumptions of Theorem 3.2, hn satisfies (LHKP (β)).
Proof. By Proposition 3.6, there exists C1 > 0 such that
P
x
(
Xn /∈ B(x,C1n1/β)
)
≤ Px(max
k≤n
d(Xk, x) > C1n
1/β) ≤ 1/2 (72)
for all x ∈M and for all n ∈ N∗.
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We will first handle the case d(x, y) ≥ 3C1n1/β . Define the event
Ak := {X0 = x,Xn = y, τX(x,C1n1/β) = k,Xj ∈ B(y,C1n1/β)∀j ∈ [k, n] ∩ N}
for k = 1, 2, . . . , n. By (1), we have
hn(x, y) = pn(x, y)µ
−1
y ≥ C−1µ pn(x, y) ≥ C−1µ
n∑
k=1
P(Ak). (73)
By reversibility (5) and (1),
P(X0 = z0,X1 = z1, . . . Xr = zr)
=
µzr
µz0
P(X0 = zr,X1 = zr−1, . . . Xr = z0)
≥ C−2µ P(X0 = zr,X1 = zr−1, . . . Xr = z0) (74)
for all r ∈ N and for all zi’s in M . By (74), there exists c3 > 0 such that
P(Ak) ≥ C−2µ
∑
xk−1,xk∈M
{
P
x(τX(x,C1n
1/β) > k − 1,Xk−1 = xk−1)
× p(xk−1, xk)× Py(τX(y,C1n1/β) > n− k,Xn−k = xk)
}
≥ c3
Vh(d(x, y))(1 + d(x, y))1/β
(75)
for all n ∈ N∗ , for all 1 ≤ k ≤ n and for all x, y ∈ M with d(x, y) ≥ 3C1n1/β.
The last line follows from triangle inequality d(xk−1, xk) ≥ d(x, y) − 2C1n1/β ≥
d(x, y)/3, along with (LJP (β)), (4), (1) and (72). Combining (73) and (75), there
exists c4 > 0 such that
hn(x, y) ≥ c4n
Vh(d(x, y))(1 + d(x, y))β
(76)
for all n ∈ N∗ and for all x, y ∈ M with d(x, y) ≥ 3C1n1/β . Thus we get the
desired lower bound for case d(x, y) ≥ 3C1n1/β .
Let c2 > 0 be the constant from Lemma 5.2. By Lemma 5.2, it remains to check
the case c2n
1/β < d(x, y) < 3C1n
1/β. Choose K ∈ N, so that
K ≥
(
6C1
c2
)β
∨ (1− 2−β)−1.
Then if n ∈ N∗ with d(x, z) ≥ c2n1/β/2, we have that
d(x, z) ≥ 3C1
⌊ n
K
⌋1/β
,
(
n−
⌊ n
K
⌋)1/β ≥ n1/β
2
.
If d(x, y) ≥ c2n1/β and z ∈ B(y, c2n1/β/2), then d(x, z) ≥ c2n1/β/2 ≥ d(y, z).
Therefore by the above inequalities, we have
d(x, z) ≥ 3C1
⌊ n
K
⌋1/β
, d(z, y) ≤ c2
(
n−
⌊ n
K
⌋)1/β
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for all z ∈ B(y, c2n1/β/2) and for all x such that d(x, y) > c2n/β. By Chapman-
Kolmogorov equation (6)
hn(x, y) ≥
∑
z∈B(y,c2n1/β/2)
h⌊ nK ⌋(x, z)hn−⌊ nK ⌋(z, y)µz (77)
We use (76) to estimate h⌊ nK ⌋(x, z) and Lemma 5.2 to estimate hn−⌊ nK ⌋(z, y) and
use (4), to get a constant c5 > 0 such that
hn(x, y) ≥ c5
Vh(n1/β)
(78)
for all n ∈ N with n ≥ K and for all x, y ∈ M with c2n1/β < d(x, y) < 3C1n1/β.
The case n < K follows from (23) along with (LJP (β)). 
6. Generalization to Regularly varying functions
In this section, we replace (1+d(x, y))β in (LJP (β)) and (UJP (β)) by a general
regularly varying function φ of index β. For a comprehensive introduction to
regular variation, we refer the reader to [6].
Definition 6.1. Let ρ ∈ R. We say φ : [0,∞) → R is regularly varying of index
ρ, if limx→∞ φ(λx)/φ(x) → λρ for all λ > 0. A function l : [0,∞) → R is slowly
varying if l is regularly varying of index 0.
We generalize Theorems 5.1 and 5.3 for more general jump kernels using a
change of metric argument. We change the metric d by composing it with an
appropriate concave function, so that under the changed metric the jump kernel
satisfies (LJP (β)) and (UJP (β)). The following Lemma provides us with the
concave function we need.
Lemma 6.2. Let ρ ∈ (0, 1) and f : [0,∞) → (0,∞) be a continuous, positive regu-
larly varying function with index ρ. Then there exists a concave, strictly increasing
function g and a constant C > 0 such that g(0) = 0, limx→∞ g(x)/f(x) = 1 and
C−1 ≤ 1 + g(x)
f(x)
≤ C
for all x ∈ [0,∞).
Proof. By Theorem 1.8.2 and Proposition 1.5.1 of [6], there exists A > 0 and a
smooth function f1 : (A,∞)→ (0,∞) such that
lim
x→∞
xnf
(n)
1 (x)/f1(x)→ ρ(ρ− 1) . . . (ρ− n+ 1), ∀n = 1, 2, . . . ,
limx→∞ f1(x)/f(x) = 1.
Let B = (A+ 2)f
(1)
1 (A+ 1). Then the function
g(x) =
{
x(B + f1(A+ 1))/(A + 1) if x ≤ A+ 1
B + f1(x) if x ≥ A+ 1
(79)
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is concave. It is clear the g is strictly increasing, continuous, g(0) = 0 and
limx→∞ g(x)/f(x) = 1. The constant C > 0 can be obtained from the fact the f
is continuous and positive and g is continuous and non-negative. 
Proof of Theorem 1.1. Choose δ ∈ (β, 2). Then φ1/δ is regularly varying with
index β/δ ∈ (0, 1). By Lemma 6.2, there exists a continuous, concave, strictly
increasing function g and a constant C3 > 0 such that g(0) = 0,
lim
x→∞
g(x)/f1/δ(x) = 1
and C−13 ≤ (1 + g(x))δ/f(x) ≤ C3 for all x ≥ 0. Define the new metric d′(x, y) =
g(d(x, y)). Since g is strictly increasing, d′ is uniformly discrete metric. By
V ′(x, r), we denote the volume of balls of radius r for the metric measure space
(M,d′, µ), that is
V ′(x, r) = µ
({y ∈M : d′(x, y) ≤ r}) .
By (3), there exists C4 > 0
C−14 V
′
h(r) ≤ V ′(x, r) ≤ C4V ′h(r)
for all x ∈M and for all r > 0 where V ′h(r) := Vh(g−1(r)) and g−1 : [0,∞) → [0,∞)
denotes the inverse of g. By [6, Proposition 1.5.15] and (4), we have that there
exists C5 > 0 such that
C−15 Vh(r
δ/β l#(r
δ/β)) ≤ V ′h(r) ≤ C5Vh(rδ/β l#(rδ/β)) (80)
for all r > 0. By the properties of g and (9), there exists C6 > 0
C−16
1
V ′h(d
′(x, y))(1 + d′(x, y))δ
≤ J(x, y) = J(y, x) ≤ C6 1
V ′h(d
′(x, y))(1 + d′(x, y))δ
for all x, y ∈M . Therefore by Theorem 5.1, there exists C7 > 0 such that
hn(x, y) ≤ C7
(
1
V ′h(n
1/δ)
∧ n
V ′h(d
′(x, y))(1 + d′(x, y))δ
)
.
for all n ∈ N∗ and for all x, y ∈ M . Combining with (80) and (4), there exists
C8 > 0 such that
hn(x, y) ≤ C8
(
1
Vh(n1/β l#(n1/β))
∧ n
Vh(d(x, y))φ(d(x, y))
)
for all n ∈ N∗ and for all x, y ∈ M . A similar argument using Theorem 5.3 gives
the desired lower bound on hn. 
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