We give new lower bounds for M (n, d), for various positive integers n and d with n > d, where M (n, d) is the largest number of permutations on n symbols with pairwise Hamming distance at least d. Large sets of permutations on n symbols with pairwise Hamming distance d is a necessary component of constructing error correcting permutation codes, which have been proposed for power-line communications. Our technique, partition and extension, is universally applicable to constructing such sets for all n and all d, d < n. We describe three new techniques, sequential partition and extension, parallel partition and extension, and a modified Kronecker product operation, which extend the applicability of partition and extension in different ways. We describe how partition and extension gives improved lower bounds for M(n,n-1) using mutually orthogonal Latin squares (MOLS). We present efficient algorithms for computing new partitions: an iterative greedy algorithm and an algorithm based on integer linear programming. These algorithms yield partitions of positions (or symbols) used as input to our partition and extension techniques. We report many new lower bounds for for M (n, d) found using these techniques for n up to 600.
Introduction
The use of permutation codes for error correction of communications transmitted over powerlines has been suggested [18, 22] . Due to the extreme noise in such channels, codewords are sent by frequency modulation rather than by amplitude modulation. Let's say we use frequencies f 0 , f 1 , f 2 , . . . , f n−1 , which we view by the index set Z n = {0, 1, 2, · · · , n − 1}. A permutation on Z n , corresponding to a codeword, specifies in which order frequencies are to be sent.
The Hamming distance between two permutations, σ and τ on Z n , denoted by hd(σ, τ ), is the number of positions x in Z n such that σ(x) = τ (x). For example, the permutations on Z 5 , σ = 0 4 1 3 2 and τ = 2 4 3 1 2 have hd(σ, τ ) = 3, as they differ in positions 0, 2, and 3. A set A of permutations on Z n (called a permutation array or PA for short) has Hamming distance d, denoted by hd(A) ≥ d, if, for all σ, τ ∈ A, hd(σ, τ ) ≥ d. The maximum size of a PA A on Z n with hd(A) ≥ d is denoted by M (n, d).
There are known combinatorial upper and lower bounds on M (n, d), specifically the GilbertVarshamov (GV) bounds, together with some recent improvements to the GV bounds [12, 14, 25] . Generally, these bounds are theoretical and are often improved by empirical techniques. Some exact values are known: (1) for all n, M (n, n) = n, and, (2) for q, a power of a prime, M (q, q−1) = q(q−1) and M (q +1, q −1) = (q +1)q(q −1). These exact values come from sharply k−transitive groups, for k = 2 and k = 3, namely the affine general linear group, denoted by AGL, and the projective general linear group, denoted by PGL [12, 10] . The Mathieu sharply 4−transitive and 5−transitive groups, give exact values for M (11, 8) = 7920 and M (12, 8) = 95040 [6, 10, 13] . It is not feasible to do an exhaustive search for good permutation arrays when n becomes large. There are n! permutations on Z n , so the search space becomes computationally impractical. Some researchers have attempted to mitigate the problem by considering automorphisms groups and replacing permutations by sets of permutations. For example, in [19] , Janiszczak, et. al. considered sets of permutations invariant under isometries to improve several lower bounds for M (n, d), for various choices of n and d, n ≤ 22. Chu, Colbourn and Dukes [7] and Smith and Montemanni [23] also provide lower bounds obtained by the use of automorphism groups, and are also generally limited to small values of n.
There is also a connection between mutually orthogonal Latin squares (MOLS) and permutation arrays [8] . Specifically, if there are k mutually orthogonal Latin squares of side n, then M (n, n−1) ≥ kn. Let N (n) denote the number of mutually orthogonal Latin squares of side n. Finding better lower bounds for N (n) is an on-going combinatorial problem of considerable interest world-wide [24, 9] .
Recently, we described a new technique, called partition and extension [4, 5] and we illustrated how to use this technique to improve several lower bounds for M (n, n−1) over those given by MOLS. Partition and extension operates on permutation arrays that can be decomposed into subsets with certain properties. (A description follows in Section 2.) In its simplest form, partition and extension converts a PA A on n symbols with hd(A) = d − 1, into a PA A on n + 1 symbols with hd(A ) = d. That is, when a PA A exhibiting M (n, d − 1) meets the necessary conditions for simple partition and extension, the technique obtains a lower bound for M (n + 1, d).
The purpose of this paper is to illustrate many new ways to use the partition and extension technique, and ways to generate appropriate partitions. We describe a method called sequential partition and extension, an improvement which uses iteration to extend permutation arrays by two or more symbols. When certain conditions are met, sequential partition and extension obtains new PAs on n + 2 symbols with Hamming distance d from PAs on n symbols with Hamming distance d−1. Another new technique, which we call parallel partition and extension, introduces several new symbols simultaneously. In some cases, parallel partition and extension on PAs on n symbols with Hamming distance d − r gives new lower bounds for M (n + r, d). We illustrate how to use partition and extension on blocks defined by cosets of the cyclic subgroup of the group AGL(1, q), and on PAs created by a modified Kronecker product operation. We give new results derived from partition and extension on blocks defined by mutually orthogonal Latin squares (MOLS). We describe experimental algorithms and heuristics for creating partitions, including a greedy algorithm and an optimization approach based on Integer Linear Programming. These new techniques improve on previously reported results [5] .
Previous Results on Partition and Extension
We briefly describe the technique called partition and extension, which transforms a PA on Z n with Hamming distance d − 1 into a PA on Z n+1 with Hamming distance d. A detailed description and several examples appear in [5] . Throughout this paper we will use the phrase simple partition and extension to refer to the this version of partition and extension.
Let s be a positive integer. Let M 1 , M 2 , . . . , M s be an ordered list of s pairwise disjoint permutation arrays on Z n . Let P = (P 1 , P 2 , . . . , P s ) and Q = (Q 1 , Q 2 , . . . , Q s ) be two ordered lists of subsets of Z n such that the sets in P and Q are partitions of Z n . For each set M i , P i is the set of locations and Q i is the set of symbols to be replaced by the new symbol n. When a permutation σ in M i has a symbol q in Q i appearing in a position p in P i , σ is extended (i.e., converted to a permutation σ on n + 1 symbols) by moving q to the end of the permutation and placing the symbol n in position p.
For each i, let covered(M i ) be the subset of M i , defined by covered(M i ) = {σ ∈ M i | ∃p ∈ P i (σ(p) ∈ Q i )}. We say that a permutation σ is covered if σ ∈ covered(M i ) for some i. In order for a permutation σ to be included in the extended set of permutations on Z n+1 , σ must be covered. That is, σ must have one of the named symbols in one of the named positions. In general, when σ ∈ covered(M i ), there may be more than one position p ∈ P i such that σ(p) ∈ Q i . If so, arbitrarily designate one of these positions, denoted by p * , to cover σ. If, on the other hand, there is exactly one position p ∈ P i such that σ(p) ∈ Q i , then let the designated position p * be p. In this case we say that σ is uniquely covered. When covered(M i ) = M i , we say that M i is well covered.
For our construction, we include an additional PA M s+1 , for which there is no corresponding set of positions or symbols. None of the permutations in M s+1 are in any of the PAs M i . The partition and extension operation adds the new symbol n to the end of each permutation in M s+1 . Every permutation in M s+1 is used in the construction of our new PA. By definition we say that M s+1 is well covered. Thus, we create the vector M = (M 1 , M 2 , . . . , M s+1 ), which includes this extra set. We define M to be well covered if every M i , 0 ≤ i ≤ s + 1 is well covered.
A triple Π = (M, P, Q) is a distance-d partition system for Z n if it satisfies the following properties:
Let σ be a permutation on Z n and let k ∈ Z n . The extension of σ by position k, denoted by ext k (σ) = σ , is a permutation on Z n+1 defined by: σ (k) = n, σ (n) = σ(k), and for all j (0 ≤ j < n, j = k), σ (j) = σ(j). We will always extend σ at the designated position p * and refer to this new permutation as ext(σ) and σ interchangeably.
Simple partition and extension uses sets P i and Q i in the two partitions P and Q to modify the covered permutations in M i , for 1 ≤ i ≤ s, for the purpose of creating a new PA on Z n+1 with Hamming distance d. Let Π = (M, P, Q) be a distance-d partition system, where M = (M 1 , M 2 , . . . , M s+1 ), for some s. We now show how the simple partition and extension operation creates a new permutation array
For M s+1 , let ext(M s+1 ) be the set of permutations on Z n+1 defined by
Let ext(Π) be the set of permutations on Z n+1 defined by
Note that 
Sequential Partition and Extension
Let M = {M 1 , M 2 , . . . M t }, for some t, be a collection of PAs on Z n that satisfy Properties I and II for a distance-d partition system. For simple partition and extension as described in Section 2, the set of PAs M might include only a portion of the available PAs in the collection M. An iterative application of partition and extension can produce interesting new results by using as many PAs as possible.
To explore this idea further, let (M 1 , M 2 , ..., M m ) be an ordered set of subsets of M such that each M i contains some number of PAs, such as M k ...M l , from M, and for all i, j, (1 ≤ i < j ≤ m), M i and M j are pairwise disjoint. Let {Π 1 , Π 2 , . . . , Π m }, be a collection of distance-d partition systems on Z n , where for all i,
For each iteration i, the idea is to employ a different distance-d partition system, Π i = (M i , P i , Q i ), that uses a previously unused set of PAs, M i ⊆ M, to create a new PA, ext(Π i ), on Z n+1 , with Hamming distance d. Hence, by repeated simple partition and extension, we create a collection of new PAs, ext(Π 1 ), ext(Π 2 ), ..., ext(Π m ), for some m > 1. As long as the distance-d partition systems Π 1 , Π 2 , . . . , Π m are pairwise disjoint, the sets {ext(Π 1 ), ext(Π 2 ), ..., ext(Π m )} are pairwise disjoint as well.
In the following, we assume that the distance-d partition systems under consideration are pairwise disjoint. The partitions P i and Q i need not be distinct from partitions P j and Q j .
Consider the case of applying simple partition and extension twice in succession using two distance-d partition systems, Π 1 = (M 1 , P 1 , Q 1 ) and Π 2 = (M 2 , P 2 , Q 2 ). We present Theorem 2 and Corollary 3, which give results on the Hamming distance and the size of the resulting PA. Corollary 4 extends these results by induction. These results will be useful later for describing a new method for creating PAs which we call sequential partition and extension.
Pick two arbitrary permutations σ ∈ ext(Π 1 ) and τ ∈ ext(Π 2 ), where for some k and j, σ = ext k (σ) for some σ ∈ Π 1 , and τ = ext j (τ ) for some τ ∈ Π 2 . We consider two cases to determine the number of new agreements between σ and τ created by the extension operation:
The extension operation creates a new agreement in position k = j because σ (k) = τ (k) = n. Note that since σ (n) = σ(k) and τ (n) = τ (k), the relationship between σ (n) and τ (n) is the same as the relationship between σ(k) and τ (k). Hence, there is at most one new agreement between σ and τ .
Case 2: k = j In this case, σ (k) = n and τ (j) = n, so the new symbol n is in different positions in σ and τ . That is, inserting the symbol n does not, in itself, increase the number of agreements. Now consider the symbols σ(k) and τ (j). If σ(k) = τ (j), then σ (n) = τ (n). In this situation, extension creates a new agreement in position n. On the other hand, if σ(k) = τ (j), then σ (n) = τ (n), so no new agreement is created by extension. In either situation, extension creates at most one new agreement between σ and τ .
That is the number of disagreements between σ and τ is at least d − 1, or equivalently, the number of agreements between σ and τ is at most n − (d − 1). So, the number of agreements between σ and τ is at most 1 + n − (d − 1). Since σ = ext k (σ) and τ = ext m (τ ), both σ and τ are permutations on n + 1 (not n) symbols. Hence, hd(σ , τ ) ≥ (n + 1)
Proof. Since both ext(Π 1 ) and ext(Π 2 ) are created by simple partition and extension of PAs on
Simple partition and extension can be used in a similar way on several more distance-d partition systems on Z n to create large PAs on Z n+1 . This is formalized by Corollary 4.
Proof. The results follow from Theorem 2 and Corollary 3 by induction on m.
A new technique, which we call sequential partition and extension, can be used to improve bounds for M (n + 2, d). It has two steps. First, simple partition and extension is used to create the extended PAs ext(
Note that M is a collection of PAs on Z n+1 . Let P and Q be partitions of Z n+1 such that Ψ = (M, P, Q) is a distance-d partition system on Z n+1 . Next, simple partition and extension is again used to create a new PA, ext(Ψ), on Z n+2 .
We show that ext(Ψ) is a PA on n + 2 symbols with Hamming distance d. 
. . , ext(Π m )), and let P and Q be suitable partitions of Z n+1 , such that Ψ = (M, P, Q) forms a distance-d partition system on Z n+1 . Let ext(Ψ) be the PA created by simple partition and extension on Ψ = (M, P, Q). Since, Ψ is a distance-d partition system on
We now illustrate sequential partition and extension by means of an example. AGL(1, 37) can be decomposed into 36 Latin squares, where one of the Latin squares is a cyclic subgroup of AGL(1, 37) consisting of the identity permutation and all cyclic shifts. This is the set of permutations
The other 35 Latin squares can be defined as the left cosets of C 1 , namely,
First, we give six distance-37 partition systems for AGL(1, 37), namely, Table 1 . Note that in each Π i , the last coset is covered by adding the new symbol '37' in the 37 th position.
Simple partition and extension yields six PAs on Z 38 , where for all i, (1 ≤ i ≤ 6), hd(ext(Π i )) ≥ 37, and for all i, j (1
Finally, we form a distance-37 partition system Ψ = (M, P, Q), where M = (ext(Π 1 ), ext(Π 2 ), . . . , ext(Π 6 )) with suitable partitions P and Q as shown in Table  2 . The result is a PA, ext(Ψ), on 39 symbols with Hamming distance 37, which has 1301 permutations. The previous lower bound for M (39, 37), given by the five known MOLS on 39 symbols, was 195.
Sequential partition and extension also results in the lower bounds M (34, 32) ≥ 945 and M (66, 64) ≥ 4029. Table 3 shows additional improved lower bounds on M (n, n − 2) obtained by sequential partition and extension.
In fact, sequential partition and extension can be applied an arbitrary number of times, provided that suitable distance-d partitions systems can be found at each stage. That is, sequential partition and extension on a sequence of r distance-d partitions systems could result in new lower bounds for M (n + r, d), for arbitrary r. Table 1 :
Step 1 of Sequential Partition and Extension on AGL(1, 37), which gives M (38, 36). Table 3 : M (n, n − 2) lower bounds. PREV denotes the previous bound and NEW denotes the new bound obtained using Sequential Partition and Extension.
Parallel Partition and Extension
In Section 3, we described a new technique, based on simple partition and extension, called sequential partition and extension. We now present another new technique, called parallel partition and extension which introduces multiple new symbols simultaneously. As previously described, simple partition and extension extends a permutation array by replacing one existing symbol in a carefully selected position in each permutation with the symbol n, and appending the displaced symbol to the end of the permutation. Sequential partition and extension allows additional symbols to be introduced one at a time by applying simple partition and extension sequentially. In contrast, parallel partition and extension on a PA A on Z n creates a PA A on Z n+r by introducing, to each permutation in A, r new symbols simultaneously. Table 5 shows new bounds obtained using Theorems 6 and 7 for parallel partition and extension. These theorems are proved in Sections 4.1 and 4.2 below.
Rudimentary Parallel Partition and Extension
In its rudimentary form, parallel partition and extension operates on 2r blocks (i.e., sets) of permutations, for some integer r. Specifically, suppose a PA A, on Z n , is partitioned into k = 2r blocks of permutations
by inserting a sequence of new symbols from the set {n, n + 1, . . . , n + r − 1} into the permutations in each block. Each block uses a different sequence. Define SHIFT(γ, 0) to be the sequence (n, n + 1, n + 2, . . . , n + r − 1), and for each integer t, denote by SHIFT(γ, t) the left cyclic shift of the sequence by t (mod r) positions. For example, SHIFT(γ, 1) is the sequence (n + 1, n + 2, . . . , n + r − 1, n), and SHIFT(γ, 2) is the sequence (n + 2, . . . , n + r − 1, n, n + 1), and so on.
The creation of A takes place in two steps. The first step modifies the blocks B 0 , B 1 , . . . , B r−1 . For all l, (0 ≤ l < r), a new block B l of permutations on Z n+r is created from the block B l as follows: the first r symbols in each permutation of B l , are replaced by SHIFT(γ, l), and the r replaced symbols are put in their original order at the end of the permutation in positions n, n + 1, . . . , n + r − 1.
In the second step, a new block of permutations B m is created from each block B m , for all m, (r ≤ m < 2r), by appending the sequence, SHIFT(γ, m) to each permutation in positions n, n + 1, . . . , n + r − 1. The blocks B l , (0 ≤ l < r) together with the blocks B m , (r ≤ m < 2r) comprise the new PA A on Z n+r .
It is known that the Hamming distance between two permutations does not change when the order of the symbols in both permutations is altered in a fixed manner. Consequently, the Hamming distance between permutations in the same block, or between permutations in different blocks is not altered by the movement of the first r symbols in each permutation to positions n, n+1, . . . , n+r−1. Since the ordering of the new symbols n, n + 1, . . . , n + r − 1 in any block is a cyclic shift of sequence of new symbols in any other block, rudimentary parallel partition and extension does not create any new agreements between permutations in different blocks. For the original permutation array A, hd(A) ≥ d − r. For the new permutation array A , the permutations in each block have been extended by r symbols in a way that ensures that the inter-block Hamming distance is at least d. That is, for all i, j (0 ≤ i = j < k), hd(B i , B j ) ≥ d, and the length of the permutations has increased by r. Within each new block, the r new symbols are put in a fixed order into fixed positions, creating r new agreements in addition to the (n − d) agreements that existed in the unaltered blocks. For the new blocks B l for all l (0 ≤ l < r), the displaced symbols are moved to the end of each permutation. For the new blocks B m , for all m (r ≤ m < 2r), no symbols are displaced because the r new symbols are appended at the end of the permutations. Thus the intra-block Hamming distance for the new permutations is (n + r − (r
The size of the PA A is given by Theorem 6. The proof is described in [21] . Table 4 illustrates rudimentary parallel partition and extension for n = 9, d = 9 and r = 3 using a PA A on Z 9 . We provide k = 2r = 6 blocks such that for each block
. These blocks comprise the PA A and are shown in the column on the left of Table 4 . The symbols to be relocated by rudimentary parallel partition and extension are shown in blue. Note that hd(A) ≥ 6. Rudimentary parallel partition and extension on A results in the PA A on Z 12 with hd(A ) ≥ 6. The permutations comprising A are shown in the column on the right of Table 4 , with the displaced symbols shown in blue and the new symbols shown in red.
More results based on Theorem 6 are shown in Table 5 . For example, for n = 42, d = 39, r = 4, take P GL(2, 41), which contains 40 · 41 · 42 = 68880 permutations on 42 symbols, with hamming distance at least 39. We found 2r = 8 cosets of P GL(2, 41) with d = 35. Then by Theorem 6, M (46, 39) ≥ 8 · 68880 = 551040 using 8 cosets. Table 4 : An example of rudimentary parallel partition and extension, with n = 9, d = 9, r = 3.
The column on the left shows a PA A consisting of six blocks of permutations on Z 9 with hd(A) ≥ 6. The column on the right shows the new PA A on Z 12 with hd(A ) ≥ 6.
General Parallel Partition with r Symbols
As described in Section 4.1, rudimentary parallel partition and extension with r = 2 allows extension of at most 2r = 4 blocks. We describe a new technique, called general parallel partition and extension with r symbols, that allows a larger number of blocks to be extended.
We start with the simplest form of general parallel partition and extension, for r = 2 symbols. It expands on the simple partition and extension technique described in Section 2 by introducing an additional pair of partitions on Z n , denoted by R and S in the description that follows.
Let s be a positive integer, and let M 1 , M 2 , . . . , M s be an ordered list of s pairwise disjoint PAs on Z n . Let P = (P 1 , P 2 , . . . , P s ), Q = (Q 1 , Q 2 , . . . , Q s ), R = (R 1 , R 2 , . . . , R s ), and S = (S 1 , S 2 , . . . , S s ), be four partitions of Z n such that, for all i, P i ∩ R i = ∅ and Q i ∩ S i = ∅. The sets P i and R i are sets of locations for replacing symbols in the PA M i , and the sets Q i and S i are sets of symbols to be replaced. For each i, let 2-covered(M i ) be defined by
We say that a permutation σ is 2-covered if σ ∈ 2-covered(M i ) for some i. In general, when σ is 2-covered, there may be multiple pairs (p, r) ∈ P i × R i such that σ(p) ∈ Q i and σ(r) ∈ S i . If so, arbitrarily designate one of these pairs to cover σ. We use the notation (p, r) to refer to the designated pair. We say that M i is well covered if 2-covered(
The parallel extension of σ by the pair (p, r), denoted by 2-ext(σ) = σ , is a permutation on
We will always extend σ at the designated pair of positions (p, r) and refer to this new permutation as 2-ext(σ) or σ interchangeably. Note that in order for a permutation σ to be included in the extended set of permutations on n + 2 symbols, σ must be 2-covered. In other words, σ must have two of the named symbols in two of the named positions. For our construction, we include two additional PAs, M s+1 , M s+2 , for which there are no corresponding sets of positions or symbols. None of the permutations in M s+1 or M s+2 are in any of the sets M i (1 ≤ i ≤ s). In a manner similar to rudimentary parallel partition and extension, parallel partition and extension extends M s+1 and M s+2 by appending the two new symbols n and n + 1, to the end of each permutation. For M s+1 , the sequence (n, n + 1) is appended to the end of each permutation. Similarly, for M s+2 , the sequence (n + 1, n) is appended to the end of each permutation. Every permutation in M s+1 and M s+2 is used in the construction of our new PA. By definition we say that M s+1 and M s+2 are well covered. We create the vector M = (M 1 , M 2 , . . . , M s+1 , M s+2 ), which includes the extra sets M s+1 and M s+2 . We define M to be well covered if every M i ∈ M is well covered.
A partition system Π = (M, P, Q, R, S) is a (d, 2)-partition system for Z n if it satisfies the following properties:
Parallel partition and extension uses sets P i , Q i , R i , and S i from the partitions P, Q, R, and S, respectively, to modify the 2-covered permutations in M i , for 1 ≤ i ≤ s, for the purpose of creating a new PA on Z n+2 with Hamming distance d. Let Π = (M, P, Q, R, S) be a (d, 2)-partition system, where M = (M 1 , M 2 , . . . , M s+2 ), for some s. We now show how parallel partition and extension operation creates a new permutation array 2-ext(Π) on Z n+2 . For all i (1 ≤ i ≤ s), let 2-ext(M i ) be the set of permutations defined by
For M s+1 , let 2-ext(M s+1 ) be the set of permutations on Z n+2 defined by:
For M s+2 , let 2-ext(M s+2 ) be the set of permutations on Z n+2 defined by: Proof. Our proof has three steps. We first use simple partition and extension to create a PA ext(Π ), on Z n+1 , that exhibits hd(ext(Π )) ≥ d − 1. Next, using simple partition and extension again, we create a PA ext(Π ), on Z n+2 , that exhibits hd(ext(Π )) ≥ d. Finally, we show that the
(As shown in [5] , this follows from case 1 in the proof of Theorem 1. For two permutations σ and τ from the same set M i , at most one new agreement appears between ext(σ) and ext(τ ). Since ext(σ) and ext(τ ) are in Z n+1 , hd(ext(σ), ext(τ )) = hd(σ, τ ) ≥ d. See [5] for the full proof of Theorem 1. By assumption, Π is a (d, 2)-partition system, so, by property I of (d, 2) partition systems, hd(M s+1 ) ≥ d and hd(M s+2 ) ≥ d. By definition, every permutation τ in 2-ext(M s+1 ) is built from a permutation τ in M s+1 by appending the sequence (n, n + 1) to the end. This increases the length of each permutation by 2, and number of agreements between every pair of permutations in 2-ext(M s+1 ) by 2. So hd(2-ext(M s+1 )) = n + 2 − ((n − d) + 2) ≥ d. Similar reasoning applies to every permutation in 2-ext(M s+2 ) using the appended sequence (n + 1, n), so hd(2-ext(M s+2 )) ≥ d. Let τ ∈ 2-ext(M s+1 ) and ρ ∈ 2-ext(M s+2 ) be arbitrary permutations. The appended sequences (n, n+1) and (n+1, n) create no new agreements between τ and ρ . By property II of (d, 2) partition systems, ∀i, j (1
Extending the original permutation σ to create σ merely replaces designated symbols in designated positions with the symbols n and n + 1, and moves the displaced symbols to positions n and n + 1, respectively. On the other hand, for any permutation τ ∈ 2-ext(M s+1 ), the symbols n and n + 1 are in positions n and n + 1. In both cases, no other symbols are moved. So the symbols n and n + 1 in σ are not in the same locations as they are in τ and neither are the displaced symbols. That is, no new agreements are created. Hence,
We showed above that the pair-wise Hamming distance between all PAs in 2-ext(Π) is at least d, so it follows that hd(2-ext(Π)) ≥ d.
Example 2.
This example illustrates the use of Theorem 7 to construct a PA that exhibits M (40, 34). We start with P GL(2, 37) is a PA on Z 38 . It contains 38 · 37 · 36 = 50, 616 permutations at Hamming distance 36, giving M (38, 36) ≥ 50, 616. Using the coset method [2] , we found five cosets of P GL(2, 37) in S 38 , at Hamming distance 34 from P GL(2, 37) (see Table 7 ). The cosets are defined by the coset representatives α, β, γ, δ and θ: 28 22 37 26 9 8 12 18 4 32 33 31 5 2 1 34 29 0 3 21 6 10 16 23 36 20 15 14 35 11 30 19 24 25 7 13 27 θ = 9 30 12 6 36 13 31 11 1 17 27 26 5 24 14 35 25 10 23 7 34 18 20 2 16 0 8 19 29 15 37 33 4 21 22 32 28 
Note that for all i, j, (1 ≤ i < j ≤ 6), hd(M i ) = 36 and hd(M i , M j ) ≥ 34.
Let X = {X 1 , X 2 , X 3 , X 4 } be the partition of Z 38 given by The two partitions of positions, P and R, are based on X. That is, P = {P 1 , P 2 , P 3 , P 4 }, where P 1 = X 1 , P 2 = X 2 , P 3 = X 3 , and P 4 = X 4 and R = {R 1 , R 2 , R 3 , R 4 }, where Table 5 .
Theorem 7 applies to general parallel partition and extension using r = 2 symbols. This result can be generalized to arbitrary r provided that a sufficient number of blocks with appropriate Hamming distance properties can be found, along with a corresponding number of partitions of positions and symbols. Table 5 shows new bounds obtained using parallel partition and extension (Theorems 6 and 7).
The general parallel partition and extension technique does not put restrictions on the partitions of positions P, R, ..., and partitions of symbols Q, S, ..., making the search space for good partitions very large. Because of this, we have experimented with several ways of creating partitions. For example, given a partition of positions P = {P 0 , P 1 , ...P k−1 }, a family of partitions {P i } can be derived from P as follows. For all i, (i ≤ 0 < k), define P i , the i th partition of positions, to be P i = {P (i+j) (mod k) , ∀(0 ≤ j < k)}. Using this notation, the partitions P and R of Example 2 are correspond to P 0 and P 1 . In other words, P 1 is obtained by a cyclic shift of the sets in P 0 . In this way, each partition P i comprises a different partition of the set of positions. Define a similar family of partitions of symbols {Q i } using a partition of symbols Q = {Q 0 , Q 1 , ...Q k−1 } as a starting point. Clearly, each pair of partitions (P i , Q i ) satisfies the conditions of the parallel partition and extension technique. To create the initial partitions P and Q, we have used several techniques, including a greedy technique and a technique based on Integer Linear Programming. These are described in Sections 6.1 and 6.2.
Results obtained by parallel partition and extension can be compared with results from the coset method [2] and the contraction method [2] . The coset method starts with a group X exhibiting M (n, − 3 ), depending on conditions described in [2] .
To be competitive, the groups that serve as the starting point for any of these methods must be large. We have used AGL(1, q) and P GL(2, r) for various powers of primes q and r. The coset method and the contraction method are quite fruitful, but there are instances where parallel partition and extension gives better results for M (n, d).
We have also experimented with several methods for generating blocks of permutations with a desired Hamming distance. For example, to search for new PAs that exhibit improved lower bounds for M (n, d), one technique looks for cosets at Hamming distance d from a group G on Z n−r that exhibits M (n − r, d ), where d > d. Let M consist of G and the cosets. Using parallel partition and extension, the permutations in M are extended by r symbols to create a new PA on Z n exhibiting M (n, d). Our coset search techniques are discussed in Section 6.3. n d r NEW Origin of Blocks (see Table 7 Table 5 : M (n, d) lower bounds obtained using parallel partition and extension (Theorem 6 and 7). The blocks used by these theorems were obtained by the coset method [2] (see Table  7 ). Columns: r denotes the number of new symbols, NEW denotes the new new bound. New bounds computed using rudimentary parallel partition and extension (Theorem 6) and general parallel partition and extension (Theorem 7) are denoted with a subscript r and p, respectively.
Partition and Extension of Modified Kronecker Product
Kronecker product is a well known operation in linear algebra, combinatorics, and other areas of mathematics [16, 17] . A modification of the Kronecker product operation on PAs can be used to create larger PAs suitable for simple partition and extension.
Let X and Y be PAs defined by X = {α 1 , α 2 , . . . , α l } where each α i is a permutation on l symbols, and Y = {β 1 , β 2 , . . . , β m } where each β i is a permutation on m symbols. The notation α i (j) denotes the symbol in permutation α i at position j. Let (α i (j), Y ) denote a modified copy of the PA Y such that each symbol in each permutation of Y has an offset m · α i (j) added to it.
is a PA on m symbols, however, the symbol set of (α i (j), Y ) is offset by the value m · α i (j). Hence the PAs Y and (α i (j), Y ) have no symbols in common. − 1) ). In other words, γ can be viewed as the concatenation of l copies of β r with an appropriate offset added to the symbols in each copy. The offsets ensure that each of the |Y | rows in the sub-array (X ⊗ Y ) i is a permutation on the lm symbols {0, 1, 2 . . . lm − 1}.
Define the modified Kronecker product [3] of PAs X and Y , denoted by (X ⊗ Y ), to be the PA on lm symbols defined by (
. This is illustrated in Figure 1 . Define the block decomposition of a PA A on n symbols as a collection of sub-arrays (i.e., blocks),
A detailed discussion of block decomposition appears in [3] , along with several examples using AGL(1, q) and P GL(2, q), where q is a prime or a prime power. We use block decompositions of PAs and the modified Kronecker product to produce new PAs, which in some cases give new lower bounds for M(n+1,n). Corollaries 10 and 11 below describe our results. We need two lemmas describing properties of PAs produced by modified Kronecker product to establish Corollaries 10 and 11. Then M (n + 1, n) ≥ kn, where n = lm.
That is, M i is the modified Kronecker product of the blocks A (i) and B (i) . The PA M i can be viewed as an l × l table of blocks. In particular, the columns of this table are columns of blocks, and the rows of the table are rows of blocks. We will refer to the rows and columns as block rows and block columns, respectively. Let C 1 , C 2 , . . . , C l be the block columns of the table. For each block column C j , (j = 1, 2, . . . , l) we select the (i − 1) st position in C j , keeping in mind that positions are numbered starting at 0. Let P i be the set of selected positions. That is, 
Proof. It follows from Lemma 9 if we take the affine general linear groups A = AGL(1, p) and B = AGL(1, q).
Corollary 11. Let n ≥ 2 and m ≥ 2 be integers. Let N n be the maximum number of MOLS of order n. Let k = min{N n , N m }. Then M (nm + 1, nm) ≥ knm.
Proof. Colbourn, Kløve and Ling [8] proved that a set of k MOLS of order n can be transformed into a permutation array A of size kn on Z n . Each Latin square is transformed into a block of n permutations with pairwise Hamming distance n. Denote these blocks by A (1) , A (2) , . . . , A (k) Moreover, the pairwise Hamming distance between blocks
is n − 1. We repeat this transformation for k MOLS of order m to create blocks B (1) , B (2) , . . . B (k) of size km on Z m , with pairwise Hamming distance m − 1. Consider the PA that results from the union of the modified Kronecker products 
Algorithms for Selecting Partitions
In Sections 3, 4 and 5, we described three new enhancements of the partition and extension operation which are used for transforming a distance-d partition system Π = (M, P, Q) on Z n , for some positive integer d, into a new PA on Z n+r for positive integers r, such that the Hamming distance of the new PA is at least d for some d ≥ d. The size of a PA resulting from the application of any of these techniques to a particular distance-d partition system, Π = (M, P, Q), is of course entirely dependent on the choice of M, P, and Q. Exhaustive search for high yield partitions P and Q amounts to trying all possible partitions of Z n . Similarly, selecting a productive set of PAs to include in M involves selecting sets from partitions of S n , the symmetric group of permutations on n symbols. Clearly, any sort of exhaustive search is infeasible.
This leads to a natural question: how to select the sets M, P, and Q. We now describe several techniques we have found useful for selecting partitions for the set P (or, equivalently, Q), and finding PAs for the set M.
In Sections 6.1 and 6.2, we turn our attention to methods for finding partitions of Z n . Such partitions can be fruitful candidates for either for P or Q. We describe two approaches. Both approaches start with a given partition of symbols Q and a given collection of PAs M = (M 1 , M 2 , . . . , M k+1 ) on Z n , for some positive integer k, that satisfies Property I of the definition of a distance-d partition system. Section 6.1 describes a greedy algorithm that uses a fixed partition of symbols Q and greedily creates a partition of positions, P. Section 6.2 describes an optimization approach that uses Integer Linear Programming to find a fruitful partition of positions, P. To describe the techniques, we focus on creating a partition of positions P, however, the same techniques can be used for creating a partition of symbols Q instead. We have experimented with both methods and have obtained new lower bounds for M (n, d) which are included in Section 7. Section 6.3 describes methods we have used for searching for fruitful PAs to include in M. New lower bounds obtained by this method are included in Section 7.
A Greedy Approach to Partition Selection
We have developed a greedy algorithm for finding a partition of positions P, which approaches an intractable search problem by fixing both the partition of symbols, Q, and the collection of PAs, M, then greedily creating P, a partition of positions. In this way, the search space is restricted, at the cost of possibly missing an optimum solution.
Our algorithm creates a partition positions P, of Z n , that maximizes covered(M i ) for all i. The input for the algorithm is a fixed partition of symbols Q of Z n , and a collection of PAs on
, that satisfies properties I and II of a distance-d partition system for some d < n. We fix Q = (Q 1 , Q 2 , . . . , Q k ) for some k ≤ √ n where
The algorithm starts with a set of subsets of positions {P 1 , P 2 , . . . , P k } where
. The algorithm then iterates to find a partition of positions P that represents a local maximum for the number of covered permutations. At each iteration, an unused position, r, is selected. Let M i = M i \ covered(M i ). That is, M i is the set of permutations {σ} in M i for which there is no position p ∈ P i such that σ(p) = q for some q ∈ Q i . For each i (1 ≤ i ≤ k), we count the number of covered permutations for (M i , P i ∪ {r}, Q i ). If the number of covered permutations is maximized for some i = i * , then we add r to P i * . The algorithm stops when there are no more unused positions.
The resulting partition P, together with Q and M form a distance-d partition system for Z n , Π = (M, P, Q). So, by Theorem 1, hd(ext(Π)) ≥ d. There are several instances for which our greedy approach results in a partition system Π that provides full coverage, that is, for all i (1 ≤ i ≤ k), covered(M i ) = M i . When Π is derived from large PAs such as AGL(1, q), for q, a power of a prime, improved lower bounds can be achieved for M (q + 1, d). A list of results is included in Tables 9, 10 and 11.
An Optimization Approach to Partition Selection
We describe another approach for finding a partition of positions P, which casts the search for P as an optimization problem. Like the greedy method, our optimization approach starts with a given partition Q of symbols, and a collection M of PAs that satisfies properties I and II of a distance-d partition system for some d < n. We encode the search for P as an Integer Linear Program (ILP) and use an off-the-shelf solver to explore the entire search space of partitions for P. There are several commercial solvers [11, 15] capable of solving large ILP problems efficiently. We have chosen the Gurobi optimizer [15] for our computations.
We now describe our ILP encoding. The input is a partition of symbols Q and a collection M of blocks (PAs) on n symbols. Let k be the number of blocks. Let c i,j be a binary variable indicating that permutation j of block i is covered. Let u(i) be a function that maps the block index i to the number of permutations in it. Let b i,p be a binary variable indicating that position p is assigned to block i.
subject to
where Equation (3) is the objective function to be maximized, that is, the total number of covered permutations in all blocks in M. The optimization is subject to three constraints:
• Constraint (4) assures that the resulting partition P assigns a position to exactly one block.
• Constraint (5) establishes that permutation j in block i is covered when at least one of its symbols listed in Q i appears in position p, and p is assigned to this block i.
• Constraint (6) assures that every position has been assigned to some block.
Constraints (4) and (6) effectively ensure that the solution is a partition. Equation (7) defines an indicator function that states whether or not a permutation σ is covered by checking if symbol y appears at position p. Our Integer Linear Program has provided many new lower bounds for M(n,d), and has has outperformed our greedy approach in several instances. See Tables 9, 10 and 11.
Methods for Coset Search
We have used several methods for coset search, including the coset method [2] and Integer Linear Programming.
Given a group G on Z n for some n, the coset method creates a collection of PAs M to be used for partition and extension by randomly searching for cosets of G at a specified pairwise Hamming distance d. The group G = M 1 , with its cosets, M 2 , M 3 , ..., comprise M = (M 1 , M 2 , M 3 , ..., ) in a distance-d partition system Π. When the starting group G is large, the coset method often produces a productive collection of PAs for M. Table 6 shows the lower bounds obtained by applying Theorem 1 to new permutation arrays computed using the coset method. For example, for our new lower bound for M (43, 37), we start with the projective general linear group G = P GL(2, 41), which has 68,880 permutations on Z 42 , and looked for cosets of G at Hamming distance 36. We were able to find five cosets, M 2 , M 3 , M 4 , M 5 , M 6 , which together with the group G = M 1 gives a collection of 6 blocks with 68,800 permutations each, giving a total of 413,280 permutations at Hamming distance 36. This gives M = (M 1 , M 2 , . . . , M 6 ). We were also able to find a partition of positions P and a partition of positions Q, which, together with M forms a distance-37 partition system Π = (M, P, Q) for Z 42 . Using simple partition and extension on Π, we obtained 369,948 permutations on 43 symbols with Hamming distance 37. That is, we show that M (43, 37) ≥ 369, 948, which is an improvement over the previous lower bound of 176,988. Table 6 : New M (n, d) lower bounds obtained by applying Theorem 1 to PAs generated by the coset method [2] . Column PREV shows previously known bounds (obtained from rudimentary parallel partition and extension, by applying Theorem 6). Column NEW shows new bounds obtained through Theorem 1.
We have also searched for fruitful PAs by formulating the coset search problem as a constraint satisfaction problem, implemented as an Integer Linear Program. Given a group G on Z n , where hd(G) ≥ d, let d be the target Hamming distance between a coset representative π ∈ S n and the group G. Let X = Z n × Z n = {(0, 0), (0, 1), . . . , (i, j), . . . , (n − 1, n − 1)}. The set X represents all possible pairs of positions and symbols assignable to the coset representative π.
Create a binary variable x i,j for each element in the set X indicating that if the variable x i,j is true, then π(i) = j. The Integer Linear Program is:
Where,
The objective function (8) is designed to make the ILP solver assign as many binary variables x i,j true as possible. This objective function alone would produce a solution that is not a permutation. For this reason constraints (9) and (10) ensure that exactly one symbol j is assigned to every position i and that every symbol j is assigned to exactly one position i, respectively, so the solution is indeed a permutation on Z n . Constraint (11) requires the solution to be at Hamming distance at least d from every permutation in G. This is encoded by limiting the number of agreements, n − d , between a candidate solution and each of the permutations in G. Table 7 gives a detailed view of new lower bounds for M (n, d), resulting from our coset search techniques. For each new result, the group, G and the number of cosets is shown. The subscript j in the column labeled NEW indicates that the cosets were found by the Integer Linear Program described in section 6.3 [20] . The subscript c indicates that the cosets were found by the coset method [2] . Table 7 : New lower bounds for M (n, d) using PAs generated by the coset method [2] and by ILP approximation described in Section 6.3. Columns: Group denotes starting group, Num Cosets denotes the number of cosets, PREV denotes the previously known bound, and NEW denotes the new bound. Subscript legend: c-coset method (random coset search) [2] ; j-ILP coset search (see Section 6.3).
Summary of New Results
We have computed many new lower bounds for M (n, d) for various n and d using our new techniques for partition and extension, namely: sequential partition and extension (Corollary 4 and Theorem 5), parallel partition and extension (Theorem 6, 7), and modified Kronecker product (Corollaries 10, and 11). These techniques are described in Sections 3, 4, and 5. We have also used our earlier technique of simple partition and extension (see Theorem 1 [5] ) to generate new lower bounds. The use of partition and extension requires, as input, a partition of positions and a separate partition of symbols. We have used our greedy and ILP algorithms, (described in Section 6.1 and 6.2), to obtain fruitful partitions of positions for many n. We have described methods for generating good collections of PAs for our partition and extension techniques. (See Section 6.3). We summarize all of our new lower bounds for M (n, d), for d < n − 1, in Table 9 for the sake of easy referencing. We also report experimental results and provide new tables of lower bounds for M (n, n − 1), for many integers n < 600. Due to the large number of results, we show these separately from our results for M (n, d), for d < n − 1. Tables 10 and 11 show new lower bounds for M (n, n − 1) computed by our partition and extension techniques. Columns PREV and NEW in Tables 10 and 11 denote the previous and the new bound, respectively. The previous lower bounds are either from an earlier use of simple partition and extension [5] , and are denoted with a subscript P , or are derived from known numbers of mutually orthogonal squares (MOLS) [9] , and are denoted with a subscript M . It should be noted that there are other known lower bounds for M (n, n − 1), for integers n not listed in Tables 10 and 11 . They have been previously reported in [5, 9] , and [19] . The subscripts in the NEW column indicate the method for generating either the partition of positions P or the collection of PAs M. Subscript g indicates that P was computed using the greedy partition selection algorithm. (See Section 6.1). Subscript i indicates that P was computed using the Integer Linear Program for partition selection. (See Section 6.2). Subscript a indicates new bounds described in [1] . Subscript k indicates the collection of PAs M is obtained by modified Kronecker product. (See Section 5).
In conclusion, we offer the following conjecture about the relationship between N (n), the known lower bound on the number of MOLS of side n and M (n, n − 1):
Conjecture: M (n, n − 1) ≥ (n − 1) · min( √ n − 1 , N (n − 1)).
This conjecture is based on our computational results. We verified that the conjecture is true for all n ≤ 600, except the four cases listed in Table 8 . Although these may seem to be counterexamples for the conjecture, we believe the computed values can be improved, and therefore, the conjecture validated for all n ≤ 600. Table 8 : A comparison of experimentally computed M (n, n − 1) lower bounds to conjectured lower bounds for four cases that (so far) do not agree with the conjecture. Column Computed shows known bounds obtained from techniques described in this paper. Column Conjectured shows conjectured bounds from Equation 13.
n Table 10 : New lower bounds for M (n, n − 1), n < 300. Subscript legend: M -previous result from MOLS; P -previous result from simple partition and extension [5] ; a -methods described in [1] ; g -partition of positions P from greedy partition selection algorithm (See Section 6.1); i -partition of positions P from ILP partition selection algorithm (see Section 6.2); k -PA M from modified Kronecker product (see Section 5).
Conclusion
We have presented new computational methods for the partition and extension technique that produce several competitive new lower bounds on M (n, d) for various integers n and d. We described sequential partition and extension, which is very useful for improving lower bounds. The techniques of rudimentary and general parallel partition and extension introduce several new symbols simultaneously. They are different extension strategies that provide many improved lower bounds for M (n, d). We have given several new techniques and experimental results that provide new lower bounds for M (n, n − 1), for many integers n < 600.
