A new approach to determining the admissibility of variable bit rate (VBR) tra c in bu ered digital networks is developed. In this approach all tra c presented to the network is assumed to have been subjected to leaky-bucket regulation, and extremal, periodic, on-o regulated tra c is considered; the analysis is based on uid models. Each regulated tra c stream is allocated bandwidth and bu er resources which are independent of other tra c. Bandwidth and bu er allocations are traded o in a manner optimal for an adversarial situation involving minimal knowledge of other tra c. This leads to a singleresource statistical-multiplexing problem which is solved using techniques previously used for unbu ered tra c. VBR tra c is found to be divisible into two classes, one for which statistical multiplexing is e ective and one for which statistical multiplexing is ine ective in the sense that accepting small losses provides no advantage over requiring lossless performance. The boundary of the set of admissible tra c sources is examined, and is found to be su ciently linear that an e ective bandwidth can be meaningfully assigned to each VBR source, so long as only statistically-multiplexable sources are considered, or only non-statistically-multiplexable sources are considered. If these two types of sources are intermixed, then nonlinear interactions occur and fewer sources can be admitted than a linear theory would predict. A qualitative characterization of the nonlinearities is presented. The complete analysis involves conservative approximations; however, admission decisions based on this work are expected to be less overly conservative than decisions based on alternative approaches.
INTRODUCTION
Research in high speed communications has been dominated in recent years by issues related to services based on the Asynchronous Transfer Mode (ATM). An important issue is congestion control. This issue is intertwined with the notion of the capacity of the network measured in users for given quality of service, and the administration of admission control in real-time, where the goal is to admit users upto capacity. The statistical nature of a signi cant part of the tra c, its burstiness and variability, and the stringency of the quality of service requirements combine to pose challenges of unprecedented di culty. An essential prerequisite is the regulation of tra c at network edges, as shown in Figure 1 .1. The Leaky Bucket regulator 20] has become ubiquitous in current service o erings. In our work we assume that all tra c (ii) The approach taken in this paper, where one of the two key network resources is the bu er, is novel in its use of established techniques for analyzing unbu ered resources, such as the Cherno large deviations approximation 9, 10, 11, 14] . The important bridge to the case where bandwidth is the other network resource is based on a technique that allows the two resources to be exchangeable. The rst phase of the analysis concludes with a reduction from a two-resource to a one-resource problem, and in the second phase the aforementioned established techniques take over. Even in the second phase we have discovered non-linear phenomenon which is of utmost importance to multiplexing. When only a single class of statistically homogeneous tra c sources is present, we nd that the statistical multiplexing gain exceeds unity only if the capacity of the single resource, say, the bandwidth, exceeds a critical value, C c , which depends on the source characteristics. Therefore, for given bandwidth at the ATM node, C, in a heterogeneous environment there may exist source classes for which C c < C and other classes with C c C. We call the two classes \statistically-multiplexable"
and \non-statistically-multiplexable" VBR sources, respectively, and abbreviate the terms to S-VBR and NS-VBR. While this dichotomy has long been appreciated at an intuitive level by researchers, this appears to be the rst time that it has been analytically and quanti ably stated. We give a simple and explicit expression for C c for a source class. The simultaneous presence of both types of sources makes the design and admission control problems harder. (iii) This paper pays considerable attention to molding the analytic and qualitative results for the purposes of real-time administration of admission control. A key concept here is e ective bandwidth, which has recently received considerable attention for both bu ered 7, 8, 6, 21] and unbu ered 10, 11, 14] network resources. Underlying the concept is linearity of @A L , the boundary of the admissible set A L , which is the set of combinations of sources of various classes for which the quality of service requirement speci ed by L is satis ed. The linearity of @A L is sometimes exact in an appropriate asymptotic limit, and sometimes approximate and empirical. We nd in our numerical investigations that the boundary of the admissible set often deviates negligibly from linearity if all source classes are either S-VBR or NS-VBR. When both source types are present, the boundary is nonlinear, albeit approximately piece-wise linear, and with very di erent e ective bandwidths in the di erent regions.
Our analytic results identify the boundaries of the regions in @A L .
We proceed to a more detailed description of the tra c sources. As mentioned earlier, and also shown in Figure 1 .1, all tra c o ered to an ATM node is regulated at the network edge. The regulation is performed by leaky bucket devices with parameters (r; B T ; P); the ancillary burst-size parameter Q is obtained as indicated in (1.1). We assume that the departure process from such a regulator is extremal, on-o and periodic with indeterminate phases. We do not have conclusive proof that such processes are worst-case in the sense of maximizing the steady-state loss probability in the ATM node. However, this is suggested by the results of Doshi 4 ], Mitra and Morrison 15] and Worster 22] (see also 23]). Doshi has various related results in general frameworks. In 15] it is speci cally shown that, for a single-resource problem, which is what we have in this paper after the initial phase of the analysis, the Cherno estimate of the loss is maximized by extremal, on-o , periodic processes with independent, uniformly distributed random phases. This result holds for heterogeneous regulators.
We denote by (t) the rate process which is the output of the regulator, see We let the period be denoted by T = T on + T o = Q=r. Also, the source activity factor, w = Pr( > 0) = r P : Figure 1 .2: Periodic, on-o rate process departing from regulator.
The paper is organized as follows. Section 2, which follows, is on lossless multiplexing. Here the basic idea of exchangeability of bu er and bandwidth is introduced and an optimum trade-o is struck, which gives rise to the e ective bandwidth for lossless multiplexing. This quantity, denoted by e 0 , is the benchmark to which comparisons are made later in calculating the statistical multiplexing gain. Section 3 on statistical multiplexing exploits the non-coincidence of bursts due to the random phases of the regulated tra c. The loss probability is estimated by the Cherno bound, and a re nement of it. The admissible set and the calculations leading to the e ective bandwidth, e, which is based primarily on the work of Hui 10] , are reviewed. Section 4 on qualitative theory gives, rst, the analysis for a homogeneous class of tra c sources, which leads to C c , the critical bandwidth for the statistical multiplexing gain given by e 0 =e to exceed unity. The ideas are generalized to the heterogeneous environment, giving rise to results on the nonlinear composition of the boundary of the admissible set. Finally the sensitivity of the statistical multiplexing gain on the token rate r is studied and a corollary establishes a critical value of r c . Section 5 reports on extensive numerical investigations on all the topics highlighted by the analysis. Finally Section 6 concludes with discussions on miscellaneous topics.
LOSSLESS MULTIPLEXING
In this section we consider the base case where the quality of service requirement is lossless performance.
Each virtual circuit is allocated bu er b 0 and bandwidth e 0 , and admission is denied if uncommitted resources at the node are inadequate to satisfy the allocations. A key feature is the heterogeneity of the virtual circuits and hence the goal is to characterize the set of admissible combinations of virtual circuits with various associated regulator parameters. We rst consider a single source in a framework which we call its Virtual Bu er/Trunk System. Next, in Section 2.2, the multiplexing of sources is considered and the admissible set obtained.
Virtual Bu er/Trunk System
Consider a single source with periodic, on-o rate process (t), see Figure 1 .2, which supplies an in nite bu er with a trunk of bandwidth c, as shown in Figure 2 .1. We assume that c r, the stability condition. Let v(t) and u(t) respectively denote the bu er content and the utilized bandwidth at time t, where the latter is an on-o process which takes values c and 0 depending on whether the bu er is not empty or empty, respectively. See Figure 2 .2.
The stability condition ensures that the bu er is emptied in every cycle of length T. Let 
Multiplexing
We now use the behavior of the processes of the virtual bu er/trunk system for single sources to design admission control for heterogeneous sources sharing the nodal resources.
First, suppose there is a set of I virtual circuits such that the tra c source for circuit i (1 i I), is an on-o process i (t). The aggregate tra c P I i=1 i (t) will be associated with bu er content V (t) and a utilized bandwidth U(t), where the latter is an on-o process which takes values C and 0.
Consider assigning each virtual circuit a virtual bu er/trunk. Circuit i would be allocated bandwidth c i (r c i P), and also bu er b i , the peak bu er occupancy given in (2.3). Then, if I X i=1 c i C ; (2.4) it follows that
Thus, the sum of the virtual bu er usages bounds the aggregate bu er usage. We shall conservatively use the sum of the virtual bu er usages, P I i=1 v i (t), as an estimate of the aggregate bu er usage V (t). Equation (2.6) implies that if our estimate does not exceed the available bu er B, then neither will the actual bu er usage.
In the case where all sources are identical except for phase, one nds
Thus, in this case our estimate accurately predicts the maximum bu er usage, and hence the border between lossless and lossy transmission. The estimate will be less precise when dissimilar sources are involved, or when small losses are allowed.
Our main concern now is the selection of the parameters c i , which are free at this point. If all the sources are known and are heterogeneous, then determining the values c i which produce the lowest estimated peak bu er usage without exceeding the total bandwidth constraint (2.4) involves a complicated optimization.
A simpli cation results if the c i for a particular source must be chosen independent of any knowledge of the character of other sources. Then a little thought makes it clear that optimal resource management requires that the per-circuit allocations (b i ; c i ) be such that both network resources will always be exhausted at the same time for any aggregation of circuits using the same allocation rule. This occurs when b i B = c i C ; (2.8) i.e., when the allocations are in proportion to their respective nodal capacities. Although we shall sometimes consider cases where all sources are taken to be known, we shall continue to abide by (2.8) because of the simpli cation it provides. Using (2.8) in lieu of doing a calculation invoking simultaneous knowledge of all circuits leads to admission decisions which are exact if all sources are identical, but conservative if sources are heterogeneous.
Observe that for given B and C, (2. 3) and (2.8) determine a unique allocation which we denote by (b 0 ; e 0 ). The solution is depicted in Figure 2 .3. The quantity e 0 , which is of obvious importance throughout this paper, is referred to as the \e ective bandwidth for lossless performance". The justi cation for the term stems from the fact that if e 0;i is the e ective bandwidth of the i th virtual circuit, then the set of circuits f1; 2; : : :; Ig is admissible if holds. This option is recommended if the margin of violation of (2.10) is small, which is more typical. On the other hand, if the margin is large and the second option is followed then it is necessary to go to the extreme length of recalculating the residual B and C available to the non-bandwidth-limited sources whenever such a bandwidth-limited virtual circuit is admitted to the network.
We end this section by giving formulas for e 0 and w, which will be useful later: Note that in the above expressions e 0 and w depend on the nodal bu er B and bandwidth C only through B=C. This important fact should not be surprising since the ratio of bu er and bandwidth allocated to individual sources is equal to the ratio of the bu er and bandwidth at the node.
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The formula for e 0 perhaps is most easily remembered when expressed in terms of di erent variables:
where T buf = B C (2.15) is the maximum delay time of the bu er.
STATISTICAL MULTIPLEXING
In contrast to the framework of the preceding section, here we espouse the statistical viewpoint and allow small loss probabilities. We establish a framework for extracting statistical multiplexing gains from (i) the assumption of statistical independence of tra c sources, and (ii) the exploitation of the unutilized time-varying portions of the allocated resources to virtual circuits. This typically leads to better utilization of network resources.
It will be helpful to assume that the virtual circuits are grouped by classes. Let J denote the number of classes, where each class is associated with a particular set of parameters for the regulator, (r; B T ; P), and K j denotes the number of virtual circuits of class j.
Reduction to a Single Resource Loss Model
We begin with the characterization of the i th virtual circuit of class j by two stationary random processes u ji (t) and v ji (t), which respectively denote the utilized bandwidth and bu er content for the circuit's virtual bu er/trunk system. As shown in Figure 2 .2, these two processes are synchronized in their on-o behavior. To make their correspondence closer for ease of analysis, we shall conservatively bound the process v ji (t) by an on-o process, which takes the peak value for the on period. Thus we shall view u ji (t) and v ji (t) as two synchronized on-o processes, which respectively take values e 0;j and b 0;j while on and 0 while o . The parameters e 0;j and b 0;j are calculated by the procedure in the preceding section. With this formalism in place we need only to deal with either u ji (t) or v ji (t), and we choose the former.
On account of the assumed statistical independence of tra c sources, the processes u ji (t) (i = 1; 2; : : :; K j ) of the same source class have identical templates and di er only in their phase, i.e., u ji (t) = u j (t + ji ) ; (3.1) where u j (t) is a deterministic, periodic on-o function with period T j , which takes values e 0;j and 0 for fractions w j and (1 ? w j ), respectively; the phases ji are independent random variables uniformly distributed in the interval T j . Our performance measure is the loss probability P loss , P loss = Pr(U > C) ; (3.2) where the total instantaneous load U = P J j=1 P K j i=1 u ji . Hence P loss is the fraction of time that the aggregated demand for bandwidth from all sources exceeds the nodal bandwidth. From the earlier discussions, time periods during which losses occur at the network node due to a full bu er are contained in periods during which U(t) > C. We shall take for our quality of service requirement, P loss L ;
where L is a small number, such as 10 ?9 .
3.2 Cherno Bound, Admissible Set, E ective Bandwidth
Our primary means for estimating P loss is the Cherno bound, which is reviewed here, and a re ned large deviations approximation based on it, which is described in Sec. Hence the asymptotic large deviations approximation is P loss exp(?F K (s )).
To avoid trivialities assume the stability condition,
K j E(u ji ) < C ; and lim (3.9) (the prime denotes derivative) since without the latter condition there is no loss. Also note that
It is easy to verify that F K (s) is a strictly concave function with a unique maximum at s = s , which is the positive root of the equation F 0
Of particular interest here is the case of binomially distributed u ji , where w j = Pr(u ji = e 0;j ) and 1 ? w j = Pr(u ji = 0 (3.14)
The above expression may be used to obtain K max , which is the value of K for which F K (s ) = log(1=L) : (3.15) In light of (3.3) and (3.6), the quality of service requirement on P loss is satis ed for all K K max . e j = log M j (s ) s + (log L)=C (j = 1; 2; : : :; J) ; (3.18) wheres is where FK(s) is maximized.
The quantity e j may justi ably be called the e ective bandwidth of class j tra c sources. The statistical multiplexing gain g compares this quantity to e 0;j , which is the e ective bandwidth for lossless performance, g j = e 0;j =e j (j = 1; 2; : : :; J) : (3.19) In our numerical investigations we have found the end results to be fairly insensitive to reasonable choices ofK. One selection which works well isK j = K max;j =2, where K max;j is the maximum number of admissible sources when only class j sources are admitted.
An optimistic (upper) bound of A L , which follows from the aforementioned concavity of the admissible region is 
In the particular case of binomially distributed random variables u ji , the quantities in the above expression have appeared before, except for M 00 j (s) which is given by w j e 2 0;j exp(se 0;j ). The dominant exponential (in C) term is common to both the base and re ned large deviations approximations. Hence, the fundamental qualitative properties are not a ected. We will nd it more convenient to conduct our qualitative investigation in terms of the simpler base approximation. In quantitative terms a rough rule of thumb is that the re nement adds about 10% to the calculated nodal capacity.
QUALITATIVE THEORY
In this section we develop a qualitative theory based on the contents of the preceding section. We examine more carefully the existence of solutions K to the equation given earlier for determining the boundary @A L of the admissible set, namely, F K (s ) = log(1=L) :
The topic addressed here is whether the admissible set A 0 for lossless performance is a proper subset of A L , i.e., whether statistical multiplexing gains exist. We also determine conditions under which the sets A 0 and A L coincide either completely or partially. When only a single source class exists these results illuminate conditions under which the statistical multiplexing gain, g = e 0 =e either exceeds or equals unity. We show that there exist critical values C c , such that if C C c then g = 1 and if C > C c then g > 1. Similar critical values r c exist for the token rate. Simple expressions for C c and r c are obtained. For given nodal bandwidth C we thus obtain statistically-multiplexable and non-statistically-multiplexable VBR source classes. In the context of multiple source classes we obtain results here on the constitution of the boundary of the admissible set. The results here help to explain the observations from numerical investigations, which are reported in the next section, on the almost-linearity of the boundary of the admissible in the presence of only S-VBR sources, and the qualitatively di erent boundary, with piece-wise linear segments, which is obtained when both S-VBR and NS-VBR sources are present. log(1=w) then no solution to (4.5) exists; however, we know independently that for K = C=e 0 , P loss = 0 and hence K max = C=e 0 . In this case we obtain g = 1.
Single Source Class
The above facts are now summarized.
De nition: The critical bandwidth C c is the smallest quantity such that the statistical multiplexing gain exceeds unity for all C > C c .
Tacit to the above de nition is the assumption that B varies with C in such a manner that B=C is held xed. Recall from (2.12) and (2.13) that an implication of our resource allocation procedure is that e 0 and w depend on the nodal resource capacities B and C only through B=C. Hence this is also true for C c . Also, for C P K j e 0;j obviously P loss = 0. Our main result is (ii) Say that the above maximum is reached at an unique j . Then F K (s ) reaches its maximum value at the following unique corner point K: Similarly, by taking the derivative of both sides of (3.12) with K i , we nd that @s @K i < 0 : This concludes the proof of Proposition 4.3.
Multiple Source Classes
To illustrate the result for a two-class model we need to consider three cases: (i) log(1=L) > m F ; i.e., C < min(C c;1 ; C c;2 ) (4.14)
(ii) log(1=L) < min In this case class 1 is S-VBR and class 2 is NS-VBR for the given node bandwidth (and, implicitly, node bu er). The breakpoint K s is clearly important for operations and design because, rst, it demarcates between two di erent sets of e ective bandwidths, and secondly, there are obvious performance bene ts in operating to the right of the breakpoint since the e ective bandwidth of class 1 sources is smaller.
In the sketch of Figure 4 .2, (iii) we have also shown the linear segment DE which is tangent to BC at an intermediate point. As our numerical results indicate, in many cases the departure from linearity of boundary segments represented by BC is slight, in which case DE is close to BC throughout.
Critical Value of the Token Rate r
An important observation reported in the next section is the sensitivity of the statistical multiplexing gain, g = e 0 =e, on the token rate r. Here we present a complementary qualitative result which establishes that with all parameters except r held xed, there exists a critical value of r, denoted by r c , which separates token rates for which the statistical multiplexing gain exists, i.e. g > 1, from those for which g = 1. For simplicity we only consider the case of a single class.
Recall from Section 4.1 that if (C=e 0 ) log(1=w) log(1=L) then the maximum number of sources that is admissible, K max = C=e 0 and hence e = e 0 . On the other hand, if (C=e 0 ) log(1=w) > log(1=L) then K max > C=e 0 , and e 0 > e. Denote f(r) , C e 0 log(1=w) ; (4.19) so that g > 1 if and only if f(r) > log(1=L). In (4.19) let r be varied, while the other parameters, B, C, P, and B T , are held xed; note that e 0 and w depend on r as given in (2.12) and (2.13). As sketched in Figure 4 .3, f(r) is a monotonic, strictly decreasing function of r for r in (0; B T C=B). This is because both e 0 and w increase with r. Moreover with the property that f(r) is greater or less than log(1=L) depending on whether r is less or greater than r c . Hence we have Proposition 4.4 Let B; C and the source parameters P and B T be xed. The statistical multiplexing gain g exceeds 1 if and only if r < r c . The critical token rate r c is the unique solution r to the equation C e 0 log(1=w) = log(1=L) ; (4.21) where e 0 and w depend on r as given in (2.12) and (2.13).
It is not hard to show the monotonicity of g with respect to r for r < r c , which is also depicted in 
Critical Values of the Source Activity Factor w
It is also of interest to examine the case where the mean rate r and period T are held xed, and the source activity factor w is varied. Varying w is equivalent to varying the peak rate P, since P = r=w . Some algebraic manipulation of (4.21) reveals that the critical token rate r c may be written as r c = C If r c;max < r then the multiplexing gain g will be 1 for all values of w . If r < r c;0 then there will be a critical value w ;c2 such that g > 1 for w < w ;c2 and g = 1 for w < w ;c2 . If T buf =T < e ?1 nat , then there is a third possibility, namely, that r c;0 < r < r c;max . In this case, there is an additional critical value, w ; c1, such that if w < w ;c1 , then g = 1.
This analysis provides a possible perspective on the ways in which NS-VBR tra c can arise: statistical multiplexing can be impossible because (i) the mean rate r is too large; or (ii) the tra c is too smooth (w is large); or (iii) there is little bu ering and the peak rate P is large (w is small).
NUMERICAL STUDY
The purpose of this section is to numerically illustrate the mathematical results derived in prior sections and, also, to obtain qualitative results and design guidelines. One of the highlights of the results, which has considerable practical implications, is the linearity of the boundary of the admissible region and the speci cation of the conditions for it to hold. This result allows us to justi ably de ne the e ective bandwidth for each tra c class independently of the others. The numerical examples in this section address the following issues: (i) the tightness of the Cherno bound, (ii) the behavior of the e ective bandwidth, e, with respect to nodal resources (bandwidth and bu er), (iii) the sensitivity of e and the multiplexing gain with respect to the mean rate, peak rate and token bu er size, (iv) the admission region when the source classes are all S-VBR, (v) the admission region when both S-VBR and NS-VBR sources are present, and (vi) the accuracy of our analytical approach to resource allocation and comparison with simulation.
We begin by considering results for a single class of sources. In Figure 5 .1 we examine the e ective bandwidth, e = C=K max (K max is integer) vs. C with B=C held xed. Our objectives in this gure are to test the accuracy of the Cherno bound, demonstrate the existence of C c , and compare the values obtained numerically (for integer K) and from (4.5). Observe that for C < 11:1, e is equal to e 0 , the e ective bandwidth in lossless multiplexing; for C > 11:1 statistical multiplexing gain is in e ect and e begins to drop. C c obtained from (4.5) is 10.65. (The small discrepancy is due to the integrality of K max in the gures.) Observe that the Cherno bound on the loss probability results in a bound on e which is quite tight for all values of C and gets tighter as C increases; also, e approaches r for large values of C, as expected. In Figure 5 .2 we consider a di erent class and obtain similar qualitative results; in particular, the values of C c in the gure and that obtained from (4.5) are 13.1 and 12.6 respectively. In contrast to Figures 5.1 and 5.2, in Figure 5 .3 we consider two classes with very di erent values of C c . In the gure C c is 22.1 and 108.5 for classes 1 and 2, respectively, while (4.5) gives 20.9 and 100.7. This suggests that if the two classes are multiplexed over a link having bandwidth 45, for instance, then class 1 will exhibit statistical multiplexing gain while class 2 will not. The exact value of C c for the multiplexed classes is examined further below. Figure 5 .4 considers the sensitivity of e with respect to r, the mean rate. The gure shows e and the multiplexing gain (e 0 =e) as functions of r, for various values of B T , with all other parameters held xed, and strikingly exhibits the sensitivity of the multiplexing gain e 0 =e with respect to r. For instance, when r increases from 0.1 to 0.2, the gain decreases from 2.7 to 1.54.
We next examine the multiplexing of multiple classes of sources. Figure 5 .5 considers two classes, which were individually considered in Figures 5.1 and 5.2 . The boundary of the admissible region is plotted for di erent value of loss probability L. For each L we plot the boundary obtained using Cherno bound and its linear conservative approximation obtained as the tangent at K j = K max;j =2, j = 1; 2. There are two important observations to make: (1) Statistical multiplexing, even with very small loss probability, provides considerable gain in network capacity (number of connections). For instance, more than 3-fold increase in the maximum number of sources of each class is obtained as L is increased from 0 to 10 ?7 , (2) The boundary of the admissible region is very close to its linear conservative approximation for all values of L; it is also very close to the optimistic linear approximation de ned in (3.20) . The linearity of the admissible region is due to the high degree of sharing allowed among all sources and can be best explained by examining In Figure 5 .7 the e ect of varying the peak rate is examined. The boundary of the admissible region is plotted for di erent values of P 1 and P 2 (the peak rates of class 1 and class 2 respectively) while all other parameters are held xed. Note that increasing the peak rate reduces the admissible region, but does not alter the linearity of its boundary.
In Figures 5.8 , we consider three classes of S-VBR sources and plot the admissible region in the space of K 1 and K 2 for di erent xed values of K 3 . Again, the linearity of the boundary persists.
Next, we consider the multiplexing of two source classes, where class 1 is S-VBR and class 2 is NS-VBR, i.e., C c;1 < C < C c;2 . As discussed in Section 4.2 such mixture of VBR classes results in a breakpoint in the boundary of the admissible region. The analysis leading to the preceding numerical results involved a number of (generally conservative) approximations which are reviewed in Section 6. The accuracy of these approximations may be assessed by comparing the number of sources predicted by the analysis with that predicted by simulation. We have done some preliminary work in this regard. We consider a node with a single class of sources, where the source parameters, the link bu er size and the link bandwidth are as given in Figure 5 .2. the number of admissible sources found from analysis and from a uid-model simulation for di erent loss probabilities. In the simulation, each periodic on-o source generates uid at a constant rate during the on period, and the uid is drained from the bu er at a constant rate. The table is obtained by determining the loss probability from the simulation for each value of K, the number of admissible sources, and then determining the corresponding number of sources for that loss probability from analysis. Note that the number of admissible sources obtained from the analysis is a lower bound on the number found from the simulation.
Discussion
Our analysis has been based on a number of approximations. Most of the approximations used have been conservative. Each of these approximations essentially replaces the number of sources that can be admitted for a given loss probability with an upper bound on the admissible number of sources. Conservative approximations include (A) use of the Cherno approximation, which we know to be quite accurate; (B) the use of segregated bandwidth allocations for each circuit so that inequality (2.6) is taken to be an equality; (C) the optimization of each circuit bu er and bandwidth allocation independent of the nature of the tra c sources for other circuits, leading to (2.8); (D) the replacement of the virtual bu er usage v ji (t) by an on-o process, which in conjunction with approximations (B) and (C) reduces the problem to one involving a single resource; (E) the use of worst-case leaky-bucket output rather than more typical tra c patterns, albeit it is di cult to know what usage patterns will be typical in ATM networks; and optionally (F) the approximation of the concave admissible set boundary by a tangent plane, leading to (3.18) . Optimistic approximations include (G) the use of the uid-model as a proxy for a system with discrete tra c; and optionally (H) the approximation of the concave admissible set boundary by a plane determined by single-class e ective bandwidths, leading to (3.20) .
The uid-model simulation results in Section 5 are suggestive with regard to the magnitude the error introduced by approximations (A), (B), and (D). In the examples considered, the analytic results admit 22{27 percent fewer sources than the uid simulation would allow. Of course, much more work would need to be done before any broad generalizations could be made regarding the accuracy of these approximations. Similarly, work would be needed to evaluate the accuracy of (C); this could be studied via simulations of multiple source classes.
Regarding (G), the use of the uid model in lieu of a discrete model is optimistic because it ignores the possible need to bu er cells during some portion of the cell interarrival time of each source. If the number of cells involved in a burst is large and the bu ering required in the uid model is substantial, then the uid-model predictions are expected to be very close to those produced by a discrete model. In cases where the cell interarrival times for individual sources are large and the number of sources in a burst is small, the predictions of the uid model may be signi cantly optimistic. While optimism is dangerous in an admission control criterion, (i) this optimism may be counterbalanced by the conservatism of other approximations, and (ii) we anticipate that relatively simple methods of accounting for errors due to the uid approximation will be forthcoming. The numerical results of Section 5 suggest that approximations (F) and (H), linear approximations to the boundary of the admissible set, should be fairly accurate as long as S-VBR and NS-VBR tra c is not intermixed. The potential for using the optimistic linear approximation, (H), is tremendously important for practical on-line admission control, insofar as it allows one to incrementally tally the total e ective bandwidth used in a bu er/trunk system as sources are added and dropped, without any need to take into account future tra c or recalculate the e ective bandwidths of previously added tra c. How to attain this sort of e ciency in cases where S-VBR and NS-VBR tra c are intermixed will be the subject of future work.
Throughout this work we have focused on a single bu er/trunk system. It is important to examine the e ect of bu ering and multiplexing on the characteristics of the source tra c as it traverses the network. While the total tra c multiplexed into a node gets smoothed out due to bu ering, and hence its e ective bandwidth decreases, some sources experience increase and others experience decrease in their e ective bandwidth. The tra c burstiness of an individual source increases if the tra c passes through the multiplexing node when its bu er is nonempty and few other sources are on. In this case, the peak rate of the output tra c increases, and can reach the link bandwidth if the tra c arrives to nonempty bu er while all other sources are o . This increase in burstiness will be of concern in subsequent downstream nodes if the source follows a downstream path which is shared by only few other sources. However, when the source peak rate is small compared to the link rate, i.e., the number of sources multiplexed is large, the probability that only few sources are on is small. In 13] simulation studies using source models with exponentially-distributed on and o periods con rm that the the change in the characteristics of the source tra c due to bu ering and multiplexing in a network node is negligible provided that the source peak rate is a small fraction of the link bandwidth, and, thus, network analysis based on nodal decomposition is justi ed.
