Abstract. Let D (D * ) be the set of all continuous functions f on [0, 1] which have a derivative f (x) ∈ R (f (x) ∈ R * , respectively) at least at one point x ∈ (0, 1). B. R. Hunt (1994) 
Introduction
In what follows we denote by C[0, 1] the space of all continuous real functions on [0, 1] equipped with the supremum norm . . We put R * = R ∪ {−∞, ∞}. Let D (D * ) be the set of all f ∈ C[0, 1] which has a derivative f (x) ∈ R (f (x) ∈ R * , respectively) at least at one point x ∈ (0, 1). It was shown by Banach, Mazurkiewicz and Saks (see e.g. [J1] ) that both D and D * are negligible in the topological sense -they are of the first category in C [0, 1] . B. R. Hunt [H] (using another terminology) proved that D is negligible also in a measure sense -it is Haar null (in Christensen's sense) in C [0, 1] . (In the terminology of [H] , D is a shy set and its complement is a prevalent set in C [0, 1] .)
Recall (see e.g. [BL] ) that a Borel subset A of C[0, 1] is said to be Haar null if there exists a Radon probability measure µ on C [0, 1] such that µ(A + f ) = 0 for each f ∈ C [0, 1] . (If A is not Borel, we will say that A is Haar null, if A is contained in a Borel Haar null set.)
We note that there is no non-zero σ-finite translation invariant measure on a separable infinite-dimensional Banach space X (see [BL, pp. 130, 143] ) and that the notion of Haar null sets on X is a natural (translation invariant) generalization of the notion of Lebesgue null sets which has a number of interesting applications. For other interesting null sets see [BL] (Gaussian null sets) and [LP] (Γ-null sets).
L. ZAJÍČEK
Notice that Hunt's result can be obtained using a very slight modification of the well-known argument showing that almost all trajectories of one-dimensional Brownian motion are nowhere differentiable (see [HZ] ).
Further, note that Hunt's result was recently improved by J. Kolář [K1] in several directions. In particular, Kolář proved that the set of all f ∈ C[0, 1] which have a finite one-sided approximate derivative at least at one point x ∈ (0, 1) is Haar null.
In the proof of Theorem 6 we will see that the Arzelà-Ascoli theorem easily implies that D * is not Haar null. Using also one of Jarník's results from [J1] , it is easy to prove (see Remark 2 (ii)) that C[0, 1] \ D * is not Haar null as well. Thus, if we allow infinite derivatives, the "Haar null case" differs from the "category case": neither nowhere differentiable nor somewhere differentiable functions are negligible in Christensen's sense. This result was stated in [Z2, Proposition 3 .2] without a proof. (In the case of infinite one-sided derivatives, the category and measure cases are similar; see Remark 3 (i).)
Moreover, we prove that the same result holds if we consider the approximate derivative (or the "strong" preponderant derivative) instead of the ordinary derivative. For the proof we need the main result of the second section (Theorem 1) on typical (in the sense of category) continuous functions which improves Jarník's above-mentioned result from [J1] and is of interest in its own right.
We use the following terminology. The symbol λ denotes Lebesgue measure on R. The open ball with center x ∈ C[0, 1] and radius r > 0 will be denoted by B (x, r) .
For a Lebesgue measurable set E ⊂ R and x ∈ R we define the upper right, upper left and upper symmetric densities d
Using the lower limit, the lower unilateral densities
The symbols ap-lim x→a f (x) and f ap denote the approximate limit and the approximate derivative, respectively.
We say that a function f has at a point a ∈ R the preponderant derivative f pr (a) = A ∈ R * if there exists a Lebesgue measurable set E ⊂ R such that
A new result on typical continuous functions
Results of V. Jarník [J1] imply that, for a typical f ∈ C[0, 1], at each point x ∈ (0, 1),
In fact, Jarník in [J1] proved a stronger general result. He considered "generalized Dini derivatives" with respect to a function ϕ ∈ Φ, where Φ is the system of all odd functions ϕ : R → R such that ϕ(h) > 0 for h > 0, ϕ(0) = 0 and ϕ is continuous at 0. Given ϕ ∈ Φ, we define
are defined in the obvious way; they clearly coincide with the ordinary Dini derivatives in the case ϕ(h) = h.
By [J1] , for an arbitrary fixed ϕ ∈ Φ, we can replace (1) by
Jarník considered derived numbers of f at x with (right, left, symmetric) density α. (We use here the terminology which was introduced by Jarník in [J3] .) Now we will consider the natural joint generalization of Jarník's above-mentioned concepts.
Definition 1. Let ϕ ∈ Φ, α ≥ 0 and d ∈ R * be given. We say that d is a derived number of (a real function of a real variable) f at x ∈ R with respect to ϕ with upper right (upper left; upper symmetric; upper one-sided) density α if there exists a measurable set E ⊂ R such that d
Jarník in [J2] proved that (1) can be replaced by the stronger statement ∞ is a derived number of f at x with upper symmetric density 1/2. (3) I do not know whether the joint natural generalization of all Jarník's abovementioned results holds (see Remark 1 (iii)). So we will prove only the following weaker version, which is sufficient for the applications in the following section. (ii) For ϕ(t) = t, Jarník's result about (3) easily implies Theorem 1 but not vice versa.
(iii) It is not clear whether Theorem 1 remains true if we replace "upper one-sided density 1/2" by "upper symmetric density 1/2".
Before proving Theorem 1, we formulate two lemmas, omitting their easy and straightforward proofs.
Lemma 2. Let f be a function defined on
and suppose the following condition holds:
Then ∞ is a derived number of f at x with respect to ϕ with upper one-sided density 1/2. Proof of Theorem 1. Put s n := sup t∈(0,1/n] ϕ(t). Since s n → 0, we can choose a sequence v n > 0, n = 1, 2, . . . , such that v n → 0 and
Further, put
Since s n > 0, by (4) and (5) we have
By Lemma 3 we can choose a sequence (f n ) ∞ 1 which is dense in C[0, 1] and such that each f n is Lipschitz with the constant K n .
Further consider, for each positive integer n ≥ 3, the function g n ∈ C[0, 1] with the following properties:
•
Since g n ≤ v n and v n → 0, it is easy to see that the sequence (f n +g n ) Now consider arbitrary f ∈ P , x ∈ [0, 1) and q > 0. By (6) we can choose n ≥ 3 such that f ∈ B n and
Since 1 − x > 1/n, there exists p ∈ {0, . . . , n − 2} such that x ∈ [p/n, (p + 1)/n). We will distinguish three possible cases.
Further, for each y ∈ J we have g n (y) = v n , 0 < y − x ≤ 1 n . Therefore, using also f ∈ B n , the definitions of A n , s n and (7), we obtain
For each y ∈ J we have g n (y) = 0, 0 < x − y ≤ 1 n . Thus, as in case (a), we similarly obtain
For each y ∈ J we have g n (y) = v n , 0 < y − x ≤ 1/n. So, as in case (a),
ϕ(y−x) > q. Thus we have verified condition (C) of Lemma 2; consequently ∞ is a derived number of f at x with respect to ϕ with upper one-sided density 1/2.
Since the mapping f → −f is a homeomorphism C[0, 1] onto C[0, 1], it follows that, for a typical f ∈ C[0, 1], −∞ is a derived number of f at x with respect to ϕ with upper one-sided density 1/2 at each x ∈ [0, 1). Using also the homeomorphism
, which assigns to a function f (x) the function f (1−x), we obtain the assertion of the theorem.
Sets of functions which have somewhere an infinite derivative and Haar null sets
To prove that a set S ⊂ C[0, 1] is not Haar null, we will use the following almost obvious well-known lemma.
Lemma 4. Let S ⊂ C[0, 1] have the following property:
(
Then S is not Haar null.
Proof. Suppose on the contrary that S is Haar null. Then there exists a Radon probability measure µ on
Then for f := −g we have K ⊂ S + f and therefore µ(K) = 0; a contradiction.
We will also need the following lemma. Its easy standard proof is omitted.
Lemma 5. Let η be a non-negative and non-decreasing function on (0, ∞) such that lim t→0+ η(t) = 0. Then there exists a continuous increasing function
There are many natural properties P of functions from C[0, 1] such that neither {f ∈ C[0, 1] : f has P } nor {f ∈ C[0, 1] : f has not P } is Haar null. Such properties will be called H-ambivalent properties. Notice that interesting examples of H-ambivalent properties (in spaces different from C[0, 1]) are given in [D] .
Using this terminology, we can formulate our main result in the following form.
Theorem 6. Let a ∈ (0, 1) be given. Then the following properties of f ∈ C[0, 1] are H-ambivalent: Proof. Since the strongest of the considered twelve properties is (P 3 ) and the weakest is (P pr 2 ), it is sufficient to prove that neither the set A := {f : f (a) = ∞} nor the set B := {f : f pr (x) ∈ R * exists at no point x ∈ (0, 1)} is Haar null. Let an arbitrary compact set K ⊂ C[0, 1] be given. By the Arzelà-Ascoli theorem, K is uniformly equicontinuous. Consequently, the function
is finite, non-negative and non-decreasing; also, lim t→0+ ω(t) = 0.
Using Lemma 5 for η(t) := max(ω(t), t), we obtain a continuous increasing function ϕ ∈ Φ such that (9) lim
(a) To prove that A is not Haar null, it is, by Lemma 4, sufficient to find a
Therefore (9) implies (g + h) (a) = ∞.
(b) To prove that B is not Haar null, choose, by Theorem 1, a function g such that both ∞ and −∞ are derived numbers of g at each x ∈ [0, 1] with respect to ϕ with upper one-sided density 1/2. By Lemma 4, it is sufficient to prove g + K ⊂ B. Suppose on the contrary that there exist h ∈ K and x ∈ (0, 1) such that (g + h) pr (x) = d ∈ R * exists. Suppose also that d < ∞, the case d > −∞ being quite analogous. Further, without any loss of generality, suppose that ∞ is a derived number of g at x with respect to ϕ with upper right density 1/2.
Let P ⊂ R be a Lebesgue measurable set such that d + (P, x) > 1/2 and (10) lim 
The inequalities d + (M, x) ≥ 1/2 and d + (P, x) > 1/2 clearly imply that x is a right accumulation point of M ∩ P . Therefore (11) contradicts (10).
Remark 2. (i) The proof clearly shows that Theorem 6 remains true if we write in its formulation a ∈ [0, 1] and x ∈ [0, 1] instead of a ∈ (0, 1) and x ∈ (0, 1) (and the derivatives at 0 and 1 are defined as the unilateral derivatives).
(ii) We do not need Theorem 1 to prove that (P 1 ) − (P 4 ) are H-ambivalent. It is clearly sufficient to apply Jarník's result from [J1] concerning (2).
In the following remark we present several consequences (which concern one-sided derivatives and Dini derivatives) of Kolář's [K1] result. Recall that f ∈ C[0, 1] is said to be a Besicovitch function if it has no one-sided derivative, finite or infinite, at all points. Further recall that x ∈ (0, 1) is said to be a knot point of
Remark 3. (i) The observation of D. Preiss used in the proof of [K1, Corollary 11] (see also [Si, p. 460] ), which shows that the set of Besicovitch functions is Haar null, also shows that the complement of the set
for all x from a set having the cardinality of the continuum} is Haar null.
(ii) Denote by (P (iii) The set
is Haar null by [K1] . The Denjoy-Khintchine theorem on approximate Dini derivatives ( [Sa, Theorem 10 .1]) immediately implies that the complement of the set
is contained in B and consequently is Haar null. Since it is easy to see that the set of all non-knot points of any f ∈ C[0, 1] is an F σ set, we easily deduce that the complement of the set D := {f ∈ C[0, 1] : the set of non-knot points of f is a first category and Lebesgue null set} is Haar null. Let us remark that the set D is a residual subset of C[0, 1] (see e.g. [G, Theorem 19.5.5 (b) ]) and that an analogous result ( [G, Theorem 13.6 .2]) concerning Brownian paths also holds (and can also be proved via the DenjoyKhintchine theorem).
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Some related results
Proceeding as in the proof of Theorem 6, we obtain the following result. (ii) The set We conclude this article by a remark concerning Besicovitch functions.
Remark 5. As recalled in Remark 3 (i), the set of all Besicovitch functions from C[0, 1] is Haar null by [K1] . Question 2 from [Z2] asks whether the set of all Besicovitch functions is even Gaussian null in C[0, 1] (note that Gaussian nullness implies Haar nullness but not vice versa; see [BL] ). This question has a very simple (negative) answer. Indeed, J. Kolář [K2] observed that the set β + T , where β is a fixed Besicovich function and T is the set of all f ∈ C[0, 1] which are increasing and analytic on [0, 1], clearly contains only Besicovitch functions and is not Gaussian null. This follows from the fact that T is not Gaussian null. To prove this wellknown fact (mentioned just above Question 2 in [Z2] ) observe that the set of all functions of the form f (x) = ∞ n=1 a n x n−1 2 −n (a n ∈ [0, 1]) is a cube in C[0, 1] in the sense of [BL, p. 142] and then use [BL, Proposition 6.27 ].
