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High-frequency analysis of parabolic stochastic PDEs
with multiplicative noise: Part I
Carsten Chong∗
Abstract
We consider the stochastic heat equation driven by a multiplicative Gaussian noise that
is white in time and spatially homogeneous in space. Assuming that the spatial correlation
function is given by a Riesz kernel of order α ∈ (0, 1), we prove a central limit theorem for
power variations and other related functionals of the solution. To our surprise, there is no
asymptotic bias despite the low regularity of the noise coefficient in the multiplicative case.
We trace this circumstance back to cancellation effects between error terms arising naturally
in second-order limit theorems for power variations.
AMS 2010 Subject Classifications: 60H15, 60F05, 62M40, 62G20
Keywords: Central limit theorem; parabolic Anderson model; parameter estimation; power varia-
tions; stochastic heat equation; SPDEs; volatility estimation.
1 Introduction
Consider the stochastic heat equation
∂tu(t, x) =
1
2
∆u(t, x) + σ(u(t, x))W˙ (t, x), (t, x) ∈ (0,∞) × Rd,
u(0, x) = u0(x), x ∈ Rd,
(1.1)
subject to a sufficiently regular initial condition u0. Here, σ:R→ R is a globally Lipschitz function
and W˙ is a centered Gaussian noise that is white in time and spatially homogeneous with spectral
measure µ(dξ) := |ξ|α−d dξ for some α ∈ (0, 1]. In particular, if d = α = 1, W˙ is a space-time
white noise. We will recall the precise definition of the noise as well as the solution theory for (1.1)
in Section 2 below.
In this paper, we are interested in the normalized power variations (and other related func-
tionals) of the solution u(t, x), defined as
V np (u, t) := ∆n
[t/∆n]∑
i=1
∣∣∣∣u(i∆n, x)− u((i− 1)∆n, x)τn
∣∣∣∣p, t ∈ (0,∞), (1.2)
where p > 0, x ∈ Rd is an arbitrary but fixed spatial point, [·] denotes the integer part, ∆n is a
small step size that converges to 0 as n → ∞ (e.g., ∆n = 1n), and τn = τn(α) is a normalizing
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sequence depending on α, chosen in such a way that V np (u, t) converges as n→∞. Indeed, if τn is
given as in (2.9), then V np (u, t) satisfies the following law of large numbers (LLN) as ∆n → 0 (see
[13, 23] if α = d = 1 and p ∈ {2, 4} and [5, Theorem 2.1 and Remark 2.7] for the general case):
V np (u, t)
L1
=⇒ Vp(u, t) := mp
∫ t
0
|σ(u(s, x))|p ds, (1.3)
wheremp is the pth absolute moment of the standard normal distribution and
L1
=⇒ denotes uniform
L1-convergence on any compact interval [0, T ] with T ∈ (0,∞).
The main goal of this paper is to study the second-order behavior of V np (u, t), that is, we want
to show a central limit theorem (CLT) of the type
1√
∆n
(
V np (u, t)− Vp(u, t)
)
st
=⇒ Z, (1.4)
where Z is some mixed Gaussian process and st=⇒ stands for stable convergence in law in the space
of càdlàg functions with the local uniform topology (again, we will recall this in Section 2).
A CLT like (1.4) plays a fundamental role in statistical estimation problems related to (1.1).
Consider, for example, the parabolic Anderson model [i.e., σ(x) = σ0x for some σ0 > 0] and
suppose that σ0 is an unknown parameter that we would like to estimate based on the high-
frequency observations u(i∆n, x), i = 1, . . . , [T/∆n], where T > 0 is arbitrary but fixed. Then
(1.3), together with classical Riemann sum approximation, readily shows that
(σn0 )
p :=
V np (u, T )
mp∆n
∑[T/∆n]
i=1 |u(i∆n, x)|p
P−→ σp0 ;
see also [8, Section 3] in the case d = α = 1. In other words, the left-hand side is a weakly consistent
estimator of σp0 (if the value of α is known; otherwise, in order to be able to compute τn = τn(α)
and hence V np (u, T ) from our observations, we have to replace τn by an appropriate estimator first;
see [5, Section 2.3]). But if we want to construct asymptotic confidence regions and statistical tests
for σ0, then we need to study the second-order fluctuations of (σ
n
0 )
p, and the CLT for V np (u, t)
is a crucial step for this purpose. We will pursue this direction, which, in addition to the CLT
(1.4), also involves analyzing the discretization error of the Riemann sum approximation in the
denominator of (σn0 )
p, in a separate work.
Let us briefly recall the existing literature in this framework. The idea of using quadratic
variation [i.e., p = 2 in (1.2)] to estimate the variance of a Gaussian process is, of course, as old as
stochastic analysis itself and originates from the observation that the quadratic variation of σ0B
on [0, 1], where B is a standard Brownian motion, is precisely σ20 . In the last decade, this basic
idea was developed into a systematic theory of power variations and related functionals for a large
class of semimartingales. The resulting statistical applications have attracted a lot of interest,
especially in the context of volatility estimation in financial econometrics. The interested reader
is referred to the two monographs [1, 18] for more information on this aspect.
As it turns out, power variations are very robust in the sense that their first- and second-
order behavior remains (essentially) the same for many processes that are not semimartingales.
Examples include fractional Brownian motion with Hurst parameter less than 34 (see [10, 16]) or,
more generally, moving average processes with fractional kernels (see [2, 11, 21]).
When it comes to the stochastic heat equation (1.1), clearly the process t 7→ u(t, x) (with
x fixed) is not a semimartingale. Indeed, if α = d = 1, it has a finite and nontrivial quartic
variation by [27, 28]; in general, it has a finite and nontrivial (12 − α4 )−1-variation, which follows
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from (1.2) and the definition of τn in (2.9). Nevertheless, as we have indicated in (1.3), the LLN
for V np (u, t) holds true in a form that is similar to the semimartingale or moving average setting.
More generally, if Y denotes the solution to
∂tY (t, x) =
1
2
∆Y (t, x) + σ(t, x)W˙ (t, x), (t, x) ∈ (0,∞)× Rd,
Y (0, x) = u0(x), x ∈ Rd,
(1.5)
where σ(t, x) is a predictable, L2-continuous and Lp+ǫ-bounded random field, then
V np (Y, t)
L1
=⇒ mp
∫ t
0
|σ(s, x)|p ds (1.6)
by [5, Theorem 2.1 and Remark 2.7]. In particular, if we set σ(t, x) := σ(u(t, x)), where u is the
solution to (1.1), then Y = u and (1.3) follows from (1.6).
The picture is much less complete (and, as we will see, quite different) when it comes to the
second-order limit theorem. Until now, a CLT of the form (1.4) has only been shown if, among
other things, the random field σ(t, x) in (1.5) is
• essentially 12 -Hölder continuous in time and
• pathwise twice differentiable in space;
see [5, Theorem 2.3]. This covers the case of additive noise (previously considered also in [3, 4, 9]
when α = d = 1 and p ∈ {2, 4}) but certainly not the case of multiplicative noise as in (1.1). Indeed,
it is well known from [24, Theorem 2.1] that the solution u to (1.1) is only (12 − α4 − ǫ)-Hölder
continuous in time and (1− α2 − ǫ)-Hölder continuous in space. So if we let σ(t, x) = σ(u(t, x)) as
above, then σ(t, x) would not meet the assumptions needed for the CLT in [5, Theorem 2.3].
Among the various reasons why the strong regularity conditions on σ(t, x) above were needed for
the CLT in [5], this is the most important one: at many places within the proof, we had to discretize
the random field σ(t, x) along the grid points t = i∆n [e.g., replace σ(t, x) by σ([t/∆n]∆n, x)], so
that the increments of the noise become locally (conditionally) Gaussian. Of course, if σ(t, x) =
σ(u(t, x)), this discretization induces an error of order ∆
1/2−α/4
n by the Hölder properties of u,
which blows up once we divide by
√
∆n as in (1.4). Thus, we can only justify this discretization
procedure if σ(t, x) is essentially 12 -Hölder continuous in time.
The obvious question is now whether this problem is an artifact of our proof. The answer is yes
and no: if 0 < α < 1, we will show that the CLT as in (1.4) is valid. However, in the case α = 1 (in
dimension 1, this is the case when W˙ is a space-time white noise), it turns out that an additional
asymptotic bias emerges in the CLT for p ≥ 4, while it holds true without bias for p = 2. In fact,
the bias term for p ≥ 4 originates exactly from the discretization of σ(t, x) = σ(u(t, x)).
In this paper, we focus on the case 0 < α < 1, where we have no asymptotic bias; the critical
case α = 1 will be discussed in a second paper [7] separately. In principle, if d ≥ 2, one could
also consider (1.1) with α ∈ (1, 2). Whether the CLT holds in that case is open, although we
strongly conjecture that it will not hold and that the rate will no longer be 1/
√
∆n. Let us briefly
mention the papers [14, 15], which, despite their titles, are not related to the CLT we consider in
the present work.
The remaining article is organized as follows: In Section 2, we properly introduce the equations
and variation functionals under investigation and announce our main result (Theorem 2.2). In
Section 3, we outline the main strategy of the proof, while the details are given in Section 4.
In what follows, we often write
∫∫ b
a :=
∫ b
a
∫
Rd
,
∫∫
:=
∫∫∞
0 ,
∫∫∫ b
a :=
∫ b
a
∫
Rd
∫
Rd
, and
∫∫∫
:=
∫∫∫∞
0 .
Moreover, N := {1, 2, . . .} and N0 := {0, 1, 2, . . .}. We also write A . B if there is a constant
C ∈ (0,∞) that is independent of all quantities of interest such that A ≤ CB.
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2 Set-up and main result
Let B := (Ω,F , (Ft)t≥0,P) be a stochastic basis satisfying the usual conditions that supports an L2-
valued centered Gaussian measureW (A), indexed by bounded Borel sets A ∈ Bb([0,∞)×Rd), such
that W (A) is Ft-measurable if A ⊆ [0, t]×Rd, W (A) and Ft are independent if A∩ [0, t]×Rd = ∅,
and
E[W (A1)W (A2)] =
∫∫∫
1A1(s, y)1A2(s, y
′)Λ(dy,dy′) ds. (2.1)
In the last line, the spatial covariance measure is given by Λ(dy,dy′) := F (y − y′) dy dy′, where F
is the Riesz kernel F (y) := cα|y|−α for some α ∈ (0, 1) and cα := πd/2−αΓ(α2 )/Γ(d−α2 ) (|·| denotes
the Euclidean norm on Rd). By [12], if
Fϕ(ξ) :=
∫
Rd
e−2πiξ·xϕ(x) dx, ξ ∈ Rd, ϕ ∈ C∞c (Rd), (2.2)
is the Fourier transform on the space C∞c (Rd) of compactly supported smooth functions, then
there is a measure µ, called the spectral measure of W , such that for all ψ1, ψ2 ∈ C∞c ([0,∞)×Rd),∫∫∫
ψ1(s, y)ψ2(s, y
′)Λ(dy,dy′) ds =
∫∫
Fψ1(s, ·)(ξ)Fψ2(s, ·)(ξ) µ(dξ) ds, (2.3)
where (·) denotes complex conjugation. With our choice of F , it is well known (see Chapter V,
§1, Lemma 1(a) in [25]) that the spectral measure is given by µ(dξ) = |ξ|α−d dξ.
It is a classical result from [12, Theorem 13] that if u0 is bounded and continuous, then (1.1)
admits a unique mild solution u that satisfies
sup
(t,x)∈[0,T ]×Rd
E[|u(t, x)|p] <∞ (2.4)
for all T ≥ 0 and p ≥ 1. Recall that a predictable process u is a mild solution to (1.1) if for every
(t, x) ∈ (0,∞) × Rd, we have
u(t, x) = u(0)(t, x) +
∫∫ t
0
G(t− s, x− y)σ(u(s, y))W (ds,dy) (2.5)
almost surely, where
u(0)(t, x) :=
∫
Rd
G(t, x− y)u0(y) dy (2.6)
is the solution to the homogeneous heat equation and
G(t, x) := Gx(t) := (2πt)
− d
2 e−
|x|2
2t 1t>0, (t, x) ∈ [0,∞) ×Rd, (2.7)
is the heat kernel.
Now suppose that we have measurements of the solution u(t, x) at time points t = i∆n,
i = 1, . . . , [T/∆n], (where T > 0 and ∆n → 0 as n→∞) and space points x = x1, . . . , xK (where
K ∈ N and x1, . . . , xK are different points in Rd). Given two further numbers L,M ∈ N and
an evaluation function f :RK×L → RM , we can now consider the normalized variation functional
V nf (u, t) := (V
n
f (u, t)1, . . . , V
n
f (u, t)M )
′ defined as follows:
V nf (u, t)m := ∆n
t(n)∑
i=1
fm
(
∆ni u
τn
, . . . ,
∆ni+L−1u
τn
)
, t ∈ [0, T ], m = 1, . . . ,M, (2.8)
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where ∆ni u := (u(i∆n, x1) − u((i − 1)∆n, x1), . . . , u(i∆n, xK) − u((i − 1)∆n, xK))′ is the column
vector containing the ith increment of u at the different points x1, . . . , xK and
τn := τn(α) :=
√
Cα∆
1
2
−α
4
n , Cα :=
π
d
2
−αΓ(α2 )
2
α
2 (1− α2 )Γ(d2)
, t(n) := [t/∆n]− L+ 1. (2.9)
Typical examples include
• K = L =M = 1 and f(z) := |z|p: then V nf (u, t) = V np (u, t) if x = x1;
• K =M and fk((zkl)K,Lk,l=1) =
∏L
l=1|zkl|pkl [resp., fk((zkl)K,Lk,l=1) =
∏L
l=1 z
pkl
kl ] with pkl ≥ 0 (resp.,
pkl ∈ N0): then V nf (u, t) is a multipower variation (resp., signed multipower variation); cf.
[5, Section 2.2];
• K = 2, L =M = 1 and f(( z1z2 )) = z1z2: then V nf (u, t) is a quadratic covariation.
The following LLN was proved in [5, Theorem 2.1 and Remark 2.7]:
Theorem 2.1 (Law of large numbers). Suppose that f is continuous with at most polynomial
growth [i.e., there is p ∈ (0,∞) such that |f(z)| . 1 + |z|p for all z ∈ RK×L, where |z| denotes the
Euclidean norm of the matrix z when viewed as a vector in RKL]. Further assume that the initial
condition u0 is bounded and Hölder continuous on R
d with some exponent larger than 1− α2 . Then
V nf (u, t)
L1
=⇒ Vf (u, t) :=
∫ t
0
µf
(
σ2(u(s, x1)), . . . , σ
2(u(s, xK))
)
ds. (2.10)
Here, µf : [0,∞)K → RM , (w1, . . . , wK) 7→ E[f(Z)], where Z = (Zkl)K,Lk,l=1 is multivariate Gaussian
with mean 0 and
Cov(Zk1l1 , Zk2l2) = Γ|l1−l2|wk1k1=k2=k, (2.11)
and
Γ0 := 1, Γr :=
1
2
(
(r + 1)1−
α
2 − 2r1−α2 + (r − 1)1−α2
)
, r ≥ 1. (2.12)
In order to describe our main result, we need some technical terminology. A product filtered
extension of B is an enlarged stochastic basis B := (Ω,F , (F t)t≥0,P) obtained by taking the product
Ω := Ω× Ω′, F := F ⊗ F ′, F t :=
⋂
s>t
Fs ⊗F ′s, P := P⊗ P′
with an additional stochastic basis B′ := (Ω′,F ′, (F ′t)t≥0,P′). In what follows, E denotes expecta-
tion on B and random elements X on B are canonically extended to B by setting X(ω, ω′) := X(ω)
(without changing notation). Now a sequence (Xn)n∈N of E-valued random variables defined on
the original basis B (where E is a metric space) is said to converge stably in law to a variable X
defined on the product filtered extension B (and denoted Xn
st−→ X) if for all real-valued random
variables Y on B and bounded continuous functions g:E → R, we have E[Y g(Xn)] → E[Y g(X)]
as n → ∞. This clearly implies Xn d−→ X in the ordinary sense. But what sets it apart, is the
following property:
Xn
st−→ X, Yn P−→ Y =⇒ (Xn, Yn) st−→ (X,Y ); (2.13)
see [22, Proposition 2(i)]. To have stable (and not just ordinary) convergence in law in our main
result below, is essential for the statistical purposes mentioned in the Introduction.
Recall that
st
=⇒ denotes stable convergence in law on E := D([0,∞),RM ), the space of RM -
valued càdlàg functions, equipped with the local uniform topology.
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Theorem 2.2 (Central limit theorem). Grant the following hypotheses:
H1. The function f :RK×L → RM is even [i.e., we have f(z) = f(−z) for all z ∈ RK×L] and
four times continuously differentiable with all partial derivatives up to order four being of
polynomial growth at most.
H2. For each m = 1, . . . ,M , fm(z) only depends on a single row in the matrix z, that is, there is
k = k(m) such that fm(z) only depends on zk1, . . . , zkL.
H3. The function σ is four times differentiable with all four derivatives being of polynomial growth
at most.
H4. The initial condition u0 is bounded and differentiable with a derivative that is Hölder contin-
uous with some exponent larger than 12 − α4 .
Then, as ∆n → 0,
1√
∆n
(
V nf (u, t)− Vf (u, t)
)
st
=⇒ Z, (2.14)
where Z = ((Z1(t), . . . ,ZM (t))′)t≥0 is a continuous process defined on a product filtered exten-
sion B of the original basis B with the following properties: conditionally on the σ-field F , Z
is a centered Gaussian process with independent increments such that the covariance function
Cm1m2(t) := E[Zm1(t)Zm2(t) | F ], for m1,m2 = 1, . . . ,M , is given by
Cm1m2(t) =
∫ t
0
ρfm1 ,fm2 (0;σ
2(u(s, x1)), . . . , σ
2(u(s, xK))) ds
+
∞∑
r=1
∫ t
0
ρfm1 ,fm2
(
r;σ2(u(s, x1)), . . . , σ
2(u(s, xK))
)
ds
+
∞∑
r=1
∫ t
0
ρfm2 ,fm1
(
r;σ2(u(s, x1)), . . . , σ
2(u(s, xK))
)
ds.
(2.15)
In the last line, for r ∈ N0, we define
ρfm1 ,fm2 (r;w1, . . . , wK) := Cov(fm1(Z
(1)), fm2(Z
(2))), (2.16)
where Z(1) = (Z
(1)
kl )
K,L
k,l=1 and Z
(2) = (Z
(2)
kl )
K,L
k,l=1 are jointly Gaussian, both with the same law as the
matrix Z in Theorem 2.1 and cross-covariances
Cov(Z
(1)
k1l1
, Z
(2)
k2l2
) = Γ|l1−l2+r|wk1k1=k2=k. (2.17)
Part of the statement is that the series in (2.15) converge in the L1-sense.
Remark 2.3. Let us comment on the assumptions as well as the conclusions of Theorem 2.2.
1. The conclusion of Theorem 2.2 is exactly the same as that of [5, Theorem 2.3]. As indicated
in the Introduction, the main novelty here is that the process σ(u(t, x)) is neither 12 -Hölder
continuous in time nor pathwise twice differentiable in space. This extension might seem
to be somehow expected. But in view of the fact that (2.14) fails when α = 1 (as we will
demonstrate separately in [7]), we find the positive result for α ∈ (0, 1) rather surprising.
2. Hypothesis H2 means that we are not allowed to mix observations at different spatial points
for a given coordinate of f (e.g., only the first two examples before Theorem 2.1 satisfy this
hypothesis). This condition is already needed in the case of additive noise (i.e., when σ ≡ 1)
for the reasons explained in [5, Remark 2.4 (2)].
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3. Hypothesis H2 has the following consequences on µf and ρfm1 ,fm2 : for each m = 1, . . . ,M ,
there is a single value of k (which, of course, may depend on m) such that themth coordinate
of µf only depends on wk. Also, if fm1(z) and fm2(z) depend on the same row of z (say,
the kth one), then ρfm1 ,fm2 (r;w1, . . . , wK) only depends on wk. And if fm1(z) and fm2(z)
depend on different rows of z, then ρfm1 ,fm2 (r; ·) ≡ 0.
3 Overview of the proof of Theorem 2.2
The strategy of proof for the CLT in [5] can be briefly described as follows: first, the variation
functionals in (2.8) are, little by little, approximated by terms that get closer and closer to mar-
tingale sums; second, for the resulting martingale array, the actual CLT is shown using Jacod’s
martingale CLT from [17]; finally, the centering appearing in the martingale array of the previous
step is transformed back to the actual centering Vf (u, t) from (2.14). A close inspection of the
proof reveals that the second step does not rely on the regularity properties of σ(u(t, x)) at all,
so the difficulties due to the low regularity of σ(u(t, x)) all appear in the first and the third step
described above.
Now here is the surprising thing: while certain error terms that arise during these two steps
do not vanish on a
√
∆n-rate when considered individually, their sum does so due to cancellation
effects! This is the crucial observation that allows us to overcome the lack of regularity of σ(u(t, x))
and ultimately prove Theorem 2.2. Clearly, the special structure that σ(u(t, x)) is a function of
the solution itself (rather than any random field with a similar regularity) is of utmost importance
for obtaining the mentioned cancellations.
In order to simplify notations in the subsequent exposition, let us introduce the following
abbreviations for 0 ≤ a ≤ b ≤ c <∞ and (t, x) ∈ (0,∞)× Rd:
u(t, x)cb := u
(0)(t, x) +
∫∫ c
b
Gx−y(t− s)σ(u(s, y))W (ds,dy),
u(t, x)cb,a := u
(0)(t, x) +
∫∫ c
b
Gx−y(t− s)σ(u(s, y)a0)W (ds,dy),
u˜(t, x)cb,a := u
(0)(t, x) +
∫∫ c
b
Gx−y(t− s)σ(u(a, y))W (ds,dy),
∆ni u
c
b :=
∫∫ c
b
∆ni Gy(s)σ(u(s, y))W (ds,dy),
∆ni u
c
b,a :=
∫∫ c
b
∆ni Gy(s)σ(u(s, y)
a
0)W (ds,dy),
∆ni u˜
c
b,a :=
∫∫ c
b
∆ni Gy(s)σ(u(a, y))W (ds,dy),
(3.1)
where ∆ni Gy(s) is the matrix in R
K×L with
∆ni Gy(s)kl := Gxk−y((i+ l − 1)∆n − s)−Gxk−y((i+ l − 2)∆n − s)
and Gy(s) := 0 if s < 0. For brevity, we often use the abbreviations ν := (k, l) [and ν1 := (k1, l1),
ν2 := (k2, l2), etc.] and I := {1, . . . ,K} × {1, . . . , L}.
Notice that in the last three definitions of (3.1), the contribution of the initial condition to
the increments is neglected. Also, observe that u(t, x)cb and ∆
n
i u
c
b are Fc-measurable and that
u(t, x)cb,a, u˜(t, x)
c
b,a, ∆
n
i u
c
b,a, and ∆
n
i u˜
c
b,a are Fa-conditionally Gaussian.
Remark 3.1. The only place where the different coordinates of f interact is in the CLT in Lemma 3.4
below. All other steps can be carried out coordinate by coordinate, so for them, we may and will
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assume M = 1 in the sequel. Moreover, as a consequence of hypothesis H2 and the third part of
Remark 2.3, if we assume M = 1, we could also assume K = 1, which would simplify the notation
a bit. But we will mostly refrain from doing so because in the second part [7] of this paper, H2
will no longer be (always) in place. Thus, keeping K general will spare us repeating many proofs
in [7].
3.1 Martingale approximations and the core CLT
In order to avoid notational difficulties, we first remove terms from (2.8) that correspond to small
values of i.
Lemma 3.2. If λn := [∆
−a
n ] where a ∈ (0, 1) is larger than but close to 12Θ and Θ := 1 + α2 , then,
as n→∞,
1√
∆n
(
V nf (u, t)−∆n
t(n)∑
i=λn+1
f
(
∆ni u
τn
, . . . ,
∆ni+L−1u
τn
))
L1
=⇒ 0. (3.2)
Next, we cut off the stochastic integrals defining ∆ni u at a reasonable temporal distance from
i∆n. This procedure decreases the overlap and hence improves the conditional independence
between different increments. The same step already appeared in [5] (see also [2, 11]), but the
proofs there were much simpler due to the 12 -Hölder regularity in time of the noise coefficient.
Lemma 3.3. For any a > 12Θ , we have, as n→∞,
√
∆n
t(n)∑
i=λn+1
{
f
(
∆ni u
τn
, . . . ,
∆ni+L−1u
τn
)
− f
(
∆ni u
(i+L−1)∆n
(i−λn)∆n
τn
)}
L1
=⇒ 0. (3.3)
In the case of additive noise (i.e., σ is a constant function), if we center the resulting terms by
their respective conditional expectation, then
V
n
λn(u, t) :=
√
∆n
t(n)∑
i=λn+1
{
f
(
∆ni u
(i+L−1)∆n
(i−λn)∆n
τn
)
− E
[
f
(
∆ni u
(i+L−1)∆n
(i−λn)∆n
τn
) ∣∣∣∣ Fni−λn
]}
st
=⇒ Z, (3.4)
where Z is the process described in Theorem 2.2 and Fni := Fi∆n ; see [5, Equation (3.15)]. This,
however, is no longer true under multiplicative noise. We will now identify the term that prevents
V
n
λn(u, t) from converging and show that the remainder does converge stably in law to Z.
To this end, let a ∈ ( aΘ , a), λn := [∆−an ], and
βni :=
∆ni u
(i+L−1)∆n
(i−λn)∆n
τn
, βni,k :=
∆ni u˜
(i+L−1)∆n
(i−λn)∆n,(i−k−λn)∆n
τn
,
β
n
i :=
∆ni u
(i+L−1)∆n
(i−λn)∆n
τn
, β
n
i,k :=
∆ni u˜
(i+L−1)∆n
(i−λn)∆n,(i−k−λn)∆n
τn
,
γni,k := f(β
n
i,k)− E
[
f(βni,k) | Fni−λn
]
.
(3.5)
For an arbitrary number m ∈ N, we can then consider the decomposition
V
n
λn(u, t) = B
n
1 (t) +B
n,m
2 (t) +B
n,m
3 (t) + C
n,m(t), (3.6)
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where
Bn1 (t) :=
√
∆n
t(n)∑
i=λn+1
{
f(βni )− f(βni )− E
[
f(βni )− f(βni ) | Fni−λn
]}
,
Bn,m2 (t) :=
√
∆n
t(n)∑
i=λn+1
{
f(β
n
i )− f(βni,kn,m
i
)− E
[
f(β
n
i )− f(βni,kn,m
i
) | Fni−λn
]}
,
Bn,m3 (t) :=
√
∆n
t(n)∑
i=λn+1
{
f(β
n
i,kn,m
i
)− f(βni,kn,m
i
)− E
[
f(β
n
i,kn,m
i
)− f(βni,kn,m
i
) | Fni−λn
]}
,
Cn,m(t) :=
√
∆n
t(n)∑
i=λn+1
γni,kn,m
i
,
(3.7)
and kn,mi is defined as follows: let k
n,m
i be equal to the remainder of dividing i by (m+1)λn+L−1,
except that the outcome 0 is replaced by (m + 1)λn + L − 1 [e.g., if m = 2, λn = 4, and L = 1,
we have (m + 1)λn + L − 1 = 12, so kn,mi = kn,m12+i = kn,m24+i = · · · = i for i = 1, . . . , 12]. Now if
k
n,m
i ∈ {1, . . . ,mλn}, we define kn,mi := k
n,m
i , while if k
n,m
i ∈ {mλn+1, . . . , (m+1)λn+L−1}, we
define kn,mi := k
n,m
i −mλn (e.g., in the situation just considered, kn,mi = kn,m12+i = kn,m24+i = · · · = i
for i = 1, . . . , 8 and kn,m8+i = k
n,m
20+i = k
n,m
32+i = · · · = i for i = 1, . . . , 4). This complicated definition
is owed to the classical block splitting technique used in the proof of [5, Theorem 2.3], from which
we can now deduce the following result:
Lemma 3.4. If a > 12Θ is sufficiently small, then there is a decomposition C
n,m = Cn,m1 + C
n,m
2
such that for every m ∈ N,
Cn,m1
st
=⇒
√
m
m+ 1
Z
as n→∞ and such that for every T > 0,
lim
m→∞ lim supn→∞
E
[
(Cn,m2 )
∗
T
]
= 0, (3.8)
where X∗T := supt∈[0,T ]|X(t)| for a stochastic process (X(t))t≥0.
Apart from this lemma, the reader does not need to remember the detailed definition of kn,mi .
In fact, the only information to keep in mind is that for fixed m, the shift kn,mi is at most O(λn).
As a consequence, if a β-term carries the subscript kn,mi , then the time parameter s of σ(u(s, y))
in the definition of the u-increment is frozen at the point (i − λn − kn,mi )∆n, which, again for m
fixed, is always O(λn∆n) from the point i∆n apart.
Two B-terms can be handled with ease.
Lemma 3.5. We have Bn1
L1
=⇒ 0 and, for every m ∈ N, Bn,m3 L
1
=⇒ 0 as n→∞.
Lemmas 3.2–3.5 together with (3.6) show that for every m ∈ N,
1√
∆n
(
V nf (u, t)−∆n
t(n)∑
i=λn+1
E
[
f
(
∆ni u
(i+L−1)∆n
(i−λn)∆n
τn
) ∣∣∣∣ Fni−λn
])
−Bn,m2 (t)− Cn,m2 (t)
st
=⇒
√
m
m+ 1
Z
(3.9)
as n → ∞. The term Cn,m2 is harmless as it vanishes when first n and then m tend to infinity.
This, however, is not true for Bn,m2 : it is the first term that we encounter and is not asymptotically
negligible. We postpone its analysis to Section 3.3.
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3.2 Approximating the conditional expectation
We move on to investigating the conditional expectation in (3.9). By Taylor’s formula, we can
develop this into
∑4
j=1 δ
n,i
j , where
δn,i1 := E
[
f
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
) ∣∣∣∣ Fni−λn
]
,
δn,i2 :=
∑
ν∈I
E
[
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)
(∆ni u
(i+L−1)∆n
(i−λn)∆n −∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n)ν
τn
∣∣∣∣ Fni−λn
]
,
δn,i3 :=
1
2
∑
ν1,ν2∈I
E
[
∂2ν1ν2f
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)
(∆ni u
(i+L−1)∆n
(i−λn)∆n −∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n)ν1
τn
×
(∆ni u
(i+L−1)∆n
(i−λn)∆n −∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n)ν2
τn
∣∣∣∣ Fni−λn
]
,
δn,i4 :=
1
6
∑
ν1,ν2,ν3∈I
E
[
∂3ν1ν2ν3f(ǫ
n
i )
(∆ni u
(i+L−1)∆n
(i−λn)∆n −∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n)ν1
τn
×
(∆ni u
(i+L−1)∆n
(i−λn)∆n −∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n)ν2
τn
×
(∆ni u
(i+L−1)∆n
(i−λn)∆n −∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n)ν3
τn
∣∣∣∣ Fni−λn
]
for some intermediate value ǫn,i1 . Accordingly, we have the decomposition
√
∆n
t(n)∑
i=λn+1
E
[
f
(
∆ni u
(i+L−1)∆n
(i−λn)∆n
τn
) ∣∣∣∣ Fni−λn
]
=
4∑
j=1
Dnj (t), D
n
j (t) :=
√
∆n
t(n)∑
i=λn+1
δn,ij . (3.10)
Lemma 3.6. If a > 12Θ is sufficiently small, then D
n
4
L1
=⇒ 0 as n→∞.
Unfortunately, Dn2 and D
n
3 are two further terms that do not vanish asymptotically; they will
be further investigated in Section 3.3. For the analysis of Dn1 , we have to introduce some more
notations. Given r ∈ N0, h ∈ Rd, and n ∈ N, we consider measures on [0,∞)×Rd×Rd defined via
Πnr,h(A) :=
∫∫∫
A
Gy(s)−Gy(s−∆n)
τn
Gy′+h(s + r∆n)−Gy′+h(s+ (r − 1)∆n)
τn
Λ(dy,dy′) ds,
|Πnr,h|(A) :=
∫∫∫
A
|Gy(s)−Gy(s−∆n)||Gy′+h(s+ r∆n)−Gy′+h(s+ (r − 1)∆n)|
τ2n
Λ(dy,dy′) ds
for A ∈ B([0,∞) × Rd × Rd) [recall the convention Gy(s) := 0 if s < 0]. Moreover, let µf be
the function that maps (vν1,ν2)ν1,ν2∈I ∈ RI×I to E[f(Z)] where Z = (Zν)ν∈I has a multivariate
normal distribution with mean 0 and Cov(Zν1 , Zν2) = vν1,ν2. In particular, if v(w)k1l1,k2l2 denotes
the right-hand side of (2.11) for some w = (w1, . . . , wK) ∈ [0,∞)K , then
µ
f
(v(w)) = µf (w) (3.11)
for the mapping µf defined in Theorem 2.1.
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Since the argument of f in the definition of δn,i1 is Fni−λn-conditionally Gaussian, we can rewrite
Dn1 (t) =
√
∆n
t(n)∑
i=λn+1
µ
f
(
(vn,iν1,ν2)ν1,ν2∈I
)
, (3.12)
with
vn,iν1,ν2 :=
∫∫∫ (i+l12−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1∆
n
i Gy′(s)ν2
τ2n
σ(u(s, y)
(i−λn)∆n
0 )σ(u(s, y
′)(i−λn)∆n0 )Λ(dy,dy
′) ds
=
∫∫∫ (λn+l12−1)∆n
0
σ(u(tn,il12−1 − s, xk12 − y)
(i−λn)∆n
0 )
× σ(u(tn,il12−1 − s, xk12 − y′)
(i−λn)∆n
0 )Π
n
|l1−l2|,xk1−xk2 (ds,dy,dy
′),
(3.13)
where tn,ij := (i+ j)∆n, l12 := l1 ∧ l2, and k12 := k1 if l12 = l1 and k12 := k2 otherwise.
Let us pause for a moment and take a careful look at (3.13): if we could simply replace the last
two σ-terms by σ(u(i∆n, x)) and the remaining Π
n-integral by Γ|l1−l2|1k1=k2, this would lead to an
expression in (3.12) that is a Riemann sum approximation of Vf (u, t), the limit in (2.10) that we
want to get to. The goal is therefore to try to justify these approximations; and this is exactly the
path that was taken in [5] as well. But the proofs there require nice Hölder and differentiability
properties of σ(u(s, y)), which we simply do not have in the multiplicative case. Thus, it is not
immediately clear whether we will succeed or not.
There is, however, a small but important difference between [5] and our present situation that
helps us out: we do not have σ(u(tn,il12−1 − s, xk12 − y(′))) but σ(u(t
n,i
l12−1 − s, xk12 − y(′))
(i−λn)∆n
0 )
in (3.13). Since the main weight of the Πn-measures is on the origin [in fact, for any ǫ > 0, we
have |Πnr,h|([ǫ,∞)×Rd ×Rd)→ 0 uniformly in r and h by (A.2)] and since, at the same time, the
regularity of (s, y(′)) 7→ σ(u(tn,il12−1− s, xk12 − y(′))
(i−λn)∆n
0 ) improves when s is small (because then
tn,il12−1 − s ≈ i∆n, which is “far” from (i − λn)∆n, so we skip the most singular part of the heat
kernel in the mild formulation (2.5) of u), we gain regularity compared to the situation when we
simply had σ(u(tn,il12−1 − s, xk12 − y(′))). Of course, this comes at a price: first, we have already
produced two bad terms Dn2 and D
n
3 to get this truncation (·)(i−λn)∆n0 . And second, unsurprisingly,
we will not be able to turn Dn1 into Vf (u, t) but only into the right-hand side of (2.10) with u(s, xk)
replaced by u(s, xk)
s−λn∆n
0 . This will lead to yet another term that does not vanish on a
√
∆n-rate.
The remaining part of this subsection specifies the details of this discussion.
We define v′n,iν1,ν2 to be the last integral in (3.13) but with t
n,i
l12−1 − s replaced by i∆n and the
domain of integration replaced by [0, λn∆n]×Rd×Rd. Moreover, we define v′′n,iν1,ν2 in the same way
but with y and y′ further replaced by 0 (in addition to the two previous modifications).
Lemma 3.7. If a > 12Θ , we have, as n→∞,
Dn1 (t)−
√
∆n
t(n)∑
i=λn+1
µ
f
(
(v′n,iν1,ν2)ν1,ν2∈I
)
L1
=⇒ 0. (3.14)
Lemma 3.8. If a > 12Θ , we have, as n→∞,
√
∆n
t(n)∑
i=λn+1
(
µ
f
(
(v′n,iν1,ν2)ν1,ν2∈I
)
− µ
f
(
(v′′n,iν1,ν2)ν1,ν2∈I
))
L1
=⇒ 0.
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Notice that by definition,
v′′n,iν1,ν2 =
∫∫∫ λn∆n
0
σ2(u(i∆n, xk12)
(i−λn)∆n
0 )Π
n
|l1−l2|,xk1−xk2 (ds,dy,dy
′)
= σ2(u(i∆n, xk12)
(i−λn)∆n
0 )Π
n
|l1−l2|,xk1−xk2 ([0, λn∆n]× R
d × Rd).
(3.15)
Lemma 3.9. If a > 12Θ , then, as n→∞,
√
∆n
t(n)∑
i=λn+1
(
µ
f
(
(v′′n,iν1,ν2)ν1,ν2∈I
)
− µf
(
σ2(u(i∆n, x)
(i−λn)∆n
0 )
))
L1
=⇒ 0,
where σ2(u(t, x)cb) := (σ
2(u(t, x1)
c
b), . . . , σ
2(u(t, xK)
c
b)) [and similarly without the (·)cb-part].
Lemma 3.10. If a > 12Θ is small, then, as n→∞,
1√
∆n
(
∆n
t(n)∑
i=λn+1
µf
(
σ2(u(i∆n, x)
(i−λn)∆n
0 )
)
−
∫ t
λn∆n
µf
(
σ2(u(s, x)s−λn∆n0 )
)
ds
)
L1
=⇒ 0. (3.16)
The last remaining portion
Hn(t) :=
1√
∆n
(∫ t
λn∆n
µf
(
σ2(u(s, x)s−λn∆n0 )
)
ds− Vf (u, t)
)
(3.17)
is another term that does not vanish as n → ∞. The following proposition summarizes what we
have shown so far in Sections 3.1 and 3.2 [combine (3.9), (3.10), and (3.17) with Lemmas 3.6–3.10]:
Proposition 3.11. Under the hypotheses of Theorem 2.2, if a is close to but larger than 12Θ and
a ∈ ( aΘ , a), then for every m ∈ N, as n→∞,
1√
∆n
(
V nf (u, t)−Vf (u, t)
)
−
(
Cn,m2 (t)+B
n,m
2 (t)+D
n
2 (t)+D
n
3 (t)+H
n(t)
)
st
=⇒
√
m
m+ 1
Z. (3.18)
3.3 The bad terms
In the previous two subsections, we identified four terms that were ill-behaved: Bn,m2 , D
n
2 , D
n
3 ,
and Hn. Our goal is now to approximate them by simpler (but still nonvanishing) terms. This
will later allow us to exploit cancellation effects among them.
The term B
n,m
2
Looking back at the definition in (3.7), we realize that Bn,m2 has a very special property. For
every i, the expression in braces has a vanishing Fni−λn-conditional expectation. This gives the
whole sum a certain kind of martingale structure, which is helpful for many estimates (to be more
precise, Bn,m2 is a typical term where martingale size estimates as explained in Section 4 apply).
In what follows, we will ensure that all approximations of Bn,m2 retain this important feature.
Lemma 3.12. Define
Bn,m,12 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
{
(θn,m,i1 )ν − E[(θn,m,i1 )ν | Fni−λn ]
}
, (3.19)
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where
(θn,m,i1 )ν := ∂νf(β
n
i,kn,m
i
)
(
β
n
i − βni,kn,m
i
)
ν
. (3.20)
Then Bn,m2 −Bn,m,12 L
1
=⇒ 0 for every m ∈ N as n→∞ if a is sufficiently close to 12Θ .
Writing out the β-difference in (3.20) as a stochastic integral and using Taylor’s theorem on
the resulting σ-difference, we split θn,m,i1 into four parts θ
n,m,i
1,1 + θ
n,m,i
1,2 + θ
n,m,i
1,3 + θ
n,m,i
1,4 given by
(θn,m,i1,1 )ν := ∂νf(β
n
i,kn,m
i
)
∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′(u((i − kn,mi − λn)∆n, y))
×
∫∫ (i−λn)∆n
0
(
Gy−z(s− r)−Gy−z((i − kn,mi − λn)∆n − r)
)
× σ(u(r, z))W (dr,dz)W (ds,dy),
(θn,m,i1,2 )ν := ∂νf(β
n
i,kn,m
i
)
∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′(u((i − kn,mi − λn)∆n, y))
×
∫∫ (i−λn)∆n
(i−λn)∆n
Gy−z(s − r)σ(u(r, z))W (dr,dz)W (ds,dy),
(θn,m,i1,3 )ν := ∂νf(β
n
i,kn,m
i
)
∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′(u((i − kn,mi − λn)∆n, y))
×
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z))W (dr,dz)W (ds,dy),
(θn,m,i1,4 )ν :=
1
2
∂νf(β
n
i,kn,m
i
)
∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′′(ξni (s, y))
(∫∫ s
0
(
Gy−z(s− r)
− Gy−z((i− kn,mi − λn)∆n − r)
)
σ(u(r, z))W (dr,dz)
)2
W (ds,dy),
where ξni (s, y) is some intermediate value. By (3.19), we obtain B
n,m,1
2 =
∑4
j=1B
n,m,1,j
2 where
Bn,m,1,j2 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
{
(θn,m,i1,j )ν − E[(θn,m,i1,j )ν | Fni−λn ]
}
. (3.21)
Only Bn,m,1,22 is asymptotically relevant. Furthermore, if (θ
n,i
2 )ν [resp., B
n,2
2 (t)] denotes the term
resulting from replacing kn,mi [resp., (θ
n,m,i
1,2 )ν ] in the definition of (θ
n,m,i
1,2 )ν [resp., B
n,m,1,2
2 (t)] by 0
[resp., (θn,i2 )ν ], then B
n,m,1,2
2 can be approximated by B
n,2
2 , a term that is independent of m.
Lemma 3.13. If a and a are sufficiently close to 12Θ and
a
Θ , respectively, then B
n,m,1
2 −Bn,22 L
1
=⇒ 0
as n→∞ for every m ∈ N.
Next, define
Bn,32 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(θn,i3 )ν ,
where (θn,i3 )ν is the conditional expectation of
(θ˜n,i3 )ν := ∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′(u(s, y)(i−λn)∆n0 )
×
∫∫ (i−λn)∆n
(i−λn)∆n
Gy−z(s− r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)W (ds,dy)
(3.22)
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with respect to Fn
i−λn (n.b., not with respect to F
n
i−λn). Compared to (θ
n,i
2 )ν , we have replaced
u((i − λn)∆n, ·) by u(·, ·)(i−λn)∆n0 (because the latter is easier to work with later), but more im-
portantly, we have also replaced u(r, z) by u(r, z)
(i−λn)∆n
0 such that the integrand of the double
stochastic integral in (3.22) is now Fni−λn-measurable.
Lemma 3.14. If a and a are sufficiently close to 12Θ and
a
Θ , respectively, then B
n,2
2 −Bn,32 L
1
=⇒ 0
as n→∞.
As in Lemmas 3.7 and 3.8 (see also the discussion before them), we now make the σ- and
σ′-terms independent of s and y. To this end, let
B
n,4|5
2 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(θn,i4|5)ν , (θ
n,i
4|5)ν := E[(θ˜
n,i
4|5)ν | Fni−λn ],
where [recall that ν = (k, l) by convention]
(θ˜n,i4 )ν := ∂νf
(∫∫ (i+L−1)∆n
(i−λn)∆n
∆ni Gy(s)
τn
σ(u(i∆n, y)
(i−λn)∆n
0 )W (ds,dy)
)
×
∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′(u(i∆n, y)
(i−λn)∆n
0 )
×
∫∫ (i−λn)∆n
(i−λn)∆n
Gy−z(i∆n − r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)W (ds,dy),
(θ˜n,i5 )ν := ∂νf
((∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ(u(i∆n, xk)
(i−λn)∆n
0 )W (ds,dy)
)
ν∈I
)
×
∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′(u(i∆n, xk)
(i−λn)∆n
0 )
×
∫∫ (i−λn)∆n
(i−λn)∆n
Gxk−z(i∆n − r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)W (ds,dy).
Lemma 3.15. If a and a are sufficiently close to 12Θ and
a
Θ , respectively, then B
n,3
2 −Bn,42 L
1
=⇒ 0
and Bn,42 −Bn,52 L
1
=⇒ 0 as n→∞.
For v = (vν1,ν2)ν1,ν2∈I , w = (wν1,ν2)ν1,ν2∈I , c = (cν1,ν2)ν1,ν2∈I ∈ R(K×L)×(K×L), and a function
f :RK×L → RM , define
µf (v,w, c)ν := E[∂νf(Z
(1)
)Z
(2)
ν ], (3.23)
where Z
(1)
and Z
(2)
are RK×L-valued jointly Gaussian random elements with mean zero and
E[Z
(1)
ν1 Z
(1)
ν2 ] = vν1,ν2, E[Z
(2)
ν1 Z
(2)
ν2 ] = wν1,ν2, and E[Z
(1)
ν1 Z
(2)
ν2 ] = cν1,ν2 [whenever the expectation is
well-defined and Z
(1)
and Z
(2)
can be found with the desired properties]. Then
(θn,i4 )ν = µf (v
′n,i, w′n,i, c′n,i)ν , (θ
n,i
5 )ν = µf (v
′′n,i, w′′n,i, c′′n,i)ν , (3.24)
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where [recall the notations introduced after (3.13)]
v′n,iν1,ν2 :=
∫∫∫
σ(u(i∆n, xk12 − y)(i−λn)∆n0 )σ(u(i∆n, xk12 − y′)(i−λn)∆n0 )
× 1s∈(0,(λn+l12−1)∆n]Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
w′n,iν1,ν2 :=
∫∫∫
σ′(u(i∆n, xk12 − y)(i−λn)∆n0 )σ′(u(i∆n, xk12 − y′)(i−λn)∆n0 )
×
∫∫ (i−λn)∆n
(i−λn)∆n
Gxk12−y−z(i∆n − r)σ(u(r, z)
(i−λn)∆n
0 )W (dr,dz)
×
∫∫ (i−λn)∆n
(i−λn)∆n
Gxk12−y′−z(i∆n − r)σ(u(r, z)
(i−λn)∆n
0 )W (dr,dz)
× 1s∈(0,(λn+l12−1)∆n]Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
c′n,iν1,ν2 :=
∫∫∫
σ(u(i∆n, xk12 − y)(i−λn)∆n0 )σ′(u(i∆n, xk12 − y′)(i−λn)∆n0 )
×
∫∫ (i−λn)∆n
(i−λn)∆n
Gxk12−y′−z(i∆n − r)σ(u(r, z)
(i−λn)∆n
0 )W (dr,dz)
× 1s∈(0,(λn+l12−1)∆n]Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
and v′′n,iν1,ν2, w
′′n,i
ν1,ν2, and c
′′n,i
ν1,ν2 are defined by the same formulas but with y and y
′ set to 0. In fact,
v′′n,iν1,ν2 = σ
2(u(i∆n, xk12)
i∆n−λn∆n
0 )Π
n
|l1−l2|,xk1−xk2 ((0, (λn + l12 − 1)∆n]× R
d × Rd),
w′′n,iν1,ν2 =
(∫∫ i∆n−λn∆n
i∆n−λn∆n
Gxk12−z(i∆n − r)σ(u(r, z)
i∆n−λn∆n
0 )W (dr,dz)
)2
× (σ′)2(u(i∆n, xk12)i∆n−λn∆n0 )Πn|l1−l2|,xk1−xk2 ((0, (λn + l12 − 1)∆n]× R
d × Rd),
c′′n,iν1,ν2 =
∫∫ i∆n−λn∆n
i∆n−λn∆n
Gxk12−z(i∆n − r)σ(u(r, z)
i∆n−λn∆n
0 )W (dr,dz)
× (σσ′)(u(i∆n, xk12)i∆n−λn∆n0 )Πn|l1−l2|,xk1−xk2 ((0, (λn + l12 − 1)∆n]× R
d × Rd).
Let v′′n(s)ν1,ν2, w′′n(s)ν1,ν2, and c′′n(s)ν1,ν2 [resp., vn(s)ν1,ν2, wn(s)ν1,ν2, and cn(s)ν1,ν2] be defined
through the last three expressions above but with i∆n replaced by s and the Π
n-factors replaced
by Γ|l1−l2|1k1=k2 (resp., with these changes and further with λn replaced by 0).
Lemma 3.16. If a > aΘ , then B
n,5
2 −Bn,62 L
1
=⇒ 0 and Bn,62 −Bn,72 L
1
=⇒ 0 as n→∞, where
Bn,62 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(θn,i6 )ν , (θ
n,i
6 )ν := µf (v
′′
n(i∆n), w
′′
n(i∆n), c
′′
n(i∆n))ν ,
Bn,72 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(θn,i7 )ν , (θ
n,i
7 )ν := µf (vn(i∆n), wn(i∆n), cn(i∆n))ν .
Lemma 3.17. If a is close enough to 12Θ , then B
n,7
2 −Bn,82 L
1
=⇒ 0 as n→∞, where
Bn,82 (t) :=
1√
∆n
∫ t
λn∆n
∑
ν∈I
µf (vn(s), wn(s), cn(s))ν ds. (3.25)
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The terms Dn
2
and Dn
3
Again, we want to simplify the termsDn2 andD
n
3 from (3.10). While for B
n,m
2 , it was the martingale
structure that helped us in our estimates, here we will use the fact that certain terms arising in
the approximations below are removed because they have zero Fni−λn-conditional expectation.
Lemma 3.18. If a > 12Θ is small enough, we have D
n
2 −Dn,12 L
1
=⇒ 0, where
Dn,12 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(ρn,i1 )ν , (ρ
n,i
1 )ν := E[(ρ˜
n,i
1 )ν | Fni−λn ],
and
(ρ˜n,i1 )ν :=
1
2
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
× σ′′(u(s, y)(i−λn)∆n0 )
(
u(s, y)− u(s, y)(i−λn)∆n0
)2
W (ds,dy).
(3.26)
We expand the square in (ρ˜n,i1 )ν using the integration by parts formula and identify the asymp-
totically relevant part.
Lemma 3.19. Define Dn,22 in the same way as D
n,1
2 but with
(ρ˜n,i2 )ν :=
1
2
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′′(u(s, y)(i−λn)∆n0 )
×
∫∫∫ s
(i−λn)∆n
Gy−z(s − r)Gy−z′(s− r)
× σ(u(r, z)(i−λn)∆n0 )σ(u(r, z′)(i−λn)∆n0 )Λ(dz,dz′) drW (ds,dy)
(3.27)
instead of (ρ˜n,i1 )ν. If a >
1
2Θ is small enough, then D
n,1
2 −Dn,22 L
1
=⇒ 0 as n→∞.
Recalling the notation (3.23), we see that ρn,i2 := E[ρ˜
n,i
2 | Fni−λn ] can be written as ρ
n,i
2 =
1
2µf (v˜
n,i, w˜n,i, c˜n,i), where v˜n,i := vn,i from (3.13) and
w˜n,iν1,ν2 :=
∫∫∫
σ′′(u(tn,il12−1 − s, xk12 − y)
(i−λn)∆n
0 )σ
′′(u(tn,il12−1 − s, xk12 − y′)
(i−λn)∆n
0 )
×
∫∫∫ (λn+l12−1)∆n−s
0
Gz(r)Gz′(r)σ(u(t
n,i
l12−1 − s− r, xk12 − y − z)
(i−λn)∆n
0 )
× σ(u(tn,il12−1 − s− r, xk12 − y − z′)
(i−λn)∆n
0 )Λ(dz,dz
′) dr
×
∫∫∫ (λn+l12−1)∆n−s
0
Gz(r)Gz′(r)σ(u(t
n,i
l12−1 − s− r, xk12 − y′ − z)
(i−λn)∆n
0 )
× σ(u(tn,il12−1 − s− r, xk12 − y′ − z′)
(i−λn)∆n
0 )Λ(dz,dz
′) dr
× 1s∈[0,(λn+l12−1)∆n]Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
c˜n,iν1,ν2 :=
∫∫∫
σ(u(tn,il12−1 − s, xk12 − y)
(i−λn)∆n
0 )σ
′′(u(tn,il12−1 − s, xk12 − y′)
(i−λn)∆n
0 )
×
∫∫∫ (λn+l12−1)∆n−s
0
Gz(r)Gz′(r)σ(u(t
n,i
l12−1 − s− r, xk12 − y′ − z)
(i−λn)∆n
0 )
× σ(u(tn,il12−1 − s− r, xk12 − y′ − z′)
(i−λn)∆n
0 )Λ(dz,dz
′) dr
× 1s∈[0,(λn+l12−1)∆n]Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′).
(3.28)
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Let w˜′n,iν1,ν2 and c˜
′n,i
ν1,ν2 (resp., w˜
′′n,i
ν1,ν2 and c˜
′′n,i
ν1,ν2) be the same integrals as in (3.28) but with t
n,i
l12−1 − s
replaced by i∆n and the domain of integration [of both the Π
n- and the Λ(dz,dz′) dr-integrals]
replaced by [0, λn∆n]×Rd ×Rd (resp., with the same changes and additionally y and y′ replaced
by 0). Similarly, let v˜′n,i := v′n,i and v˜′′n,i := v′′n,i (as introduced before Lemma 3.7). Then define
D
n,3|4
2 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(ρn,i3|4)ν ,
where ρn,i3 =
1
2µf (v˜
′n,i, w˜′n,i, c˜′n,i) and ρn,i4 =
1
2µf (v˜
′′n,i, w˜′′n,i, c˜′′n,i).
Lemma 3.20. If a > 12Θ is sufficiently small, then D
n,2
2 −Dn,32 L
1
=⇒ 0 and Dn,32 −Dn,42 L
1
=⇒ 0.
By definition, we have
v˜′′n,iν1,ν2 = σ
2(u(i∆n, xk12)
i∆n−λn∆n
0 )Π
n
|l1−l2|,xk1−xk2 ([0, λn∆n]× R
d × Rd),
w˜′′n,iν1,ν2 = (σ
′′)2(u(i∆n, xk12)
i∆n−λn∆n
0 )
(∫∫∫ λn∆n
0
Gz(r)Gz′(r)σ(u(i∆n − r, xk12 − z)i∆n−λn∆n0 )
× σ(u(i∆n − r, xk12 − z′)i∆n−λn∆n0 )Λ(dz,dz′) dr
)2
Πn|l1−l2|,xk1−xk2 ([0, λn∆n]× R
d × Rd),
c˜′′n,iν1,ν2 = (σσ
′′)(u(i∆n, xk12)
i∆n−λn∆n
0 )
(∫∫∫ λn∆n
0
Gz(r)Gz′(r)σ(u(i∆n − r, xk12 − z)i∆n−λn∆n0 )
× σ(u(i∆n − r, xk12 − z′)i∆n−λn∆n0 )Λ(dz,dz′) dr
)
Πn|l1−l2|,xk1−xk2 ([0, λn∆n]×R
d × Rd).
Let v˜n(s)ν1,ν2, w˜n(s)ν1,ν2, and c˜n(s)ν1,ν2 be defined through the three equations of the previous
display but with i∆n replaced by s and the Π
n-factors replaced by Γ|l1−l2|1k1=k2.
Lemma 3.21. If a is close enough to 12Θ , then D
n,4
2 − Dn,52 L
1
=⇒ 0 and Dn,52 − Dn,62 L
1
=⇒ 0 as
n→∞, where
Dn,52 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(ρn,i5 )ν , (ρ
n,i
5 )ν :=
1
2
µf (v˜n(i∆n), w˜n(i∆n), c˜n(i∆n))ν ,
Dn,62 (t) :=
1
2
√
∆n
∫ t
λn∆n
∑
ν∈I
µf (v˜n(s), w˜n(s), c˜n(s))ν ds.
The next problematic term is Dn3 and its analysis largely parallels that of D
n
2 . Therefore, we
only state the final form of this term and only sketch the intermediate steps in the proof.
Lemma 3.22. Define
Dn,63 (t) :=
1
2
√
∆n
∫ t
λn∆n
∑
ν1,ν2∈I:k1=k2=k
(σ′)2(u(s, xk)s−λn∆n0 )µ̂f (v̂n(s), ŵ, ĉn(s))ν1,ν2
×
∫∫∫ λn∆n
0
Gz(r)Gz′(r)σ(u(s − r, xk − z)s−λn∆n0 )
× σ(u(s − r, xk − z′)s−λn∆n0 )Λ(dz,dz′) dr ds,
(3.29)
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where µ̂f (v,w, c)ν1 ,ν2 := E[∂
2
ν1ν2f(Z
(1)
)Z
(2)
ν1 Z
(2)
ν2 ] [with Z
(1)
and Z
(2)
as described after (3.23)] and
v̂n(s)ν1,ν2 := σ
2(u(s, xk)
s−λn∆n
0 )Γ|l1−l2|1k1=k2=k,
ŵν1,ν2 := Γ|l1−l2|1k1=k2=k,
ĉn(s)ν1,ν2 := σ(u(s, xk)
s−λn∆n
0 )Γ|l1−l2|1k1=k2=k.
If a > 12Θ is small enough, then D
n
3 −Dn,63 L
1
=⇒ 0.
3.4 Putting pieces together: the final step of the proof
The following proposition shows how the bad terms encountered in the previous subsections cancel
each other:
Proposition 3.23. If a > 12Θ is small enough, then, as n→∞,
Bn,82 +D
n,6
2 +D
n,6
3 +H
n L
1
=⇒ 0. (3.30)
From this we can readily deduce Theorem 2.2.
Proof of Theorem 2.2. The idea is to write the left-hand side of (2.14) as
1√
∆n
(
V nf (u, t)− Vf (u, t)
)
−
(
Cn,m2 (t) +B
n,m
2 (t) +D
n
2 (t) +D
n
3 (t) +H
n(t)
)
+ Cn,m2 (t) + (B
n,m
2 (t)−Bn,82 (t)) + (Dn2 (t)−Dn,62 (t)) + (Dn2 (t)−Dn,63 (t))
+ (Bn,82 (t) +D
n,6
2 (t) +D
n,6
3 (t) +H
n(t)).
For fixedm, the first line converges stably in law to ( mm+1 )
1/2Z by (3.18). At the same time, we have
Bn,m2 −Bn,82 L
1
=⇒ 0, Dn2 (t)−Dn,62 (t) L
1
=⇒ 0, Dn3 (t)−Dn,63 (t) L
1
=⇒ 0, and Bn,82 +Dn,62 +Dn,63 +Hn L
1
=⇒ 0
by Lemmas 3.12–3.17, Lemmas 3.18–3.21, Lemma 3.22, and Proposition 3.23, respectively. Thus,
(2.14) follows from these observations in conjunction with (3.8) and [18, Proposition 2.2.4].
4 Details of the proof of Theorem 2.2
Two types of estimates are frequently used in the following to determine the asymptotic behavior of
complicated expressions: standard size estimates and martingale size estimates. The idea behind
the former, which were already used in [5], is best explained by considering, for example, the term
Un(t) :=
√
∆n
t(n)∑
i=ℓn
h(zni )
∫∫ (i−ℓ′n)∆n
(i−ℓn)∆n
∆ni Gy(s)
τn
(σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 ))W (ds,dy). (4.1)
Here, ℓn := [∆
−ℓ
n ] and ℓ
′
n := [∆
−ℓ′
n ] with some 0 < ℓ
′ < ℓ < 1, h is a function with at most
polynomial growth, and zni are random variables such that for every p ∈ [2,∞),
sup
n∈N
sup
i=1,...,T (n)
E[|zni |p] <∞. (4.2)
In most cases, zni is a normalized increment, possibly truncated or with modified u [e.g., z
n
i =∫∫ (i+L−1)∆n
0
∆n
i
Gy(s)
τn
σ(u(s, y))W (ds,dy) or zni =
∫∫ (i+L−1)∆n
(i−ℓn)∆n
∆n
i
Gy(s)
τn
σ(u(s, y)
(i−ℓn)∆n
0 )W (ds,dy)].
High-frequency analysis of parabolic stochastic PDEs with multiplicative noise 19
Using Hölder’s inequality with exponents pp−1 and p, we obtain
E[(Un)
∗
T ] ≤
√
∆n
T (n)∑
i=ℓn
E[|h(zni )|
p
p−1 ]
p−1
p
× E
[∣∣∣∣∣
∫∫ (i−ℓ′n)∆n
(i−ℓn)∆n
∆ni Gy(s)
τn
(σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 ))W (ds,dy)
∣∣∣∣∣
p] 1
p
.
By (4.2) and the growth assumptions on h, we have E[|h(zni )|p/(p−1)] . 1, uniformly in i and
n. Thus, by the Burkholder–Davis–Gundy inequality, Minkowski’s integral inequality, and the
Cauchy–Schwarz inequality, we get
E[(Un)
∗
T ] .
√
∆n
T (n)∑
i=ℓn
E
[(∫∫∫ (i−ℓ′n)∆n
(i−ℓn)∆n
|∆ni Gy(s)||∆ni Gz(s)|
τ2n
|σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 )|
× |σ(u(s, y′))− σ(u(s, y′)(i−ℓn)∆n0 )|Λ(dy,dy′) ds
) p
2
] 1
p
≤
√
∆n
T (n)∑
i=ℓn
(∫∫∫ (i−ℓ′n)∆n
(i−ℓn)∆n
|∆ni Gy(s)∆ni Gz(s)|
τ2n
E
[
|σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 )|
p
2
× |σ(u(s, y′))− σ(u(s, y′)(i−ℓn)∆n0 )|
p
2
] 2
p Λ(dy,dy′) ds
) 1
2
≤
√
∆n
T (n)∑
i=ℓn
(∫∫∫ (i−ℓ′n)∆n
(i−ℓn)∆n
|∆ni Gy(s)∆ni Gz(s)|
τ2n
E[|σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 )|p]
1
p
× E[|σ(u(s, y′))− σ(u(s, y′)(i−ℓn)∆n0 )|p]
1
p Λ(dy,dy′) ds
) 1
2
.
Because σ is differentiable, there is some ωn,i(s, y) between u(s, y) and u(s, y)
(i−ℓn)∆n
0 such that
σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 ) = σ′(ωn,i(s, y))(u(s, y) − u(s, y)(i−ℓn)∆n0 ). Thus, using the Cauchy–
Schwarz inequality once more, we obtain
E[|σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 )|p]
1
p ≤ E[|σ′(ωn,i(s, y))|2p] 12pE[|u(s, y) − u(s, y)(i−ℓn)∆n0 |2p]
1
2p .
The first term is bounded uniformly in (s, y) ∈ [0, T ] × Rd by (2.4) and the assumption that σ′ is
of polynomial growth. With similar estimates as above, we can bound the second term via
E[|u(s, y)− u(s, y)(i−ℓn)∆n0 |2p]
1
2p = E
[∣∣∣∣∣
∫∫ s
(i−ℓn)∆n
Gy−z(s− r)σ(u(r, z))W (dr,dz)
∣∣∣∣∣
2p] 1
2p
. E
[∣∣∣∣∣
∫∫∫ s
(i−ℓn)∆n
Gy−z(s− r)Gy−z′(s− r)σ(u(r, z))σ(u(r, z′))Λ(dz,dz′) dr
∣∣∣∣∣
p] 1
2p
≤
(∫∫∫ s
(i−ℓn)∆n
Gy−z(s− r)Gy−z′(s− r)E[|σ(u(r, z))|2p ]
1
2pE[|σ(u(r, z′))|2p] 12p Λ(dz,dz′) dr
) 1
2
. (ℓn∆n)
1
2
−α
4 ,
(4.3)
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which implies
E[|σ(u(s, y)) − σ(u(s, y)(i−ℓn)∆n0 )|p]
1
p . (ℓn∆n)
1
2
−α
4 . (4.4)
The last step in (4.3) uses (2.4), the linear growth of σ, and the fact that∫ ℓn∆n
0
Gz(r)Gz′(r)Λ(dz,dz
′) dr . (ℓn∆n)1−
α
2 , (4.5)
which follows from (A.1) by setting r = h = 0 and replacing ∆n by ℓn∆n. We conclude from (A.2)
that
E[(Un)
∗
T ] .
√
∆n[T/∆n](ℓn∆n)
1
2
−α
4 sup
(r,h)∈N0×Rd
|Πnr,h|((ℓ′n∆n, (ℓn + L− 1)∆n)×Rd × Rd)
1
2
. ∆
− 1
2
n (ℓn∆n)
1
2
−α
4∆
Θ
2
ℓ′
n .
The three factors in this final bound can be attributed to the components in (4.1). The factor
∆
−1/2
n comes from ∆
1/2
n
∑T (n)
i=λn
, the factor (ℓn∆n)
1/2−α/4 comes from the difference σ(u(s, y)) −
σ(u(s, y)
(i−ℓn)∆n
0 ) (essentially as a consequence of the Hölder properties of u), and the factor ∆
Θℓ′/2
n
comes from the stochastic integral of ∆ni Gy(s)/τn on the interval ((i − ℓn)∆n, (i − ℓ′n)∆n] (which
is ℓ′n∆n away from i∆n). The variables h(zni ) have contribution 1 by (4.2).
Therefore, in the following proofs, if we encounter a term like Un(t), we will simply say that
the σ-difference in (4.1) is of size (or magnitude or order) (ℓn∆n)
1/2−α/4, while the W -integral is
of size ∆
Θℓ′/2
n and the h-variables are of size 1, and then directly conclude that
E[(Un)
∗
T ] . ∆
− 1
2
n (ℓn∆n)
1
2
−α
4∆
Θ
2
ℓ′
n ,
without going through similar arguments again.
We will also apply standard size estimates to expressions that are more complicated than
(4.1), for example, if the stochastic integral in (4.1) is squared or replaced by the product of two
stochastic integrals. Then the generalized Hölder’s inequality with exponent pp−2 for h(z
n
i ) and
exponent p for each appearing stochastic integral can be used to factorize E[(Un)
∗
T ] in the same
manner as before. The key observation is that the total size of such expressions can always be
determined component by component.
Standard size estimates (as explained above) are surprisingly sharp and cannot be further
improved in general. However, there are situations where we can do better. Consider, for instance,
U ′n(t) :=
√
∆n
t(n)∑
i=1
ωni (4.6)
with random variables ωni that are Fni -measurable and have zero Fni−ℓn-conditional expectation.
Further suppose that we know (e.g., via a standard size estimate) that ωni is of size ∆
π
n for some
π > 0 (uniformly in i). Suppose for the moment that ℓn = 1. Then U
′
n(t) is a martingale sum, so
by Doob’s inequality and the fact that E[ωni ω
n
j ] = E[ω
n
i E[ω
n
j | Fnj−1]] = 0 for all i < j,
E[((U ′n)
∗
T )
2] . E[U ′n(T )
2] = ∆n
T (n)∑
i,j=1
E[ωni ω
n
j ] = ∆n
T (n)∑
i=1
E[(ωni )
2] . ∆nT (n)∆
2π
n . ∆
2π
n ,
which implies by Jensen’s inequality that E[(U ′n)∗T ] ≤ E[((U ′n)∗T )2]1/2 . ∆πn. This is better than
the standard size estimate E[(U ′n)∗T ] . ∆
−1/2+π
n ! Of course, this is due to the martingale structure
of U ′n (note that only the terms with i = j remain in the third step of the previous display).
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For general ℓn, we will get something between ∆
−1/2+π
n and ∆πn. Indeed, let us rearrange the
terms in U ′n in the following way:
U ′n(t) =
ℓn∑
k=1
V nk (t), V
n
k (t) :=
√
∆n
[t(n)/ℓn]∑
j=1
ωnk+(j−1)ℓn .
The point is now that for fixed k, the term V nk (t) is a martingale sum relative to the filtration
(Fnk+(j−1)λn)j=1,...,[t(n)/ℓn]. In fact, ωnk+(j−1)ℓn is Fnk+(j−1)λn-measurable with vanishing Fnk+(j−2)λn-
conditional expectation. Thus, in analogy to the simple case discussed above, we have
E[((V nk )
∗
T )
2] . E[V nk (T )
2] = ∆n
[T (n)/ℓn]∑
j=1
E[(ωnk+(j−1)ℓn)
2] . ∆n[T (n)/ℓn]∆
2π
n . ℓ
−1
n ∆
2π
n .
As a result, again by Jensen’s inequality,
E[(U ′n)
∗
T ] ≤
ℓn∑
k=1
E[(V nk )
∗
T ] .
ℓn∑
k=1
ℓ
− 1
2
n ∆
π
n = ℓ
1
2
n∆
π
n . ∆
− ℓ
2
+π
n ,
which is, as promised, between ∆
−1/2+π
n and ∆πn (recall that 0 < ℓ < 1). In summary, such a
martingale size estimate is applicable whenever we have a sum of terms that are conditionally
independent of each other to a certain degree. The main parameter is the length of overlap (this
was ℓn above), that is, the distance at which the terms start to become conditionally independent.
The conclusion is then that the sum
√
∆n
∑t(n)
i=1 , which by a standard size estimate would be of
magnitude ∆
−1/2
n , is effectively only of order
√
ℓn. In what follows, very often ω
n
i is actually only
Fni+L−1-measurable. But we can easily convince ourselves that a shift like this by finitely many
units does not affect the order of the estimates at all.
Proof of Lemma 3.2. What remains from the left-hand side of (3.2) is
√
∆n times a sum of λn
many f -terms, which are all of size 1 [by (2.4), (A.1), and the polynomial growth of f ]. So the
total size is
√
∆nλn ≤ ∆1/2−an , which tends to 0 as n→∞ if a is close enough to 12Θ < 12 .
Proof of Lemma 3.3. Introduce a sequence of intermediate truncation levels λrn := [∆
−ar
n ], where
r = 0, . . . , R, by choosing the numbers a0 > · · · > aR in such a way that 1 > a0 > 1Θ , aR = a, and
ar >
ar−1
Θ for all r = 1, . . . , R (this is possible because Θ = 1 +
α
2 > 1). We can then write the
left-hand side of (3.3) as An1 (t) +A
n
2 (t) +
∑R
r=1(A
n,r
3 (t) +A
n,r
4 (t)) where
An1 (t) :=
√
∆n
t(n)∑
i=λn+1
{
f
(
∆ni u
τn
, . . . ,
∆ni+L−1u
τn
)
− f
(
∆ni u
(i+L−1)∆n
0
τn
)}
,
An2 (t) :=
√
∆n
t(n)∑
i=λn+1
{
f
(
∆ni u
(i+L−1)∆n
0
τn
)
− f
(
∆ni u
(i+L−1)∆n
(i−λ0n)∆n
τn
)}
,
An,r3 (t) :=
√
∆n
t(n)∑
i=λn+1
αn,ri , A
n,r
4 (t) :=
√
∆n
t(n)∑
i=λn+1
E
[
αn,ri | Fni−λr−1n
]
,
and, for i = λn + 1, . . . , [t/∆n],
αn,ri := f
(
∆ni u
(i+L−1)∆n
(i−λr−1n )∆n
τn
)
− f
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n
τn
)
, αn,ri := α
n,r
i − E
[
αn,ri | Fni−λr−1n
]
. (4.7)
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It was shown in [5, Lemmas 3.6 and 3.7] that An2 and A
n,r
3 (for every r) converge to 0 in L
1,
uniformly on compacts. But let us include the short proofs for the reader’s convenience (and to
get used to standard and martingale size estimates). By the mean value theorem, we have
An2 (t) =
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
∂νf(α̂
n,i
1 )
(
∆ni u
(i+L−1)∆n
0 −∆ni u(i+L−1)∆n(i−λ0n)∆n
τn
)
ν
(4.8)
for some α̂n,i1 between ∆
n
i u
(i+L−1)∆n
0 /τn and ∆
n
i u
(i+L−1)∆n
(i−λ0n)∆n /τn. By a standard size estimate
and (A.2), the difference in parentheses is of order ∆
Θa0/2
n , while ∂νf(α̂
n
i ) is of order 1. Thus,
E[(An2 )
∗
T ] . ∆
−1/2+Θ/2a0
n , which converges to 0 for every T > 0 because a0 >
1
Θ by assumption.
By a similar argument, each term αn,ri is of size ∆
Θar/2
n , hence also α
n,r
i by the contraction
property of the conditional expectation on Lp-spaces. Moreover, αn,ri is Fni+L−1-measurable with
zero conditional expectation given Fn
i−λr−1n , so by a martingale size argument and the hypothesis
that ar >
ar−1
Θ ,
E[(An,r3 )
∗
T ] .
√
λr−1n ∆
Θ
2
ar
n = ∆
− ar−1
2
+Θ
2
ar
n → 0.
Concerning An1 , notice that the only difference between ∆
n
i u and ∆
n
i u
(i+L−1)∆n
0 is that the
former takes into account the increment of u(0) from (2.6), while the latter does not. As explained
in [5, Remark 2.7], hypothesis H4 implies that |u(0)(i∆n, x) − u(0)((i − 1)∆n, x)|/τn = o(
√
∆n),
uniformly in i = λn + 1, . . . , T (n). Hence, using the mean value theorem and a standard size
estimate [similar to (4.8)], we deduce E[(An1 )
∗
T ]→ 0.
For the last term An,r4 , the proof of [5, Lemma 3.8] breaks down because σ(u(t, x)) is not
1
2 -
Hölder continuous in time (in general), so we need another argument in the multiplicative case.
The idea is to apply Taylor’s theorem twice and write
αn,ri =
∑
ν∈I
∂νf
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n
τn
)(
∆ni u
(i−λrn)∆n
(i−λr−1n )∆n
)
ν
τn
+ αn,r,4i =
4∑
j=1
αn,r,ji , (4.9)
where
αn,r,1i :=
∑
ν∈I
∂νf
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n,(i−λr−1n )∆n
τn
)(
∆ni u
(i−λrn)∆n
(i−λr−1n )∆n
)
ν
τn
,
αn,r,2i :=
∑
ν1,ν2∈I
∂2ν1ν2f
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n,(i−λr−1n )∆n
τn
)(∆ni u(i−λrn)∆n(i−λr−1n )∆n)ν1
τn
×
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n −∆
n
i u
(i+L−1)∆n
(i−λrn)∆n,(i−λr−1n )∆n
)
ν2
τn
,
αn,r,3i :=
1
2
∑
ν1,ν2,ν3∈I
∂3ν1ν2ν3f(α̂
n,i
2 )
(
∆ni u
(i−λrn)∆n
(i−λr−1n )∆n
)
ν1
τn
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n −∆
n
i u
(i+L−1)∆n
(i−λrn)∆n,(i−λr−1n )∆n
)
ν2
τn
×
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n −∆
n
i u
(i+L−1)∆n
(i−λrn)∆n,(i−λr−1n )∆n
)
ν3
τn
,
αn,r,4i :=
1
2
∑
ν1,ν2∈I
∂2ν1ν2f(α̂
n,i
3 )
(
∆ni u
(i−λrn)∆n
(i−λr−1n )∆n
)
ν1
(
∆ni u
(i−λrn)∆n
(i−λr−1n )∆n
)
ν2
τ2n
,
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and α̂n,i2 and α̂
n,i
3 are some intermediate points. We obtain A
n,r
3 =
∑4
j=1A
n,r
3,j by setting
An,r3,j (t) :=
√
∆n
t(n)∑
i=λn+1
E[αn,r,ji | Fni−λr−1n ], j = 1, . . . , 4.
The last two quotients in αn,r,3i are both of order (λ
r−1
n ∆n)
1/2−α/4 by (4.4). Moreover, the term
∆ni u
(i−λrn)∆n
(i−λr−1n )∆n/τn is of size ∆
Θar/2
n by (A.2). Because α ≤ 1 and ar > ar−1Θ , it follows that
E[(An,r3,3 )
∗
T ] . ∆
− 1
2
+Θ
2
ar+2(1−ar−1)( 12−α4 )
n ≤ ∆−
1
2
+Θ
2
ar+
1
2
− ar−1
2
n = ∆
Θar−ar−1
2
n → 0. (4.10)
Similarly, we have E[(An,r3,4 )
∗
T ] . ∆
−1/2+Θar
n → 0 because ar ≥ aR = a > 12Θ .
Concerning An,r3,1 , we use the tower property of the conditional expectation, which leads to
E
[
αn,r,1i | Fni−λr−1n
]
=
∑
ν∈I
E
[
E
[
∂νf
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n,(i−λr−1n )∆n
τn
) ∣∣∣∣ Fni−λrn
](
∆ni u
(i−λrn)∆n
(i−λr−1n )∆n
)
ν
τn
∣∣∣∣∣ Fni−λr−1n
]
.
Notice now that the inner conditional expectation, and hence An,r3,1 , is 0 because ∂νf is an odd
function and its argument follows a centered normal law, conditionally on Fni−λrn .
For An,r3,2 , the situation is more complicated. Indeed, if we used a standard size argument, the
∂2ν1ν2f -term in the definition of α
n,r,2
i would be of order 1, and the next two factors would be of
order ∆
Θar/2
n and (λr−1n ∆n)1/2−α/4. So in the borderline case, if α = 1 (so Θ =
3
2), we only get
E[(An,r3,2 )
∗
T ] . ∆
− 1
2
+Θ
2
ar+(1−ar−1)( 12−α4 )
n = ∆
− 1
4
+ 3
4
ar− ar−14
n . (4.11)
Since ar−1 > ar, the exponent is clearly less than −14 + 12ar, so if ar is close to 12Θ = 13 , it becomes
negative. This shows that for α close to 1, a standard size estimate is not sufficient.
Instead, in order to show that An,r3,2 is negligible, we have to use, for the first time, that
σ(u(t, x)) is a function of the solution process itself. As an auxiliary step, we replace αn,r,2i by
α′n,r,2i , which is defined in the same way as the former but with (∆
n
i u
(i−λrn)∆n
(i−λr−1n )∆n)ν1 substituted
by (∆ni u
(i−λrn)∆n
(i−λr−1n )∆n,(i−λr−1n )∆n)ν1 . Let A
′n,r
3,2 denote the corresponding modified version of A
n,r
3,2 . A
standard size estimate shows that the incurred error is of order ∆
−1/2+Θar/2
n (λr−1n ∆n)1/2−α/4 [as
in (4.11)] times an additional factor (λr−1n ∆n)1/2−α/4 (due to the substitution). In total, by (4.10),
E[(An,r3,2 −A′n,r3,2 )∗T ] . ∆
− 1
2
+Θ
2
ar+(1−ar−1)(1−α2 )
n → 0. (4.12)
The last fraction in the definition of αn,r,2i (which also appears in α
′n,r,2
i ) can be rewritten as∫∫ (i+l2−1)∆n
(i−λrn)∆n
∆ni Gy(s)ν2
τn
(
σ(u(s, y)) − σ(u(s, y)(i−λr−1n )∆n0 )
)
W (ds,dy)
=
∫∫ (i+l2−1)∆n
(i−λrn)∆n
∆ni Gy(s)ν2
τn
σ′(u(s, y)(i−λ
r−1
n )∆n
0 )
(
u(s, y)− u(s, y)(i−λr−1n )∆n0
)
W (ds,dy)
+
∫∫ (i+l2−1)∆n
(i−λrn)∆n
∆ni Gy(s)ν2
τn
σ′′(α̂n,i3 (s, y))
2
(
u(s, y)− u(s, y)(i−λr−1n )∆n0
)2
W (ds,dy)
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for some α̂n,i3 (s, y) between u(s, y) and u(s, y)
(i−λr−1n )∆n
0 . Because of the square, the contribution
of the second term can be bounded as in (4.12) and is therefore negligible. The first term equals∫∫ (i+l2−1)∆n
(i−λrn)∆n
∆ni Gy(s)ν2
τn
σ′(u(s, y)(i−λ
r−1
n )∆n
0 )
×
∫∫ s
(i−λr−1n )∆n
Gy−z(s− r)σ(u(r, z)(i−λ
r−1
n )∆n
0 )W (dr,dz)W (ds,dy)
+
∫∫ (i+l2−1)∆n
(i−λrn)∆n
∆ni Gy(s)ν2
τn
σ′(u(s, y)(i−λ
r−1
n )∆n
0 )
∫∫ s
(i−λr−1n )∆n
Gy−z(s− r)
×
(
σ(u(r, z)) − σ(u(r, z)(i−λr−1n )∆n0 )
)
W (dr,dz)W (ds,dy).
Again, the second summand is negligible as it has an additional factor λr−1n ∆n from the σ-
difference. So we are left to consider A′′n,r3,2 , which is defined in the same way as A
′n,r
3,2 but with the
last factor in αn,r,2i replaced by the first summand of the previous display. Written out explicitly,
A′′n,r3,2 (t) =
√
∆n
t(n)∑
i=λn+1
∑
ν1,ν2∈I
E
[
∂2ν1ν2f
(
∆ni u
(i+L−1)∆n
(i−λrn)∆n,(i−λr−1n )∆n
τn
)(∆ni u(i−λrn)∆n(i−λr−1n )∆n,(i−λr−1n )∆n)ν1
τn
×
∫∫ (i+l2−1)∆n
(i−λrn)∆n
∆ni Gy(s)ν2
τn
σ′(u(s, y)(i−λ
r−1
n )∆n
0 )
∫∫ s
(i−λr−1n )∆n
Gy−z(s− r)
× σ(u(r, z)(i−λr−1n )∆n0 )W (dr,dz)W (ds,dy)
∣∣∣∣∣ Fni−λr−1n
]
.
The crucial observation is now that under the Fn
i−λr−1n -conditional probability measure, the double
W -integral (resp., the preceding fraction) is an element of the second (resp., first) Wiener chaos,
while the ∂2ν1ν2f -term, because f is even, belongs to the direct sum of all Wiener chaoses of
even order. Consequently, the product of the three terms belongs to the direct sum of all odd-
order Wiener chaoses and therefore has zero Fn
i−λr−1n -conditional expectation. The aforementioned
statements concerning Wiener chaoses can be found in [20, Propositions 1.1.3 and 1.1.4].
Proof of Lemma 3.4. Let
Cn,m3 (t) :=
√
∆n
t(n)∑
i=Jn,m(t)((m+1)λn+L−1)+1
γni,kn,m
i
, Jn,m(t) :=
[
t(n)
(m+ 1)λn + L− 1
]
.
The sum defining Cn,m3 (t) contains at most (m + 1)λn + L − 1 terms. As E[|γni,k|] is uniformly
bounded, we have E[(Cn,m3 )
∗
T ] .
√
∆nλn = ∆
1/2−a
n , which converges to 0 when a is close enough to
1
2Θ . Moreover, a close inspection of the respective definitions reveals that C
n,m−Cn,m3 is equal to
V̂ n,m,1 + V̂ n,m,2 (modulo the first λn terms, which we have removed in Lemma 3.2 and which are
negligible by the same reason), where V̂ n,m,1 and V̂ n,m,2 are the terms defined and subsequently
analyzed in [5, (3.11)] and [6, (D.8)], respectively. So with identical proofs as in the mentioned
references [they do not rely on the Hölder properties of σ(u(s, y))!], the statement of the lemma
follows upon setting Cn,m1 := V̂
n,m,1 and Cn,m2 := V̂
n,m,2 (with the first λn terms removed).
Proof of Lemma 3.5. The argument is the same as for An,r3 in the proof of Lemma 3.3: as β
n
i −βni
and β
n
i,k−βni,k are both of order ∆Θa/2n [and thus, also f(βni )−f(β
n
i ) and f(β
n
i,k)−f(βni,k) by the mean
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value theorem], a martingale estimate shows E[(Bn1 )
∗
T ] + E[(B
n,m
3 )
∗
T ] . λ
1/2
n ∆
Θa/2
n ≤ ∆(Θa−a)/2n ,
which vanishes as n→∞ because a > aΘ by hypothesis.
Proof of Lemma 3.6. A standard size estimate gives
E[(Dn4 )
∗
T ] . ∆
− 1
2
n ((λn∆n)
1
2
−α
4 )3 = ∆
− 1
2
+3(1−a)( 1
2
−α
4
)
n . (4.13)
This converges to 0 as n →∞ if a is sufficiently close to 12Θ = 12+α , because the last exponent in
(4.13) gets arbitrarily close to −12 +3(1− 12+α )(12 − α4 ), which is strictly positive for α ∈ (0, 1).
Proof of Lemma 3.7. For ν1 and ν2 fixed, as a consequence of the identity
xy − x0y0 = y0(x− x0) + x(y − y0), (4.14)
we have vn,iν1,ν2 − v′n,iν1,ν2 = En,i1 + En,i2 + En,i3 , where
En,i1 :=
∫∫∫ λn∆n
0
σ(u(i∆n, xk12 − y′)(i−λn)∆n0 )
[
σ(u(tn,il12−1 − s, xk12 − y)
(i−λn)∆n
0 )
− σ(u(i∆n, xk12 − y)(i−λn)∆n0 )
]
Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
En,i2 :=
∫∫∫ λn∆n
0
σ(u(tn,il12−1 − s, xk12 − y)
(i−λn)∆n
0 )
[
σ(u(tn,il12−1 − s, xk12 − y′)
(i−λn)∆n
0 )
− σ(u(i∆n, xk12 − y′)(i−λn)∆n0 )
]
Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
En,i3 :=
∫∫∫ (λn+l12−1)∆n
λn∆n
σ(u(tn,il12−1 − s, xk12 − y)
(i−λn)∆n
0 )
× σ(u(tn,il12−1 − s, xk12 − y′)
(i−λn)∆n
0 )Π
n
|l1−l2|,xk1−xk2 (ds,dy,dy
′).
If we manage to prove that En,i1 , E
n,i
2 , and E
n,i
3 are of size o(
√
∆n) uniformly in i, then, because
µ
f
is differentiable by [6, (D.46)], (3.14) follows from the mean value theorem. A standard size
estimate immediately gives E[|En,i3 |] . ∆Θan = o(
√
∆n) because a >
1
2Θ . Concerning the other two
terms, we only consider En,i1 further as E
n,i
2 can be treated in a completely analogous manner.
Using the mean value theorem on σ, we can find ǫn,i2 (s, y) between u(t
n,i
l12−1−s, xk12−y)
(i−λn)∆n
0
and u(i∆n, xk12 − y)(i−λn)∆n0 such that
En,i1 =
∫∫∫ λn∆n
0
σ(u(i∆n, xk12 − y′)(i−λn)∆n0 )σ′(ǫn,i2 (s, y))
×
[
u(tn,il12−1 − s, xk12 − y)
(i−λn)∆n
0 − u(i∆n, xk12 − y)(i−λn)∆n0
]
Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′)
=
∫∫∫ λn∆n
0
σ(u(i∆n, xk12 − y′)(i−λn)∆n0 )σ′(ǫn,i2 (s, y))
(∫∫ (i−λn)∆n
0
(
Gxk12−y−z(t
n,i
l12−1 − s− r)
−Gxk12−y−z(i∆n − r)
)
σ(u(r, z))W (dr,dz)
)
Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′).
Next, in the spirit of [2, Lemma 3] and [5, Lemma 3.14], let a(0), . . . , a(Q) be numbers such that
a =: a(0) > · · · > a(Q−1) > 0 and a(Q) := −∞ and define λ(q)n := [∆−a(q)n ] for q = 0, . . . , Q. Then
En,i1 =
Q∑
q=1
∫∫∫ λ(q−1)n ∆n
λ
(q)
n ∆n
σ(u(i∆n, xk12 − y′)(i−λn)∆n0 )σ′(ǫn,i2 (s, y))
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×
(∫∫ (i−λn)∆n
0
(
Gxk12−y−z(t
n,i
l12−1 − s− r)
−Gxk12−y−z(i∆n − r)
)
σ(u(r, z))W (dr,dz)
)
Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′).
If s ∈ (λ(q)n ∆n, λ(q−1)n ∆n], then |tn,il12−1 − s− i∆n| . λ
(q−1)
n ∆n. Moreover, as λn∆n is of the same
order as (λ
(q−1)
n ∆n)
1−a(q−1)0 , where a(q−1)0 := (a − a(q−1))/(1 − a(q−1)), it follows from (A.2) [with
λ
(q−1)
n ∆n and a
(q−1)
0 in the roles of ∆n and a, respectively] that the W -integral above has size
(λ(q−1)n ∆n)
1
2
−α
4 (λ(q−1)n ∆n)
Θ
2
a
(q−1)
0 ≤ ∆(1−a
(q−1))(1−Θ
2
)+Θ
2
(a−a(q−1))
n = ∆
1−a(q−1)−Θ
2
(1−a)
n . (4.15)
At the same time, for q 6= Q, the Πn-integral on (λ(q)n ∆n, λ(q−1)n ∆n]×Rd×Rd contributes a factor
of ∆Θa
(q)
n , while it is of order 1 for q = Q. Thus, by a standard size estimate,
E[|En,i1 |] . ∆
1−a(Q−1)−Θ
2
(1−a)
n +
Q−1∑
q=1
∆
1−a(q−1)−Θ
2
(1−a)+Θa(q)
n .
This is o(
√
∆n) if a
(Q−1) < 12 − Θ2 (1− a) and
a(q−1) <
1
2
− Θ
2
(1− a) + Θa(q) (4.16)
for all q = 1, . . . , Q − 1. As a > 12Θ and Θ ≤ 32 , the interval (0, 12 − Θ2 (1 − a)) is nonempty,
allowing us to choose a(Q−1) herein. Next, consider the linear recurrence relation bn+1 = g(bn)
with g(x) := 12 − Θ2 (1 − a) + Θx and b1 = a(Q−1). The only fixed point of g is Θ(1−a)−12Θ−2 , which
is negative because Θ ∈ (1, 32 ] and a > 12Θ . Moreover, g has positive slope and satisfies g(0) > 0.
As we start with a strictly positive b1, we conclude that bn increases to infinity as n→∞. Thus,
letting Q be the smallest n such that bn >
1
2Θ , we can meet condition (4.16) by choosing a
(Q−n)
slightly smaller than bn for n = 2, . . . , Q− 1.
Proof of Lemma 3.8. Applying Itô’s formula to the product of the two σ-terms in the last integral
of (3.13) (with i∆n instead of t
n,i
l12−1−s) and noting that Πn is symmetric with respect to swapping
dy and dy′, we have, for every ν1 and ν2, that v′n,iν1,ν2 − v′′n,iν1,ν2 = Fn,i1 + Fn,i2 + Fn,i3 , where
Fn,i1 := 2
∫∫∫ λn∆n
0
∫∫ (i−λn)∆n
0
[
Gxk12−y−z(i∆n − r)σ′(u(i∆n, xk12 − y)r0)σ(u(i∆n, xk12 − y′)r0)
− Gxk12−z(i∆n − r)σ
′(u(i∆n, xk12)
r
0)σ(u(i∆n, xk12)
r
0)
]
× σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
Fn,i2 :=
∫∫∫ λn∆n
0
∫∫∫ (i−λn)∆n
0
[
Gxk12−y−z(i∆n − r)Gxk12−y−z′(i∆n − r)
× σ′′(u(i∆n, xk12 − y)r0)σ(u(i∆n, xk12 − y′)r0)−Gxk12−z(i∆n − r)
× Gxk12−z′(i∆n − r)σ
′′(u(i∆n, xk12)
r
0)σ(u(i∆n, xk12)
r
0)
]
× σ(u(r, z))σ(u(r, z′))Λ(dz,dz′) drΠn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
Fn,i3 :=
∫∫∫ λn∆n
0
∫∫∫ (i−λn)∆n
0
[
Gxk12−y−z(i∆n − r)Gxk12−y′−z′(i∆n − r)σ
′(u(i∆n, xk12 − y)r0)
× σ′(u(i∆n, xk12 − y′)r0)−Gxk12−z(i∆n − r)Gxk12−z′(i∆n − r)(σ
′)2(u(i∆n, xk12)
r
0)
]
× σ(u(r, z))σ(u(r, z′))Λ(dz,dz′) drΠn|l1−l2|,xk1−xk2 (ds,dy,dy
′).
(4.17)
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Each Fn,ij , j = 1, 2, 3, involves in brackets a difference of products of G- and σ-terms. So we
can use the identity
xy − x0y0 = y0(x− x0) + x0(y − y0) + (x− x0)(y − y0) (4.18)
to further decompose each Fn,ij into three integrals F
n,i
j,1 + F
n,i
j,2 + F
n,i
j,3 such that the first (resp.,
second, third) term contains a difference of G-terms (resp., σ-terms, both). For example,
Fn,i1,1 = 2
∫∫∫ λn∆n
0
∫∫ (i−λn)∆n
0
[
Gxk12−y−z(i∆n − r)−Gxk12−z(i∆n − r)
]
σ′(u(i∆n, xk12)
r
0)
× σ(u(i∆n, xk12)r0)σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
Fn,i1,2 = 2
∫∫∫ λn∆n
0
∫∫ (i−λn)∆n
0
Gxk12−z(i∆n − r)
[
σ′(u(i∆n, xk12 − y)r0)σ(u(i∆n, xk12 − y′)r0)
− σ′(u(i∆n, xk12)r0)σ(u(i∆n, xk12)r0)
]
σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′),
Fn,i1,3 = 2
∫∫∫ λn∆n
0
∫∫ (i−λn)∆n
0
(
Gxk12−y−z(i∆n − r)−Gxk12−z(i∆n − r)
)
×
(
σ′(u(i∆n, xk12 − y)r0)σ(u(i∆n, xk12 − y′)r0)− σ′(u(i∆n, xk12)r0)σ(u(i∆n, xk12)r0)
)
× σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′).
Similarly to Lemma 3.7, the lemma is proved once we can show that each term Fn,ij,j′ , j, j
′ = 1, 2, 3,
is of size o(
√
∆n) uniformly in i.
For Fn,i1,1 , we apply Taylor’s theorem with integral remainder to the G-difference and obtain
Fn,i1,1 = 2
d∑
j=1
∫∫∫ λn∆n
0
−yj
∫∫ (i−λn)∆n
0
∂xjG(i∆n − r, xk12 − z)σ′(u(i∆n, xk12)r0)
× σ(u(i∆n, xk12)r0)σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′)
+ 2
d∑
j,j′=1
∫∫∫ λn∆n
0
yjyj′
∫∫ (i−λn)∆n
0
∫ 1
0
(1− u)∂2xjxj′G(i∆n − r, xk12 − uy − z) du
× σ′(u(i∆n, xk12)r0)σ(u(i∆n, xk12)r0)σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′).
The first part is identically zero because the integral of yj with respect to Π
n vanishes for symmetry
reasons. Let us now determine the size of the second part, which we denote by F̂n,i1,1 in the following.
To this end, we fix j and j′ and permute the W -integral with the du-integral. Leaving aside terms
that do not depend on r and z for a moment and using the fact that all σ-terms are of order 1,
the size of the W -integral is bounded by a constant times∫∫∫ (i−λn)∆n
0
∣∣∣∂2xjxj′G(i∆n − r, xk12 − uy − z)∂2xjxj′G(i∆n − r, xk12 − uy − z′)∣∣∣Λ(dz,dz′) dr
≤
∫∫∫ T
λn∆n
∣∣∣∂2xjxj′G(r, z)∂2xjxj′G(r, z′)∣∣∣Λ(dz,dz′) dr.
Since e−
w
4 w ≤ 4e , we have
∣∣∣∂2xjxj′G(t, x)∣∣∣ =
G(t, x)
∣∣∣x2jt2 − 1t ∣∣∣ ≤ G(t, x√2 )t (e− |x|24t |x|2t + e− |x|24t ) if j = j′,
G(t, x)
|xjxj′ |
t2 ≤
G(t, x√
2
)
t e
− |x|2
4t
|x|2
t if j 6= j′
≤
4
e + 1
t
G(t, x√
2
).
(4.19)
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Thus, if we switch to the Fourier domain and use the identity
FG(t, ·)(ξ) = e−2π2t|ξ|2, (4.20)
we derive, omitting multiplicative factors in the exponential by a scaling argument,∫∫∫ T
λn∆n
∣∣∣∂2xjxj′G(r, z)∂2xjxj′G(r, z′)∣∣∣Λ(dz,dz′) dr .
∫ T
λn∆n
1
r2
∫
Rd
e−r|ξ|
2
µ(dξ) dr
.
∫ T
λn∆n
1
r2
∫ ∞
0
e−rw
2
wα−1 dw dr .
∫ T
λn∆n
1
r2
r−
1
2
−α−1
2 dr . (λn∆n)
−1−α
2 ,
(4.21)
where µ is the spectral measure from (2.3). So by a size estimate, we get from (A.3),
E[|F̂n,i1,1 |] . (λn∆n)−
1
2
−α
4
∫∫∫
(|y|2 + |y′|2) |Πn|l1−l2|,xk1−xk2 |(ds,dy,dy
′) . ∆
−Θ
2
(1−a)+1
n , (4.22)
which is o(
√
∆n) because Θ ≤ 32 and a > 12Θ and thus, −Θ2 (1−a)+1 > 1− Θ2 (1− 12Θ) = 54− Θ2 ≥ 12 .
For Fn,i1,2 , we have to develop the σ-difference further using Taylor’s theorem. This results in
Fn,i1,2 = 2
∫∫∫ λn∆n
0
∫∫ (i−λn)∆n
0
Gxk12−z(i∆n − r)
[
σ′′(u(i∆n, xk12)
r
0)σ(u(i∆n, xk12)
r
0)
×
(
u(i∆n, xk12 − y)r0 − u(i∆n, xk12)r0
)
+ (σ′)2(u(i∆n, xk12)
r
0)
×
(
u(i∆n, xk12 − y′)r0 − u(i∆n, xk12)r0
)]
σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′)
+
∫∫∫ λn∆n
0
∫∫ (i−λn)∆n
0
Gxk12−z(i∆n − r)
[
σ′′′(ζn,i1 (r, y))σ(ζ
n,i
2 (r, y
′))
×
(
u(i∆n, xk12 − y)r0 − u(i∆n, xk12)r0
)2
+ σ′(ζn,i1 (r, y))σ
′′(ζn,i2 (r, y
′))
×
(
u(i∆n, xk12 − y′)r0 − u(i∆n, xk12)r0
)2
+ 2σ′′(ζn,i1 (r, y))σ
′(ζn,i2 (r, y
′))
×
(
u(i∆n, xk12 − y)r0 − u(i∆n, xk12)r0
)(
u(i∆n, xk12 − y′)r0 − u(i∆n, xk12)r0
)]
× σ(u(r, z))W (dr,dz)Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′)
(4.23)
for some intermediate values ζn,i1 (r, y) and ζ
n,i
2 (r, y
′). The integrand of the first Πn-integral depends
on y(′) only through the two u-differences, which can be written as
u(i∆n, xk12 − y(′))r0 − u(i∆n, xk12)r0
=
∫∫ r
0
(
Gxk12−y(′)−w(i∆n − v)−Gxk12−w(i∆n − v)
)
σ(u(v,w))W (dv,dw).
(4.24)
Therefore, the first Πn-integral in (4.23) has a very similar structure to Fn,i1,1 . In fact, the arguments
from above can be applied analogously to show that this part is asymptotically negligible.
For the second Πn-integral in (4.23), a size estimate suffices. Indeed, the order of magnitude
of the integral in (4.24) is
|y|
d∑
j=1
(∫∫∫ r
0
∣∣∣∂xjG(i∆n − v,w)∂xjG(i∆n − v,w′)∣∣∣Λ(dw,dw′) dv
) 1
2
. (4.25)
High-frequency analysis of parabolic stochastic PDEs with multiplicative noise 29
Similarly to (4.19) and (4.21), we have
∣∣∣∂xjG(t, x)∣∣∣ = G(t, x) |xj |t ≤ G(t,
x√
2
)
√
t
e−
|x|2
4t
|x|√
t
≤
√
2
et
G(t, x√
2
) (4.26)
and, because r ≤ (i− λn)∆n,∫∫∫ r
0
∣∣∣∂xjG(i∆n − v,w)∂xjG(i∆n − v,w′)∣∣∣Λ(dw,dw′) dv
.
∫ T
λn∆n
v−1
∫ ∞
0
e−vw
2
wα−1 dw dv .
∫ T
λn∆n
v−
α
2
−1 . (λn∆n)−
α
2 .
As each of the three summands within the second pair of brackets in (4.23) contains two u-
differences and integration of |y|2 against |Πn| yields a factor ∆n by (A.3), the second Πn-integral
in (4.23) is of size ∆
−(1−a)α/2+1
n , which is o(
√
∆n) because 1− (1− a)α2 ≥ 1− 12(1− a) = a+12 > 12 .
For Fn,i1,3 , the reasoning is similar since the G-difference is of size |y| times the first spatial
derivatives of G [cf. (4.25)] and the difference of the σ-terms, after linearizing, becomes differences
of u-terms, which are also of size |y(′)| times the first spatial derivatives of G [cf. (4.23) and (4.24)].
A careful inspection of the remaining terms reveals that both Fn,i2,j′ and F
n,i
3,j′ can be analyzed
similarly to Fn,i1,j′ , for all j
′ = 1, 2, 3. The only notable differences are first, that instead of a
W (dr,dz)-integral, they have integrals with respect to Λ(dz,dz′) dr, and second, that there are
products of two G-terms instead of single ones. The former does not affect the reasoning at all.
Concerning the latter, we can simply use (4.18) to turn differences of products of G-terms into
differences of single G-terms. Notice that we need up to four derivatives of σ for this argument.
Proof of Lemma 3.9. Recall that we may assume M = K = 1 according to Remark 3.1. By the
mean value theorem (recall that µ
f
is differentiable by [6, (D.46)]), a standard size estimate, and
the relation (3.11), we are therefore left to show that [with νi = (1, li) for i = 1, 2]
E
[∣∣∣v′′n,iν1,ν2 − Γ|l1−l2|σ2(u(i∆n, x1)(i−λn)∆n0 )∣∣∣] = o(√∆n), (4.27)
uniformly in i. The left-hand side of the previous line is bounded by a constant times
E[|σ2(u(i∆n, x1)(i−λn)∆n0 )|]|Πn|l1−l2|,0|((λn∆n,∞)× Rd × Rd)
+ E[|σ2(u(i∆n, x1)(i−λn)∆n0 )|]|Πn|l1−l2|,0([0,∞) × Rd ×Rd)− Γ|l1−l2||,
which is . ∆Θan + 0 by (A.2) and (A.4). So (4.27) follows from the hypothesis that a >
1
2Θ .
Proof of Lemma 3.10. The left-hand side of (3.16) is equal to
1√
∆n
t(n)∑
i=λn+1
∫ i∆n
(i−1)∆n
(
µf
(
σ2(u(i∆n, x)
(i−λn)∆n
0 )
)
− µf
(
σ2(u(s, x)s−λn∆n0 )
))
ds
− 1√
∆n
∫ t
[t/∆n]∆n
µf
(
σ2(u(s, x)s−λn∆n0 )
)
ds.
The last line is of order ∆
−1/2
n ∆n = ∆
1/2
n and therefore negligible. So only the term in the first line
needs to be considered further, which will be denoted by Gn(t) from now on. Letting Φ:RK → RM
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be the function that maps x = (x1, . . . , xK) ∈ RK to µf ((σ2(xk))k=1,...,K), we have by Taylor’s
theorem (µf is twice differentiable by [6, (D.45)]),
Gn(t) =
1√
∆n
t(n)∑
i=λn+1
K∑
k=1
∫ i∆n
(i−1)∆n
∂kΦ(u(s, x)
s−λn∆n
0 )
(
u(i∆n, xk)
(i−λn)∆n
0 − u(s, xk)s−λn∆n0
)
ds
+
1
2
√
∆n
t(n)∑
i=λn+1
K∑
k1,k2=1
∫ i∆n
(i−1)∆n
∂2k1k2Φ(η
n
i (s))
(
u(i∆n, xk1)
(i−λn)∆n
0 − u(s, xk1)s−λn∆n0
)
×
(
u(i∆n, xk2)
(i−λn)∆n
0 − u(s, xk2)s−λn∆n0
)
ds
= Gn1 (t) +G
n
2 (t) +G
n
3 (t),
(4.28)
where ηni (s) is some intermediate value and
Gn1 (t) :=
1√
∆n
t(n)∑
i=λn+1
K∑
k=1
∫ i∆n
(i−1)∆n
∂kΦ(u(s, x)
s−λn∆n
0 )
×
∫∫ s−λn∆n
0
(Gxk−z(i∆n − r)−Gxk−z(s− r))σ(u(r, z))W (dr,dz) ds,
Gn2 (t) :=
1√
∆n
t(n)∑
i=λn+1
K∑
k=1
∫ i∆n
(i−1)∆n
∂kΦ(u(s, x)
s−λn∆n
0 )
×
∫∫ (i−λn)∆n
s−λn∆n
Gxk−z(i∆n − r)σ(u(r, z))W (dr,dz) ds,
and Gn3 (t) is the expression spanning over the second and third line of (4.28).
Observing that the W -integral in the definition of Gn1 is of order(∫∫ T
λn∆n
|Gz(r+i∆n−s)−Gz(r)||Gz′(r+i∆n−s)−Gz′(r)|Λ(dz,dz′) dr
) 1
2
.
(
∆
1−α
2
+Θa
n
) 1
2 (4.29)
by (A.2) and the fact that |i∆n − s| ≤ ∆n, we derive
E[(Gn1 )
∗
T ] . ∆
− 1
2
+ 1
2
−α
4
+Θ
2
a
n = ∆
Θ
2
a−α
4
n → 0,
because Θ2 a− α4 > Θ2 × 12Θ − 14 = 0 by hypothesis.
For Gn2 , let us first interchange the W - and the ds-integrals, which leads to
Gn2 (t) =
1√
∆n
t(n)∑
i=λn+1
K∑
k=1
∫∫ (i−λn)∆n
(i−1−λn)∆n
(∫ r+λn∆n
(i−1)∆n
∂kΦ(u(s, x)
s−λn∆n
0 ) ds
)
×Gxk−z(i∆n − r)σ(u(r, z))W (dr,dz).
(4.30)
Now the ds-integral is of size ∆n at most, while the W -integral (without the former) is of size(∫∫∫ (i−λn)∆n
(i−1−λn)∆n
Gxk−z(i∆n − r)Gxk−z′(i∆n − r)Λ(dz,dz′) dr
) 1
2
=
(∫∫∫ (λn+1)∆n
λn∆n
Gz(r)Gz′(r)Λ(dz,dz
′) dr
) 1
2
.
(
(λn + 1)∆n)
1−α
2 − (λn∆n)1−α2
) 1
2
= (λn∆n)
1
2
−α
4 ((1 + λ−1n )
1−α
2 − 1) 12 . λ−
1
2
n (λn∆n)
1
2
−α
4 .
(4.31)
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Moreover, the ith summand in (4.30) is Fni−λn-measurable with vanishing Fni−1−λn-conditional
expectation. Thus, a martingale size estimate gives us
E[(Gn2 )
∗
T ] . ∆
− 1
2
n ∆
− 1
2
n ∆n∆
a
2
+(1−a)( 1
2
−α
4
)
n → 0.
Finally, since u(i∆n, xk)
(i−λn)∆n
0 − u(s, xk)s−λn∆n0 is of size (∆
1−α
2
+Θa
n )
1
2 + λ
− 1
2
n (λn∆n)
1
2
−α
4 by
(4.29) and (4.31), a standard size estimate and the fact that 1− α2 ≥ 12 imply
E[(Gn3 )
∗
T ] . ∆
− 1
2
n
(
∆
1−α
2
+Θa
n +∆
a+(1−a)(1−α
2
)
n
)
≤ ∆Θan +∆
a
2
n → 0,
which completes the proof of the lemma.
Proof of Lemma 3.12. By Taylor’s theorem, we have
Bn,m2 (t)−Bn,m,12 (t) =
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
(κn,m,iν − E[κn,m,iν | Fni−λn ]), (4.32)
where
κn,m,iν :=
1
2
∑
ν′∈I
∂2νν′f(κ˜
n,m
i )(β
n
i − βni,kn,m
i
)ν(β
n
i − βni,kn,m
i
)ν′
for some intermediate point κ˜n,mi . By (A.8), the definition of the β-terms in (3.5), and the fact
that kn,mi = O(λn) for fixed m, we deduce that κ
n,m,i
ν is of size ((λn∆n)
1/2−α/4)2. Moreover, the
ith term in (4.32) has zero Fni−λn-conditional expectation. Thus, a martingale size estimate gives
E[(Bn,m2 −Bn,m,12 )∗T ] . λ
1
2
n (λn∆n)
1−α
2 ≤ λ
1
2
n (λn∆n)
1
2 ≤ ∆
1
2
−a
n , (4.33)
which goes to 0 if a is close to 12Θ .
Proof of Lemma 3.13. The easiest term is Bn,m,1,42 : theW (dr,dz)-integral is of size (λn∆n)
1/2−α/4,
so a martingale size estimate immediately gives E[(Bn,m,1,42 )
∗
T ] . λ
1/2
n (λn∆n)
1−α/2 → 0 by (4.33).
Next, observe that the term θn,m,i1,3 is of size (λn∆n)
1/2−α/4 [due to theW (dr,dz)-integral]. So if
we replace σ(u(r, z)) by σ(u((i−λn)∆n, z)) in θn,m,i1,3 , the difference resulting from this modification
will come with an additional factor of (λn∆n)
1/2−α/4. Hence, if we denote the so-obtained term
by θ˜n,m,i1,3 and the corresponding approximation of B
n,m,1,3
2 by B˜
n,m,1,3
2 , a martingale size estimate
yields
E[(Bn,m,1,32 − B˜n,m,1,32 )∗T ] . λ
1
2
n (λn∆n)
1
2
−α
4 (λn∆n)
1
2
−α
4 ,
which converges to 0 as n→∞ by comparison with (4.33).
The crucial observation is now that the Fni−λn-conditional law of θ
n,m,i
1,1 (resp., θ˜
n,m,i
1,3 ) agrees
with its Fn
i−λn-conditional law. As a consequence, subtracting its F
n
i−λn-conditional expectation in
Bn,m,1,12 (resp., B˜
n,m,1,3
2 ) amounts to subtracting its Fni−λn-conditional expectation. This insight
allows us to improve our martingale size estimate and derive
E[(Bn,m,1,12 )
∗
T ] + E[(B˜
n,m,1,3
2 )
∗
T ] . λ
1
2
n (λn∆n)
1
2
−α
4 = ∆
− a
2
+(1−a)( 1
2
−α
4
)
n . (4.34)
By choosing a and a sufficiently small, the exponent gets arbitrarily close to
− 1
(2Θ)2
+
(
1− 1
2Θ
)(
1
2
− α
4
)
= − 1
(2 + α)2
+
(1 + α)(2 − α)
4(2 + α)
=
α(4 − α− α2)
4(2 + α)2
,
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which is strictly positive for all 0 < α ≤ 1.
It remains to prove that Bn,m,1,22 − Bn,22 L
1
=⇒ 0 for every m ∈ N. To this end, notice that
kn,mi appears twice in the definition of (θ
n,m,i
1,2 )ν : once in the ∂νf -term and once in the σ
′-term.
Recalling that kn,mi ≤ (m + 1)λn + L − 1 = O(λn) for fixed m ∈ N, we see that replacing kn,mi
by 0 leads to an error of size (λn∆n)
1/2−α/4 for both terms and therefore, by (4.14), also for the
difference (θn,m,i1,2 )ν − (θn,i2 )ν . As the W (dr,dz)-integral yields another factor of (λn∆n)1/2−α/4, a
martingale size estimate shows that E[(Bn,m,1,22 −Bn,22 )∗T ] . λ1/2n (λn∆n)1−α/2 → 0 by (4.33).
Proof of Lemma 3.14. As a first step, notice that (θ˜n,i3 )ν arises from (θ
n,i
2 )ν upon replacing β
n
i,0 =
∆ni u˜
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n/τn [resp., σ
′(u((i − λn)∆n, y)), σ(u(r, z))] in the definition of (θn,i2 )ν by
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n/τn [resp., σ
′(u(s, y)(i−λn)∆n0 ), σ(u(r, z)
(i−λn)∆n
0 )]. Each change leads to a
factor of order (λn∆n)
1/2−α/4, in addition to the (λn∆n)1/2−α/4-factor coming from theW (dr,dz)-
integral in (3.22). Thus, Bn,22 − B˜n,32 L
1
=⇒ 0 by (4.33), where
B˜n,32 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
((θ˜n,i3 )ν − E[(θ˜n,i3 )ν | Fni−λn ]).
Observe now that we actually have E[(θ˜n,i3 )ν | Fni−λn ] = 0. This is because conditionally onFni−λn , the iterated W -integral in (3.22) is an element of the second Wiener chaos, while the
∂νf -term belongs to the direct sum of odd-order Wiener chaoses. As a consequence, we have
B˜n,32 (t) =
√
∆n
∑t(n)
i=λn+1
∑
ν∈I(θ˜
n,i
3 )ν . So if we subtract from each (θ˜
n,i
3 )ν the term (θ
n,i
3 )ν (which,
by definition, is the Fn
i−λn-conditional expectation of the former), then, as we have seen in (4.34),
a martingale size estimate yields E[(B˜n,32 −Bn,32 )∗T ] . λ
1/2
n (λn∆n)
1/2−α/4 → 0.
Proof of Lemma 3.15. Because |s− i∆n| ≤ λn∆n, we know from (A.1) (with |s − i∆n| for the
value of ∆n) that∫∫ i∆n
0
(Gy−z(i∆n − r)−Gy−z(s− r))σ(u(r, z)(i−λn)∆n0 )W (dr,dz) (4.35)
is of size at most (λn∆n)
1/2−α/4. Together with (4.4) and (4.14), we have that θ˜n,i3 − θ˜n,i4 is of the
same size (λn∆n)
1/2−α/4. Moreover, by the same reason as in the proof of Lemma 3.14, we have
E[(θn,i3|4|5)ν | Fni−λn ] = E[(θ˜n,i3|4|5)ν | Fni−λn ] = 0. (4.36)
Hence, when a and a are sufficiently small, a martingale size estimate yields
E[(Bn,32 −Bn,42 )∗T ] . λ
1
2
n (λn∆n)
1
2
−α
4 ≤ ∆−
a
2
+(1−a)( 1
2
−α
4
)
n → 0. (4.37)
Indeed, recalling that Θ = 1 + α2 , the exponent −a2 + (1− a)(12 − α4 ) is then close to
− 1
4Θ
+
(
1− 1
2Θ2
)
2− α
4
=
−2Θ + (2− α)(2Θ2 − 1)
8Θ2
=
α(4 − α2 − 2α)
16Θ2
,
which is strictly positive for α ∈ (0, 1].
For Bn,42 −Bn,52 , observe that v′n,iν1,ν2 − v′′n,iν1,ν2 is exactly the same as v′n,iν1,ν2 − v′′n,iν1,ν2 (defined before
Lemma 3.7) except that the domain of integration of the Πn-integral goes up only to (λn+l12−1)∆n
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instead of λn∆n. This difference has no impact on the estimates that have been carried out in
(4.17) and thereafter. We conclude that v′n,i − v′′n,i is of size o(√∆n), uniformly in i.
Next, using (4.18) on the σ′-terms and the W -integrals in w′n,iν1,ν2 and w
′′n,i
ν1,ν2 (hereby group-
ing a W -integral and a σ′-term together as one factor) and recalling that Πn is symmetric in
interchanging dy and dy′, we obtain
w′n,iν1,ν2 − w′′n,iν1,ν2
= 2
∫∫∫ (∫∫ (i−λn)∆n
(i−λn)∆n
[
Gxk12−y−z(i∆n − r)σ′(u(i∆n, xk12 − y)
(i−λn)∆n
0 )
−Gxk12−z(i∆n − r)σ
′(u(i∆n, xk12)
(i−λn)∆n
0 )
]
σ(u(r, z)
(i−λn)∆n
0 )W (dr,dz)
)
× σ′(u(i∆n, xk12)(i−λn)∆n0 )
∫∫ (i−λn)∆n
(i−λn)∆n
Gxk12−z(i∆n − r)σ(u(r, z)
(i−λn)∆n
0 )W (dr,dz)
× 1s∈(0,(λn+l12−1)∆n]Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′)
+
∫∫∫ (∫∫ (i−λn)∆n
(i−λn)∆n
[
Gxk12−y−z(i∆n − r)σ′(u(i∆n, xk12 − y)
(i−λn)∆n
0 )
−Gxk12−z(i∆n − r)σ
′(u(i∆n, xk12)
(i−λn)∆n
0 )
]
σ(u(r, z)
(i−λn)∆n
0 )W (dr,dz)
)
×
(∫∫ (i−λn)∆n
(i−λn)∆n
[
Gxk12−y′−z(i∆n − r)σ
′(u(i∆n, xk12 − y′)(i−λn)∆n0 )
−Gxk12−z(i∆n − r)σ
′(u(i∆n, xk12)
(i−λn)∆n
0 )
]
σ(u(r, z)
(i−λn)∆n
0 )W (dr,dz)
)
× 1s∈(0,(λn+l12−1)∆n]Πn|l1−l2|,xk1−xk2 (ds,dy,dy
′).
Inside the first Πn-integral, there is a W -integral involving, in brackets, a difference of G- and
σ′-terms. There is also another expression (the third σ′-term and the second W -integral) that
does not depend on the variables s, y, and y′. We can take this out of the Πn-integral, which
then has the same structure as the term Fn,i1 in the proof of Lemma 3.8. With virtually the same
arguments that have led to (4.22), we deduce that the first Πn-integral above is of magnitude
(λn∆n)
−1/2−α/4∆n. [We have λn now because it appears in the upper limit of the first W -integral
above. Moreover, the second one, which we have taken outside the Πn-integral, is actually of size
(λn∆n)
1/2−α/4 but it suffices in the following to bound this simply by 1.]
Concerning the second Πn-integral above, notice that the two W -integrals equal
σ′(u(i∆n, xk12 − y(′))(i−λn)∆n0 )u(i∆n, xk12 − y(′))(i−λn)∆n(i−λn)∆n,(i−λn)∆n
− σ′(u(i∆n, xk12)(i−λn)∆n0 )u(i∆n, xk12)(i−λn)∆n(i−λn)∆n,(i−λn)∆n
up to negligible contributions from u(0). Using again (4.18), we obtain terms that are similar
to (4.24). Following the subsequent arguments, one can show that the difference in the previous
display is of order |y(′)|(λn∆n)−α/4, which, together with (A.3), means that the second Πn-integral
is of order (λn∆n)
−α/2∆n. Altogether, w′n,iν1,ν2 − w′′n,iν1,ν2 is of magnitude (λn∆n)−1/2−α/4∆n.
A similar reasoning shows that c′n,iν1,ν2−c′′n,iν1,ν2 is of the same size. Moreover, by assumption H1, we
know from [6, (D.45) and (D.46)] that µf is twice differentiable in its arguments with all derivatives
up to order two having at most polynomial growth. In particular, the mean value theorem and the
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identities in (3.24) imply that θn,i4 − θn,i5 is of size
√
∆n+ (λn∆n)
−1/2−α/4∆n. Thus, recalling that
θn,i4 − θn,i5 has a vanishing Fni−λn-conditional expectation, a martingale size estimate finally shows
E[(Bn,42 −Bn,52 )∗T ] . λ1/2n
√
∆n+λ
1/2
n (λn∆n)
−1/2−α/4∆n = (λn∆n)1/2+λ
1/2
n (λn∆n)
1/2−α/4λ−1n → 0
by comparison with (4.37).
Proof of Lemma 3.16. Recall from Remark 3.1 that we may assume M = K = 1. In this case,
|v′′n,iν1,ν2 − v′′n(i∆n)ν1,ν2|, |w′′n,iν1,ν2 −w′′n(i∆n)ν1,ν2|, and |c′′n,iν1,ν2 − c′′n(i∆n)ν1,ν2| are of magnitude ∆Θan by
(A.2) and (A.4). Furthermore, we have, similarly to (4.36), for all values of s,
E[µf (v
′′
n(s), w
′′
n(s), c
′′
n(s)) | Fs−λn∆n ] = E[µf (vn(s), wn(s), cn(s)) | Fs−λn∆n ] = 0. (4.38)
In particular, E[(θn,i5 )ν − (θn,i6 )ν | Fni−λn ] = 0 for all values of i. Thus, a martingale size estimate
yields E[(Bn,52 −Bn,62 )∗T ] . λ1/2n ∆Θan ≤ ∆−a/2+Θan → 0 because a > aΘ .
Concerning the second statement of the lemma, observe that |v′′n(i∆n)ν1,ν2 − vn(i∆n)ν1,ν2 |,
|w′′n(i∆n)ν1,ν2−wn(i∆n)ν1,ν2|, and |c′′n(i∆n)ν1,ν2−cn(i∆n)ν1,ν2| are all of size at most (λn∆n)1/2−α/4.
Thus, combined with a martingale size estimate, which is possible thanks to (4.38), we deduce
E[(Bn,62 −Bn,72 )∗T ] . λ1/2n (λn∆n)1/2−α/4, which vanishes in the limit as n→∞ by (4.37).
Proof of Lemma 3.17. Recalling (4.38), we have Bn,72 (t)−Bn,82 (t) = In1 (t) + In2 (t), where
In1 (t) :=
1√
∆n
t(n)∑
i=λn+1
∫ i∆n
(i−1)∆n
∑
ν∈I
[
µf (vn(i∆n), wn(i∆n), cn(i∆n))ν − µf (vn(s), wn(s), cn(s))ν
]
ds,
In2 (t) := −
1√
∆n
∫ t
[t/∆n]∆n
∑
ν∈I
µf (vn(s), wn(s), cn(s))ν ds.
The boundary term In2 is negligible (cf. the proof of Lemma 3.10). For I
n
1 , we have from (4.4),
(4.35), and the differentiability of µf that the difference in brackets is of size (i∆n − s)1/2−α/4 ≤
∆
1/2−α/4
n . Moreover, by (4.38), the ith term in In1 (t) is Fni -measurable with vanishing Fni−1−λn -
conditional expectation. Therefore, a martingale size estimate yields E[(In1 )
∗
T ] . λ
1/2
n ∆
1/2−α/4
n ≤
∆
−a/2+1/2−α/4
n ≤ ∆1/4−a/2n → 0, because the exponent is close to 14 − 14Θ > 0.
Proof of Lemma 3.18. Notice that Dn,12 is the second-order term that arises from a Taylor expan-
sion of the σ-difference in
(∆ni u
(i+L−1)∆n
(i−λn)∆n −∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n)ν
τn
=
∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
(
σ(u(s, y)) − σ(u(s, y)(i−λn)∆n0 )
)
W (ds,dy),
which is part of δn,i2 . The third-order term involves (u(s, y) − u(s, y)(i−λn)∆n0 )3, which is of size
((λn∆n)
1/2−α/4)3 = o(
√
∆n) by (4.13) if a is sufficiently close to
1
2Θ .
So it remains to prove that the first-order term
Kn1 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
E
[
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
× σ′(u(s, y)(i−λn)∆n0 )
(
u(s, y)− u(s, y)(i−λn)∆n0
)
W (ds,dy)
∣∣∣∣ Fni−λn
]
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=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
E
[
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
× σ′(u(s, y)(i−λn)∆n0 )
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z))W (dr,dz)W (ds,dy)
∣∣∣∣ Fni−λn
]
is also negligible. If we had σ(u(r, z)
(i−λn)∆n
0 ) instead of σ(u(r, z)) in the last line, the conditional
expectation would be identically zero because the double integral belongs to the second Wiener
chaos (conditionally on Fni−λn), while the ∂νf -term only has components from the odd-orderWiener
chaoses. Thus, it suffices to show that
Kn2 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
E
[
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
× σ′(u(s, y)(i−λn)∆n0 )
∫∫ s
(i−λn)∆n
Gy−z(s− r)
×
(
σ(u(r, z)) − σ(u(r, z)(i−λn)∆n0 )
)
W (dr,dz)W (ds,dy)
∣∣∣∣ Fni−λn
] (4.39)
vanishes as n gets large. Using again Taylor’s formula on the σ-difference, we only need to keep
the first-order term given by
Kn3 (t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
E
[
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
× σ′(u(s, y)(i−λn)∆n0 )
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ′(u(r, z)(i−λn)∆n0 )
×
∫∫ r
(i−λn)∆n
Gz−w(r − v)σ(u(v,w))W (dv,dw)W (dr,dz)W (ds,dy)
∣∣∣∣ Fni−λn
]
,
(4.40)
because the second-order term contains two (λn∆n)
1/2−α/4-factors, in addition to a third one from
the W (dr,dz)-integral of Gy−z(s− r) in (4.39), which makes it o(
√
∆n) as seen above.
Observe that Kn3 already contains two terms of size (λn∆n)
1/2−α/4: the W (dr,dz)-integral of
Gy−z(s− r) and the W (dv,dw)-integral of Gz−w(r− v). Thus, we may further replace σ(u(v,w))
by σ(u(v,w)
(i−λn)∆n
0 ), as this approximation would give a third (λn∆n)
1/2−α/4-factor. Let us
assume for the moment that we can, at the same time, replace the argument of the ∂νf -term
by ∆ni u
(i+L−1)∆n
(i−λ′(q)n )∆n,(i−λn)∆n
/τn, where λ
′(q)
n := [∆−a
′(q)
n ] and a
′(q) ≤ a will be specified later. Then,
instead of Kn3 , we only have to consider
Kn4,q(t) :=
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
E
[
∂νf
(∆ni u(i+L−1)∆n(i−λ′(q)n )∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
× σ′(u(s, y)(i−λn)∆n0 )
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ′(u(r, z)(i−λn)∆n0 )
×
∫∫ r
(i−λn)∆n
Gz−w(r − v)σ(u(v,w)(i−λn )∆n0 )W (dv,dw)W (dr,dz)W (ds,dy)
∣∣∣∣ Fni−λn
]
.
Now the crucial observation is this: the W (dr,dz)-integral can be split into an integral on
((i − λn)∆n, (i − λ′(q)n )∆n] × Rd and a second one on ((i − λ′(q)n )∆n, s] × Rd. The contribution of
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the former one is exactly zero by Lemma A.3. Indeed, conditionally on Fni−λn , the argument of
the ∂νf -term is a Wiener integral starting at (i − λ′(q)n )∆n, while the triple W -integral has one
part, namely the W (dr,dz)-integral, that ends at (i − λ′(q)n )∆n. So only the contribution of the
second integral on ((i − λ′(q)n )∆n, s] × Rd remains. But for this part, the same argument shows
that we can also reduce the W (dv,dw)-integral to ((i−λ′(q)n ), r]. Once this is done, we can further
approximate the ∂νf -argument by ∆
n
i u
(i+L−1)∆n
(i−λ′(q+1)n )∆n,(i−λn)∆n
/τn (i.e., approximate K
n
4,q by K
n
4,q+1)
as long as ∆
−1/2
n ((λ
′(q)
n ∆n)
1/2−α/4)2∆Θa
′(q+1)/2
n → 0, that is, as long as
−1
2
+ (1− a′(q))
(
1− α
2
)
+
Θ
2
a′(q+1) > 0.
Starting with λ
′(1)
n = λn [i.e., a
′(1) := a] and iterating the argument above Q′ times, we end up
with Kn4,Q′ , which, after shrinking the W (dr,dz)- and the W (dv,dw)-integral as described above,
is of size
E[(Kn4,Q′)
∗
T ] . ∆
− 1
2
n ((λ
′(Q′)
n ∆n)
1
2
−α
4 )2.
This goes to zero if −12 + (1 − a′(Q
′))(1 − α2 ) > 0, and because α < 1, this happens if a′(Q
′) is
sufficiently small. As a consequence, similarly to the proof of Lemma 3.7, we are left to show that
the sequence defined via
−1
2
+ (1 − b′n)
(
1− α
2
)
+
Θ
2
b′n+1 = 0, b
′
1 = a,
gets arbitrarily close to or smaller than 0 as n → ∞. To this end, note that b′n+1 = h(b′n) with
h(x) := 2Θ(
1
2 − (1 − x)(1 − α2 )). Recalling that Θ = 1 + α2 , it is easy to verify the function h is a
line that is parallel and below the identity for α = 23 , so in this case, b
′
n+1 − b′n = h(b′n)− b′n < 0
for all n ∈ N. If α ∈ (0, 1) \ {23}, then h has positive slope, satisfies h(0) < 0, and intersects the
identity at x = 2(α−1)3α−2 , which is either strictly negative (if α >
2
3 ) or larger than
1
2Θ (if α <
2
3).
Thus, if a is close enough to 12Θ (so that it is smaller than the point of intersection), we have
b′n+1− bn = h(b′n)− b′n < 0 for all n ∈ N as well. We conclude that b′n converges to a negative limit
if α > 23 and to −∞ if α ≤ 23 , which implies what we wanted to show.
Proof of Lemma 3.19. The u-difference in (3.26) equals
∫∫ s
(i−λn)∆n Gy−z(s−r)σ(u(r, z))W (dr,dz).
The reader can easily verify that σ(u(r, z)) can be changed to σ(u(r, z)
(i−λn)∆n
0 ) because this will
incur an error of size ∆
−1/2
n ((λn∆n)
1/2−α/4)3, which is negligible by (4.13). With this modification,
if we expand the square using the integration by parts formula, then ρ˜n,i2 corresponds exactly to
the quadratic variation part. Therefore, we are left to show that
√
∆n
t(n)∑
i=λn+1
∑
ν∈I
E
[
∂νf
(
∆ni u
(i+L−1)∆n
(i−λn)∆n,(i−λn)∆n
τn
)∫∫ (i+l−1)∆n
(i−λn)∆n
∆ni Gy(s)ν
τn
σ′′(u(s, y)(i−λn)∆n0 )
×
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z)(i−λn)∆n0 )
×
∫∫ r
(i−λn)∆n
Gy−w(s− v)σ(u(v,w)(i−λn)∆n0 )W (dv,dw)W (dr,dz)W (ds,dy)
∣∣∣∣ Fni−λn
]
L1
=⇒ 0.
The left-hand side has exactly the same structure as the term Kn3 in (4.40) [when σ(u(v,w)) in
(4.40) is replaced by σ(u(v,w)
(i−λn)∆n
0 )]. So identical arguments can be employed to show the
statement of the previous display.
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Proof of Lemma 3.20. For the first statement, we claim that changing the domain of integration
of the Λ(dz,dz′) dr-integrals in w˜n,i and c˜n,i to [0, λn∆n]×Rd×Rd only leads to an asymptotically
negligible error. Indeed, the difference resulting from modifying c˜n,iν1,ν2 in this way is, by a size
estimate, of order∫∫∫ λn∆n
(λn+l12−1)∆n−s
Gz(r)Gz′(r)Λ(dz,dz
′) dr ≤
∫∫∫ λn∆n
λn∆n−s
Gz(r)Gz′(r)Λ(dz,dz
′) dr
. (λn∆n)
1−α
2 − (λn∆n − s)1−α2 ≤ (λn∆n)1−α2
(
1−
(
1− s
λn∆n
)1−α
2
)
. (λn∆n)
1−α
2
s
λn∆n
,
(4.41)
where the last step is true by the mean value theorem if sλn∆n is bounded away from 1. Let
λ′n := [∆−a
′
n ], where a
′ is chosen within ( a2Θ ,
a
2 ). Then the last Π
n-integral in (3.28), restricted to
[0, λ′n∆n]×Rd×Rd and with the Λ(dz,dz′) dr-integral taken on ((λn+l12−1)∆n−s, λn∆n]×Rd×Rd,
is of size (λn∆n)
1−α
2
λ′n
λn
≤ ∆(1−a)/2+a−a′n = ∆1/2+a/2−a
′
n = o(
√
∆n) because a
′ < a2 . For the same
integral on [λ′n∆n, (λn + l12 − 1)∆n] × Rd × Rd, we simply estimate the Λ(dz,dz′) dr-integral
by (λn∆n)
1−α
2 and use (A.2) to obtain in total the bound (λn∆n)
1−α
2∆Θa
′
n ≤ ∆(1−a)/2+Θa
′
n =
∆
1/2−a/2+Θa′
n = o(
√
∆n) because a
′ > a2Θ . An analogous argument shows that the modifications
described at the beginning of the proof only change w˜n,i by an o(
√
∆n)-term. As µf is differentiable
(see the proof of Lemma 3.15), our claim above follows from the mean value theorem. With the
same reasoning as for the term En,i3 in the proof of Lemma 3.7, we may further restrict the domain
of integration of the Πn-integrals to [0, λn∆n]× Rd × Rd.
Let us now consider the remaining changes to go from (v˜n,i, w˜n,i, c˜n,i) to (v˜′n,i, w˜′n,i, c˜′n,i). To
this end, note that ρn,i3 = E[ρ˜
n,i
3 | Fni−λn ], where (ρ˜n,i3 )ν arises from replacing u(s|r, y|z(′))
(i−λn)∆n
0
by u(i∆n, y|z(′))(i−λn)∆n0 in
1
2
∂νf
(∫∫ (i+L−1)∆n
(i−λn)∆n
∆ni Gy(s)
τn
σ(u(s, y)
(i−λn)∆n
0 )W (ds,dy)
)
×
∫∫ (i+l−1)∆n
(i+l−1−λn)∆n
∆ni Gy(s)ν
τn
σ′′(u(s, y)(i−λn)∆n0 )
∫∫∫ s
s−λn∆n
Gy−z(s− r)Gy−z′(s− r)
× σ(u(r, z)(i−λn)∆n0 )σ(u(r, z′)(i−λn)∆n0 )Λ(dz,dz′) drW (ds,dy).
(4.42)
The Λ(dz,dz′) dr-integral is already of size (λn∆n)1−α/2. By (4.4) and (4.14), fixing the time
variable of u at i∆n yields another factor of (λn∆n)
1/2−α/4, which together is o(
√
∆n) by (4.13)
and completes the proof of Dn,22 −Dn,32 L
1
=⇒ 0.
As in the proof of Lemma 3.15, Dn,32 − Dn,42 L
1
=⇒ 0 follows if we can show that v˜′n,i − v˜′′n,i,
w˜′n,i − w˜′′n,i, and c˜′n,i − c˜′′n,i are of size o(√∆n), uniformly in i. For v˜′n,i − v˜′′n,i, this has been
done in the proof of Lemma 3.8 [because v˜′(′)n,i = v′(′)n,i by definition]. For w˜′n,i − w˜′′n,i, simply
notice that for every p > 0,
E[|w˜′n,i|p] 1p + E[|w˜′′n,i|p] 1p . ((λn∆n)1−
α
2 )2 (4.43)
by a standard size estimate. Finally, notice that the Λ(dz,dz′) dr-integral in c˜′n,i is already of
size (λn∆n)
1−α/2. By (4.14) and Lemma A.2, taking the difference c˜′n,i − c˜′′n,i gives us a factor of
(|y|1−α/2−ǫ+ |y′|1−α/2−ǫ) (for any ǫ > 0) within the Πn-integral. By (A.1), the total mass of all the
measures |Πnr,h| is uniformly bounded in n, r, and h, so Jensen’s inequality and (A.3) show that∫∫∫ λn∆n
0
(|y|1−α2−ǫ + |y′|1−α2−ǫ) |Πn|l1−l2|,xk1−xk2 |(ds,dy,dy
′) . ∆
1
2
−α
4
− ǫ
2
n . (4.44)
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Altogether, if ǫ > 0 is small enough, then E[|c˜′n,i − c˜′′n,i|] . (λn∆n)1−α/2∆1/2−α/4−ǫ/2n = o(
√
∆n)
by comparison with (4.13).
Proof of Lemma 3.21. The proof ofDn,42 −Dn,52 L
1
=⇒ 0 is completely analogous to that of Lemma 3.9.
For Dn,52 −Dn,62 L
1
=⇒ 0, observe that this difference is given by
1√
∆n
t(n)∑
i=λn+1
∑
ν∈I
∫ i∆n
(i−1)∆n
(
µf (v˜(i∆n), w˜(i∆n), c˜(i∆n))ν − µf (v˜(s), w˜(s), c˜(s))ν
)
ds
plus some boundary terms that are o(
√
∆n). Now develop the µf -difference up to second order us-
ing Taylor’s theorem. Because w˜(i∆n)−w˜(s) is of size o(
√
∆n) by (4.43) and the same holds true for
c˜(i∆n)− c˜(s) [the Λ(dz,dz′) dr-integral gives (λn∆n)1−α/2 and approximating u(i∆n, xk)(i−λn)∆n0
by u(s, xk)
(i−λn)∆n
0 gives another ∆
1/2−α/4
n ], only the terms corresponding to taking one derivative
of µf (v,w, c) in the v-variables remain [the reader may easily confirm that second-order terms are
o(
√
∆n) as well]. And for those, one can proceed in the same way as for the terms G
n
1 and G
n
2 in
the proof of Lemma 3.10. We omit the details at this point.
Proof of Lemma 3.22. The second and third fraction in δn,i3 are both of size (λn∆n)
1/2−α/4. As in
the proofs concerning Dn2 , we are allowed to make any modification that gives rise to an additional
error term of size (λn∆n)
1/2−α/4. Thus, if we write out the last two fractions in δn,i3 and Taylor
expand σ(u(s, y))− σ(u(s, y)(i−λn)∆n0 ), we only need to keep the first-order term
σ′(u(s, y)(i−λn)∆n0 )(u(s, y)− u(s, y)(i−λn)∆n0 )
= σ′(u(s, y)(i−λn)∆n0 )
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z))W (dr,dz).
Clearly, σ(u(r, z)) here can be replaced by σ(u(r, z)
(i−λn)∆n
0 ). Furthermore, in u(s, y)
(i−λn)∆n
0 , we
can fix the time coordinate at i∆n. As a result, we have D
n
3 − Dn,13 L
1
=⇒ 0, where Dn,13 (t) :=√
∆n
2
∑t(n)
i=λn+1
∑
ν1,ν2∈I(ϕ
n,i
1 )ν1,ν2, (ϕ
n,i
1 )ν1,ν2 := E[(ϕ˜
n,i
1 )ν1,ν2 | Fni−λn ], and
(ϕ˜n,i1 )ν1,ν2 := ∂
2
ν1ν2f(χ
n
i )
∫∫ (i+l1−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1
τn
σ′(u(i∆n, y)
(i−λn)∆n
0 )
×
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)W (ds,dy)
×
∫∫ (i+l2−1)∆n
(i−λn)∆n
∆ni Gy(s)ν2
τn
σ′(u(i∆n, y)
(i−λn)∆n
0 )
×
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)W (ds,dy)
and
χni :=
∫∫ (i+L−1)∆n
(i−λn)∆n
∆ni Gy(s)
τn
σ(u(i∆n, y)
(i−λn)∆n
0 )W (ds,dy). (4.45)
Next, we use integration by parts to compute the product of the two W (ds,dy)-integrals in
(ϕ˜n,i1 )ν1,ν2, leading to D
n,1
3 = D
n,1,1
3 +D
n,1,2
3 , where D
n,1,j
3 (t) :=
√
∆n
2
∑t(n)
i=λn+1
∑
ν1,ν2∈I(ϕ
n,i
1,j)ν1,ν2
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for j = 1, 2, (ϕn,i1,1)ν1,ν2 := E[(ϕ˜
n,i
1,1)ν1,ν2 + (ϕ˜
n,i
1,1)ν2,ν1 | Fni−λn ], (ϕ
n,i
1,2)ν1,ν2 := E[(ϕ˜
n,i
1,2)ν1,ν2 | Fni−λn ],
(ϕ˜n,i1,1)ν1,ν2 := ∂
2
ν1ν2f(χ
n
i )
∫∫ (i+l1−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1
τn
σ′(u(i∆n, y)
(i−λn)∆n
0 )
×
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)
×
∫∫ s
(i−λn)∆n
∆ni Gz(r)ν2
τn
σ′(u(i∆n, z)
(i−λn)∆n
0 )
×
∫∫ r
(i−λn)∆n
Gz−w(r − v)σ(u(v,w)(i−λn)∆n0 )W (dv,dw)W (dr,dz)W (ds,dy),
and
(ϕ˜n,i1,2)ν1,ν2 := ∂
2
ν1ν2f(χ
n
i )
∫∫∫ (i+l12−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1∆
n
i Gy′(s)ν2
τ2n
σ′(u(i∆n, y)
(i−λn)∆n
0 )
× σ′(u(i∆n, y′)(i−λn)∆n0 )
∫∫ s
(i−λn)∆n
Gy−z(s− r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)
×
∫∫ s
(i−λn)∆n
Gy′−z(s− r)σ(u(r, z)(i−λn)∆n0 )W (dr,dz)Λ(dy,dy′) ds.
Inside the W (ds,dy)-integral of (ϕ˜n,i1,1)ν1,ν2, the product of the W (dr,dz)-integrals can again
be evaluated using integration by parts, resulting in three terms: a triple W -integral [not count-
ing the W (ds,dy)-integral!], a W (dr,dz)-integral of a product of two W (dv,dw)-integrals, and
a Λ(dz,dz′) dr-integral of a single W (dv,dw)-integral. For the second term, integrate by parts
once more to get two triple W -integrals and a W (dr,dz)-integral of a Λ(dw,dw′) dv-integral. This
very last contribution is equal to Dn,2,13 (t) :=
√
∆n
2
∑t(n)
i=λn+1
∑
ν1,ν2∈I(ϕ
n,i
2,1)ν1,ν2, where (ϕ
n,i
2,1)ν1,ν2 :=
E[(ϕ˜n,i2,1)ν1,ν2 + (ϕ˜
n,i
2,1)ν2,ν1 | Fni−λn ] and
(ϕ˜n,i2,1)ν1,ν2 := ∂
2
ν1ν2f(χ
n
i )
∫∫ (i+l1−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1
τn
σ′(u(i∆n, y)
(i−λn)∆n
0 )
×
∫∫ s
(i−λn)∆n
∆ni Gz(r)ν2
τn
σ′(u(i∆n, z)
(i−λn)∆n
0 )
×
∫∫∫ r
(i−λn)∆n
Gy−w(s − v)Gz−w′(r − v)σ(u(v,w)(i−λn)∆n0 )
× σ(u(v,w′)(i−λn)∆n0 )Λ(dw,dw′) dvW (dr,dz)W (ds,dy).
(4.46)
The crucial point is now the following: with the same trick as in the proof of Lemma 3.18 after
(4.40), all the other terms can be shown to be asymptotically negligible, that is, Dn,1,13 −Dn,2,13 L
1
=⇒ 0
as n → ∞. The trick does not apply to Dn,2,13 itself as it only allows us to reduce the domain of
W -integrals, say, from
∫∫ ·
(i−λn)∆n to
∫∫ ·
(i−λ′′n)∆n , where λ
′′
n = [∆
−a′′
n ] for some 0 < a
′′ < a. Since
Dn,2,13 is the only term where all W -integrals are taken on
∆n
i
G
τn
-terms (and none of them is taken
on a G-term), this procedure does not decrease the asymptotic size of (ϕ˜n,i2,1)ν1,ν2. Nevertheless, it
will be useful later and we denote this modified version of (ϕ˜n,i2,1)ν1,ν2 by (ϕ˜
n,i
3,1)ν1,ν2.
Similarly, if we multiply theW (dr,dz)-integrals in (ϕ˜n,i1,2)ν1,ν2, we only have to keep the quadratic
covariation part, that is, Dn,1,23 −Dn,2,23 L
1
=⇒ 0, where Dn,2,23 (t) :=
√
∆n
2
∑t(n)
i=λn+1
∑
ν1,ν2∈I(ϕ
n,i
2,2)ν1,ν2,
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(ϕn,i2,2)ν1,ν2 := E[(ϕ˜
n,i
2,2)ν1,ν2 | Fni−λn ], and
(ϕ˜n,i2,2)ν1,ν2 := ∂
2
ν1ν2f(χ
n
i )
∫∫∫ (i+l12−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1∆
n
i Gy′(s)ν2
τ2n
σ′(u(i∆n, y)
(i−λn)∆n
0 )
× σ′(u(i∆n, y′)(i−λn)∆n0 )
∫∫∫ s
(i−λn)∆n
Gy−z(s− r)Gy′−z′(s− r)
× σ(u(r, z)(i−λn)∆n0 )σ(u(r, z′)(i−λn)∆n0 )Λ(dz,dz′) drΛ(dy,dy′) ds.
Consider now the Λ(dw,dw′) dv-integral in (4.46), which appears identically in (ϕ˜n,i3,1)ν1,ν2 as
well. By changing variables r − v 7→ v and (y − w, y − w′) 7→ (w,w′), it can be rewritten as∫∫∫ r−(i−λn)∆n
0
Gw(v + s− r)Gw′+z−y(v)
× σ(u(r − v, y − w)(i−λn)∆n0 )σ(u(r − v, y − w′)(i−λn)∆n0 )Λ(dw,dw′) dv.
(4.47)
We want to replace r − v by i∆n − v and s − r by 0. The first operation is fine by the reasons
outlined at the beginning of the proof. For the second operation, as |r − (i− λn)∆n| . λn∆n and
|s− r| . λ′′n∆n in (ϕ˜n,i3,1)ν1,ν2, we can use (A.5) to bound the size of the resulting error term by∫∫∫ λn∆n
0
|Gw(v + s− r)−Gw(v)|Gw′+z−y(v)Λ(dw,dw′)dv
≤
∫ λ′′n∆n
0
∫∫∫ λn∆n
0
|∂tG(v + p,w)|Gw′+z−y(v)Λ(dw,dw′)dv dp
.
∫ λ′′n∆n
0
∫ λn∆n
0
1
v + p
∫ ∞
0
e−(2v+p)q
2
qα−1 dq dv dp .
∫ λ′′n∆n
0
∫ λn∆n
0
1
(v + p)(2v + p)
α
2
dv dp
≤
∫ λ′′n∆n
0
∫ λn∆n
0
1
(v + p)1+
α
2
dv dp .
∫ λ′′n∆n
0
(p−
α
2 − (λn∆n + p)−α2 ) dp
. (λ′′n∆n)
1−α
2 − (λn∆n + λ′′n∆n)1−
α
2 + (λn∆n)
1−α
2 . (λn∆n)
1−α
2 ((λ
′′
n
λn
)1−
α
2 − (1 + λ′′nλn )1−
α
2 + 1)
. (λn∆n)
1−α
2 ((λ
′′
n
λn
)1−
α
2 + λ
′′
n
λn
) . (λn∆n)
1−α
2 (λ
′′
n
λn
)1−
α
2 = (λ′′n∆n)
1−α
2 .
So if we choose a′′ ∈ (0, 1− 12−α), which is possible because α ∈ (0, 1), the modification above only
leads to an o(
√
∆n)-error.
Next, we also want to replace z − y in (4.47) by 0, which by (4.26) only incurs an error of size∫∫∫ λn∆n
0
Gw(v)|Gw′+z−y(v)−Gw′(v)|Λ(dw,dw′)dv
≤
d∑
j=1
∫ 1
0
∫∫∫ λn∆n
0
Gw(v)|∂xjG(v,w′ + p(z − y))(zj − yj)|Λ(dw,dw′) dv dp
. |z − y|
∫ λn∆n
0
v−
1
2
∫ ∞
0
e−2vq
2
qα−1 dq dv . |z − y|
∫ λn∆n
0
v−
1+α
2 dv . |z − y|(λn∆n)
1−α
2 .
Since |z − y| = |(xk12 − z)− (xk12 − y)| ≤ |xk12 − z| + |xk12 − y|, either the W (ds,dy)- or the
W (dr,dz)-integral in (4.46) will give us a factor of ∆
1/2
n by (A.3). Since (λn∆n)
1−α
2 → 0 [because
α ∈ (0, 1)], we have shown that z−y in (4.47) can be dropped in the limit n→∞. Finally, attaching
back the integrals from (i−λn)∆n to (i−λ′′n)∆n (using the trick from Lemma 3.18 “backwards”),
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we conclude that Dn,2,13 − Dn,4,13 L
1
=⇒ 0, where Dn,4,13 (t) :=
√
∆n
2
∑t(n)
i=λn+1
∑
ν1,ν2∈I(ϕ
n,i
4,1)ν1,ν2 with
(ϕn,i4,1)ν1,ν2 := E[(ϕ˜
n,i
4,1)ν1,ν2 + (ϕ˜
n,i
4,1)ν2,ν1 | Fni−λn ] and
(ϕ˜n,i4,1)ν1,ν2 := ∂
2
ν1ν2f(χ
n
i )
∫∫ (i+l1−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1
τn
σ′(u(i∆n, y)
(i−λn)∆n
0 )
×
∫∫ s
(i−λn)∆n
∆ni Gz(r)ν2
τn
σ′(u(i∆n, z)
(i−λn)∆n
0 )
×
∫∫∫ r−(i−λn)∆n
0
Gw(v)Gw′(v)σ(u(i∆n − v, y − w)(i−λn)∆n0 )
× σ(u(i∆n − v, y − w′)(i−λn)∆n0 )Λ(dw,dw′) dvW (dr,dz)W (ds,dy).
Analogous arguments also allow us to modify the Λ(dz,dz′) dr-integral in (ϕ˜n,i2,2)ν1,ν2 such that
Dn,2,23 − Dn,4,23 L
1
=⇒ 0, where Dn,4,23 (t) :=
√
∆n
2
∑t(n)
i=λn+1
∑
ν1,ν2∈I(ϕ
n,i
4,2)ν1,ν2 with (ϕ
n,i
4,2)ν1,ν2 :=
E[(ϕ˜n,i4,2)ν1,ν2 | Fni−λn ] and
(ϕ˜n,i4,2)ν1,ν2 := ∂
2
ν1ν2f(χ
n
i )
∫∫∫ (i+l12−1)∆n
(i−λn)∆n
∆ni Gy(s)ν1∆
n
i Gy′(s)ν2
τ2n
σ′(u(i∆n, y)
(i−λn)∆n
0 )
× σ′(u(i∆n, y′)(i−λn)∆n0 )
∫∫∫ s−(i−λn)∆n
0
Gz(r)Gz′(r)σ(u(i∆n − r, y − z)(i−λn)∆n0 )
× σ(u(i∆n − r, y − z′)(i−λn)∆n0 )Λ(dz,dz′) drΛ(dy,dy′) ds.
We continue with spatial approximations and replace all y- and z-variables (resp., all y- and
y′-variables) in the u-terms of (ϕ˜n,i4,1)ν1,ν2 [resp., (ϕ˜
n,i
4,2)ν1,ν2] by xk12 . This is permitted because
the Λ(dw,dw′) dv-integral [resp., the Λ(dz,dz′) dr-integral] is already of size (λn∆n)1−α/2 and the
substitutions give us at least another factor of ∆
1/2−α/4−ǫ/2
n [cf. (4.44)]. So the total error is
o(
√
∆n). Finally, by the same argument, we can change χ
n
i to χ̂
n
i , which is obtained by replacing
σ(u(i∆n, y)
(i−λn)∆n
0 ) by σ(u(i∆n, xk)
(i−λn)∆n
0 ) for the (k, l)th entry of (4.45).
We call the terms obtained from (ϕ˜n,i4,1)ν1,ν2 and (ϕ˜
n,i
4,2)ν1,ν2 in this way (ϕ˜
n,i
5,1)ν1,ν2 and (ϕ˜
n,i
5,2)ν1,ν2,
respectively. If we apply the (stochastic) Fubini theorem and take the Λ(dw,dw′) dv-integral [resp.,
the Λ(dz,dz′) dr-integral] in (ϕ˜n,i5,1)ν1,ν2 [resp., (ϕ˜
n,i
5,2)ν1,ν2] to the outside, a careful inspection of the
resulting expression and integration by parts reveal that (ϕ˜n,i5 )ν1,ν2 := (ϕ˜
n,i
5,1)ν1,ν2 + (ϕ˜
n,i
5,1)ν2,ν1 +
(ϕ˜n,i5,2)ν1,ν2 is nothing else but
(ϕ˜n,i5 )ν1,ν2 = (σ
′)2(u(i∆n, xk12)
(i−λn)∆n
0 )
∫∫∫ (λn+l12−1)∆n
0
Gz(r)Gz′(r)∂
2
ν1ν2f(χ̂
n
i )
×
∫∫ (i+l1−1)∆n
r+(i−λn)∆n
∆ni Gy(s)ν1
τn
W (ds,dy)
∫∫ (i+l2−1)∆n
r+(i−λn)∆n
∆ni Gy(s)ν2
τn
W (ds,dy)
× σ(u(i∆n − r, xk12 − z)(i−λn)∆n0 )σ(u(i∆n − r, xk12 − z′)(i−λn)∆n0 )Λ(dz,dz′) dr.
(4.48)
Thus, if Dn,53 (t) :=
√
∆n
2
∑t(n)
i=λn+1
∑
ν1,ν2∈I(ϕ
n,i
5 )ν1,ν2 and (ϕ
n,i
5 )ν1,ν2 := E[(ϕ˜
n,i
5 )ν1,ν2 | Fni−λn ], then
Dn,23 −Dn,53 L
1
=⇒ 0 by what we have shown so far.
Obviously, we can replace the upper limit of the Λ(dz,dz′) dr-integral in (4.48) by λn∆n.
Moreover, introducing intermediate points as in the proof of Lemma 3.18 [cf. the paragraphs after
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(4.40)], we can further show that the lower limit of both W (ds,dy)-integrals in (4.48) can be
substituted by (i− λn)∆n. The Fni−λn-conditional expectation of the resulting term equals
(σ′)2(u(i∆n, xk12)
(i−λn)∆n
0 )µ̂f (v̂
n,i, ŵn,i, ĉn,i)ν1,ν2
∫∫∫ λn∆n
0
Gz(r)Gz′(r)
× σ(u(i∆n − r, xk12 − z)(i−λn)∆n0 )σ(u(i∆n − r, xk12 − z′)(i−λn)∆n0 )Λ(dz,dz′) dr,
where
v̂n,iν1,ν2 := σ
2(u(i∆n, xk12)
i∆n−λn∆n
0 )Π
n
|l1−l2|,xk1−xk2 ([0, (λn + l12 − 1)∆n]×R
d × Rd),
ŵn,iν1,ν2 := Π
n
|l1−l2|,xk1−xk2 ([0, (λn + l12 − 1)∆n]× R
d × Rd),
ĉn,iν1,ν2 := σ(u(i∆n, xk12)
i∆n−λn∆n
0 )Π
n
|l1−l2|,xk1−xk2 ([0, (λn + l12 − 1)∆n]× R
d × Rd).
In the limit n → ∞, we may change the Πn-terms to Γ|l1−l21k1=k2=k and, upon replacing
i∆n by s, approximate the discrete sum defining D
n,5
3 by a continuous integral. The resulting
expression is exactly Dn,63 from (3.29), that is, we have D
n,5
3 −Dn,63 L
1
=⇒ 0.
Proof of Proposition 3.23. Let Z be the Gaussian variable introduced after (2.10) and Z ′ be in-
dependent of Z and with the same law as Z except that wk in (2.11) is replaced by w
′
k (where
w,w′ ∈ [0,∞)K). Assuming that Z and Z ′ are defined on an auxiliary probability space (Ω˜, F˜ , P˜)
(with expectation E˜), we deduce from Taylor’s formula that
µf (w)− µf (w′) = E˜[f(Z)− f(Z ′)]
=
∑
ν∈I
E˜[∂νf(Z
′)(Z − Z ′)ν ] + 1
2
∑
ν1,ν2∈I
E˜[∂2ν1ν2f(Z
′)(Z − Z ′)ν1(Z − Z ′)ν2 ]
+
1
6
∑
ν1ν2ν3∈I
E˜[∂3ν1ν2ν3f(Z
′′)(Z − Z ′)ν1(Z − Z ′)ν2(Z − Z ′)ν3]
(4.49)
for some Z ′′ between Z and Z ′. We apply this to the difference in (3.17) by taking Z := Z(s) and
Z ′ := Zn(s), where Z(s)kl := σ(u(s, xk))(Z0)kl, Zn(s)kl := σ(u(s, xk)s−λn∆n0 )(Z0)kl, and Z0 has the
same law as Z with w = (1, . . . , 1). With this choice, Z−Z ′ is of size (λn∆n)1/2−α/4, so the third-
order term in (4.49) is negligible by (4.13). Similarly, if we develop σ(u(s, xk))−σ(u(s, xk)s−λn∆n0 )
(which is part of Z − Z ′) via Taylor’s formula, then only the first-order term (resp., the first- and
the second-order term) has to be considered further in the second (resp., the first) summand on
the right-hand side of (4.49). Thus, Hn − (Hn1 +Hn2 +Hn3 +Hn4 ) L
1
=⇒ 0, where
Hn1 (t) := −
1√
∆n
∫ t
λn∆n
∑
ν∈I
σ′(u(s, xk)s−λn∆n0 )(u(s, xk)− u(s, xk)s−λn∆n0 )E˜[∂νf(Zn(s))(Z0)ν ] ds,
Hn2 (t) := −
1
2
√
∆n
∫ t
λn∆n
∑
ν∈I
σ′′(u(s, xk)s−λn∆n0 )(u(s, xk)− u(s, xk)s−λn∆n0 )2E˜[∂νf(Zn(s))(Z0)ν ] ds,
Hn3 (t) := −
1
2
√
∆n
∫ t
λn∆n
∑
ν1,ν2∈I:k1=k2=k
(σ′(u(s, xk)s−λn∆n0 ))
2(u(s, xk)− u(s, xk)s−λn∆n0 )2
× E˜[∂2ν1ν2f(Zn(s))(Z0)ν1(Z0)ν2 ] ds,
Hn4 (t) := −
1√
∆n
∫ λn∆n
0
µf (σ
2(u(s, x))) ds.
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We have E[(Hn4 )
∗
T ] . ∆
1/2
n λn ≤ ∆1/2−an → 0 whenever a is close to 12Θ . For the other terms,
we claim that u(s, xk)− u(s, xk)s−λn∆n0 in Hn1 (t), Hn2 (t), and Hn3 (t) may be replaced by∫∫ s
s−λn∆n
Gxk−z(s− r)σ(u(r, z)s−λn∆n0 )W (dr,dz), (4.50)
leading to, say, H˜n1 (t), H˜
n
2 (t), and H˜
n
3 (t). Indeed, to justify these replacements, a size argument
as in (4.13) suffices for Hn2 and H
n
3 . For H
n
1 , notice that H
n
1 (t)− H˜n1 (t) = Ln1 (t) + Ln2 (t), where
Ln1 (t) := −
1√
∆n
∫ t
λn∆n
∑
ν∈I
E˜[∂νf(Zn(s))(Z0)ν ]σ
′(u(s, xk)s−λn∆n0 )
∫∫ s
s−λn∆n
Gxk−z(s− r)
× σ′(u(r, z)s−λn∆n0 )
∫∫ r
s−λn∆n
Gz−w(r − v)σ(u(v,w))W (dv,dw)W (dr,dz) ds,
Ln2 (t) := −
1
2
√
∆n
∫ t
λn∆n
∑
ν∈I
E˜[∂νf(Zn(s))(Z0)ν ]σ
′(u(s, xk)s−λn∆n0 )
×
∫∫ s
s−λn∆n
Gxk−z(s − r)σ′′(ψn(s, r, z))(u(r, z) − u(r, z)s−λn∆n0 )2W (dr,dz) ds,
and ψn(s, r, z) is some intermediate value. The term L
n
2 is of size ∆
−1/2
n ((λn∆n)
1/2−α/4)3 and
vanishes as n→∞. Next, up to negligible boundary terms, Ln1 can be written as
− 1√
∆n
[t/∆n]∑
i=λn+1
∫ i∆n
(i−1)∆n
∑
ν∈I
E˜[∂νf(Zn(s))(Z0)ν ]σ
′(u(s, xk)s−λn∆n0 )
∫∫ s
s−λn∆n
Gxk−z(s − r)
× σ′(u(r, z)s−λn∆n0 )
∫∫ r
s−λn∆n
Gz−w(r − v)σ(u(v,w))W (dv,dw)W (dr,dz) ds.
Clearly, we may change Zn(s) [resp., u(s, xk)
s−λn∆n
0 ] to Zn((i−1)∆n) [resp., u(s, xk)(i−1)∆n−λn∆n0 ]
as this gives a third (λn∆n)
1/2−α/4-factor. Having done that, we realize that the ith summand
has a vanishing Fni−1−λn-conditional expectation, so by a martingale size estimate, the previous
display is of size λ
1/2
n ((λn∆n)
1/2−α/4)2, which goes to 0 by (4.33) and proves our claim above.
Returning to the main line of our proof and recalling the definition of µf from (3.23) and that
of vn(s), wn(s), and cn(s) before Lemma 3.16, we realize that B
n,8
2 from (3.25) is exactly equal to
−H˜n1 , that is, Bn,82 + H˜n1 ≡ 0. Moreover, if we expand the square of (4.50) in H˜n2 (t) [resp., H˜n3 (t)]
using the integration by parts formula, it is not hard to see that the quadratic variation part is
equal to −Dn,62 (t) [resp., −Dn,63 (t)] from Lemma 3.21 (resp., Lemma 3.22). That is, we have
H˜n2 (t) +D
n,6
2 (t) = −
1
2
√
∆n
∫ t
λn∆n
∑
ν∈I
σ′′(u(s, xk)s−λn∆n0 )E˜[∂νf(Zn(s))(Z0)ν ]
×
∫∫ s
s−λn∆n
Gxk−z(s − r)σ(u(r, z)s−λn∆n0 )
×
∫∫ r
s−λn∆n
Gxk−w(s− v)σ(u(v,w)s−λn∆n0 )W (dv,dw)W (dr,dz) ds
and
H˜n3 (t) +D
n,6
3 (t) = −
1
2
√
∆n
∫ t
λn∆n
∑
ν1,ν2∈I:k1=k2=k
(σ′(u(s, xk)s−λn∆n0 ))
2
E˜[∂2ν1ν2f(Zn(s))(Z0)ν1(Z0)ν2 ]
×
∫∫ s
s−λn∆n
Gxk−z(s − r)σ(u(r, z)s−λn∆n0 )
×
∫∫ r
s−λn∆n
Gxk−w(s− v)σ(u(v,w)s−λn∆n0 )W (dv,dw)W (dr,dz) ds,
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respectively. In both cases, we have a double W -integral inside a ds-integral, which is the same
structure as encountered in the analysis of Ln1 above. Thus, by analogous arguments, we derive
H˜n2 +D
n,6
2
L1
=⇒ 0 and H˜n3 +Dn,63 L
1
=⇒ 0.
A Auxiliary results
We first state some basis properties of the measures Πnr,h and |Πnr,h| introduced in Section 3.2.
Some (weaker) variants thereof were proved in [6, Section B]. For the reader’s convenience, and
because the proof below is much simpler than in the mentioned reference, we give full details here.
Lemma A.1. Let α ∈ (0, 1), Θ = 1+ α2 , and a ∈ (0, 1) and recall the definition of Γr from (2.12).
Then the following estimates hold uniformly in n, r, and h:
|Πnr,h|([0,∞) × Rd ×Rd) . 1, (A.1)
|Πnr,h|((∆1−an ,∞)× Rd ×Rd) . ∆aΘn , (A.2)∫∫∫ ∞
0
(|y|2 + |y′|2) |Πnr,h|(ds,dy,dy′) . ∆n. (A.3)
Moreover, we have for every n ∈ N and r ∈ N0,
Πnr,0([0,∞) × Rd × Rd) = Γr (A.4)
Proof. Let us consider (A.3) first, where it suffices to analyze the integral against |y|2 (the other
is completely analogous). It can be split into Zn1 + Z
n
2 , where
Zn1 :=
1
τ2n
∫∫∫ ∆n
0
Gy(s)|Gy′+h(s+ r∆n)−Gy′+h(s + (r − 1)∆n)||y|2 Λ(dy,dy′) ds,
Zn2 :=
1
τ2n
∫∫∫ ∞
0
|Gy(s+∆n)−Gy(s)||Gy′+h(s+ (r + 1)∆n)−Gy′+h(s + r∆n)||y|2 Λ(dy,dy′) ds.
Similarly to (4.19),
|∂tG(t, x)| = G(t, x)
2t
∣∣∣∣ |x|2t − d
∣∣∣∣ ≤ G(t, x√2 )2t
(
e−
|x|2
4t
|x|2
t
+ de−
|x|2
4t
)
≤
4
e + d
2t
G(t, x√
2
). (A.5)
Therefore, using the fundamental theorem of calculus and eliminating the 1√
2
-factor in (A.5) by a
change of variables, we obtain
Zn2 =
1
τ2n
∫∫∫ ∞
0
∣∣∣∣∣
∫ ∆n
0
∂tG(s + u, y) du
∫ ∆n
0
∂tG(s + r∆n + v, y
′ + h) dv
∣∣∣∣∣|y|2 Λ(dy,dy′) ds
≤ 1
τ2n
∫ ∆n
0
∫ ∆n
0
∫∫∫ ∞
0
|∂tG(s + u, y)∂tG(s + r∆n + v, y′ + h)||y|2 Λ(dy,dy′) ds dudv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ u)−1(s+ r∆n + v)−1
×
∫
Rd×Rd
G(s + u, y)G(s + r∆n + v, y
′ + h)|y|2 Λ(dy,dy′) ds dudv.
(A.6)
Now recall from [26, Chapter I, Theorem 1.8] that multiplication with a monomial in the time
domain corresponds to differentiation in the frequency domain. Therefore, together with (2.3) and
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the rule Fϕ(·+ h)(ξ) = e2πih·ξ, we obtain
Zn2 .
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ u)−1(s+ v)−1
×
∫
Rd
(
d∑
j=1
∂2ξjξjFG(s + u, ·)(ξ)
)
FG(s + r∆n + v, ·)(ξ)e−2πih·ξ µ(dξ) ds dudv.
By (4.20), we have ∂2ξjξjFG(s, ·)(ξ) = 4π2se−2π
2s|ξ|2(4π2sξ2j − 1), which implies that
Zn2 .
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ v)−1
∫
Rd
e−2π
2(2s+v+u+r∆n)|ξ|2
∣∣∣(s+ u)|ξ|2− d4π2 ∣∣∣µ(dξ) ds dudv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ v)−1
∫ ∞
0
e−2π
2(2s+v+u)z2
∣∣∣(s+ u)z2 − d4π2 ∣∣∣zα−1 dz ds dudv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ v)−1
(∫ √d/(4π2(s+u))
0
e−2π
2(2s+v+u)z2 d
4π2 z
α−1 dz
+
∫ ∞
√
d/(4π2(s+u))
e−2π
2(2s+v+u)z2(s+ u)zα+1 dz
)
ds dudv.
Bounding the first exponential simply by 1 and the second one by e−2π
2(s+u)z2 and substituting
2π2(s+ u)z2 7→ z2 for the second integral, we further derive
Zn2 .
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ v)−1
(∫ √d/(4π2(s+u))
0
zα−1 dz
+
∫ ∞
√
d/(4π2(s+u))
e−2π
2(s+u)z2(s+ u)zα+1 dz
)
ds dudv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ v)−1
(
(s+ u)−
α
2 +
(s + u)
(2π2(s+ u))
α
2
+1
∫ ∞
√
d/2
e−z
2
zα+1 dz
)
ds dudv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ v)−1(s+ u)−
α
2 ds dudv.
If u ≤ v (resp., v < u) in the previous line, bound ∫∆n0 (s + v)−1 dv [resp., ∫∆n0 (s + u)−α/2 dv]
by ∆n(s+ u)
−1 [resp., ∆n(s+ v)−α/2]. This has the consequence that
Zn2 .
∆n
τ2n
∫ ∆n
0
∫ ∞
0
(s+ u)−1−
α
2 ds du .
∆n
τ2n
∫ ∞
0
(
s−
α
2 − (s+∆n)−
α
2
)
ds
=
∆
2−α
2
n
τ2n
∫ ∞
0
(
t−
α
2 − (t+ 1)−α2
)
dt . ∆n.
Notice that the last integral is finite because the integrand behaves like t−α/2 at zero and like
t−1−α/2 at infinity.
Concerning Zn1 , let us consider the case where r = 0 first. From [6, (B.17)], we know that∫
Rd
Gy′+h(s + r∆n)|y′ − y|−α dy′ . (s + r∆n)−α/2 ≤ s−α/2 (uniformly in r, h, y, and n), and
because G(s, ·) is a Gaussian density, we have ∫
Rd
Gy(s)|y|2 dy . s. Thus, using (2.9) for the last
step,
Zn1 =
1
τ2n
∫∫∫ ∆n
0
Gy(s)Gy′+h(s)|y|2|y − y′|−α dy dy′ ds . 1
τ2n
∫ ∆n
0
s1−
α
2 ds . ∆n,
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as desired. For r ≥ 1, we have, combining elements of the previous calculations,
Zn1 ≤
1
τ2n
∫ ∆n
0
∫∫∫ ∆n
0
G(s, y)|∂tG(s + (r − 1)∆n + v, y′ + h)||y|2 Λ(dy,dy′) ds dv
.
1
τ2n
∫ ∆n
0
∫∫∫ ∆n
0
G(s, y)(s + (r − 1)∆n + v)−1G(s + (r − 1)∆n + v, y′+h√2 )|y|2 Λ(dy,dy′) ds dv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
s× s−1 × s−α2 ds dv = ∆n
τ2n
∫ ∆n
0
s−
α
2 ds . ∆n,
which completes the proof of (A.3).
Property (A.1) can be proved in a similar fashion. Indeed, the left-hand side of (A.1) equals
Zn3 +Z
n
4 , which are defined in the same way as Z
n
1 and Z
n
2 , respectively, but with |y|2 replaced by
1. Then, from (A.6),
Zn4 .
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ u)−1(s+ r∆n + v)−1
×
∫
Rd×Rd
G(s + u, y)G(s + r∆n + v, y
′ + h)Λ(dy,dy′) ds dudv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ u)−1(s+ r∆n + v)−1
∫ ∞
0
e−2π
2(2s+u+v+r∆n)z2zα−1 dz ds dudv
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
0
(s+ u)−1(s+ v)−1(2s + u+ v)−
α
2 ds dudv
.
1
τ2n
∫ ∞
0
∫ ∆n
0
∫ ∆n
0
(s+ v)−1−
α
4 (s+ u)−1−
α
4 dudv ds
.
1
τ2n
∫ ∞
0
(s−
α
4 − (s+∆n)−
α
4 )2 ds .
∆
1−α
2
n
τ2n
∫ ∞
0
(t−
α
4 − (t+ 1)−α4 )2 dt . 1.
We leave it to the reader to prove Zn3 . 1, which finishes the proof of (A.1).
Regarding (A.2), we deduce from similar considerations that the left-hand side is
.
1
τ2n
∫ ∆n
0
∫ ∆n
0
∫ ∞
∆1−an −∆n
(s+ u)−1(s + r∆n + v)−1
×
∫
Rd×Rd
G(s+ u, y)G(s + r∆n + v, y
′ + h)Λ(dy,dy′) ds dudv
.
1
τ2n
∫ ∞
1
2
∆1−an
(s−
α
4 − (s+∆n)−
α
4 )2 ds .
∆
1−α
2
n
τ2n
∫ ∞
1
2
∆−an
(t−
α
4 − (t+ 1)−α4 )2 dt . ∆Θan ,
because t 7→ (t−α/4 − (t+ 1)−α/4)2 behaves like t−2−α/2 = t−1−Θ at infinity.
Finally, for (A.4), observe that Πnr,0([0,∞) × Rd × Rd) = Zn5 + Zn6 , where
Zn5 :=
1
τ2n
∫∫∫ ∆n
0
Gy(s)(Gy′(s+ r∆n)−Gy′(s+ (r − 1)∆n))Λ(dy,dy′) ds,
Zn6 :=
1
τ2n
∫∫∫ ∞
0
(Gy(s+∆n)−Gy(s))(Gy′ (s+ (r + 1)∆n)−Gy′(s+ r∆n))Λ(dy,dy′) ds.
Using (2.3) and (4.20) for the first step, changing to polar coordinates in the second step, and
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employing the identity
∫∞
0 e
−uz2zα−1 dz = 12Γ(
α
2 )u
−α/2 in the third step, we have
Zn6 =
1
τ2n
∫∫ ∞
0
(e−2π
2(s+∆n)|ξ|2 − e−2π2s|ξ|2)(e−2π2(s+(r+1)∆n)|ξ|2 − e−2π2(s+r∆n)|ξ|2)µ(dξ) ds
=
2π
d
2
Γ(d2)τ
2
n
∫ ∞
0
∫ ∞
0
(e−2π
2(s+∆n)z2 − e−2π2sz2)(e−2π2(s+(r+1)∆n)z2 − e−2π2(s+r∆n)z2)zα−1 dz ds
=
π
d
2
−αΓ(α2 )
2
α
2 Γ(d2 )τ
2
n
∫ ∞
0
((2s + (r + 2)∆n)
−α
2 − 2(2s + (r + 1)∆n)−
α
2 + (2s+ r∆n)
−α
2 ) ds.
By (2.9) and a change of variables s 7→ t∆n,
Zn6 = (1− α2 )
∫ ∞
0
((2t + (r + 2))−
α
2 − 2(2t+ (r + 1))−α2 + (2t+ r)−α2 ) dt
= −1
2
((r + 2)1−
α
2 − 2(r + 1)1−α2 + r1−α2 ).
(A.7)
A similar calculation shows that for r ≥ 1,
Zn5 =
2π
d
2
Γ(d2)τ
2
n
∫ ∆n
0
∫ ∞
0
e−2π
2sz2(e−2π
2(s+r∆n)z2 − e−2π2(s+(r−1)∆n)z2)zα−1 dz ds
=
π
d
2
−αΓ(α2 )
2
α
2 Γ(d2 )τ
2
n
∫ ∆n
0
((2s + r∆n)
−α
2 − (2s + (r − 1)∆n)−
α
2 ) ds
= (1− α2 )
∫ 1
0
((2t+ r)−
α
2 − (2t+ (r − 1))−α2 ) dt
=
1
2
((r + 2)1−
α
2 − r1−α2 − (r + 1)1−α2 + (r − 1)1−α2 ),
which, together with (A.7), shows (A.4) for r ≥ 1. For r = 0, we have
Zn5 =
2π
d
2
Γ(d2)τ
2
n
∫ ∆n
0
∫ ∞
0
e−2π
2sz2e−2π
2(s+∆n)z2zα−1 dz ds =
π
d
2
−αΓ(α2 )
2
α
2 Γ(d2 )τ
2
n
∫ ∆n
0
(2s)−
α
2 ds
= (1− α2 )
∫ 1
0
(2t)−
α
2 dt = 2−
α
2 .
This shows Πn0,0([0,∞) ×Rd × Rd) = 1 and completes the proof of the lemma.
Next, we gather some moment bounds on the solution to (1.1).
Lemma A.2. Let σ:R→ R be a globally Lipschitz function and u0 be bounded and (1− α2 )-Hölder
continuous. For any p ∈ (0,∞), T ∈ (0,∞), and ǫ ∈ (0, 1 − α2 ), the solution u to (1.1) satisfies
E[|u(t, x)− u(t+ τ, x)|p] 1p . τ 12−α4 , E[|u(t, x) − u(t, x+ h)|p] 1p . |h|1−α2−ǫ, (A.8)
uniformly in t, τ ∈ [0, T ] and x, h ∈ Rd with |h| ≤ 1.
Proof. The first bound in (A.8) follows easily from [19, Theorem 5.1.2 (ii)] (for the deterministic
part) and (A.1) together with a standard size estimate (for the stochastic part). The second bound
is proved in [24, Equation (19)].
High-frequency analysis of parabolic stochastic PDEs with multiplicative noise 48
The last result concerns orthogonality of multiple Wiener integrals. It is not a new result, yet
we were not able to find the specific statement we need in the literature.
Lemma A.3. Assume that g:RN → R satisfies E[g(cX)] <∞ for all c > 0, where X is a standard
Gaussian in RN . Further suppose that h1: [0,∞) × Rd → R and h2: ([0,∞) × Rd)N → R are such
that
(s, y, y′) 7→ |h1(s, y)h1(s, y′)|
and
(s1, . . . , sN , y1, y
′
1, . . . , yN , y
′
N ) 7→ |h2(s1, . . . , sN , y1, . . . , yN )h2(s1, . . . , sN , y′1, . . . , y′N )|
are integrable with respect to Λ(dy,dy′) ds and Λ(dy1,dy′1) ds1 · · · Λ(dyN ,dy′N ) dsN , respectively,
where Λ is the measure from (2.1). For given numbers 0 ≤ a ≤ b and 0 ≤ ai ≤ bi, i = 1, . . . , N , if
there exists j ∈ {1, . . . , N} with bj ≤ a, then
E
[
g
(∫∫ b
a
h1(s, y)W (ds,dy)
)
×
∫∫ b1
a1
· · ·
∫∫ bN∧sN−1
aN
h2(s1, . . . , sN , y1, . . . , yN )W (dsN ,dyN ) · · · W (ds1,dy1)
]
= 0.
(A.9)
Proof. ByWiener chaos expansion (see [20, Theorem 1.1.2]), one can write g(
∫∫ b
a h1(s, y)W (ds,dy))
as a series
∑∞
j=0 Ij(gj) of multiple integrals. As multiple integrals of different orders are orthogonal
to each other (see [20, Theorem 1.1.1 and Proposition 1.1.4]), only the Nth term remains in (A.9),
that is, the expectation on the left-hand side equals
E
[
IN (gN )
∫∫ b1
a1
· · ·
∫∫ bN∧sN−1
aN
h2(s1, . . . , sN , y1, . . . , yN )W (dsN ,dyN ) · · · W (ds1,dy1)
]
. (A.10)
In order to evaluate this, we can first condition on Fbj0 , where bj0 is the smallest of all bj ’s
satisfying bj ≤ a (the existence of such a bj is guaranteed by hypothesis). Clearly, all the functions
gj (in particular, gN ) are supported on ([a, b] × Rd)j, so the law of IN (gN ) is not affected by
conditioning on Fbj0 (because bj0 ≤ a and W has independent increments in time). At the same
time, the N -fold integral of h2 is only an (N − j0)-fold iterated integral conditionally on Fbj0 ,
because the j0 innermost integrals are Fbj0 -measurable. So the orthogonality property of multiple
integrals implies that the Fbj0 -conditional expectation and hence the whole expectation in (A.10)
is zero.
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