Worldwide there is an increasing interest in the development of unmanned surface vehicles (USVs). In order for such vehicles to undertake missions, they require accurate, robust, and reliable navigation systems. This paper describes the implementation of a fault tolerant autonomous navigation approach for a USV named Springer. An intelligent multi-sensor data fusion navigation algorithm is proposed that is based on a modified form of a federated Kalman filter (FKF) utilizing a fuzzy logic adaptive technique. The fuzzy adaptive technique is used to adjust the measurement noise covariance matrix R to fit the actual statistics of the noise profile present in the incoming sensor measured data using a covariance matching method. Information feedback factors employed in the FKF are tuned on the basis of the accuracy of each sensor. In order to compare the fault-tolerant performance, several fuzzy-logic-based cascaded Kalman filter architectures are also considered. Simulation results demonstrate the algorithm's capability under different types of sensor fault.
INTRODUCTION
been investing in USV technology in order to reduce the cost of hydrographic surveys [4] while, in 1.1 Background Germany, the MessinTM USV is also being used for survey work and water ecological studies [5] . In the Significant research and development is being Far East, the Japan Science Foundation commissioned performed on unmanned surface vehicles (USVs) the Yamaha Motor Company to design and build as they are now considered able to provide costan unmanned ocean atmosphere observation boat effective solutions for a number of naval and scientific named Kan-chan for deployment mainly in the problems. This is reflected in the announcement by north Pacific area [6] . Furthermore, in Portugal, the the US Navy that they are to spend US $55 million Delfim USV has been used in conjunction with an over 6 years making further improvements to their autonomous underwater vehicle (AUV) to study Spartan USV [1] . From a scientific viewpoint, several hydrothermal vent activity in the Dom Joao de Castro USV projects are in existence. A programme has been bank in the Azores [7] . Another USV named Caravela running at the Massachusetts Institute of Technology also has been designed for long-range oceanographic since the early 1990s during which time several research missions in the Atlantic Ocean [8] . craft have been developed for subbottom profile
In the UK, QinetiQ Ltd [9] developed variants surveying and vehicle networking [2] . The onboard of Mimir for naval and surveying missions. It aims control systems vary from rudimentary proportionalto maximize the shallow water access and data derivative designs to one based on simple fuzzy acquisition opportunities. Following the experience of logic [3] . Similarly, the French Port of Bordeaux has the development and application of the Mimir, in 2003, the Mimir team designed the shallow water and a master filter. First, the local filters process their 2.3 Hybrid multi-sensor data fusion own data in parallel to yield the best possible local A hybrid MSDF refers to the actual combination of estimates; then, the master filter fuses the local estiKalman filtering with other techniques such as fuzzy mates to generate the best global solution, so that the logic, artificial neural networks (ANNs), and genetic data computation is efficient. Since the individual algorithms (GAs). All the MSDF approaches need and global estimates for the state vector can be comexact knowledge about the sensed environment and pared, decentralization leads to easy fault detection sensors; however, in real applications, only certain and isolation.
information is known about the sensed environment An FKF-based MSDF system is shown in Fig. 3 , and sensors are rarely perfect. With the rapid growth which differs from the DKF by employing information in MSDF techniques, there is scope for the developfeedback. It combines local estimates in the master ment of Kalman-filter-based MSDF architectures filter in order to yield the global optimal estimate capable of adaptation to changes in the sensed and then includes feedback information from the environment and to deal with sensor faults. master filter to the local filters in given proportions.
In order to deal with complex problems, FLA The challenge in the design of an FKF is to determine MSDF techniques have become the most popular the feedback factor values in order to achieve higher approach. By using fuzzy logic, the uncertainty in fault tolerance and efficient computation.
sensor readings can be directly represented in the Details of the DKF and FKF algorithms are given in Appendices 4 and 5 respectively. fusion process by allowing each proposition to be The adaptation here is in the sense of adaptively tuning the measurement noise covariance matrix to Furthermore, a fuzzy-logic-based adaptive MSDF has the ability to combine information from different fit the actual statistic of the noise profiles present in the incoming measured data. The adaptation is based classes of variable by means of fuzzy inference systems (FISs), so that it can solve complex problems using on a technique known as covariance matching [19] . At a sample time k, the innovation Inn k is the imprecise inputs from several different sensors and thereby provide approximate solutions.
difference between the real measurement z k and estimated value ẑ k from the filter. Three fuzzy-logic-related adaptive MSDF methods are now briefly presented. Loebis et al. [15] used
The actual covariance is defined as an appropriation of the Inn k sample through averaging inside a moving a fuzzy-logic-based adaptation scheme to cope with a divergence problem that was caused by estimation window of size M [20] , and it has the form insufficient knowledge of a priori filter statistics. Also, GA techniques are used to choose the fuzzy
(1) membership functions for the adaptation scheme. This algorithm was successfully implemented in the where j 0 =k−M+1 is the first sample inside the navigation system for an AUV.
window, and M is chosen empirically to give some Prajitno and Mort [16] produced a fuzzy-modelstatistical smoothing [21] . The experiments have based MSDF algorithm, which was applied in target shown that a good size for the moving window is 15. tracking and navigation applications. First, the
The theoretical covariance of the innovation sequence algorithm was used to predict the future sensor states is defined by to validate the measurement data. Then, the valid
2) sensor data were used to generate the decision output, and finally, a corrector or filter unit provided If a discrepancy is found between the actual the final decision on the value of the current state covariance and theoretical covariance, then an FIS based on the current measurement (fused output) produces adjustments for the diagonal elements of R k and the predicted state.
based on the size of this discrepancy. The discrepancy Doyle and Harris [17] introduced a neurofuzzy is defined by a variable called the degree of mismatch Kalman-filter-based MSDF method, which was used DoM k according to for real-time tracking of obstacles occurring during DoM k =S k −Ĉ Inn k (3) the flight of a helicopter. Several different sensors were used to estimate the location of obstacles If the actual covariance is greater than its around the helicopter, and a B-spline-trained ANN theoretical value, the value of R k should be decreased. was implemented to construct the dynamic and If the actual covariance is less than its theoretical observation models of the helicopter. A Kalman filter value, the value of R k should be increased. Therefore, was then deployed to perform state estimation. three fuzzy rules can be generated as shown in Table 1 . Therefore, the adjustment can be applied to R k according to 3 FUZZY LOGIC ADAPTIVE STRATEGY R k =R k−1 +DR k (4) As discussed in section 2.3, since it has the capability Hence, a single-input single-output FIS is produced to deal with complex problems, fuzzy logic adaptive to adjust the element in R k . The FIS can be Kalman filter (FLA-KF) techniques have become a implemented considering three fuzzy sets for DoM k : popular approach. N, negative; Z, zero; and P, positive. For DR k , also three fuzzy sets are specified: I, increase; M, maintain; 3.1 Fuzzy-logic-based adaptive Kalman filter A significant difficulty in designing a Kalman filter can often be traced to incomplete a priori knowledge Fig. 4 . The shape of the membership functions have been derived heuristically.
sensor gives a fault output less than eight sampling times, which is around 1 s, the system will use the previous measurements instead of the current measurement. If the sensor continues giving the fault 4 FAULT-TOLERANT DESIGN output for more than 10 s, the program will not request output from this sensor immediately. This It has been proven that multiple motion sensors play a vital role in autonomous navigation [12] . In mechanism can improve the computation efficiency when the system is working under a large and complex real situations there is always the possibility of sensor failure; therefore, to realize reliable and robust sensor network. At the same time, a global positioning system (GPS) navigation for Springer, fault detection and isolation are the main concerns.
output is requested by the system at 10 Hz. The GPS information not only can provide location of the At any time, a sensor may stop sending information under three kinds of sensor fault: transient, persistent, vehicle but also can guarantee successful operation even if all the compasses have faults. or permanent [22] . In this paper these three types of fault are defined as follows.
After checking, the successful sensors' datum will be processed by the FLA-FKF MSDF algorithm. The 1. Transient fault. The fault lasts on the sensor for local Kalman filters process each sensor's data in one sampling time and then recovers to the parallel to yield the best estimations, according to the normal operating condition.
difference between the actual value and theoretical 2. Persistent fault. The fault lasts on the sensor for a value of covariance. Fuzzy logic is then implemented few sampling periods and then recovers to the to adjust the R matrix in order to decrease the fault normal operating condition.
sensor influence. Finally, a master Kalman filter fuses 3. Permanent fault. The fault remains on the sensor the local outputs to generate the global estimation. until the sensor is isolated physically.
During this fusion process the feedback factors are determined, depending on the accuracy of the local In any of the above cases, the navigation system must immediately identify the failed sensor and act Kalman filter estimation. in such a way that data from the failed sensor will not corrupt the global estimates. This action can be 4.1 An adaptive determination method for the to isolate the sensor from the list of active sensors.
information feedback factors Based on the above discussion, a modified FLA-FKF-based MSDF architecture is proposed in Fig. 5 The information feedback factors b i in the FKF represent the unitary portion of estimation informto realize fault-tolerant multi-sensor navigation for Springer.
ation from the local Kalman filters in the total fusion estimation. The higher the value of b i , the larger is A simple checking process is added before the FLA-FKF to ensure that the sensor data are functioning the contribution made from the local filter to the master filter at the next sampling time i+1. In continuously. The system will check the national marine electronics association (NMEA) sentence's order to make the FKF adaptive with the estimation accuracies, Zhang et al.
[23] presented a method to header, checksum, and specific characters. If the rules for the FLO are summarized as follows. In the FKF, the covariance matrix of the ith local
to l iN are the 3. Otherwise, FLA-KF is in a normal situation. eigenvalues of P i , and L is the corresponding eigenvectors matrix.
The FLO membership functions are shown in Fig. 6 and fuzzy rules are given in Table 2 . The shape and Herein, PT i P i is used to replace P i to perform the eigenvalue decomposition according to result of the membership functions were derived heuristically.
where
As a result its information feedback factor values are 5 SIMULATION RESULTS given by
In order to produce a more accurate heading angle for Springer, fuzzy logic adaptive centralized Kalman
filter (FLA-CKF), fuzzy logic adaptive decentralized Kalman filter (FLA-DKF), and fuzzy logic adaptive
Fuzzy logic observer
In order to monitor the process of the FLA-KF, a fuzzy The performance of an FLA-FKF is presented in compared on the basis of the root mean square Fig. 9 , in which the sensor's accuracy decides the error (RMSE) of the heading angle. MATLAB code feedback factors in the FKF. After experiments, the was developed and used to simulate and test the most accurate compass was found to be the HMR proposed algorithms. 3000 and was given a 0.5 feedback factor, while for The experiments were carried out in the laboratory.
KVH C100 and TCM2 the feedback factors were 0.35 Three compasses, a GPS, and an inertial measureand 0.15 respectively. ment unit (IMU) were mounted on a trolley. The real position data were collected from the IMU and the GPS; the mean value of the measurements are used 5.1.4 The fuzzy logic adaptive federated Kalman for real position.
filter with adaptive feedback factors
Fuzzy-logic-based multi-sensor data fusion
In Fig. 10 the results for the FLA-FKF, which include with transient faults on the TCM2 compass the adaptive feedback factors, are presented. The feedback factor values are shown in Fig. 11 . In this section, an FLA-CKF, an FLA-DKF, and an FLA-FKF are employed for the three compasses of Springer. In order to compare the robustness of each 5.2 Fuzzy-logic-based multi-sensor data fusion algorithm, transient faults were introduced to the algorithms with persistent faults on the TCM2 TCM2 compass at 100, 200, 300, and 400 samples. compass
The fuzzy logic adaptive centralized Kalman
Four persistent faults are simulated on the TCM2 filter compass at times 100, 200, 300, and 400 samples respectively. Fixed values are given with a duration Using the fuzzy logic algorithm discussed in of ten samples. section 3.1, an FLA-CKF fuses the three compass As the FLA-CKF was not robust enough to tolerate measurements and a global estimation was contransient faults in section 5.1.1, in this section sequently achieved. The performance is shown in only the FLA-DKF and FLA-FKF algorithms will be Fig. 7 ; however, this algorithm is not robust when sensor transient fault situations prevail.
implemented under persistent sensor fault conditions. The performance of the FLA-DKF under a persistent 5.3 Fuzzy-logic-based multi-sensor data fusion fault condition is presented in Fig. 12. algorithms with a permanent fault on the TCM2 compass
The fuzzy logic adaptive federated Kalman filter with fixed feedback factors
In this section, a permanent fault is simulated on the TCM2 compass from 300 samples with an output Results for the FLA-FKF with fixed feedback factors of zero. (as in section 5.1.3) running with a persistent sensor fault are shown in Fig. 13 .
The fuzzy logic adaptive decentralized Kalman filter 5.2.3 The fuzzy logic adaptive federated Kalman filter with adaptive feedback factors
The FLA-DKF was used to estimate the yaw angle when a permanent sensor fault existed in the TCM2 The performance of the FLA-FKF with adaptive feedback factor performance is shown in Fig. 14, and compass. Simulation results are shown in Fig. 16 . Multi-sensor data fusion navigation system Table 3 . filter with adaptive feedback factors Finally, the FLA-FKF algorithm with adaptive feed-6.1 Discussion back was applied to the compasses, while operating under a permanent sensor fault condition in the In USVs, navigation sensors operate under unpredictable conditions. As a consequence, transient and TCM2 compass. The simulation results are presented in Fig. 18 and the adaptive feedback factors are persistent faults are always a possibility in a multisensor navigation system, which can lead the system shown in Fig. 19 . to instability. Thus the system needs a fault-tolerant 200 samples the FLA-DKF gives a more accurate result than both FLA-FKF algorithms, while the FLA-MSDF algorithm to overcome such problems.
In order to achieve an accurate data analysis, the FKF with a fixed feedback factor approach gave better results than the adaptive feedback FLA-FKF RMSE values were calculated from 1 to 200 samples and from 201 to 500 samples separately. Therefore approach.
In Fig. 7 , the FLA-CKF algorithm was implemented the RMSE value of the first 200 samples can be used to analyse the initial parameter tuning speed, with transient faults in the TCM2 compass. When the transient faults occurred in the TCM2, the KVH C100 whereas the RMSE value of the last 300 samples can demonstrate the fault-tolerant capabilities. In the and HMR3000 compasses operated under normal conditions. The result shows that the FLA-CKF various simulations above, the heading and relevant parameters choose 0 as the initial value. The MSDF cannot minimize the transient fault disturbances effectively. Therefore the FLA-CKF is not suitable for algorithms need to tune the parameters to the corresponding state; consequently instability results a fault-tolerant multi-sensor navigation system. simulation and then settled down in approximately A permanent fault rarely occurs under normal operating conditions; however, it causes serious 20 samples. The feedback factors were in a selfadaptive process, where they attempt to find suitable problems for a navigation system if such an event takes place. In section 5.3, a permanent fault is values instead of the current values. This self-adaptive process took place not only at the beginning of simulated on the TCM2 to verify the fault tolerance capabilities of the algorithms. the simulation but also when the local fuzzy logic Kalman filters gave unsatisfactory values to the From Figs 16 to 18, the FLA-DKF and FLA-FKF algorithms were employed under a permanent fault master filter. Also from the results of the feedback factors, it is found that they did not start to tune the condition in the TCM2. In comparison with the FLA-DKF, the fixed feedback FLA-FKF gave more accurate values at 100, 200, 300, and 400 samples. The reason for this is that the self-tuning strategy changed the global estimations. In the FLA-DKF, three local fuzzy logic Kalman filters were treated evenly in the master feedback factor values after the local fuzzy logic Kalman filter process. Thus, the fault disturbances filter; also there is no information feedback from the master filter to the local filters. Therefore, when the were modified by the fuzzy logic strategy. permanent fault disturbances cannot be recovered in Comparing these FLA-KF algorithms, they all seem to have their advantages and disadvantages. local Kalman filters, these disturbances consequently
The FLA-CKF is a very straightforward method decrease the global estimation accuracy while, in with a one-level fusion process; however, it does not the fixed feedback FLA-FKF, the feedback factor recover transient faults very well. In addition, it has for the faulty sensor TCM2 is only 0.15, which is a heavy computation load. 0.35 lower than the most accurate HMR3000 sensor.
In contrast, the FLA-DKF and FLA-FKF are both The HMR3000 made more than three times the contwo-level fusion methods and fuzzy logic has been tribution than the TCM2 to the global estimation;
implemented on both of these levels to adapt the R hence the permanent fault disturbances were matrix. From the performances, it appears that the therefore reduced.
FLA-DKF is more adequate to give an accurate global In Fig. 18 , the FLA-FKF algorithm with the adaptive estimation; nevertheless, its fault tolerance capability feedback algorithm was investigated with a permanent is not as good as that of the FLA-FKF. However, the fault situation in the TCM2. A comparison of the FLA-DKF has the advantage of a higher computation different algorithms' heading RMSE values confirms efficiency. that the adaptive feedback FLA-FKF approach proThe FLA-FKF has been featured, and its potential for vides the best result under this fault condition. This fault detection and recovery has been demonstrated improvement in fusion accuracy and fault tolerance through simulation. The adaptive information feedis related to the use of the adaptive information share back factors improve the robustness of this algorithm. strategy in the FLA-FKF.
Thus the FLA-FKF is more suitable for the fault The simulation and discussion here are based on detection and recovery purposes. the fault conditions on the TCM2 compass; however,
The FLA-FKF algorithm with adaptive feedback if the faults occurred on the more accurate sensor factors will be implemented in the Springer vehicle. HMR3000 the global estimation accuracy will be This algorithm combines in a synergetic way all reduced and errors will be amplified in the global the advantages that the various applied techniques estimation.
offer. A fuzzy-logic-based Kalman filter improves the individual local Kalman filter estimation by tuning 6.2 Concluding remarks the R matrix. Also the FLO provides an interface for In this paper, three types of cascaded FLA-KF were the user to monitor the online tuning process. The examined under different sensor fault situations. An FKF architecture offers enhanced capability to deal adaptive determination method was proposed to with imprecise sensor measurement. In addition, improve the fault-tolerant capability for the FLA-FKF.
the adaptive feedback factors can strengthen the In addition an FLO was designed to assess the fuzzy estimation accuracy according to the performance of the sensor subsystem. logic performance.
12 Luo, R. C., Yih, C., and Su, K. L. its user and is intended to be utilized for remote MSDF multi-sensor data fusion monitoring purposes, intervention in the case of NGC navigation guidance control erratic behaviour, and to alter the mission para-NMEA national marine electronics meters. The Springer is shown in Fig. 20 and the association arrangement inside the hulls is depicted in Fig. 21 , P k state error covariance while the Peli case layout is presented in Fig. 22 . Q k process noise covariance The Springer propulsion system consists of two R k measurement noise covariance propellers powered by a set of 24 V 74 lb Minn Kota S k theoretical covariance value of innovation Riptide transom-mounted saltwater trolling motors. Steering of the vessel is based on differential propeller logged using the above-mentioned sensors are summarized in Table 4 . revolution rates.
(b) Navigation sensor suite Magnetic compasses. Three different compasses, TCM2, KVH C100, and HMR 3000, are employed in In Springer, the integrated sensor suite combines a GPS, three different types of compass, a speed log, the navigation system of the Springer. The TCM2 compass is based on the magneto-inductive effect. and a depth sensor. All these sensors are interfaced to a personal computer via an NI-PCI 8430/8 (RS232)
It combines a two-axis inclinometer to measure the tilt and roll [26] . serial connector. All the sensors can output NMEA's 0183 standard sentences with a special sentence KVH C100 is a flux-gate compass which offers modules incorporating both rate gyros that comhead and checksum. The navigation sensor suite is shown in a block diagram form in Fig. 23 . The data pensate for errors from acceleration, as well as heading while it has more power consumption. Of these three compasses, the HMR 3000 is the most accurate compass with disturbance-resistant capability.
APPENDIX 3 Kalman filter
Considering the system
where xµRm is a state vector, HµRn×m is a matrix of inclinometers that provide accurate readings of the state space model, and nµRn is the measurement heading, pitch, and roll [27] .
white noise of the state space model. HMR 3000 uses the magnetoresistive effect; it
The state vector satisfies a linear discrete time state includes three perpendicular sensors and a fluidic tilt transition; it is defined by sensor to provide a tilt-compensated heading [28] .
The TCM2 compass has a simple design with low operating power; however, it is very sensitive where FµRn×m is the system state space model, GµRm×q is the control model, uµRq is a known to electrical and environmental disturbances. The flux-gate compass KVH C100 can output accurate control input, and vµRm is the input noise.
The matrix Q and matrix R are defined as the Invert to obtain (P− i(k+1) )−1 according to process noise covariance and the measurement noise
Invert to obtain (P+ i(k) )−1 where i=1, … , N.
In the master filter,
, for all k and i (12)
The Kalman algorithm can be organized into time update and measurement update processes.
Invert to obtain (P− (k+1) )−1 according to The time update process is given by
and then invert to obtain P+ (k)
(P+ i(k) )−1x + i(k) The measurement update is given by
The measurement update equations incorporate a new observation into the a priori estimate from Federated Kalman filter the time update equations to obtain an improved
The FKF is similar to the DKF except that a feedback a posteriori estimate. In the time and measurement factor has been set from the master filter to each update equations, x k is an estimate of the system local filter. state vector x k , K k is the Kalman gain, and P k is the First of all, the global information has been divided covariance matrix of the state estimation error. The as superscript minus in the equation reminds the reader that it is an a priori estimate before the measurement.
) The superscript plus denotes the estimate after the measurement update.
Decentralized Kalman filter
In local Kalman filters, In a simple Kalman filter, all the measurements being x + i(k) =x + f(k) (30) always considered input directly to a single filter; however, in a DKF, N local Kalman filters process where i=1, … , N, subject to their own data in parallel to yield the best possible local estimations and, then, a master filter accepts ∑ N i=1 b i =1 (31) the N local filters' output to generate the global estimation.
x − i(k+1)
