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The behavior of sedimenting particles is investigated widely due to its ubiquitous nature and in-
dustrial applications, such as paper and pulp, water purification and hydro-power dams. Despite
the extensive research, sedimentation is still an active area of non-equilibrium dynamics due to
its paradoxical nature. In order to explore this enigmatic phenomena, we performed direct nu-
merical simulations of mono-dispersed spherical particles, using the smoothed profile method
and investigated the evolution of its microstructure, static (time independent) and dynamic prop-
erties (time dependent): (1) at finite Peclet number (Pe) in the Stokes regime, which measures
the interplay of thermal and hydrodynamic forces; (2) at high Pe and low Reynolds number
(Re), where particles show typical non-Brownian characteristics; (3) at finite Re, where inertial
forces have significant effects on transport properties.
Firstly, we investigated the scaling of hydrodynamic velocity fluctuations and the self-diffusion
of sedimenting particles at finite Pe over a moderate range of volume fractions (0.01 ≤ φ ≤
0.12). We found a complete transition from an isotropic microstructure at low Pe due to the
dominance of the thermal force to an anisotropic microstructure at high Pe, where particles pre-
ferred to orient themselves in the horizontal direction with respect to neighbouring particles.
Apart from these two regimes, we also observed a transition regime, where both of these forces
interplay. We observed that at Pe& 30, velocity fluctuations scaled with the Stokes velocity, their
relaxation times scaled with the Stokes time and the particle diffusion scaled with the product of
the Stokes velocity and the particle radius remained unchanged, showing the dominating effects
of hydrodynamic forces. Moreover, the diffusion anisotropy increased with increasing Pe and
saturated at high Pe values.
Secondly, we investigated the non-Brownian sedimenting particles (Pe& 80) over a wide range
of volume fractions from 0.01 to 0.5. The microstructure analysis of the suspension showed that
at low volume fractions, the anisotropic microstructure determined the transport properties and
at φ & 0.15, many-body interactions dominated the phenomena, whereas a cross-over existed in
between these two regimes. We found that hydrodynamic velocity fluctuations scaled as φ 1/2,
both parallel and perpendicular to gravity at the low volume fraction regime (φ . 0.04) due to
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an anisotropic microstructure, remained unchanged at the cross-over regime (0.04 < φ . 0.12)
and decayed sharply at high volume fractions because of many-body hydrodynamic interactions.
Unlike velocity fluctuations, vertical relaxation times scaled as φ−1/2 for the full range of vol-
ume fractions, whereas horizontal relaxation times decreased as φ−1/2 at low volume fractions,
remained unchanged and then decreased sharply at high volume fractions. Similarly, horizontal
and vertical diffusion coefficients increased as φ 1/2 at low volume fraction. Moreover, the verti-
cal diffusion decayed with further increase in the φ , whereas the horizontal diffusion remained
unchanged and then decreased.
Thirdly, we investigated the inertial effects on the static and dynamic properties of the suspen-
sion over a wide range of volume fraction from 0.01 to 0.4. We found that at Reynolds number
Re≤ 0.5, static and dynamic properties showed the typical non-Brownian, Stokes regime char-
acteristics due to insignificant inertial effects. We observed that high inertial forces at Re=1,
created a deficiency of neighbouring particles around a test particle and this deficiency is in-
creased with further increase in inertial forces. At Re=1, this deficit is more pronounced in the
vertical direction which reduced the velocity fluctuations and the particle diffusion, whereas both
of these properties remained unchanged in the horizontal direction due to insignificant structural
changes in the horizontal direction. Moreover, at Re=10, strong inertial forces generated a sig-
nificant deficit of particles in both directions, which decreased both velocity fluctuations and
particle diffusion. We also observed that the range of volume fraction affected by inertial forces
is increased with the increase of Re. At high volume fraction φ & 0.15, intrinsic many-body
interactions dominated the phenomena and governed the transport properties thereafter.
Concisely, we explored the effects of thermalized particles, non-Brownian particles and inertial
forces on their transport properties during sedimentation. Our finite Pe analysis revealed that at
Pe& 30 settling particles showed the typical non-Brownian characteristics. We found that trans-
port properties of suspended non-Brownian particles are largely depended on its microstructure
at low volume fractions in the Stokes regime, whereas at large volume fractions, many-body
interactions governed these properties. In addition, with the increase of inertial forces, which
caused a deficit of neighbouring particles around a test particle, we found that microstructure of
the suspension governed the transport properties for the longer range of volume fraction, before
many-body interactions over-powered the phenomena. Moreover, this dissertation also revealed
a clear dependency of velocity fluctuations, their relaxation times and the self-diffusion on the
wide range of particle volume fraction, system size and Re. At low volume fraction and in the
Stokes regime, velocity fluctuations followed the φ 1/2 scaling, plateaued at moderate volume
fractions and decayed at high volume fractions, in both directions. The self-diffusion followed
the φ 1/2 scaling at low volume fractions and decayed sharply at high volume fractions in both di-
rections. In contrast, at moderate volume fractions, the vertical self-diffusion decreased, whereas
the horizontal diffusion remained unchanged. We also observed a decrease in the velocity fluc-
tuations and self-diffusion at high Re, due to less number of particles available to interact with
a given particle.
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1.1 Overview and Motivation
In general, sedimentation is the settling through fluid of suspended material of various sizes,
ranging from large rocks to proteins and peptides. The diffusive nature of sedimenting particles
in a fluid plays a key role in many chemical industries, such as paper and pulp, paints, water
purification, etc., impacting a wide range of processes, like pneumatic and sediment transport,
rheological behavior of pastes, fluidized beds, combustion and erosion. Sediments are also a big
problem in hydro-power dams and in industrial drainage, from which they must be continuously
removed. Along with the other separation techniques, sedimentation is an essential, cheap and
widely used clarification process. Typically, the settling of particles is achieved by decreas-
ing the velocity of the fluid such that particles sediment. This apparently simple technique is
strongly affected by the host fluid and particle parameters as well as the configuration of the con-
tainer, which make this phenomena difficult to tackle both experimentally and computationally.
Microscopically, it is a typical example of non-equilibrium dynamics, which shows interesting
yet perplexing static (time independent) and dynamic (time dependent) properties. Numerous
theoretical [1–4], experimental [5–13] and simulation [14–32] studies have been performed to
investigate these parameters.
1.2 Brief Literature Survey
The first significant theoretical work on sedimentation was performed by Stokes [33], who cal-
culated the settling velocity of a single particle in an incompressible fluid, in the absence of
appreciable inertia, known as the Stokes velocity. This result was used later by Einstein [34]
to calculate the diffusivity of an isolated particle undergoing Brownian motion. Later, Batche-
lor [35] found the effect of particle volume fraction and fluid back flow on the settling velocity
1
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at low volume fractions, based on the assumption of a uniform distribution for the separation of
pairs of spheres. This is also known as hindered settling caused by the drag force induced by the
fluid back flow and the particle-particle interactions, which make the particle to undergo fluctuat-
ing motions. Researchers characterize this fluctuating motion of particles mainly by calculating
velocity fluctuations, their relaxations times and particle diffusion. Since these properties are
largely dependent on particle and fluid based parameters, along with the size and shape of the
container, the accurate measurement of these properties has become immensely important to get
a clear and more insightful picture of the physical phenomena.
Unlike particles undergoing Brownian motion, sedimenting particles show different behavior in
the direction parallel and perpendicular to gravity. Caflisch and Luke [4] predicted that at infi-
nite particle limit, the velocity fluctuations are infinite by assuming pair wise additivity, which is
certainly unphysical. Hinch [36] solved this paradox by considering a hypothetical blob of fluid
of size l, having nd l1/3 average number of particles (nd is the number density of the particles),
with
√
nd l1/3 statistical fluctuations in particle number. If m is the mass of the particles which
balance the buoyancy, then the fluctuations in the weight are mg
√
nd l1/3. Balancing this weight
with the drag force, Hinch came up with the scaling of velocity fluctuations as∼√φ l/a, where
φ and a denote the particle volume fraction and radius, respectively.
These predictions stimulated many experimental studies [5–11, 37, 38]. Batchelor [37] inves-
tigated the bidispersed suspension, where those particles lighter than the fluid rose and those
heavier sank. Later, Nicolai performed a series of experiments [5–7] to investigate the effects
of particle volume fraction, system size and polydispersity on velocity fluctuations and particle
diffusion. These studies quantified the transport properties, but gave little information about the
physics. Guazzelli [38] investigated the effects of walls and found that these walls act as kinetic
traps and reduce the velocity fluctuations of the particle in the near vicinity. Segre [8–11], in
a series of experiments, also investigated the effect of particle volume fraction φ on velocity
fluctuations at low volume fraction and found that these velocity fluctuations scale as φ 1/3, in
contrast to the theoretical prediction of Hinch [36] and experimental results of Bernard [13].
This contradiction between the theory and experiments was solved by Brenner [39] through a
theoretical investigation, scaling arguments and numerical simulations. He found that vertical
walls play a critical role in this scaling. In a large confined box (larger than the correlation
length), the velocity field of a particle near the wall decays as r−2 or higher depending upon
the shape of the wall, whereas in the vertical mid plane of the cell where walls have no effects
this velocity field decays as r−1. Due to this large velocity field in the middle plane, the inter-
action of the velocity field of a particle with other particles is larger than the velocity field of
the particle near the walls. This strong interaction of particles in the middle plane will induce
larger velocity fluctuations than particles near the walls. Hence, there exists a gradient in the
velocity fluctuations, being maximum in the middle plane and the minimum near the walls. This
gradient will drift the particles from the center to the wall and cause a depletion of particles in
the mid plane. Brenner [39] analysed previous experiments [5, 9] in the context of the above
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mentioned phenomena and argued that if we consider the path of a tracked particle (Ref. [5],
Figure 1), it shows that some of the particles are close to the side walls. Since these side walls
act as kinetic traps, particles spend more time close to the wall, where velocity fluctuations are
smallest and relax quickly. He reported that the previous experiments [5,9] had not taken care of
the side walls effects and the particles near the side walls should not be used to calculate the ve-
locity fluctuations. He recalculated the velocity fluctuations of Segre’s work by considering the
particles not affected by the side walls and found the φ 1/2 scaling, in good agreement with the
theoretical prediction [36]. The side walls have significant effects in the Stokes regime, whereas
Koch et al. [40] found a weaker logarithmic scaling when particle inertia is significant. This sug-
gests that bounding solid walls which suppress the velocity fluctuations in the Stokes regime,
are relatively less pronounced when inertial forces are significant [40]. The velocity fluctuations
lead to randomly fluctuating particle motions, characteristic of a diffusion process, which has
been studied first Beenakker [41–43], Ham and Homsy [44] and later Nicolai et al. [5, 7] exten-
sively, in a series of experimental studies in the Stokes regime. They found that the self-diffusion
coefficients increase at low volume fraction and then decrease sharply at high volume fractions
in both parallel and perpendicular to the gravity. This decrease in self-diffusivity at high vol-
ume fractions is attributed to the formation of clusters and the fact that the basic mechanism
for diffusion is the fluctuating motion of the clusters rather than individual particles. Similar
to the velocity fluctuations, diffusion is also strongly dependent on system size. Brenner [39]
suggested that the diffusion coefficient should show a φ 1/2 dependency at low volume fraction.
In addition, the diffusion anisotropy is a key parameter to characterize the nature of the sedi-
mentation phenomena. Nicolai et al. [5] have obtained a quantitatively small decrease in the
diffusion anisotropy with volume fraction. Despite the importance of self-diffusion in chemical
and biochemical industries, only few studies are attributed to its investigation.
Theories have long predicted that velocity fluctuations diverge with the system size, whereas
experiments showed no such dependency. Researchers [9] found that if the system size is less
than the blob size then velocity fluctuations diverge with the system, whereas for system sizes
larger than the blob size, there is no such divergence. These results were later confirmed by
Nguyen and Ladd [20], using the lattice Boltzmann method (LBM). This stimulated the simu-
lation work and with the availability of highly sophisticated computer facilities and fast com-
putational schemes, researchers were able to explore the phenomena at the particle and fluid
level, some thing which was not possible in experiments. Ladd [14–18] and Koch [3,40,45,46]
pioneered the simulation work on sedimentation, using LBM and explored the effects of particle
microstructure, particle and fluid inertia and system size. Koch [1] found that the difference
between the vertical and horizontal relaxation times decreases with increasing aspect ratio of
the system. He suggested that this difference between the relaxation times originates from the
vertical periodic boundary conditions because less time is required for a particle to sample all
vertical positions than is required to sample the horizontal positions. The simulations performed
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FIGURE 1.1: Schematic representation of drafting-kissing-tumbling (DKT) mechanism. This
figure is adapted from Ref. [45].
by Ladd [14] and Padding [23] observed the same phenomena, using vertical periodic bound-
ary conditions. Later, Cunha [24] used direct numerical simulations (DNS) and validated the
φ 1/2 and (L/a)1/2 behavior of velocity fluctuations with respect to volume fraction and system
size at low volume fraction, respectively. Cunha also calculated the particle diffusion and its
anisotropy and found that diffusion anisotropy remain unchanged at low volume fraction, in
good agreement with Padding [23]. In contrast, the 2D simulations of Kuusela [27–31] showed
a large change in diffusion anisotropy at high volume fraction. It will be interesting to see how
diffusion anisotropy behaves at large volume fraction in 3D. Despite the importance of diffusion
in chemical and petroleum industries, only a few studies [5, 47] have focused on diffusion, and
in particular at large volume fractions. Recently, Padding [21–23] used stochastic rotation dy-
namics (SRD) to explore the sedimentation at low Peclet number (Pe), to highlight the relative
effects of thermal and hydrodynamic forces on sedimenting particles.
The theoretical aspects of sedimentation phenomena in the Stokes regime are relatively well
developed, where velocity fluctuations scale as φ 1/2 at low volume fraction [23, 39, 48–51] and
as (L/a)1/2 with the system size, whereas these properties are not explored extensively at finite
Reynolds number (Re), where Re is the ratio of inertial forces to viscous forces. Koch [1,40,45]
explored the physical aspects of sedimentation at finite Re and found that at low volume fraction
and in the Stokes regime, the flow field produced by a settling sphere has a fore-aft symmetry
relative to the horizontal plane through its center, which is broken by the fluid inertia at finite
Re. This breaking of symmetry generates a wake behind the particle, as shown by the particle
1 in Fig. 1.1, which is adapted from Koch’s study [45]. This wake convects fluid towards the
rear of the particle and this fluid flux is balanced by the source flow. The trailing particle 2 will
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thus drift to the leading particle and it also experiences a lift force due to shear flow in the wake
which pushes it outward and cause a particle deficiency in the near vicinity of the particle 1. If
this lift force is small then two particle will kiss and then tumble into a horizontal orientation
and repel each other due to source flow. This mechanism is known as drafting-kissing-tumbling
(DKT) mechanism. Similarly, the horizontally oriented particles like Particle 3 will repel each
other due to source flow, which will also induce the deficiency of particles. At high volume frac-
tions, this weak interaction competes with the many-body interactions, which then lead to the
isotropic microstructure, similar to that in hard-sphere distribution. Climent et al. [52] observed
a similar mechanism in their study.
Under sedimentation, the microstructure of the suspension is determined by the long-range hy-
drodynamic interaction (HIs), which are characterized by large time and length scales, features
that render the non-equilibrium properties of the colloidal particles challenging to tackle both
experimentally and by simulations. Despite the fact that experiments can use large system sizes,
the statistical variations and the many non-ideal conditions, such as secondary flow, instability
caused by the techniques used to track the particles, and polydispersity limited the experiments
to the Stokes regime, low volume fraction and to non-Brownian particles. Although, simulations
complement the experimental results and help to understand the physics behind the phenomeno-
logical changes, it also has its own shortcomings like finite system size and numerical errors.
1.3 Open Problems and Work Plan
Despite the extensive work on sedimentation as briefly reviewed above, there are still some open
problems which are needed to be investigated, e.g.:
 Characterization of correlation length and finite size effects.
 Interplay of thermal and hydrodynamic forces especially at high Pe.
 Particle and fluid inertial effects on transport properties.
 System size and shape effects.
 Effects of particle polydispersity and shape.
 Evolution of particle microstructure with inertial forces and its effects on transport prop-
erties.
We planned this work to find the answers to some of the above mentioned open problems by
DNS, using the smoothed profile (SP) method [53–58], which replaces the original sharp bound-
aries between the particle and the host fluid with a diffuse interface of finite thickness. This
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approach enabled us to use a fixed Cartesian grid, thereby significantly improving the speed
of the numerical computations. A similar smoothed profile [59] was adopted in the previously
proposed fluid-particle dynamics method in which particles are modelled by a highly viscous
fluid. This large viscosity in turn requires small time increment. While, we treated particles
as non-deformable solids such that no additional constraints arose for time increment. On the
basis of the above mentioned open problems in sedimentation, we focused on three aspects of
sedimentation.
 Sedimentation at finite Peclet number: In this part, we investigated the interplay between
the thermal and hydrodynamic forces, by changing the Pe and studied its effects on the
transport properties of the suspension. Previously, Padding [23] investigated the finite Pe
effect, but mainly at Pe ≤ 12, whereas we performed simulations at Pe . 120 and found
that at Pe& 30 hydrodynamic forces completely dominate the sedimentation phenomena.
The details of this investigation are presented in Chapter 2.
 Sedimentation of non-Brownian particles: In this part, we focused on the effects of hy-
drodynamic forces on particles in the Stokes regime. Most of the previous studies [9, 13,
24, 39] focused on non-Brownian particles are at low φ , except Nicolai’s work [5], which
was performed at φ ≤ 0.4, but these studies were unable to give a clear dependence of
the transport properties on volume fraction and microstructure. In this investigation, we
studied the evolution of particle microstructure with the increase of volume fraction and
its effects on particle properties. Furthermore, this study also provided a clear picture of
the dependence of transport properties on low, moderate (cross-over) and high volume
fraction regimes. The details of this investigation are presented in Chapter 3.
 Sedimentation at finite Reynolds number: In this part, we studied the effects of particle
inertia on microstructure, velocity fluctuations, their relaxation time and diffusion coef-
ficient. It is very difficult to perform experiments and simulations at high Re due to fast
phenomenological changes. Koch [1,3,40,45] performed LBM simulations to investigate
the microstructure changes with the increase in Re and its effects on transport properties
at four different volume fractions and system sizes. We tried to evaluate both the static
and the dynamic properties as a function of Re for 0.01≤ φ ≤ 0.4. This study also gave a
clear picture of Re effects on low, moderate and high volume fraction regimes. The details
of this investigation are presented in Chapter 4.
In brief, this dissertation consists of simulation studies of mono-dispersed spherical particles
settling in an incompressible fluid. We explored the phenomena ranging from low Pe and low
Re to the finite Re and high Pe, giving rise to the interplay of thermal and hydrodynamic forces
(finite Pe and low Re), complete dominance of hydrodynamic forces (high Pe and low Re) and
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unignorable inertial forces (high Pe, finite Re). This study not only quantifies the transport prop-
erties of the suspension, it also gives a better understanding of the phenomenological changes
based on a particle microstructure analysis.
1.4 Simulation Method
In the SP method, the boundary between the colloidal particle and the host fluid is replaced with
a continuous interface by assuming a smoothed profile [60], having thickness equal or larger
than the grid spacing ∆, as shown in Fig. 1.2. This simple modification enabled us to accurately
characterize the hydrodynamic interactions, without neglecting many-body interactions. In this
section, we briefly explain the salient features of our method.
In this method, the colloid’s density profile is defined such that it changes smoothly within the
interface. Quantities such as the velocity and pressure are defined over the entire computational
domain, which includes the colloid as well as the solvent. We enforced the total field velocity
zero condition, i.e.,
∫
drv(r) = 0, which guarantees that the sedimentation velocity is the same
as the superficial velocity.
The motion of the ith colloidal particle is obtained by solving Newton and Euler’s equations of
motion for a given particle positionRi, translational velocity Vi and rotational velocity Ωi :






i , R˙i = Vi, (1.1)








Mass and moment of inertia are denoted as Mi and Ii, respectively, and Qi is the orientation
matrix. The hydrodynamic torque and force exerted by the solvent on the particle are represented
as NHi and F
H




i are the external force and torque, respectively. G
V
i
andGΩi are the random force and torque due to thermal fluctuations, which can be described as
〈Gni (t)Gnj(0)〉=αnIδ (t)δi j, where 〈Gni (t)〉= 0 and αn (n∈V,Ω) is the parameter that controls
the temperature of the system T . The actual value of the particle temperature is determined
using the long-time diffusion coefficient of the equilibrium system at infinite dilution D0φ=0 by
Stokes-Einstein equation, kBT = 6piηaD0φ=0. When simulating a Brownian particle using HIs,
the diffusion coefficient is affected by the finite size effects (i.e., artefacts arise when the system
size is smaller than the correlation length). These effects can be accounted for by D0φ=0 =
D0K(φ), in which D0 is the thermal diffusion coefficient of Brownian particles obtained for
φ 6= 0 and K(φ) is the coefficient that represents the effects of the finite volume fraction of
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dispersed particles under periodic boundary conditions and its values for the given system size
and volume fraction is available in the literature [61]. For the given terminal velocity Vt of a
single sedimenting particle, which is same as the Stokes velocity in creeping flow conditions
(Stokes regime), Brownian motion of the particles can be characterized by using the Peclet
number as, Pe= aVt/D0, which measures the ratio of convection transport to diffusion transport
due to Brownian motion [62]. The detailed implementation of Brownian motion in some test
cases is presented by Iwashita et al. [63].
Direct inter-particle interactions are denoted by F ci and we represent these interactions using the

























where ri j =|Ri−R j |. The parameters σ = 2a and ε = 2.5 denote the length and energy units,
respectively.
In the SP method, the fluid motion is obtained by solving the incompressible Navier-Stokes (NS)
equation for a given value of fluid viscosity η and density ρf:
(∂t +vf ·∇)vf = ρ−1f ∇ · (−pI+σf) (1.5)
∇ ·vf = 0 (1.6)
for the stress tensor σf, fluid velocity vf and pressure field p, under the incompressibility con-
dition (∇ ·vf = 0). The center-of-mass of the suspension is kept constant to avoid an indefinite
acceleration of the system. We would also like to comment that we have not included the
lubrication force explicitly, as done in the Stokesian dynamics, but we are still able to repro-
duce the many particle dynamics convincingly. More details about the lubrication force can be
found in previous publications [60, 65]. For given values of η and ρf, the remaining units of
mass, time, pressure and energy are respectively defined as ρf∆3, ρf∆2/η , η2/ρf∆2 and η2∆/ρf.
Reynolds number, which measures the relative effects of inertial and viscous forces is defined
as, Re = ρfVtσ/η [66]. The hydrodynamic force F Hi and torque NHi acting on a particle can








ri× (σf ·dSi). (1.8)
The basic idea of the SP method is to solve the modified NS equation over the entire domain,
by treating the colloids as fluid particles, where particles are represented using a smooth phase
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field 0 ≤ ϕ (x, t) ≤ 1, which removes the troublesome boundary conditions at the particle sur-
face. Here ϕ = 0 stands for the fluid, 0 < ϕ < 1 describes the interface and ϕ = 1 the particle
domain. The rigidity of the particles can be maintained by introducing a body force ϕfp in the
NS equation, which is computed assuming momentum conservation between the fluid and the
particles.
space and a second-order Runge-Kutta scheme !the Heun
scheme" in time. For the colloidal particles, the velocity and
angular velocity were integrated with the Heun scheme and
the position was integrated with the Crank-Nicolson scheme.
The external boundary condition on the edge of the systems
was imposed in the same manner as the fluid-solid boundary
condition on the particle surface. The simulation code is re-
markably simple due to such unified treatment for all bound-
ary conditions.
A. Drag force on a cylindrical rod
The drag force acting on an infinitely long cylindrical rod
with radius a was computed by solving the Navier-Stokes
equation around the rod in order to check the accuracy of the
present method. Figure 2 shows a cross section of the geom-
etry around the rod with finite thickness ! at the interface.
First, the effects of the finite thickness on the drag force
are examined in the square domain of L2. An uniform stream
U in the x direction was assigned to the edge of the domain
as the boundary condition. Here the Reynolds number was
defined by Re=2aU /". The drag coefficient was calculated
as CD=FD /#U2a, where the drag force FD was computed
from Eq. !26" for various values of $, a, L, and U. Figure 3
shows the relative error #CD!Re,! /$"−CD!Re,! /$
=0"$ /CD!Re,! /$=0" as a function of the interfacial thick-
ness ! /$, where CD!Re,! /$=0" was estimated by extrapo-
lating the measured curve of CD!Re,! /$" to ! /$→0. The
relative error in CD was observed to increase with increasing
! /$; however, it tended to converge within 5% for several
values of a /$ for ! /$=1 and 0%Re%20. Thus, ! /$=1 was
set for further simulations.
Next, the drag coefficient CD was calculated. The rod was
fixed at the origin in the circular domain with radius L.
The velocity at the external boundary r=L was set
to u!r=L ,&"=U / %1−2 ln!a /L"&%#1− !a /L"2−2 ln!a /L"$ex
−2#1− !a /L"2$cos &er& where ex and er are the unit vectors in
the x and r directions, respectively, and tan &=y /x. An ana-
lytical solution for the Stokes equation is known for this
boundary condition, and the drag force is given by FD
=8'(U / %1−2 ln!a /L"&. The computed CD using the present
method as a function of Re is shown in Fig. 4 and is in good
agreement with the theoretical Stokes law in Re)1 within
5%.
The accuracy of the present method using the finite inter-
facial thickness ! /$=1 was determined to be acceptable for
simulating colloidal dispersions for NRe)1 based on the nu-
merical results above.
B. Sedimentation
The performance of the present method was examined by
simulating sedimentation processes of monodisperse par-
ticles in a two-dimensional Newtonian fluid in a rectangular
FIG. 2. !Color online" Schematic representation of the cross
section of geometry around the rod. $ is the lattice spacing, a is the
rod radius, and ! is the interfacial thickness. The rod surface now
has a finite volume '2'a! supported by several grid points on the
fixed Cartesian coordinate.
FIG. 3. The relative error in the drag coefficient CD as a func-
tion of the interfacial thickness ! /$.
FIG. 4. Comparisons of the drag coefficient CD !plus" from our
method with the theoretical curve of the Stokes law !solid line".
SIMULATION METHOD TO RESOLVE HYDRODYNAMIC… PHYSICAL REVIEW E 71, 036707 !2005"
036707-5
FIGURE 1.2: Schematic representation of the diffuse particle interface, where ξ shows the
thick ess of interface.
(∂t +v ·∇)v = ρ−1f ∇ · (−pI+σf)+ϕfp (1.9)




The detailed formulas, algorithm and applicability of the SP method with numerous test cases
can be found in previous publications [53–58, 60, 63, 65, 67–78]. Recently, SP method has also
been extended to self-propelle swimmers [79], assemblies of sphe es [80] and compressible
fluid [81–83].
A rigorous study [84] by Luo et al. revealed that compared to a high resolution DNS [85] based
on high-order spectral/hp element discretization on hybrid grids, the SP method is computa-
tionally less expensive and advantageous for simulating moving particles because it avoids the
complex discretizations around the particles. This study simulated many test cases and found
that the SP method is accurately resolving the brication force and far and near field flows. In
addition, the computational cost for this method depends upon the number of grid points (sys-
tem size), however it is insensitive to the number of particles. This enabled us to study dense
colloidal dispersion, which is difficult to do with other methods.

Chapter 2
Sedimentation at Finite Peclet Number
2.1 Introduction
Sedimentation at finite Peclet number (Pe) describes the relative effects of thermal fluctuations
and hydrodynamic fluctuations. Unlike most previous studies [5, 9, 14, 24, 25, 86], which were
performed in a non-Brownian regime (Pe→ ∞), we focused our work at finite Pe defined as
Pe= aVs/D0, in which Vs = 29 ga
2(ρp−ρf)/η represents the Stokes velocity, at different volume
fractions and system sizes. Padding et al. [21–23] were the first to simulate sedimentation at a
finite Pe, using coarse-grained SRD simulations. The simplified dynamics allowed accurate cal-
culation of the transport properties; however, due to its stochastic nature, SRD is less effective
for large Pe. In SRD, the highest achievable Pe is limited by the constraints on the Mach and
Reynolds numbers (Re), whereas no such constraints exist for the SP method. Consequently, a
wide range of Pe is achievable using our method. Padding [21–23] focused his work in the low
volume fraction regime. The present work not only validates the work of Padding at low vol-
ume fraction but also explores the effects of moderate volume fractions on static and dynamic
properties of the suspension.
The main objective of the present study is to investigate the relative effects of thermal and hydro-
dynamic forces on velocity fluctuations and particle diffusion for different volume fractions.This
Chapter provides new insights into the relative effects of thermal and hydrodynamic forces on
the particle microstructure and anisotropic behavior of the velocity fluctuations and diffusion.
Moreover, we suggest scaling relations of the velocity fluctuations, their relaxation times and
self-diffusion for a moderate volume fraction regime. In this Chapter, Section 2.2 describes
the selection of the working parameters, results are provided in Section 2.3 and we present
conclusions based on our work in Section 2.4.
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2.2 Simulation Parameters
Simulations were performed under periodic boundary conditions with a volume fraction rang-
ing from 0.01 to 0.12. In the present study, we divide the range of volume fractions into a low
volume fraction regime defined as φ . 0.04 and a moderate volume fraction regime defined as
0.04 < φ . 0.12. This division helps to explain the scaling of the hydrodynamic velocity fluc-
tuations and the self-diffusion in an effective way, which will be evident later. Three different
cubic periodic boxes of dimensions L/a = 16, 32 and 64 were used and the particle size was
held constant at 4∆ for all simulations. The thermal fluctuations kBT were maintained at ∼ 0.3,
and the ε of the WCA potential was set at 2.5.
In this study, the range of Pe is achieved by increasing the value of gravity, which is introduced
in the −z direction. The increase in gravity also increases the Reynolds number, Re = ρfσVs/η
from 10−3 to 0.3, which is still low enough to ignore the inertial effects and remains within the
Stokes regime. In contrast to the simulations studies [23, 24], most of the experiments [5, 9, 87]
have been performed at low Re values, usually of the order of 10−5 or less. Because a relative
deviation from the Stokes regime scales with the square of Re, we can probe relatively high
Re values without straying from the relevant experimental conditions. In addition, maintaining
such a low value of Re is computationally more expensive. For a given initial configuration,
particles require a certain time to acquire their steady-state velocities. We monitored the data,
and only that corresponding to the steady-state velocities is used. The simulations are run upto
500ts for Pe = 0.7 and to 1200ts for Pe > 50; sufficient to yield statistically meaningful data for
the analysis in which ts denotes the Stokes time (ts = a/Vs).
2.3 Results and Discussion
2.3.1 Microstructure
One can expect HIs to play a dominant role at higher Pe values, thereby leading to changes in
the microstructure. The additional hindrance caused by these HIs changes the microstructure of
the system. A quantitative measure of the microstructure at the particle scale is provided by the










in which N is the total number of particles, r = (rx,ry,rz) with rx, ry and rz the components in
each direction, ri j = Ri−R j, 〈...〉 denotes an ensemble average, and the summation ∑i< j is
taken over all particle pairs. The definition of g(r) is such that 4piρg(r)r2∆r represents the mean
















FIGURE 2.1: Radial distribution function g(r) for different Pe values. Simulations are per-
formed in a cubic periodic box of length L/a = 32 with a particle size of a = 4, keeping φ and
kBT constant at ≈ 0.08 and 0.3, respectively.
number of particles in a shell of radius r and thickness ∆r that surrounds a particle at the ori-
gin [88]. Figure 2.1 shows the spherically averaged PDF which is known as radial distribution
function (RDF) g(r) for different Pe values for a system of size L/a = 32 and φ = 0.08. The
peak of the function increases with increasing Pe, demonstrating the formation of aggregates or
particle clusters in close contact. This clustering is induced by the dominance of hydrodynamic
forces with increasing Pe, which in turn progressively reduces the effects of thermal fluctua-
tions. A similar phenomena has also been observed by Brady et al. [89] in their investigation of
the relative effects of thermal and shear forces. They reduced the effects of thermal fluctuations
by increasing the shear rate and observed a similar cluster formation. Apart from the initial
peak, the results are indistinguishable from the equilibrium results for Pe ≤ 9, demonstrating
the strong effects of the thermal fluctuations. For Pe > 9, these results are differentiable, pro-
viding evidence that the HIs exert a progressively dominating effect. A relatively large change
in the RDF at Pe ≥ 24 indicates that the HIs overpower the sedimentation phenomena. More-
over, the peak of g(r) at Pe = 0 is higher than the peak value provided by the well-known exact
solution [90] of the Percus-Yevick (PY) integral equation for the RDF. In our results, this dis-
crepancy arises from an overlapping of the smoothed profiles of two particles in close contact.
Similar discrepancies are also reported in the literature [23].
The g(r) gives useful information for an isotropic suspension, whereas in an anisotropic sus-
pension like sedimentation under gravity, we need to determine whether particles prefer to po-
sition themselves in a particular direction with respect to a neighbouring particle. In order





cal coordinates averaged over the angular coordinate θ in Fig. 2.2, where θ = arctan(ry/rx),
rcyl =
√




3σ and 2σ to vi-
sualize the long range ordering. These density maps clearly show the evolution of particle con-
figuration with respect to the neighbouring particle, as a function of Pe. At low Pe, an isotropic
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(a) Pe = 0 (b) Pe = 9 (c) Pe = 31 (d) Pe = 113





system size L/a = 32 and φ = 0.1.
microstructure is evident, which shows the dominance of thermal fluctuations. At Pe & 30,
anisotropic microstructure is evident which shows the dominance of hydrodynamic interactions.
This anisotropic microstructure is caused by the drafting-kissing-tumbling mechanism, as ex-
plained by Koch [40].
2.3.2 Hydrodynamic Velocity Fluctuations and their Scaling
One of the main objectives of the current study is to develop a scaling for the hydrodynamic
velocity fluctuations and their relaxation times, which are two of the key parameters for diffusion
in sedimentation. To establish a scaling relationship that accounts for the effects of system
size, volume fraction and thermal fluctuations on the hydrodynamic velocity fluctuations, we












in which δViz =Viz−Vsed, Viz and Vix are the temporal velocities of the ith particle in the z and x
direction, respectively, and Vsed = 〈Viz〉 is the mean settling velocity of the particles.
Figure 2.3 shows the time decay of the correlation functions for the z and x components of the
velocity fluctuations at φ = 0.04 and L/a = 32. The main plots in Fig. 2.3 use the initial fluc-
tuations Cz(0) and Cx(0) as normalization constants to visualize the relaxation of the velocity
fluctuations, whereas the figure insets use the square of the Stokes velocity to normalize the
correlations, highlighting the effects of the non-equilibrium hydrodynamic fluctuations. Time is











































































































FIGURE 2.3: Temporal autocorrelation functions of the vertical (Cz(t)) and horizontal (Cx(t))
velocity fluctuations. The main plots show the correlation functions normalized by the ini-
tial fluctuations, whereas the temporal correlation functions shown in the insets are nor-
malized by the square of the Stokes velocity on a semi-log scale. The insets also indi-





exp(−t/τβH) as shown by the dotted lines in which ∆V βH (β ∈ x,z) and τβH
denote the amplitude and the relaxation time of the hydrodynamic velocity fluctuations, re-
spectively. Time is normalized by the Stokes time as ts = a/Vs.
normalized by the Stokes time ts such that ts = a/Vs.
The main plots in Figs. 2.3(a) and (b) indicate the large difference in relaxation times for the
vertical and horizontal correlations, whereas the experiments [5] show a small difference in
these time scales. This difference in time scales can be reduced by increasing the aspect ratio
of the periodic box or by increasing the volume fraction of the particles, as observed in other
studies [3, 14, 23].
At low Pe, the strong effects of the thermal fluctuations cause a rapid decay in the correlations,
whereas at higher Pe, an exponential decay is evident, as shown in Fig. 2.3. In an experimen-
tal study, Nicolai et al. [5] observed an exponential relaxation of the temporal correlations of




exp(−t/τβH) in which ∆V βH (β ∈ x,z) and
τβH denote the amplitude and relaxation time of the hydrodynamic velocity fluctuations, respec-
tively. The present DNS results support the following forms for the autocorrelations of the





in which C0 (t) represents the velocity autocorrelation function in the presence of thermal fluc-
tuations but without gravity, which becomes negligible at higher Pe. These equations represent
the summation of the pure thermal and hydrodynamic forces; the former is dominant at low
Pe, and the latter plays a key role at high Pe. In addition to these two Pe regimes, a transition
regime is also expected to exist in which neither of these two forces is dominant. Hence, the
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scaling relations for the diffusion coefficients based on Eqs. (2.4) and (2.5) should deviate from
the simulation results in this transition regime, which will be tested later.
At finite Pe, the velocity fluctuations consist of a thermal and a hydrodynamic component. The
dominant role of the hydrodynamic fluctuations at higher Pe causes the correlation functions to
fall on the same curve when scaled with the square of the Stokes velocity, as shown in Fig. 2.3
insets. Our data shows a good agreement with the fitted curves.
We obtained the values of ∆V βH and τ
β
H at different volume fractions and system sizes from the
exponential fits. These values are plotted in Fig. 2.4 for three different system sizes. Hinch [36]
proposed scaling relationships for the hydrodynamic velocity fluctuations and their relaxation
times, as discussed in Chapter 1. Cunha et al. [24] explained this scaling by hypothetically di-
viding the simulation box into two equal parts. The imbalance in the particle weight caused by
variations in the particle number in both parts is balanced by the Stokes drag. They predicted
the scaling relations as ∆V βH /Vs =
√






L/(φa) in which Aβ1 and A
β
2 are
constants that depend on the system parameters (e.g., the container shape, swirl size, particle
shape and polydispersity). This simple scaling is expected to work well for low volume frac-
tions.
The pre-factors Aβ1 and A
β
2 are obtained by fitting the scaling relationships to the simulation
data, as shown in Fig. 2.4, which shows the scaling of the hydrodynamic velocity fluctuations
and their relaxation times as a function of the volume fraction for three different system sizes,
in both directions. Our simulation results are in good agreement with the scaling relations in
the low volume fraction regime, but deviations are evident in the moderate volume fraction, for
all system sizes. Figure 2.4 also depicts that, for a given system size, ∆V βH and τ
x
H reach a satu-
ration value at moderate volume fractions, whereas τzH continues to follow the scaling relation.
The simulations of Padding et al. [23] and Cunha et al. [24] and the rationalized results [39]
(considering the side wall effects) of Segre et al. [9] also demonstrated the similar scaling at
low volume fractions. Cunha showed the transition from φ 1/2, but unfortunately the scaling was
unclear at high volume fraction. In contrast, Brenner [39] theoretically proposed the transition
from φ 1/2 to φ 1/3, which has not been confirmed by any other simulation or experimental stud-
ies.
The velocity fluctuations and their relaxation times in both directions scale as (L/a)1/2 for the
full range of volume fractions studied, indicating that our simulations are in a spatially correlated
regime. The relevant scaling effects induced by the size dependence of this finite system are dis-
cussed in detail in Section 2.3.4. The summary of the scaling is presented in Table 2.1. These
new findings at moderate volume fraction lead us to split the scaling relationships into two: one
for low volume fractions (φ . 0.04), similar to that observed in other studies [23, 24, 39], and a
second for moderate volume fractions (0.04 < φ . 0.12), as shown in the Eqs. (2.6)-(2.8):
∆V βH /Vs =

√
Aβ1 Lφ/a, (φ . 0.04)√
Aβ1 B
β
1 L/a, (0.04 < φ . 0.12)
(2.6)
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Scaling of ∆V βH /Vs and τ
β
H/ts
Low φ Moderate φ
(φ . 0.04) (0.04 < φ . 0.12)
∆V xH/Vs ∼ φ 1/2 ∼ φ 0
∆V zH/Vs ∼ φ 1/2 ∼ φ 0
τxH/ts ∼ φ−1/2 ∼ φ 0
τzH/ts ∼ φ−1/2 ∼ φ−1/2
TABLE 2.1: Summary of the scaling obtained for the hydrodynamic velocity fluctuations
(∆V βH /Vs) and their relaxation times (τ
β
H/ts) in both the vertical and horizontal directions. In
addition to the above scaling, both ∆V βH /Vs and τ
β
H/ts are scaled as (L/a)
1/2 with system size




L/(φa), (φ . 0.04)
Ax2
√







L/(φa), (φ . 0.12) , (2.8)
in which Bβ1 provides the saturation value of the hydrodynamic velocity fluctuations with respect
to the volume fraction in both the x and z directions at moderate volume fractions. Furthermore,
Bx2 is the saturation value of the relaxation time in the x direction only, as vertical relaxation times
obey the corresponding scaling for the full range of volume fractions, as evident in Eqs. (2.7)
and (2.8). Similar phenomena have been observed by Ladd [14] in a simulation study in which
no change was found in the horizontal relaxation time at φ = 0.05 and φ = 0.25, but the vertical
relaxation time decreased at these volume fractions. In the same study, Ladd also reported a sat-
uration of the vertical relaxation times at high volume fractions (φ ≥ 0.45). In an experimental
study, Bernard et al. [13] explored the dependency of the relaxation time on the volume fraction
and system size and determined that the relaxation time scaled as (L/a)0.65±0.1, in agreement
with the (L/a)0.5 scaling observed in this study. Unlike the present study, Bernard found no
systematic dependency of the relaxation time on the volume fraction.
The different scaling of the vertical and horizontal relaxation times at moderate volume frac-
tions leads to a decrease in the difference between the vertical and horizontal relaxation times
with increasing volume fraction as shown in Fig. 2.5. This finding is important because it aids
in characterizing the anisotropic nature of diffusion. Further discussion on the effect of this de-
crease is presented in Section 2.3.3. Our data show good consistency with the scaling Eqs. (2.6)-
(2.8). The pre-factors Aβ1 and A
β
2 are determined from the fits to be A
z
1 ≈ 0.151, Az2 ≈ 0.9857,
Ax1 ≈ 0.0253 and Ax2 ≈ 0.239 at low volume fractions. For moderate volume fractions, we ex-
tracted the values of Bβ1 and B
x
2 by fitting the new scaling relationships and obtained B
z
1 = 0.037,















































































FIGURE 2.4: Scaling of the hydrodynamic velocity fluctuations (left scale) and their relaxation
times (right scale) as functions of the volume fraction using three different system sizes, L/a=
16, 32 and 64. The solid lines indicate a scaling to ∆V βH /Vs of the form
√
Aβ1 Lφ/a, whereas




L/(φa). The simulation results are









TABLE 2.2: A quantitative comparison of the fitting coefficients obtained by fitting Eqs. (2.6)-
(2.8) onto the simulation data. The difference between the x-direction and z-direction coeffi-
cients indicates the anisotropic nature of the phenomena.
Bx1 = 0.0514 and B
x
2 = 0.0526. The values of these fitting coefficients are also summarized in
Table 2.2. The differences in the vertical and horizontal pre-factors indicate the anisotropic be-
havior of the velocity fluctuations, with vertical fluctuations larger than the horizontal ones. This
anisotropy in the velocity fluctuations varies from 2.5 to 4 in the simulations [14,18,24,26]. The
experiments [5,9] have provided a value of ≈ 2.5. Notably, the ratio of the vertical to horizontal
hydrodynamic velocity fluctuations in this study is ∆VHz/∆VHx ≈ 2.44 at low volume fractions,
and 2.07 at moderate volume fractions, which are in good agreement with the experimental [5,9]
and simulation [26] results. This anisotropic behavior in the velocity fluctuations is believed to
be due to the asymmetry of the system induced by the gravity, which caused the larger velocity
fluctuations in the direction of gravity than the perpendicular direction .





















FIGURE 2.5: Hydrodynamic velocity fluctuation relaxation times for both the vertical and
horizontal directions as a function of volume fraction. The dashed line indicates the scaling of
τxH/ts and the dot-dashed line indicates the scaling of τ
z
H/ts. The simulation data are represented
by points. This plot shows that the difference in the vertical and horizontal relaxation times
decreases with increasing volume fraction at moderate volume fraction regimes. Our data show
good agreement with the scaling Eqs. (2.7) and (2.8).
2.3.3 Scaling and Anisotropic Behavior of Diffusion
Diffusion occurs due to the fluctuating motion of particles. Individual particles lose the memory
of their velocity after experiencing hydrodynamic interactions with surrounding particles and
thereafter follow a random-walk diffusion process. To find the scaling of a long-time steady-
state self-diffusion coefficient, we consider the total diffusion coefficient D as the sum of the
thermal contribution D0 and the hydrodynamic contribution DH, where the latter is estimated as:
DβH ≈ (∆V βH )2τβH . (2.9)
Based on the aforementioned scaling relationships for ∆V βH and τ
β
H , for both low and moderate



























−1/2Pe(L/a)3/2 = 1+0.0013Pe(L/a)3/2 . (0.04 < φ . 0.12)
.
(2.11)
These scaling relations indicate that the vertical and horizontal diffusion coefficients normalized
by the equilibrium diffusion coefficient increase linearly with Pe, but with a smaller pre-factor
in the horizontal direction. In addition, they scale as (L/a)3/2 with the system size for the full
range of volume fractions that we have considered. Furthermore, both the vertical and horizontal













































FIGURE 2.6: A comparison of the long-time steady-state self-diffusion coefficients in both the
vertical and horizontal directions with those predicted by the scaling Eqs. (2.10) and (2.11)
as a function of Pe. The self-diffusion coefficients are normalized by the equilibrium diffusion
coefficient D0. Figures “(a)" and “(b)" show the scaling of Dx/D0 for low and moderate volume
fractions, respectively, whereas “(c)" and “(d)" show the scaling of Dz/D0 for low and moderate
volume fractions, respectively. The simulation results are represented by points. The lines
indicate the scaling relations. The symbols and lines are color-coded with respect to the volume
fraction.
Scaling of Dβ/D0
Low φ Moderate φ
(φ . 0.04) (0.04 < φ . 0.12)
Dx/D0 ∼ φ 1/2 ∼ φ 0
Dz/D0 ∼ φ 1/2 ∼ φ−1/2
TABLE 2.3: Summary of the scaling obtained for the self-diffusion coefficients (Dβ/D0) in
both the vertical and horizontal directions. Additionally, diffusion coefficients in both direc-
tions scale as (L/a)3/2 with system size and linearly with Pe.
diffusion coefficients scale with φ 1/2 at low volume fraction, but at moderate volume fraction
the diffusion coefficient in the vertical direction scales as φ−1/2, and the horizontal diffusion
coefficient becomes independent of volume fraction. This additional dependency on φ−1/2 in the
vertical direction at moderate volume fractions causes a decrease in the diffusion anisotropy with
increasing volume fraction. The scaling relations for the diffusion coefficients are summarized in
Table 2.3. The long-time steady-state self-diffusion coefficient (Dβ = limt→∞Dβ (t)) is obtained
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Figure 2.6 shows a comparison of the long-time steady-state self-diffusion coefficients with the
scaling relations. Figures 2.6 (a) and (b) show the diffusion coefficient, as a function of Pe in the
horizontal direction for low and moderate volume fractions, respectively. Figures 2.6 (c) and (d)
show the diffusion coefficient in the vertical direction, as a function of Pe for low and moder-
ate volume fractions, respectively. Figures 2.6 (a) and (c) indicate that the diffusion coefficient
increases with increasing volume fraction both in the horizontal and vertical directions at low
volume fractions. In contrast with the low volume fraction regime, the vertical diffusion coeffi-
cient decreases with increasing volume fraction at moderate volume fractions, as shown in the
Fig. 2.6 (d). Figure 2.6 (b) demonstrates no change in the horizontal diffusion coefficient. This
decrease in the vertical diffusion coefficient is attributed to the φ−1/2 scaling of τzH. However,
due to the saturation of τxH and ∆V
x
H at moderate volume fraction, no change is observed in the
horizontal diffusion coefficient.
Our simulation results indicate that the diffusion coefficients increase linearly with increasing
Pe, both parallel and perpendicular to gravity. A deviation from the scaling relations is evident at
low Pe. Because scaling relations are derived by adding pure thermal and hydrodynamic forces,
these relations are expected to show good agreement with the simulation results when either
thermal or hydrodynamic fluctuations dominate the phenomena. Hence, this deviation indicates
the transition regime in which neither force is dominant. Our simulations show good agreement
with Eqs. (2.10) and (2.11) at high Pe, demonstrating the dominance of the hydrodynamic in-
teractions.
The majority of studies [5, 9, 13, 14, 24, 47] on particle diffusion in sedimentation have focused
on the non-Brownian regime. Particle diffusion and its anisotropic nature at finite Pe values have
not yet been explored. We have attempted to investigate this anisotropic behavior and found that,
for a given volume fraction, the anisotropy increases with increasing Pe, becoming saturated at
higher Pe, as shown in Fig. 2.7. This observation suggests that the effect of thermal fluctua-
tions is significant at low Pe, before the HIs begin to dominate the sedimentation phenomenon.
We can predict the anisotropic behavior of the diffusion at finite Pe with scaling relationships.




















FIGURE 2.7: The anisotropy of the vertical (Dz) and horizontal (Dx) self-diffusion coefficients
as a function of Pe for different volume fractions. The solid lines indicate the scaling of Dz/Dx
at low volume fractions, whereas the dashed lines indicate the scaling at moderate volume
fractions. The scaling lines are obtained by dividing Eq. (2.10) with Eq. (2.11) for the respective
volume fraction regime. Lines and points of the same color indicate the results for the same
volume fraction.
Our data show good agreement with the predicted diffusion anisotropy, as indicated in Fig. 2.7.
Furthermore, the scaling relationships suggest that the saturated or steady-state value of the
anisotropy remains unchanged at low volume fractions and decreases with increasing volume
fraction at moderate volume fractions, as shown in Fig. 2.7. This decrease in anisotropy is at-
tributed to the decrease in the difference between the vertical and horizontal relaxation times.
This difference is decreased by the φ−1/2 scaling of the vertical relaxation time at moderate vol-
ume fractions. The horizontal relaxation time is independent of volume fraction in this regime
as shown in Table 2.1.
Our simulation results are also compared with the previous experimental and simulation
results in Fig. 2.8, which shows the diffusion anisotropy, as a function of the volume frac-
tion. Nicolai [5] obtained these results in a spatially screened regime, whereas Cunha [24] and
Padding [23] performed DNS and SRD simulations in an elongated simulation box with an as-
pect ratio of 3. We have obtained a relatively high value of the anisotropy at a low volume
fraction. This higher value originates from the difference in vertical and horizontal relaxation
times. Because diffusivity is the product of ∆V 2H and τH, a larger difference in relaxation time
leads to a higher diffusion anisotropy. The diffusion anisotropy can be reduced by increasing
the aspect ratio of the simulation box [3]. An increase in the aspect ratio reduces this difference
and thus the diffusion anisotropy, as exhibited by Cunha [24] and Padding [23]. We obtained an
anisotropy of≈ 24, whereas Cunha and Padding found this anisotropy to be≈ 10 and 7, respec-
tively, at low volume fractions. In another simulations study [47], Kuusela et al. obtained large
diffusion coefficients in both directions using a 2D periodic square simulation box, but the ra-
tio of diffusion coefficients shows good agreement with our results. In contrast with the present
















FIGURE 2.8: Comparison of the diffusion anisotropy with the scaling and previously published
experimental and simulated data. Nicolai [5] obtained the low anisotropy value in an experi-
mental study in a spatially screened regime, whereas Cunha [24], Padding [23] and Ladd [18]
achieved these results from the DNS, SRD and LBM, respectively. A relatively large value of
anisotropy is achieved due to cubic periodic box and spatially unscreened regime. Our data
show good agreement with the simulation study of Kuusela et al. [47] and the scaling.
study, Nicolai [5] obtained an anisotropy of≈ 7 and found no decrease in the anisotropy at mod-
erate volume fractions, primarily because they obtained their results in a large container, which
is many times greater than the correlation length. In simulations, the use of such a large system
is impossible due to the large computational cost. Another possible explanation for the discrep-
ancy between the simulations and the experimental results is the presence of a side wall in the
experiments, which creates micro-structural inhomogeneities over time [38,39]. In addition, the
presence of polydispersity, even to a small extent, can temper the diffusion. Ladd [18] obtained
a high anisotropy ≈ 77 at φ = 0.05. This large value is attributed to the small system size and
the use of full periodic boundary conditions. Similar to the present study, Ladd [18] demon-
strated that diffusion anisotropy decreases with increasing volume fraction. The anisotropy of
diffusion, which was ≈ 77 at φ ≈ 0.05, decreased to ≈ 39 at φ ≈ 0.107.
2.3.4 Finite Size Effects
Theoretical arguments [4] and simulations [18] have long exhibited the strong dependency of
velocity fluctuations on the system size for a random suspension of particles. In contrast, ex-
periments [5, 10] show no such divergence. This disagreement was solved by Segre et al. [9]
who suggested that the velocity fluctuations increase with the system size only when the system
size is smaller than the correlation length, and above this correlation length, the simulations and
experiments should be in good agreement. In experiments, one has the freedom to use large
system sizes, whereas in simulations, large systems require enormous resources. Thus, most
simulation studies [14, 23, 24, 26] are affected by the artefacts induced by the finite system size.



















FIGURE 2.9: Spatial correlation function of the z-component of velocity, as a function of the
distance perpendicular to gravity, demonstrating the effects of system size on velocity fluctua-
tions. All simulations were performed at a volume fraction of φ ≈ 0.10 and Pe≈ 80.
To observe the system size dependency in our results, we defined the spatial correlation function










We define Cz(z) and Cz(x), with respect to the distance vector r, in either the vertical r = zδz
or horizontal r = xδx direction. We plotted the spatial correlation function of the z-component
of the velocity as a function of the distance perpendicular to gravity in Fig. 2.9, using three
different cubic boxes L/a =16, 32, and 64, at φ = 0.10. Figure 2.9 shows that the velocity
fluctuations become long-ranged with an increase in the system size, which is in agreement with
the tendencies observed in similar simulation studies [23, 47]. Our simulation results support
the experimental findings of Segre [9] when the system size is smaller than the correlation
length. Therefore, the particle motion should be affected by the finite system in our simulations.
Figure 2.9 shows that a large system size is needed to reproduce the saturation of the velocity
fluctuations, but this requires enormous computational time and resources. Therefore, most of
the computational studies [14, 20, 23, 24] are similarly limited. Systematic experimental [6, 9]
and simulation [17, 18] studies, however, have revealed that the effects of finite system size on
velocity fluctuations can be effectively explained using the concept of finite-size scaling [23].
We believe that there is value in performing critical tests on the scaling concept. In addition,
the experiments [6, 9] and simulations [17, 18] addressing the effects of finite system size on
velocity fluctuations have also established that finite system size may lead to smaller velocity
fluctuations [23].
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2.4 Concluding Remarks
We performed the direct numerical simulations of steady-state sedimenting particles at a finite
Peclet number and investigated the relative effects of thermal and hydrodynamic fluctuations and
scaling of hydrodynamic velocity fluctuations and self-diffusion with respect to volume fraction
and system size. We observed a clear transition from a Brownian motion dominant regime to a
hydrodynamic fluctuations dominant regime. Moreover, the hydrodynamic velocity fluctuations
increased with increasing volume fraction at low volume fraction (φ . 0.04), whereas at mod-
erate volume fraction (0.04 < φ . 0.12), their behavior was independent of φ . We concluded
that the amplitudes of the velocity fluctuation correlations scale with the square of the Stokes
velocity at large Pe, with vertical hydrodynamic velocity fluctuations that are ≈ 2.4 times larger
than the horizontal hydrodynamic velocity fluctuations at low volume fractions. At moderate
volume fractions, this value drops to ≈ 2.07. In addition, we tested the scaling relations for
the hydrodynamic velocity fluctuations suggested by Hinch [36] for different system sizes and
volume fractions. We found that this scaling worked well for low volume fractions and deviated
at moderate volume fraction regimes.
We found that both the vertical and horizontal velocity fluctuations scale as (φL/a)1/2 at low
volume fractions, saturating with respect to φ at moderate volume fractions. Similarly, the
horizontal velocity fluctuation relaxation time scales as (L/aφ)1/2 at low volume fractions, sat-
urating with respect to φ at moderate volume fractions. This result is in contrast with that of
the vertical relaxation time, which scales as (L/aφ)1/2 for both regimes. Furthermore, we found
that the difference in the vertical and horizontal hydrodynamic velocity fluctuation relaxation
times decreased with increasing volume fraction at moderate volume fractions.
Based on the scaling of the hydrodynamic velocity fluctuations and their relaxation times, we
inferred the scaling relations of the long-time steady-state self-diffusion coefficient for both low
and moderate volume fraction regimes. We found that both the vertical and horizontal self-
diffusion coefficients scale as (L/a)3/2φ 1/2 at low volume fractions. In contrast to the low
volume fraction regimes, the vertical self-diffusion coefficient scales as (L/a)3/2φ−1/2 at mod-
erate volume fractions due to a decrease in the vertical relaxation time with volume fraction,
whereas the horizontal diffusion coefficient is saturated with respect to φ in this regime. These
relations of hydrodynamic velocity fluctuations, their relaxation times and the self-diffusion co-
efficients are summarized in Table 2.1 and 2.3. The scaling of the diffusion coefficients allows
us to predict the anisotropy of the vertical and horizontal diffusion. We found that the diffusion
anisotropy increases with increasing Pe, and saturates at high Pe. This saturated value remains
unchanged at low volume fractions and decreases with increasing volume fraction at moderate
volume fractions. The decrease in the anisotropy with volume fraction is induced by the de-







Most of the studies [5, 9, 13, 23, 24, 36] on sedimentation are performed in the Stokes regime,
where relatively simple phenomenological changes make it easy to explore experimentally and
computationally. Due to extensive research in Stokes regime, which is mainly focused at low
volume fraction, the theoretical aspects [36] at low volume fraction are well developed and also
validated by experimental [5, 9, 13] and simulation studies [20, 23, 24], whereas these studies
fail to give a convincing behavior of static and dynamic properties especially at moderate and
high volume fractions. The main objective of this Chapter is to investigate the evolution of mi-
crostructure and its effects on velocity fluctuations, their relaxation times and self-diffusion, in
a steady state homogeneous suspension of non-Brownian sedimenting particles, over a range of
volume fraction from 0.01 to 0.5. We organized this work in such a way that we could test the
φ dependency at the low, moderate and high volume fraction regimes. Unfortunately, we have
only a limited number of results [5, 30] to compare with at high volume fraction, due to lack of
research in this regime.
In this Chapter, Section 3.2 explains the simulation method and results are presented in Sec-
tion 3.3. We conclude this Chapter in Section 3.4.
3.2 Simulation Parameters
Simulations of spherical colloidal particles were performed under periodic boundary conditions,
with volume fraction ranging from 0.01 to 0.5. In the previous chapter, we explored the relative
27
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effects of thermal and hydrodynamic interactions at finite Peclet number (Pe) ranging from 0 to
120, which revealed that at Pe& 30, diffusivities, velocity fluctuations and their relaxation times
show non-Brownian characteristics. Hence, we have used the Pe> 80 data of our previous study,
along with the new simulation data at high volume fractions and system sizes. In principal, our
method allows us to reach infinite Pe, but for this study the data at Pe > 80 is sufficient. Three
different cubic periodic box of dimension L/a = 16, 32 and 64 are used, particle radius is kept
constant at 4∆ and interface thickness is set to unity in the unit of grid spacing in all simulations.
This particular particle size has already been used by Nakayama et al. [60] for different test
cases and it accurately produced the near and far-field flows, pressure distribution, drag force
and lubrication interactions. Gravity was introduced in the z-direction. We set the particle to
fluid density ratio to 5 and fluid density equal to one. In order to ignore the inertial effects and
remain within the Stokes regime, we kept the particle Reynolds number, Re = ρfσVs/η , con-
stant at ≈ 0.3.
3.3 Results and Discussion
3.3.1 Hindered Settling
The average settling velocity of the suspension is reduced with respect to the terminal velocity of
an isolated particle with increasing volume fraction, due to fluid back flow and particle-particle
interactions. If a simulation method has accurately characterized the many-body hydrodynamic
interactions then it should reproduce the so called hindered settling function, which has been
widely studied theoretically [35, 91–95] and experimentally [5]. The simplest semi-empirical
relation for this function is proposed by Richardson and Zaki [91] as a power law function,
Vsed/Vs = (1−φ)n, where n is a power law exponent. We also verify our computation scheme
by comparing the average settling velocity of the suspension with previous simulations [23,52],
theoretical predictions [35, 91–95] and experimental [5] results, as shown in Fig. 3.1. Different
studies [5, 23, 24, 52, 92, 95] have found different exponents ranging from 4.7 to 6.55 for the
Stokes flow. In our study the best suited exponent is 5.3, well within these two extremes. Our
results also show a good agreement with the theoretical prediction of Hayakawa et al. [93],
which takes into account HIs. A good agreement of our data with other theoretical, experimental
and simulation results shows the accuracy of our method.






















FIGURE 3.1: Average settling velocity Vsed of the particles normalized by the Stokes velocity
Vs as a function of volume fraction to highlight the hindered settling of the particles. Theo-
retical predictions of Richardson and Zaki [91], Garside [92], Hayakawa [93], Brady [94], Di
Felice [95] and Batchelor [35] are represented with lines, whereas points show the experimental
data of Nicolai [5] and simulation data of Padding [23] and Climent [52].
3.3.2 Microstructure
For a given initial configuration, system require a certain period of time to acquire steady-state
sedimentation velocity. Snapshots of steady state configuration of the particles for φ = 0.01 and
0.04 are shown in Fig. 3.2. We monitored the data, and only that corresponding to the steady-
(a) φ = 0.01 (b) φ = 0.04
FIGURE 3.2: snapshots of steady state distribution of particles in a cubic box of size L/a = 64
for φ = 0.01 and φ = 0.04, where gravity is in −z direction.
state velocities was used. Simulations are run for 1000-1500ts; sufficient to yield statistically
meaningful data for this analysis.
In order to characterize the modulation of the local density around a given particle as a func-
tion of radial distance, we calculated the RDF defined in Eq. (2.1) and plotted in Fig. 3.3. The
g(r) primarily depicts the local microstructure, but it also gives information about the long

















FIGURE 3.3: Radial distribution function g(r) as a function of radial distance r for different
volume fractions, where r = |r|.
range ordering of particles. At low volume fraction this local ordering vanishes for small dis-
tance, whereas as we increase the volume fraction this ordering of the particles also increases as
shown by the appearance of oscillations beyond the first peak at high volume fraction, which is
in agreement with the theoretical predictions [90].
The g(r) provides the information of the average number of particles in a shell, regardless of
their positions within that shell. In a homogeneous and isotropic system like particle undergoing
random Brownian motion, g(r) gives useful information, whereas in an anisotropic suspension
like sedimentation under gravity, we need to determine whether particles prefer to position them-
selves in a particular direction with respect to a neighbouring particle. In order to investigate
this preference, we compute the PDF in cylindrical coordinates, as shown in Fig. 3.4.
These maps show that at low Re, particles prefer to position themselves in a horizontal direction
with respect to a neighboring particle at low φ . This anisotropy decreases with the increase of
volume fraction and at φ & 0.15, the microstructure is isotropic. Moreover, it also shows a long
range ordering of the particles at high volume fractions. It depicts that microstructure is ordered
and effects of the gravitational force on microstructure are nullified by the closely packed par-
ticles. The anisotropic nature of the phenomena is already diminished, which dictates the limit
of volume fraction in this study. It will be interesting to see how this mictrostructure affects
the transport properties of the suspension, as little is known about the influence of microstruc-
ture [12,25,96]. We will discuss these effects of microstructure on suspension properties briefly
in the next section.
Figures 3.3 and 3.4 depict the qualitative picture of the particle orientation and to quantify this,
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(a) φ = 0.01 (b) φ = 0.02 (c) φ = 0.04 (d) φ = 0.06
(e) φ = 0.08 (f) φ = 0.1 (g) φ = 0.12 (h) φ = 0.15
(i) φ = 0.25 (j) φ = 0.4 (k) φ = 0.45 (l) φ = 0.5





system size L/a = 64.
where γ,β ∈ x,y,z and rˆβi j =
rβi −rβj
ri j








where the integration limits are taken from r1 = 1σ to r2 = 1.5σ . We plotted this AF in Fig. 3.5
to quantify the anisotropy in particle orientation. It shows that particles have a preference to









FIGURE 3.5: The anisotropic factor (AF) defined in Eq. (3.2) against the volume fraction.
orient themselves in a horizontal direction with respect to neighbouring particle at low volume
fraction and this preference decreases at high volume fraction. This shows that at low volume
fraction microstructure play a dominant role in determining the transport properties, whereas
at high volume fraction many-body interactions overpower the phenomena and decrease the
anisotropic nature of microstructure.
3.3.3 Velocity Fluctuations
In order to characterize the effect of volume fraction on velocity fluctuations, we calculate the












FIGURE 3.6: Temporal autocorrelation functions of the vertical (Cz(t)) and horizontal (Cx(t))
velocity fluctuations normalized by the square of the Stokes velocity Vs. Points show the sim-





where ∆V βH (β ∈ x,z) and τβH denote the amplitude and the relaxation time of the hydrodynamic
velocity fluctuations, respectively. Time is normalized by the Stokes time ts, where ts = a/Vs.
Lines and symbols are color-coded for the same direction.
plotted the velocity fluctuation autocorrelation functions in the z and x directions in Fig. 3.6.
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These correlations are normalized by the square of the Stokes velocity to highlight the non-
equilibrium hydrodynamic fluctuations. It shows a large difference in the vertical and horizontal
velocity fluctuations relaxation times, whereas Nicolai et al. [5] observed a small difference
in these relaxation times. This difference arises from the cubic periodic box, as suggested by














































































FIGURE 3.7: Hydrodynamic velocity fluctuations have been shown in three different repre-
sentations to highlight the scaling of velocity fluctuations with respect to volume fraction and
system size in both directions. In “(a)" and “(b)" velocity fluctuations are normalized by the
product of the Stokes velocity and φ 1/2 to show the φ 1/2 scaling at low volume fractions,
whereas “(c)" and “(d)" show the velocity fluctuations normalized by the Stokes velocity to
emphasize the scaling at low, cross-over and high volume fraction regimes. Moreover, “(e)"
and “(f)" depict the (L/a)1/2 scaling with respect to three different system sizes L/a = 16, 32
and 64. We also compared our results of largest system size with the experimental data of
Nicolai [5] and Segre [9] and simulation results of Ladd [18], Padding [23] and Climent [52]
in top four figures. Lines in figures show the φ 1/2 behavior.




exp(−t/τβH). We fit this expression
















FIGURE 3.8: Anisotropy in velocity fluctuations as a function of volume fraction for system
size L/a = 64. Results are compared with the experimental data of Nicolai [5] and Segre [9].
to obtain the values of ∆V βH (hydrodynamic velocity fluctuation) and τ
β
H (relaxation times), as
shown by the solid lines in the Fig. 3.6. We calculated the values of ∆V βH and τ
β
H for different
volume fractions and system sizes and plotted them in Figs. 3.7 and 3.9. Figure 3.7 shows the
velocity fluctuations both in z and x directions, respectively, for three different system sizes to
highlight the scaling with respect to the volume fraction and the finite size effects. Both the z
and x direction velocity fluctuations show the same qualitative behavior. We observed that at
the low volume fraction regime (φ . 0.04), velocity fluctuations show a φ 1/2 dependence in
accordance with the theoretical prediction [36, 39] for homogeneous suspensions, as shown by
the plateaus in Figs. 3.7(a) and (b), where velocity fluctuations are normalized by Vsφ 1/2. At
φ > 0.04, our results show a cross-over, where velocity fluctuations are independent of φ and at
high volume fractions roughly at φ & 0.15, a sharp decrease in the velocity fluctuations similar
to that observed by Nicolai et al. [5] is evident in both directions, as shown in Figs. 3.7(c) and
(d).
Hinch [36] predicted the scaling of velocity fluctuations at low volume fraction as ∆V βH ∼ φ 1/2,
which works well as far as particles are free to move, but with the increase of volume fraction
particles have more resistance in the form of other particles. We have seen this in Fig. 3.4, where
at the high volume fraction regime roughly at φ & 0.15, the particle density around a test particle
is isotropic. Hence, this leads us to declare that at low volume fraction transport properties are
dependent on the microstructure of the system. Moreover, at high volume fraction the phenom-
ena is rather trivial, where particles are closely packed and many-body interactions dominate
the phenomena and cause the sharp decrease in the velocity fluctuations at φ & 0.15. In addi-
tion, we believe that there is a cross-over, where neither is dominant. Most of the theoretical
and experimental studies have focused on the low volume fraction regime, and the theoretical
aspects of the physical phenomena is very well understood, whereas at high volume fractions,
the phenomena is trivial, where the individual particle motion is suppressed by the formation of
clusters or aggregates and the transport properties are governed by the motions of these clusters.


































































FIGURE 3.9: Decay of relaxation times as a function of volume fraction. Figures “(a)" and
“(b)" show the x and z directions relaxation times, respectively. The τzH/ts relaxes approxi-
mately as φ−1/2 in the full range of volume fraction, whereas τx/ts obeys a φ−1/2 dependency
at low volume fraction only. The figure inset shows the the difference in vertical and horizontal
relaxation times. Results are compared with the experimental data of Nicolai [5] and simula-
tion results of Padding [23] and Kuusela [30]. Lines in figures “(a)" and “(b)" show the φ−1/2
behavior.
In contrast to these low and high volume fraction regimes, the physical aspects of the cross-over
have not yet been explored theoretically. Brenner [39] has suggested a transition from φ 1/2 to
φ 1/3, which has not yet been confirmed by any other study. Furthermore, Cunha et al. [24]
also observed the transition/cross-over regime, but unfortunately the dependency on φ is not yet
clear. Apart from the φ dependence, Figs. 3.7(e) and (f) also show the increase of velocity fluc-
tuations with increasing system size as ∼ (L/a)1/2 at low volume fractions, in accordance with
the theoretical predictions [24, 36, 39], whereas their character becomes independent of system
size at very high volume fraction. Considering the correlation length found by Segre et al. [9],
our system size L/a = 64 shows good agreement at high volume fraction with those studies,
which are independent of finite size effects.
We have also compared our results with other simulations [18, 23, 52] and experimental [5, 9]
data in Fig. 3.7. Our results show good qualitative and quantitative agreement with other stud-
ies [5, 9, 52]. Even though a good qualitative agreement is evident with the simulation studies
of Padding et al. [23] and Ladd [18], the quantitative discrepancy is due to the finite system size
effects in their studies, where the former used a rectangular periodic box of size L/a = 20.6 and
the latter a small system with only 32 particles. We also compared the anisotropy in the velocity
fluctuations in the Fig. 3.8. The vertical velocity fluctuations are approximately twice as large
as horizontal velocity fluctuations for 0.01. φ . 0.12, whereas a further increase in the volume
fraction slightly decreases this anisotropy, in good agreement with Nicolai et al. [5].
Along with the velocity fluctuations, their relaxation times are another key parameter which
dictates the dispersive motion of the particles. We plotted the hydrodynamic relaxation time in
Fig. 3.9 and compared it with other simulation and experimental results. Unlike velocity fluctua-
tions, we have found a different dependency of volume fraction in the vertical and perpendicular
directions. Relaxation times in the vertical direction follow approximately a φ−1/2 relaxation in
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FIGURE 3.10: Snapshots of projection of total velocity field v on XZ (left) and XY (right)
planes represented as vxz and vxy, respectively, for three different volume fractions and system
size L/a = 64. The color map represents the magnitude of the projected velocity normalized
by the Stokes velocity, defined as, |vxz|/Vs and |vxy|/Vs, where vxz = (vx,vz) and vxy = (vx,vy),
whereas the arrows show the direction, defined as, vxz/|vxz| and vxy/|vxy|.
the full range of volume fraction, in good agreement with Kuusela et al. [30], whereas Padding
et al. [23] show the same qualitative but different quantitative behaviour mainly because of small
system size and elongated periodic box. We have observed a sharp decrease in the relaxation
times at φ > 0.3 in both directions, caused by the ordering of the particles, whereas a jump in
relaxation time at φ = 0.5 could be because of very long range ordering of the particles and
the artefacts generated from the use of a finite-width interface. In contrast to the present study,
Nicolai et al. [5] didn’t observe any decay behavior in the relaxation times.

































































FIGURE 3.11: Spatial correlation function of velocity fluctuations of the z-component of the
velocity normalized by the square of Stokes velocity as a function of the distance: “(a)" shows
the spatial correlation function perpendicular to gravity and “(b)" shows the correlations parallel
to gravity.
In order to understand this disagreement, we have to analyse Nicolai’s results in the context of
side wall effects. As explained in Chapter 1, Section 1.2 that side walls reduce the velocity
fluctuations near its vicinity and particles affected by these walls should not be used. In con-
trast, Nicolai had not taken care of these side walls and particles affected by these walls are also
included in the steady state analysis. Apart from the side wall effects, the cubic periodic box
in our simulations is another reason for this discrepancy. According to Koch’s theory [3], the
relaxation time is reduced in an elongated box particularly in the direction of gravity, as cross-
over effects are reduced. These effects are more pronounced at low volume fraction. If particle
relaxation time is affected by the cross-over or periodic boundary effects, then the difference in
vertical and horizontal relaxation times should decrease with the increase of volume fraction, as
this reduces the cross-over effects . We have observed the decrease in the difference of relax-
ation times as shown in the inset of Fig. 3.9(b), which is consistent with our analysis. Hence, the
discrepancy of our results from Nicolai partially comes from the side wall effects in Nicolai’s
study and partially from the cubic periodic box in our work.
The fluid in the vicinity of particles is shown to follow a swirling motion [9,13,52]. This motion
induces the velocity fluctuations among the particles. In order to illustrate the swirling motion
of the fluid (eddy formation), we projected the total velocity field v in XZ and XY planes repre-
sented as vxz and vxy, respectively, for three different volume fractions in Fig. 3.10, for system
size L/a = 64. The color map represents the magnitude of the projected velocity normalized
by the Stokes velocity, defined as, |vxz|/Vs and |vxy|/Vs, where vxz = (vx,vz) and vxy = (vx,vy),
whereas the arrows show the direction, defined as, vxz/|vxz| and vxy/|vxy|. Figure 3.10 shows
the eddies of different sizes, which are more organized in the XZ plane due to the strong effects
of gravity. A particle trapped in these eddies moves in a spiral motion, which in turn induces the
fluctuations in the particle velocities in both directions. Figure 3.10 also shows that the size of
eddies are reduced with the increase of volume fraction, in good agreement with Segre et al. [9].
We can also characterize the formation and size of swirls from the particle velocity fluctuations

















































FIGURE 3.12: A comparison of the long time steady-state self-diffusion coefficients Dβ (β ∈
x,z), normalized by the product of particle radius a and Stokes velocity Vs with the experimental
data of Nicolai [5] and simulation results of Ladd [18]. Figures “(a)" and “(b)" show the
horizontal and vertical directions, respectively. Lines show the φ 1/2 behavior
spatial correlation functions, as defined in Eq. (2.15). These correlations normalized by the
square of the Stokes velocity are plotted in Fig. 3.11 for both vertical and horizontal directions.
We define Cz(z) and Cz(x), with respect to the distance vector r, in either the vertical r = zδz
or horizontal r = xδx directions. Figure 3.11 shows that correlations in the vertical direction
decay slower than those in the horizontal direction due to long ranged memory effects in the
vertical direction. The correlations in the horizontal direction become negative before settling
to zero and the minima of this is defined as the correlation length [9]. Unfortunately, we don’t
have the data beyond L/a= 25 due to periodic boundary conditions, but it already shows the un-
screened behavior in both directions, in good agreement with the behavior shown by Segre [9].
In addition, a quantitatively small correlation value and rapid decay of these correlations at high
volume fractions, confirm our argument of cluster formation.
3.3.4 Self-Diffusion
The particles subject to sedimentation colloid with neighbouring particles and undergo fluctuat-
ing motion, characteristic of a diffusion process. In order to quantify this diffusion, we calcu-
lated the self-diffusion from the slope of MSD in the x and z directions, as defined in Eqs. (2.12)
and (2.12).
The saturated value of these diffusion coefficients (Dβ = limt→∞Dβ (t)) normalized by the prod-
uct of Stokes velocity and particle radius is plotted in Fig. 3.12, as a function of volume fraction.
As with velocity fluctuations, we also observe that the Dz and Dx show a φ 1/2 dependency at low
volume fraction regime, in good agreement with the theoretical predictions [24, 36, 39]. More-
over, further increase in φ causes the decrease in vertical diffusion, whereas horizontal diffusion
remains unchanged and then decreases sharply with increasing φ . At φ = 0.5, diffusion in z di-
rection shows an increase because of the large relaxation time caused by the long range ordering
of the microstructure. Our data shows good agreement with Nicolai [5] at low and moderate
















FIGURE 3.13: Comparison of the diffusion anisotropy with the experimental data of Nicolai [5]
and simulation results of Ladd [18], Padding [23], Cunha [24] and Kuusela [47].
volume fractions, whereas a discrepancy is evident at high volume fractions regime. This dis-
crepancy is the combination of side wall effects and poly-dispersity in experiments and cubic
periodic box and finite system size in simulations. Brenner [39] has already shown the effects
of side wall in experiments, whereas effects of poly-dispersity have been studied by Nguyen
and Ladd [20]. These two factors have a significant impact on velocity fluctuations and their
relaxation times. Moreover, as mentioned before, the cubic periodic box and finite system size
also affect the velocity fluctuations and their relaxation times. Therefore, it is difficult to charac-
terize the effects of the above mentioned parameters on particle diffusion, which depends both
on velocity fluctuations and their relaxation times. A more detailed study is required to explore
each of the above mentioned parameters, which requires large computational resources and is
beyond the scope of the present study. In contrast to the present study, Ladd [18] has observed
small values of the diffusion coefficients due to the small system size and full periodic boundary
conditions.
In order to characterize the anisotropic nature of the sedimentation phenomena, we plotted the
diffusion anisotropy, as a function of volume fraction in Fig. 3.13. Based on the diffusion scaling
found in both directions, diffusion anisotropy should remain unchanged at low volume fraction,
whereas our data show some fluctuations at low φ . At high volume fraction this anisotropy
decreases with increasing φ . Our data shows a relatively large value of diffusion anisotropy at
low volume fraction as compared to other studies, except for Ladd [18] which shows a large
anisotropy due to the small system size used. This higher value in our study is mainly be-
cause of the cubic periodic box. The increase in the aspect ratio decreases the relaxation time,
which in turn decreases the diffusion anisotropy. This causes a discrepancy with other stud-
ies [5, 18, 23, 24] at low volume fractions.
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3.4 Concluding Remarks
In this Chapter, we presented the first detailed study of sedimentation of spherical particles,
which covers the wide range of volume fraction from 0.01 to 0.5, using three different cubic
periodic boxes of sizes L/a = 16,32 and 64. We investigated the microstructure of the system
and found that at low volume fraction, particles prefer to orient horizontally around a test parti-
cle and with increasing φ this preference decreases and at φ & 0.15 the microstructure becomes
isotropic. We observed that at low φ , this anisotropic microstructure dominates the phenom-
ena and at high φ many-body interactions determine the transport properties, whereas there is a
cross-over, where both microstructure and many-body interactions try to dominate each other.
In addition, we found the long range ordering of the microstructure at φ = 0.5, which increased
the relaxation times of velocity fluctuations. We found that velocity fluctuations show a φ 1/2
dependency at low volume fraction due to the dependence on microstructure and then there is a
cross-over and high volume fraction regimes, where these velocity fluctuations decreases with
increasing φ . Our data showed good consistency with the well known experimental results of
Nicolai et al. [5]. The relaxation times of velocity fluctuations show different behavior. The
vertical relaxation time decays approximately as φ−1/2 in the full range of volume fractions,
whereas horizontal relaxation time decays as φ−1/2 at low volume fractions.
The velocity fluctuations and their relaxation times lead us to define the dispersive motion of
the particles and we calculated the steady state self-diffusion coefficients in both directions. We
found that both the vertical and horizontal diffusion coefficients increase as φ 1/2 at low vol-
ume fraction. Moreover, the horizontal diffusion coefficients show a plateau and then decreases
sharply at high volume fractions, whereas the vertical diffusion decreases at high volume frac-
tion regime. Our data shows good agreement with Nicolai et al. [5] Furthermore, we also cal-
culate the diffusion anisotropy which shows a fluctuating behavior at low volume fraction and
then decreases at high volume fraction regimes. We have found a relatively high anisotropy at
low volume fraction mainly because of the cubic periodic box.
Chapter 4
Sedimentation at Finite Reynolds
Number
4.1 Introduction
Most of the experimental [5,6,9,10,13], theoretical [1,3] and simulation [14,18,20,23–26,32,47]
studies on sedimentation are focused in the Stokes regime, where theoretical aspects of the phe-
nomena are rather developed, whereas little is known about the behavior of the suspension when
fluid inertia is significant. This is because turbulent particle laden flows are difficult to investi-
gate through experiments and simulations, as the former require sophisticated instrumentation
and the latter enormous computational resources.
Due to the complexity of the phenomena, there are only a few studies, focused at moderate Re
suspensions [1, 40, 45, 52, 97]. Koch et al. [1, 40, 45] have performed LBM simulations, which
deal mostly with the microsturcture and theoretical aspects of the phenomena, whereas Climent
et al. [52] used an approximate numerical method, where the particle velocity is calculated by
averaging the fluid velocity in a Gaussian envelop to investigate the sedimentation at finite Re.
The complex and perplexing nature of the phenomena at moderate Re makes it really hard to
investigate through theory, experiments and simulations.
As mentioned above, most of the studies are in the Stokes regime, having a particle diame-
ter based Reynolds number, Re = ρfVtσ/η less than one, where Vt is the terminal velocity of
a single particle. At low Re, where inertia can be ignored, the Navier-Stokes equations (NS)
are reduced to a linear set of equations and are easy to tackle computationally, whereas with
the introduction of appreciable inertia, the treatment of the nonlinear equations that govern the
flow is very difficult and requires abundant computational resources. Computational schemes
which use unstructured meshes [98] usually provide good results in the Stokes regime, whereas
41
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at finite Re, these require very heavy computational resources because of the fast phenomeno-
logical changes. Hence, it is generally widely believed that the best way to investigate the non-
equilibrium properties of a suspension with appreciable inertia is through DNS, with a fixed grid
around the particles.
In this Chapter, we investigated the effects of moderate/finite Re on the microstructure, average
sedimentation velocity, velocity fluctuations and self-diffusion in a steady state homogeneous
suspension of non-Brownian sedimenting particles over a wide range of volume fraction from
0.01 to 0.4. Previous studies of this dissertation were based in the Stokes regime (Re . 0.3),
where inertial effects can be ignored, whereas in this study the particle Re varies from 0.05 to
10. We organized this work in such a way that we could test the effect of Re at the low, moderate
and high volume fraction regimes.
In this Chapter, Section 4.2 explains the simulation parameters and results are presented in
Section 4.4, where we investigated the evolution of microstructure in Section 4.4.3, velocity
fluctuations and their relaxation times in Section 4.4.4 and self-diffusion in Section 4.4.5. We
conclude our study in Section 4.5.
4.2 Simulation Parameters
In order to study the inertial effects, we varied Re from 0.05 to 10 by increasing the gravity.
In principal, we can go beyond Re=10, but we have to reduce the time step to a much smaller
value and need to refine the mesh as well, which require enormous computer resources and is
beyond the scope of this study. A cubic periodic box of dimension L/a = 32 is used, where
the particle radius is kept constant at 4∆ and the interface thickness is set to unity in the unit
of grid spacing ∆ in all simulations. Gravity was introduced in the −z direction. We set the
particle to fluid density ratio to 5 and fluid density equal to one. Direct interparticle interactions
are introduced by a Weeks-Chandler-Andersen (WCA) type potential with powers of 36:18,
as defined in Eq. (1.4). Simulations are run for 1000-1500tt; sufficient to yield statistically
meaningful data for this analysis, where tt denotes the terminal time (tt = a/Vt).
In order to characterize the accuracy of our method, we calculated the drag coefficient of an
isolated sphere and compared it with an empirical relation [99], as shown in Fig. 4.1. The drag




[1+0.1315Re0.82−0.05log10 Re]. 0.01 < Re < 20 (4.1)
In order to simulate this test case, we used the same scheme as adopted by Koch et al. [45]. Since
our input parameter in the simulations is gravity (g), we first fix the particle Re and calculated
the respective Archimedes number ( the ratio of gravitational to viscous force ) from Eq. (4.2)













FIGURE 4.1: Drag coefficient of an isolated sphere as a function of particle Reynolds number.
as,
Ar = 18Re[1+0.1315Re0.82−0.05log10 Re]. 0.01 < Re < 20 (4.2)
From Archimedes number (Ar), we calculated our input parameter g as Ar= ρf(ρp−ρf)gσ3/η2
and run the simulations for long time until steady state terminal velocity is achieved. From this
terminal velocity, we calculated the Re and then CD from Eq. (4.1). Thereafter, we compared
the CD from the simulations with the empirical relation in Fig. 4.1. It shows a good agreement
with the empirical relation up to Re=14, whereas a deviation is evident at Re > 14. In principal,
we can enhance the accuracy at high Re as well, but this require enormous computer resources.
Using the simulation parameters for a single particle, we simulated multiple spheres in a periodic
cubic cell.
4.3 Drafting-Kissing-Tumbling Mechanism
Before discussing our main results, we investigated the DKT mechanism for particle pair inter-
actions by simulating two interacting particles. We place particles one above the other, making
sure that the trailing particle is in the wake of the leading particle. We calculated the distance
between the particles in all three directions ∆rβ , where β ∈ x,y,z and plotted it as a function of
the terminal time for three different Re, as shown in Fig. 4.2. The vertical distance between the
particles decreases initially, showing the drafting of the trailing particle, as it experiences a low
pressure due to the wake of the leading particle. After drafting, the two particles interact with
each other, which is the kissing phase, which can be seen through the plateau in all three figures
at a vertical distance equal to σ . After kissing phase, the lift force or the source flow sweep the
particle to horizontal orientation, which is the tumbling phase. The horizontal distance between
the particles increases in the tumbling phase, whereas vertical distance falls to zero. We have
divided these three figures in three section to highlight the DKT mechanism, where “D” shows











































FIGURE 4.2: Distance between two particles in all three directions ∆rβ , where β ∈ x,y,z, as
a function of terminal time for three different Re. These three figures are divided into three
sections, where “D” shows the drafting, “K” shows the kissing and “T” shows the tumbling
phase of the DKT mechanism.
the drafting, “K” shows the kissing and “T” shows the tumbling phase. We can also see that
the time required to undergo DKT type interaction decreases tremendously as Re is increased,
which shows the fast phenomenological changes at high Re. In order to capture such a fast
change, one has to use very sophisticated instruments in experiments and a very small time step
and a refined mesh in simulations. This is why most of the experimental and simulation studies
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on sedimentation are in the Stokes regime.
4.4 Results and Discussion
4.4.1 Hindered Settling
A particle settling in the vicinity of other particles experiences a hindered settling due to the drag
force induced by the fluid back flow and the particle-particle interactions. Consequently, it re-
duces the average sedimentation velocity of the suspension with respect to the terminal velocity
of an isolated particle. The effect of fluid back flow and particle particle interaction is very small
at low volume fractions, whereas both of these effects increase with increasing volume fraction.
We computed the average sedimentation velocity Vsed of the suspension and compared it with
the theoretical [35, 91–93, 95], experimental [5] and simulation results [23, 52], as shown in
Fig. 4.3, for different Re, where Vsed = 〈Viz〉. Figure 4.3(a) shows that the average sedimentation
velocity, normalized by the terminal velocity, decreases with the increase of volume fraction due
to this hindered settling. The decay of Vsed as a function of volume fraction at Re=0.05 and 0.1
is same both qualitatively and quantitatively, which shows the weak inertial effects. In contrast,
at Re≥ 0.5, a decrease in Vsed is evident with the increase of Re due to enhanced inertial effects,
which are more pronounced at low volume fractions. This decrease in Vsed is attributed to two
factors: (1) fast DKT mechanism at high Re, where a particle spends less time in the wake of
another particle as compared to low Re, which decreases the average sedimentation velocity of
the particles; (2) particles are cross stream oriented and feel the full effects of fluid back flow
at high Re, which also decreases the average sedimentation velocity. At high volume fractions,
the inertial effects are suppressed by the increasing number of particles and the average sedi-
mentation velocity at high volume fraction is independent of Re, as shown in Fig. 4.3(a). We
compared our results for Re ≤ 0.5 with other studies in Fig. 4.3(b). Batchelor [35] was the
first who found the effect of the particle volume fraction on the average sedimentation velocity
by assuming a uniform distribution in the separation of pairs of spheres and ignoring the fluid
back flow effects, which is valid only for low volume fraction, as evident in Fig. 4.3(b). This
hindered settling in the Stokes regime is well described by the Richardson and Zaki [91] power
law, Vsed/Vt = (1−φ)n, where the power law exponent n varies from 4.7 to 6.55 depending on
the studies [5, 23, 24, 52, 92, 95]. In our study the best suited exponent is 5.3, well within these
two extremes for Re=0.05 and 0.1, as shown in Fig. 4.3(b). A small deviation from the theoreti-
cal prediction for the Stokes regime is evident at Re=0.5 for low volume fractions, showing the
onset of inertial effects.
Figures 4.3(c) and (d) show that the theoretical predictions for the Stokes regime are no longer
applicable when inertial effects are relevant, rather a modified expression [95] of the form,















































































FIGURE 4.3: Average sedimentation velocity Vsed of particles normalized by the terminal ve-
locity Vt of an isolated sphere, as a function of volume fraction for different Re. Theoretical
predictions [35,91–93,95] are represented with shaded region, except for Batchelor [35] which
is represented with the line, whereas points show the experimental dat of Nicolai [5] and sim-
ulation data of Padding [23] and Climent [52]. Figure “a" shows the comparison of Vsed for
all Re, whereas “b" shows the results for Re ≤ 0.5 to highlight the Stokes regime behavior.
Figures “c" and “d" show the comparison of Vsed with the theoretical predictions of Koch [45]
and Di Felice [95] for Re=1 and Re=10, respectively. The value k is 0.89 and 0.82 for Re=1
and 10 respectively, for Koch and value of n is found from Eq. 4.3. Similarly, the value k for Di
Felice is 0.81 and n is found from Eq. 4.4. Figure inset shows the low concentration behvior at
Re=10. Legends mentioned in above figure apply to all sub figures.
Vsed/Vt = k(1−φ)n provides a better solution, where the value of the prefactor k and the ex-
ponent n varies with the particle Re. Koch et al. [45], found in their simulation study that
the values of k for Re=1 and 10 are 0.92±0.03 and 0.86±0.04, respectively, and suggested a
quadratic polynomial expression for the value of n of the form,
n = 4.23−0.0526Re+0.00111Re2. (4.3)
Furthermore, they also took into account the effects of periodic boundary conditions. Similary,
Di Felice [95] found a value of k ≈ 0.81 at intermediate Re in their experimental study and
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The value of k is found by fitting the data and it ranges from 0.8 to 0.95 in the literature [45, 95,
100–102]. We have compared our results with the Koch and Di Felice expressions in Figs. 4.3(c)
and (d) for Re=1 and 10, respectively. At Re=1, our data shows a trend well in between these
two expressions, whereas at Re=10, our data shows a good agreement with Di Felice, deviating
at small volume fraction. Di Felice also suggested that the value of the exponent n at low φ is 1.5
times the corresponding value from Eq. 4.4 at Re> 1, denoted as n∗. We plotted the low concen-
tration data in the inset of Fig. 4.3(d) and compared with the Di Felice expression by using n∗
in Eq. 4.4 at Re=10. Our data shows a good agreement with Di Felice at low volume fractions
(φ ≤ 0.05). As explained earlier, the rapid decay of average sedimentation velocity at low φ
and Re=10 is attributed to the strong influence of the anisotropic microstructure [45] which will
be explained later, having pronounced effects at high Re. At low φ and high Re, a particle is
deficit of neighboring particles, due to the DKT mechanism [45]. This mechanism makes the
spheres well separated, having a cross-stream orientation. These well separated particles feel
the full effect of the fluid back flow, which in turn causes a rapid decay in the sedimentation
velocity. As the concentration of particles increases, this mechanism competes with the many
body interactions and as the latter overpower the phenomena, the rate of decrease slows down.
Koch showed that this rate slows down at φ = 0.05 at Re=10 and our data also shows a similar
trend, as evident in the inset of Fig. 4.3(b).
A small deviation of our results from the Koch et al. and Di Felice is because of the finite size
effects in our simulations. Furthermore, Di Felice used a large system size in their experimental
study and suggested a constant value [100] of k, which is against the spirit of the phenomena
at finite Re, as increase in the Re, decreases the settling velocity so the value of k should also
decrease, as confirmed in the simulations of Koch [45], which also cause the deviation from our
results.
4.4.2 Fluid Behavior
Before discussing the particle properties, we would like to look at the fluid behavior around a
particle at different Re. At low Re in the Stokes regime, it is well established that the fluid has
a fore-aft symmetry around a particle, whereas at high Re, fluid inertia breaks this symmetric
behavior.
We calculate the fluid velocity as a function of position and time denoted as vf(x, t). In order to
look at the fluid around the particle in cylindrical coordinates, we shifted the origin at the particle
position as, uf(rcyl,z) = 〈vf(r)〉, where r = x−Ri, is the position vector of the fluid from the
particle in which x and Ri show the positions of fluid and particle, respectively, and averaged
over time, number of particles and angular coordinate θ . If rx, ry and rz are the components of r
in the Cartesian coordinates, then rcyl =
√
(rx)2+(ry)2, θ = arctan(ry/rx) and z = rz. In order
to characterize the asymmetric behavior of fluid before (B) and after (A) the particle, we plotted
Chapter 4. Sedimentation at Finite Reynolds Number 48
Re=10



































(a) φ = 0.025
Re=10



































(b) φ = 0.04
Re=10



































(c) φ = 0.07
Re=10



































(d) φ = 0.1
FIGURE 4.4: The absolute value of the difference in the fluid velocity before (B) and after (A)
the particle |∆uABf (rcyl,z)|= |uAf (rcyl,z)−uBf (rcyl,z)|/Vsed, in cylindrical coordinates. Figures
“(a)”, “(b)”, “(c)” and “(d)” show this difference at φ = 0.025, 0.04, 0.07 and 0.1, respectively,
for different Re.
|∆uABf (rcyl,z)|= |uAf (rcyl,z)−uBf (rcyl,z)|/Vsed, in Fig. 4.4. The fluid velocities before and after





uBf (rcyl,z) = [−u
rcyl
f (rcyl,−z),uzf ,(rcyl,−z)], respectively, for z ≥ 0. Figures 4.4(a), (b) (c) and
and (d) show this difference at φ = 0.025, 0.04 , 0.07 and 0.1, respectively, for Re=0.1, 1, 10.
By comparing these plots from left to right for different Re at a particular φ , we found that
Re=0.1 shows a symmetric behavior, whereas with increasing Re the difference between the
velocities after and before the particle increases, showing the effects of the fluid inertia. If we
compare these figures from top to bottom for Re=1 and 10 for different φ , it is evident that
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the inertial effects are suppressed with the increase of particle volume fraction, caused by the
presence of more number of particles. Figure 4.4 clarifies the asymmetric behavior of the fluid
φ=0.025



























































(a) Re = 1
φ=0.025



























































(b) Re = 10
FIGURE 4.5: The absolute value of the difference in the fluid velocity at Re=1 and 10 with the







|, for different φ , where γ ∈ 1,10.
before and after the particle and to get a more insightful picture of the fluid behavior, we also
plotted the difference of velocities at Re=1 and 10 with respect to the corresponding velocity






|, in Fig. 4.5 for different φ , where
γ ∈ 1,10. Comparing Figs. 4.5(a) and (b) from left to right reveal that this difference decreases
with the increase of particle volume fraction, as the increased packing of particles suppresses
the effects of fluid inertia. Similarly, comparing figures from top to bottom reveal that this
difference increases with the increase of Re. Furthermore, this difference is stronger before than
after the particle at Re=10. If we look at the rear end of the particle at Re=10 in Fig. 4.5(b)
this difference is almost negligible, whereas at the radial distance σ to 2σ the difference in the
velocities is stronger because of the strong inertia of the fluid.
The fluid behavior around a particle has a great importance in the determination of the particle
configuration and their transport properties. As it is shown that at high Re, normalized velocities
are stronger, hence this strong behavior will push away the nearby particles. The effects of this
asymmetric behavior of the fluid before and after the particle on the particle configuration is
discussed in the next section.










































FIGURE 4.6: Radial distribution function as a function of radial distance for different Re at
four different volume fraction.
4.4.3 Microstructure
The microstructure of the particles strongly affects the transport properties of the suspension.
Like in Chapter 2 and 3, we explored the evolution of the microstructure with Re and volume
fraction and its effects on transport properties. In order to have an idea of the average accu-
mulation of the particles around a test particle in a shell, we calculated RDF (g(r)) based on
Eq. (2.1), as shown in Fig. 4.6. We plotted the RDF for different volume fractions at different
Re. For φ = 0.01 and Re≤ 0.1, the RDF shows a distribution typical of hard spheres, whereas at
Re≥ 0.5, the RDF shows the deficiency of neighbouring particles and this deficiency increases
with increasing Re, in good agreement with Koch [45]. As φ is increased the deficit is decreased
and at φ = 0.03 and Re≤ 1, particles already show the typical hard sphere distribution, whereas
at Re=10, the deficit of particle pairs is still apparent, as shown in Fig. 4.6(b). With a further
increase in volume fraction, particles start showing the RDF of a hard sphere distribution, as
shown in Figs. 4.6(c) and (d). The increase in particle inertia at Re ≥ 1 not only induced the
significant deficit of the particle pairs but it also shifted the peak and this shift decreases with
the increase of volume fraction, as evident in Fig. 4.6.
The RDF provides the useful information of the particle deficiency and the shift in the peak
with increasing Re, but it does not give any information about the particular direction where this
deficiency exists. In order to find this preference, we calculated the pair distribution function in
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(a) φ = 0.01 (b) φ = 0.02 (c) φ = 0.03 (d) φ = 0.05
(f) φ = 0.07 (g) φ = 0.1 (h) φ = 0.12 (i) φ = 0.15
(k) φ = 0.2 (l) φ = 0.25 (m) φ = 0.35 (n) φ = 0.4










, for three different Re, as shown in Figs. 4.7, 4.8 and 4.9.
Figure 4.7 shows the non-Brownian distribution, similar to Fig. 3.4, where particles show
the preference to orient themselves in a horizontal position with respect to a test particle and
this preference decreases with increasing volume fraction. At φ ≥ 0.15, the microstructure is
isotropic. At Re=1, PDF in cylindrical coordinates shows the deficit of particle pairs and this
deficit is more pronounced in the vertical direction, as shown in Fig. 4.8.
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(a) φ = 0.01 (b) φ = 0.02 (c) φ = 0.03 (d) φ = 0.05
(f) φ = 0.07 (g) φ = 0.1 (h) φ = 0.12 (i) φ = 0.15
(k) φ = 0.2 (l) φ = 0.25 (m) φ = 0.35 (n) φ = 0.4





At Re=10, PDF in cylindrical coordinates shows the deficit of particle pairs and this deficiency
is stronger than the one at Re=1, in both directions. Compared to Re=1, PDF in cylindrical co-
ordinates at Re=10 shows that the preference of particles in horizontal direction is stronger and
shift in the peak is also evident. At high volume fraction φ & 0.15, an isotropic microstructure
is visible. The comparative analysis of these maps revealed that with the increase of Re, the
DKT mechanism grows stronger and its effects is felt over a larger volume fraction range. It
is also evident from this microstructure analysis that deficit of particles is more stronger in the
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(a) φ = 0.01 (b) φ = 0.02 (c) φ = 0.03 (d) φ = 0.05
(f) φ = 0.07 (g) φ = 0.1 (h) φ = 0.12 (i) φ = 0.15
(k) φ = 0.2 (l) φ = 0.25 (m) φ = 0.35 (n) φ = 0.4






vertical direction than the horizontal direction at all Re. This is because, a particle in the wake
of a leading particle experiences a DKT type interaction, which leads the particle to horizontal
orientation, whereas a horizontally orientated particle faces the source flow, which keeps the
particle in the horizontal orientation as well. Hence, a preferred position of a particle is hor-
izontal, which make the deficit stronger in the vertical direction, until many-body interactions
suppress this DKT type interaction and make the microstructure isotropic.
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The change in the microstructure of the particles at high Re is in accordance with the fluid be-
havior at high Re. The large difference of the fluid velocity at high Re with respect to Re=0.1,
pushed the particle away from a given particle and created a deficiency near the given particle
and DKT type interactions orient the particle pairs horizontally. Since this difference in fluid
velocity is increased with the the increase of Re, which pushed the particle further away from a
given particle and created the deficiency of the particle pairs in the near vicinity. The range of
radial distance over which this deficiency is evident increased with the increasing Re due to the
strong fluid velocity. Moreover, the range of volume fraction which showed this difference in
fluid velocity is also increased with the the increase of Re, which in turn increase the range of
volume fraction which shows the deficiency of nearby particles.
4.4.4 Velocity Fluctuations
The velocity fluctuations induced by HIs are quantified both in the parallel and perpendicular to
gravity by its root mean square value as, ∆V zH =
√
〈[Viz−Vsed]2〉 and ∆V xH =
√
〈V 2ix〉, respectively.
These velocity fluctuations are plotted in Fig. 4.10, as a function of particle volume fraction for
different Re. For Re ≤ 0.5, velocity fluctuations in both directions show the Stokes regime
characteristics discussed in previous Chapters: they scale as φ 1/2 at low volume fraction regime
(φ . 0.04), remain unchanged at moderate volume fractions (0.04 < φ . 0.12) and decrease
sharply at high volume fraction regimes, in good agreement with other studies [5, 9, 23, 52]. At
Re=1, vertical velocity fluctuations are decreased, whereas horizontal velocity fluctuations still
show the Stokes regime behavior. The behavior of velocity fluctuations in both directions are in
accordance with the microstructure changes, where deficit of particles is observed in the vertical
direction, whereas there was no significant deficiency of particles in the horizontal direction, as
shown in Fig. 4.8. At Re=10, with the enhanced inertial force effects, both vertical and horizon-
tal velocity fluctuations are decreased, due to a pronounced DKT mechanism, which caused the
significant deficit of the particles (Fig. 4.9) in both directions. Apart from the decrease in the ve-
locity fluctuations, the range of volume fraction affected by an increase in Re is also increased.
At Re=1, this range is increased up to φ . 0.07, whereas at Re=10, it is up to φ . 0.12, as
evident in Figs. 4.10(c) and (d). This increase in the range is caused by the deficit of the neigh-
bouring particles in the vicinity of a test particle, which increases with increasing Re, before
many body interactions suppress the effects of inertial forces and the microstructure is similar
to the Stokes regime microstructure.
The vertical and horizontal relaxation times decrease with the increase of volume fraction for
all Re. These relaxation times are calculated as, τβH = [1/Cβ (0)]
∫ ∞
0 Cβ (t)dt, where β ∈ x,z and
Cβ (t) is defined in Eqs. (2.2) and (2.3). The integration is performed from zero to the time at
which these correlations start to oscillate around zero. The horizontal relaxation times at low
volume fraction increase with the increase of Re. At high volume fractions and Re≤ 1 horizontal



















































FIGURE 4.10: Scaling of the hydrodynamic velocity fluctuations normalized by the terminal
velocity with respect to volume fraction for different Re. Figures “(a)" and “(b)" show the
velocity fluctuations in z and x directions, respectively, for Re ≤ 0.5, which shows the typical
Stokes regime characteristics. These results are also compared with the previous experimen-
tal data of Nicolai [5] and Segre [9] and simulation results of Ladd [18], Padding [23] and
Climent [52]. Figures “(c)" and “(d)" show the velocity fluctuations in z and x directions,

























































FIGURE 4.11: Decay of relaxation times normalized by the terminal time, as a function of
volume fraction for different Re. Figures “(a)" and “(b)" show the x and z directions relaxation
times, respectively.
relaxation times show the same quantitative behavior, whereas for Re=10, these are increased. A
jump at φ ≈ 0.3 is attributed to the ordering of the particles, as shown in Fig 4.11(a). In contrast,
the vertical relaxation time decreases with the increase of Re, at low volume fraction. At high
volume fractions and Re≤ 1 vertical relaxation times also show the same quantitative behavior,

















































FIGURE 4.12: A comparison of the long time steady-state self-diffusion coefficients Dβ (β ∈
x,z), normalized by the product of particle radius a and terminal velocity Vt for different Re.
Figures “(a)" and “(b)" show the horizontal and vertical directions, respectively.
as shown in Fig 4.11(b). The increase of relaxation time at Re=10 and at high volume fraction
remains an open question.
4.4.5 Self-Diffusion
In the absence of an external force, particles exhibit an isotropic self-diffusion, whereas an ex-
ternal force such as gravity breaks this isotropic nature and induces the anisotropy in the system.
We have seen the effects of the increase of inertial forces on the velocity fluctuations and their
relaxation times. Both velocity fluctuations and their relaxation times dictate the diffusion of the
particle. In order to quantify this dispersive motion, we calculated the self-diffusion from the
slope of MSD in the x and z directions, as defined in Eqs. (2.12) and (2.13), respectively. The
saturated value of these diffusion coefficients (Dβ = limt→∞Dβ (t)) normalized by the product of
the terminal velocity and particle radius are plotted in Fig. 4.12, as a function of volume fraction
for different Re. It shows that at Re ≤ 0.5 the vertical diffusion coefficient shows the typical
Stokes regime φ 1/2 scaling at low volume fraction regime, decreasing at moderate volume frac-
tion regime and then falls sharply at high volume fraction. The horizontal diffusion coefficient
also increases as φ 1/2 at low volume fractions, remains unchanged at moderate volume fraction
and decreases sharply at high volume fractions, in good agreement with other studies [5,23,24].
The vertical diffusion coefficient decreases with the increase of Re at Re ≥ 1, whereas at high
volume fraction this behavior becomes independent of Re, due to the dominance of many body
interactions. Similar to the vertical velocity fluctuations, the effects of inertial forces is evi-
dent up to φ . 0.07 at Re=1 and up to φ . 0.12 at Re=10, which is attributed to change in
microstructure, as discussed in Sections 4.4.3 and 4.4.4. Similar to horizontal velocity fluctu-
ations, the diffusion coefficient in the horizontal direction remains unchanged at Re=1, due to
small change in microstructure in horizontal direction, whereas at Re=10 a quantitatively large
decrease in diffusion coefficient is evident up to φ . 0.12, caused by the pronounced change in
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the microstructure.
4.5 Concluding Remarks
We performed simulations of spherical particles for a volume fraction ranging from 0.01 to 0.4
and at finite Reynolds number. Inertial forces are increased with increasing Re, giving rise to a
drafting-kissing-tumbling (DKT) mechanism [40]. With increasing Re, this mechanism creates
a deficit of neighbouring particles which brings significant phenomenological changes and af-
fects the transport properties of the suspension.
The microstructure analysis revealed that at Re ≤ 0.5, the microstructure shows the typical
Stokes regime, non-Brownian particles characteristics, where at low volume fraction particles
prefer to orient themselves in the horizontal direction and this preference decreases with increas-
ing volume fraction and at high volume fraction φ & 0.15, the microstructure is isotropic due
to dominance of many-body interactions. With the increase of inertial forces and the enhanced
effects of the DKT mechanism, the microstructure shows the deficit of neighbouring particles
around a test particle and this deficiency is stronger in the vertical direction than in the horizon-
tal direction at Re=1. At Re=10, with the pronounced effects of inertial forces, both directions
are affected by this deficiency and we also observed a shift in the radial distribution function’s
first peak. At high volume fractions, where many-body interactions dominate, microstructure
resembles the typical Stokes regime’s microstructure. Apart from the deficiency of the particles,
the range of volume fraction affected by this deficiency is also increased with increasing Re.
The structural changes at high Re, strongly affected the transport properties of the suspension
and at Re=1, where vertical velocity fluctuations and diffusion are decreased and the effects of
inertial forces are visible up to φ . 0.07, whereas above this range both properties resemble
the Stokes regime’s properties. In contrast, horizontal velocity fluctuations and diffusion remain
unchanged at Re=1, due to less pronounced effects of inertial forces in the horizontal direction.
Furthermore, at Re=10, due to strong effects of inertial forces, which caused the significant
deficit of neighbouring particles in both directions, which in turn decreased both the vertical and
horizontal velocity fluctuations and diffusion up to φ . 0.12. Moreover, the vertical relaxation
times decreased with the increase of Re at low volume fraction, whereas horizontal relaxation
time increased with the increase of Re. Our analysis also revealed that at low volume fraction,
where particles can interact with fewer neighbouring particles, microstructure governs the trans-
port properties of the particles. With increasing Re, and the rise of the DKT mechanism creates
the deficiency of the neighbouring particles, which means particles still interact with the fewer
other particles even at higher volume fraction range, causing the microstructure to control the
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transport properties of the suspension to the higher volume fraction range. At high volume frac-
tions φ & 0.15, intrinsic many-body interactions suppress the DKT mechanism and takeover the
control of transport properties.
Chapter 5
Conclusions
Sedimentation is one of the baffling and perplexing problems in colloidal science, due to the
involvement of long space and time scales and the complexity involved in the accurate char-
acterization of long ranged hydrodynamic interactions. Most of the experimental [5–13] and
simulation [14–32] studies are carried out at low volume fraction, in the Stokes regime (Re of
the order of 10−5 or less) and at large Peclet number (Pe) (of the order of 104 or larger) be-
cause: (a) at high volume fraction, it is difficult to track the particles by matching refractive
index in experiments, whereas simulations require large cost; (b) at high Reynolds number (Re)
phenomenological changes are so fast that these require very sophisticated instrumentation in
experiments and a very refined mesh and small time step in simulations; (c) at small Pe, it is
difficult to control the thermal force in experiments, whereas simulations require large simula-
tion time. Hence, we investigated the above mentioned incomprehensively explored aspects of
sedimentation by direct numerical simulations (DNS), using the smooth profile (SP) method be-
cause: (a) our method is insensitive to the number of particles because of the simplified boundary
condition between the fluid and particles, which allows us to simulate dense suspension without
any extra cost; (b) a fixed grid around the particles provides us a window to explore finite Re
with relatively smaller cost, but we are limited to Re=10 because further increase in Re will
increase the cost extensively; (c) thermal fluctuations are introduced in the particle domain as a
random force, which can be controlled easily and effectively.
In this dissertation, we focused on characterizing the interplay of thermal and hydrodynamic
interactions by increasing the Pe in Chapter 2, the behavior of non-Brownian particles in Chap-
ter 3 and the effects of inertial forces at finite Re in Chapter 4. We analyzed the evolution of the
microstruture, changes in the velocity fluctuations and their relaxation times and the behavior of
the diffusion coefficients, as a function of Pe, Re, volume fraction and system size.
We found that at low Pe, thermal fluctuations are dominant, whereas at large Pe, hydrodynamic
forces takeover the phenomena. Apart from these two regimes, we also observed a regime where
both of these forces are trying to dominant each other. The analysis of microstructure, velocity
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fluctuations, their relaxation times and particle diffusion at finite Pe revealed that at Pe & 30,
hydrodynamic forces completely dominate the sedimentation phenomena and particles show
typical non-Brownian characteristics.
The microsrtucture or the configuration of the particles is a key parameter because of its effects
on transport properties, but little is known about its evolution and effects on transport prop-
erties. In this dissertation, we focused on the microstructure analysis and found that at low
Pe, the microstructure is isotropic due to the dominance of thermal forces, whereas at high Pe
(Pe & 30), we observed an anisotropic microstructure, where particles prefer to orient them-
selves horizontally with respect to a test particle. This anisotropic microstructure is attributed to
the drafting-kissing-tumbling (DKT) mechanism, as explained by Koch [40]. At high Pe, with
increasing volume fraction, this preference decreased and at large volume fraction (φ & 0.15),
the microstructure became isotropic due to the dominance of many-body interactions. Inertial
forces have very strong effects on the microstructure and at Re≤ 0.5, the microstructure is sim-
ilar to that of the Stoke regime, whereas at Re=1, it shows the deficiency of particles near a test
particle at low volume fraction. This deficiency is more pronounced in the vertical direction
than the horizontal one. At Re=10, with the enhanced DKT mechanism caused by the strong
inertial forces, we observed the strong deficit of particles in both directions and the shift in the
RDF peak. Apart from this deficiency, we also observed that the volume fraction range affected
by the inertial force is also increased with increasing Re.
We also investigated the hydrodynamic velocity fluctuations, as a function of Pe, volume frac-
tion, system size and Re. A finite Pe study revealed that at Pe& 30 hydrodynamic velocity fluctu-
ations scaled with the Stokes velocity remained unchanged, due to dominance of hydrodynamic
forces. We calculated the hydrodynamic velocity fluctuations at large Pe, where particles show
the non-Brownian characteristics and reported both in Chapter 2 and 3. These velocity fluctua-
tions followed a φ 1/2 scaling, at low volume fraction regime (φ . 0.04), due to the anisotropic
microstructure, remained unchanged at moderate volume fraction or cross-over regime and de-
creased at the high volume fraction regime (0.15 . φ ≤ 0.5). The low volume fraction regime
has been widely studied and Hinch [36] predicted that velocity fluctuations scale as φ 1/2 at low
volume fraction and this scaling has also been verified by other studies [23, 24, 52]. Our study
is also in good agreement with Hinch’s prediction. At high volume fractions, the phenomena is
rather trivial, where the microstructure is isotropic due to many-body interactions, which sup-
pressed the individual particle motion and transport properties are determined by the movement
of clusters. Apart from these two regimes, we have the cross-over regime, where velocity fluc-
tuations remain unchanged due to the interplay of anisotropic microstructure and many-body
phenomena. Apart from the velocity fluctuations scaling with respect to the volume fraction, we
also investigated its dependence on system size. We found that these velocity fluctuations show
a (L/a)1/2 scaling with respect to system size for L/a ≤ 64, in accordance with the theoretical
predictions [36]. Inertial forces had a strong effect on velocity fluctuations and these decreased
with increasing Re at Re ≥ 1. We observed that velocity fluctuations at Re ≤ 0.5 showed the
Chapter 5. Conclusions 61
Stokes regime characteristics. At Re=1, vertical fluctuations are decreased due to deficit of the
particles in the vertical direction, whereas horizontal velocity fluctuations remained unchanged,
as the microstructure did not show significant change in this direction. Apart from the decrease
in vertical velocity fluctuations, the range of volume fraction affected by the inertial force is also
extended up to φ . 0.07. With a further increase in the inertial force at Re=10, a decrease of
velocity fluctuations in both directions and an increase of affected volume fraction range up to
φ . 0.12 is observed.
Along with the velocity fluctuations, their relaxation time is another key parameter that dictates
the dispersive motion of the particles. The vertical and horizontal relaxation times decreased
as φ−1/2 at low volume fraction, in accordance with the theoretical predictions [36] and other
studies [5, 23]. At the cross-over regime, the horizontal relaxation time remained unchanged,
whereas the vertical relaxation time followed the same φ−1/2 scaling. At high volume frac-
tion regime, we observed a sharp decrease in the relaxation times at φ > 0.3 in both directions,
mainly because of the ordering of the particles, whereas a jump in the relaxation time at φ = 0.5
could be because of very long range ordering of the particles and the artefacts generated from
the use of a finite-width interface. Our results showed large relaxation times at low volume
fraction because of the cubic system size and finite size effects. The finite size effects are de-
creased with increasing volume fraction and the difference between the vertical and horizontal
relaxation times are also decreased. Inertial forces increased the horizontal relaxation time at
the low volume fraction and decreased the vertical relaxation times.
A particle settling in the vicinity of other particles performs a random walk characteristic of a
diffusion process. We found that the diffusion coefficient normalized by the equilibrium diffu-
sion coefficient increased linearly at high Pe, with increasing Pe, which shows the dominance
of hydrodynamic interactions. We found that at low volume fraction and high Pe vertical and
horizontal diffusion coefficients followed a φ 1/2 scaling in good agreement with the theory [36],
whereas at the cross-over regime (high Pe) the vertical diffusion coefficient decreased and the
horizontal diffusion coefficient remained unchanged. The different behavior at the cross-over
regime is attributed to the different scaling of relaxation times. At the high volume fraction
regime both of these coefficients decreased due to many-body interactions. Anisotropy in dif-
fusion is increased with the increase of Pe and saturated at high Pe. The saturated value of this
anisotropy remains unchanged at the low volume fraction and then decreased at the cross-over
and high volume fraction regimes. The high value at the low volume fraction is due to the cubic
simulation box and finite system size. Particle diffusion showed the Stokes regime behavior as
explained above at Re≤ 0.5, whereas at Re=1 and 10 it is decreased due to deficit of the parti-
cles in the vicinity of a test particle. At Re=1, the effect of inertial forces in the vertical direction
is more pronounced and it decreased the particle diffusion, whereas horizontal diffusion had a
very little effect. At Re=10, we observed a significant decrease in the diffusion coefficient in
both directions due to a large deficiency of the particles. This decrease extends over a larger
volume fraction range, until many-body interactions dominate the phenomena.
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