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INTRODUCTION 
L’itude de la proprittt d’unicitt ou de non unicitt pour le probltme de 
Cauchy caracteristique a fait l’objet de nombreux travaux. Nous citerons 
principalement ceux de Mizohata [6], Hiirmander [S], et Baouendi, 
T&es, et Zachmanoglou [4]. 
L’une des classes Ctudiees par certains auteurs a CtC celle des operateurs 
Fuchsiens. Dans ce cadre, nous citerons les travaux de Alinhac et 
Baouendi [3], de Uryu [lo], et celui de Roberts [7], qui etablit un 
theoreme d’unicite pour des operateurs Fuchsiens, analogue a celui de 
Calderon dans le cas non caracttristique. 
Le but de ce travail est Etude du caracttre necessaire de la propriite de 
Fuchs pour l’unicite du probleme de Cauchy. 
Nous montrons que si la partie principale P, de l’operateur P n’est pas 
Fuchsienne, l’unicite n’a pas lieu en general. Nous faisons pour cela une 
hypothese algebrique sur P, (du type “caracteristique simple”) qui utilise 
son caractere non Fuchsien, et qui nous permet de construire une phase 
pour I’operateur P. 
Nous presentons deux theoremes essentiels: le premier theortme 
(theoreme 2.1) est consacre au cas de la phase C” reelle, et le second 
(theoreme 2.2) a celui de la phase analytique. Dans les deux cas nous per- 
turbons l’operateur par un terme d’ordre zero plat. Nous presentons aussi 
un 3eme theoreme (theoreme 2.3) qui ambliore, dans une situation plus 
precise, les resultats des deux premiers, et qui est a comparer aux travaux 
de [4 et 61. 
Nos preuves reposent sur la methode classique de l’optique geometrique, 
essentiellement inspiree de [4 et 61. 
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1. PR~LIMINAIRES 
Soient n et m E k4 *; on conviendra dans la suite, de noter (t, x) le point 
courant de R” + ‘, t E R, x E KY, et z, < les variables duales de t et x. 
Soit 52 un voisinage de l’origine dans R”+ ‘; on considerera dans ce 
travail les operateurs differentiels P d&finis sur Q, de la forme 
(1.1) 
les coefficients amj sont dans P(Q). 
aaj( t, x) n’est pas identiquement nul sur { t = 0} 
des qu’il ne l’est pas sur Sz. 
da, 3 E Iv. (1.2) 
Le symbole de l’operateur P sera not& 
p( t, x; T, 5) = 1 aaj( t, x) t~(%jy 
lal+j<m 
Nous aurons besoin de la terminologie suivante: 
DEFINITION 1.1. On dtsignera les nombres entiers y0 et y d&finis comme 
suit, par: 
et 
y. = m - 0, ml poids Fuchsien de l’opbrateur P, 
Y = , fym (j- vr(4 A) poids Fuchsien principal de P. r 
Nous rappelons a present la definition des operateurs Fuchsiens. 
DEFINITION 1.2. Un ophateur P defini sur le voisinage R de l’origine 
par (1.1) et (1.2) sera dit Fuchsien si et seulement si: 
Vcr,j, Iul+j<m,ona 
1 
j-V(%j)GYo 
et lcll #O*j-ff(or,j)<yo. 
Enfin, nous detinissons a partir de P, le symbole suivant: 
F(bx;t)= 1 aaj(t, x, 5”. 
la/+,=m 
i - da. i) = Y 
(1.3) 
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Remarque 1.3. Conformtment A la dkfinition 1.2, il est facile de voir 
que la partie principale P, de P est Fuchsienne si et seulement si 
F(t, x; 5) = aoAt, xl. 
EXEMPLE 1.4. PrCs de I’origine de R*, on considkre I’opCrateur 
P = tD; + D,D, + to’, + D, + tD,. 
On a alors, 
y=yO=l et F(t, x; 5) = 1 + (. 
Et P, n’est pas Fuchsienne. 
2. ENON& DES R~SULTATS: COMMENTAIRES 
TH~OR~ME 2.1. Soit P un operateur dtjjferentiel defini sur le voisinage Q 
de l’origine dans ET’+’ par (1.1) et (1.2). On suppose que la partie principale 
P, de P est b coefficients reels dans Q, et qu’elle est non Fuchsienne. On sup- 
pose de plus qu’il existe 50~ ET’ vPrtj?ant 
F(0, co) =0 et V,FK’, 5o)ZO (HI 
I1 existe alors un voisinage V de i’origine et des fonctions a et u dans Cm(V) 
dont le support est contenu dans ((t, x), t 2 0} et qui vtrtjient 
(P+a)u=O dans V 
(0,O) E supp u. 
TH~OR~ME 2.2. Soit P un operateur dtfferentiel d&i sur le voisinage Q 
de Porigine dans IL!“+ ’ par (1.1) et (1.2). On suppose P a coefficients analyti- 
ques dans L2 et de partie principale P, non Fuchsienne. On suppose de plus 
qu’il existe to E C” verifiant 
F(0, t,,) = 0 et 
I1 existe alors un voisinage V de Porigine et des fonctions a et u dans C%(V) 
dont le support est contenu dans {(t, x), t > 0} et qui vertjient 
(P+a)u=O dans V. 
(0,O) E supp U. 
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2.3. Remarques et exemples. (2.3.1) Considerons pres de l’origine de 
W I’operateur 
P= t2Df + 2atD,D, + bDz + a, D, + a2DX + a3 
ou a et b sont des fonctions reelles et C” pres de (0,O) et les 
a,(l<i<3)C”: 
(i) Si a2(0, 0) > b(0, 0) c’est le theoreme 2.1 qui s’applique. 
(ii) Si a’(O, 0) < b(0, 0) et si les coefficients de P sont analytiques, 
alors c’est le thtoreme 2.2 qui s’applique. 
(2.3.2) 11 est aise de voir que les thtoremes 2.1 et 2.2 s’appliquent a des 
operateurs P dont les coefficients ont singuliers en la variable t. 
EXEMPLE. Soit P=Df+(c/t2)Dc+a,D,+a2D,+aj oti E= +l et 
ai( 1 < i < 3) sont analytiques pres de (0,O) dans R2. Selon que E vaut - 1 
ou + 1, on peut appliquer le theoime 2.1 ou 2.2 a l’operateur P = t2P. 
C’est-a-dire que l’on peut trouver des fonctions c7 et ii telles qu’elles sont 
fournies respectivement par ces thtoremes, et qui verilient 
i.e. 
(B+ii)ii=O pres de (0, 0), 
(P + ii/t’)6 = 0 pres de (0, 0), 
les fonctions u = ii et a = ii/t2 fournissent la reponse souhaitee. 
(2.3.3) On peut montrer qu’il est possible de remplacer la conclusion 
du thtoreme 2.2 par la conclusion suivante: Pour tout NE N, il existe un 
voisinage V de l’origine et des fonctions a et u dans C”(V), u analytique 
hors de {t = 0}, qui vtrifient 
a(t, x)= O(tN) dans V. 
(O,O)ESUppUC {(4x), t>O}. 
(P+a)u=O dans V. 
(2.3.4) Dans le cadre des theoremes 2.1 et 2.2, si l’on suppose de plus 
que le poids Fuchsien principal de P et y = m - 1 (ce qui constitue alors la 
valeur maximale) nous avons que: 
(i) Le thtoreme 2.1 est un cas particulier du travail de Alinhac et 
Baouendi ([2, theoreme 11). 
(ii) Le theoreme 2.2 peutCtre ameliore et constitue un cas particulier 
du thtoreme de Baouendi, T&es et Zachmanoglou [4], et du resultat plus 
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ancien de Mizohata [6]. (On peut dans ce cas construire une solution 
exacte u de P, PM = 0, analytique en dehors de {t = O}.) 
En effet, lorsque y = m - 1, et selon la terminologie de ces auteurs, la 
surface {t = 0} est totalement caracttristique pour I’operateur P, et 
simplement caracttristique pres de l’origine. 
La version ameliorte des theoremes 2.1 et 2.2 est present&e dans le 
THI~OR~ME 2.3. Soit P vtrifiant (1.1) et (1.2), de poids Fuchsien principal 
y = m - 1 et de partie principale P, non Fuchsienne. Alors duns tout 
voisinage w de l’origine de KY’+‘, il existe un point (0, x0) de (t = 0) n o et 
un voisinage V de (0, x0) ( Vc o) tels que: 
(1) Si P, est a coefficients reels, 3 a et u duns Cw( V), a support duns 
{t b 0) n V et qui verifient 
(P+a)u=O dans V, 
(0, x0) E supp 24. 
(2) Si P est a coeffiients analytiques, 3u analytique duns Vj { t = 0} a 
support duns (t B 0} n V, vert?ant 
Pu=O dans V 
(0, x0) E supp u. 
(2.3.5) Lorsque y = m - 1, le coefficient de Dy- ’ dans P est un champ 
de vecteurs L(t, x, D,Y) non totalement degentre sur la surface {t = 0). S’il 
est non degtnere en (0, 0), nous pouvons prendre dans le theoreme 2.3 
(0, x0) = (0,O). Ceci nous conduit au corollaire suivant: 
COROLLAIRE 2.3.1. Soit P = L( t, x, D,, D,) + c(t, x), ou L est un champ 
de vecteurs a coefficients C”, non Fuchsien et non nul a Porigine, et ou 
c(t, x) est une fonction C”. 
Alors, selon que L est reel ou que P est a coefficients analytiques, les 
conclusions (1) ou (2) du theoreme 2.3 sont vraies pour P avec 
(0, x0) = (0,O). 
(2.3.6) Ce resultat est un cas particulier du travail de Saint- 
Raymond [9] et nous renvoyons le lecteur a cet article pour des 
renseignements sur l’unicite de Cauchy pour les optrateurs de 1”’ ordre. 
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3. LEMMES DE PREPARATION 
Nous etablissons dans cette section une strie de rtsultats communs aux 
preuves des theoremes 2.1 et 2.2. 
LEMMA 3.1 (Determination de la phase). Sous les hypothPse.s du 
thPorSme 2.1 (resp. thPortme 2.2) il existe un voisinage V de Porigine de 
KY’+’ et une fonction cp(t, x) rkelle et C” dans V (resp. complexe analytique) 
qui vtkifie 
=o dans V, (3.1) 
{(t,x)Ev,(P(t,X)=O}=((t,x)EV,t=O}. (3.2) 
Dkmonstration. ficrivons le symbole principal de P sous la forme 
P,(t, x; 735) = 1 a,( t, x) t”‘“4’<” 
Ial +j=m 
j ~ a(d) = Y 
+ c auj( t, x) tv(‘Ti)7i(a. 
121 +j=m 
i- tl(U) < Y 
Et choisissons cp(t, x) comme cp(t, x) = te y(r,x) On montre facilement que . 
F( t, x; V, Y) + tH ( )] t, x; g, V, Y 
oti F est le symbole defini en (1.3) et H une fonction reguliere. (En fait, F et 
H ont la regularite des coefficients de P,). Puis, en utilisant l’hypothese 
(H) du theoreme 2.1 (resp. thtoreme 2.2), on trouve un indice je {l,..., n} 
pour lequel on r&out le probleme de Hamilton-Jacobi (resp. de 
Cauchy-Kowalevski) suivant 
F(t,x;V,Y)+tH t,x;$V,Y =O 
> 
prts de l’origine (3.3) 
y~x,=O= 1 xitO,i. 
i#i 
On trouve ainsi une fonction Y definie dans un certain voisinage V de 
(0, 0) qui vtrifie (3.3) et 
v, WA 0) = 50. (3.5) 
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!P est C” rtelle dans le cas du theortme 2.1, et analytique dans celui 
du thtoreme 2.2. Enfin, il est clair que la fonction rp = tey remplit les 
conditions (3.1) et (3.2). 
LEMME 3.2 (8tude du champ de transport). Soit cp la fonction deter- 
minte au lemme 3.1 et V le voisinage de Porigine sur lequel elle est definie. 
Si on designe par Y le champ de vecteurs: 
(3.6) 
alors, sous les hypotheses du thtoreme 2.1 ou theoverne 2.2, il existe un champ 
de vecteurs X(t, x; a/ax) et une fonction h(t, x) reguliers dans V qui verifient 
Y(t,x;;,$)=t’+-l [X(t,x;$)+th(t,x);] (37) 
X non nul en (0,O). 
Darts le cas du thtoreme 2.1, X et h sont C” reels, dans celui du 
theortme 2.2, ils sont analytiques. 
Demonstration. I1 nous suflit d’examiner les quantites suivantes pour 
1x1 + j=m: 
(1) = (alXk)(a,t v(%jy)(t, x; aqlat, V,Xrp), 1 d k < n 
(2) = (a/am,t ~(+y)(t, X; aqlat, v,~) 
On a, rp = tey d’ou 
On en dtduit, 
(1) = t”‘(r,J)$r 
ou gti est reguliere. Et on calcule de meme, 
(2)= t q(‘.il+i.ie”“-““[jalj(l +q’ (v,y)“]. 
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On obtient ainsi, 
Y(t,x;$+J 
= c e(m - 1 )Yp(aA + ICI -1lal+j=m 
\al+j=m 
Or si y dtsigne le poids Fuchsien principal de l’operateur P (cf. 
Definition l.l), on voit que pour (CI[ +j=m, ~(a, j) + (al am-y. Et on 
verifie alors aisement que 
ou F est le symbole defini en (1.3) et L un champ de vecteurs a coeffkients 
reguliers. 
Enfin, (3.5) et l’hypothbe (H) du theoreme 2.1 (resp. theoreme 2.2) 
achevent la preuve du lemme. 
Nous terminons cette section par un lemme de calcul sur une serie for- 
melle. Le preuve de ce lemme repose sur un calcul classique d’optique 
geometrique que nous laissons aux soins du lecteur. 
LEMME 3.3. Soit E,(z) une fonction ri une variable C” Gelfe (resp. com- 
pfexe holomorphe) et soient cp( t, x) et uj( t, x), j > 0 des fonctions C” dans un 
uoisinuge V de (0,O). DPsignons par Ej(z) (j> 1) la fonction j$ Ej- 1(s) ds, et 
par u(t, x) la s&ie formelfe d@nie duns V, 
U(t, X) = C Ej(V(t, XI) Uj(t, X). (3.8) 
j 3 0 
Alors il existe des optrateurs Qk( t, x, a,, a,), 0 G k Gm, ci coefficients C” 
duns V, qui Grifient 
Pu= 2 2 Ej-m(V) Q/c”-, 
j>O k-0 
(3.9) 
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avec la convention que pour I> 0, on a E, ~ [)(z) = d’E,Jz)/dz’ et u( -,, - 0. On 
sait de plus que 
(3.10) 
Q, = (V’TY(t, x; a,, 8x) + wt, XII 
(cf: (3.6), lemme 3.2). 
4. PREUVE DES THBOR~IES 2.1 ET 2.2 
Nous allons, sous les hypotheses de ces theoremes, et selon, une 
demarche classique (voir [6, S]), construire une solution formelle de 
l’equation Pu = 0, prts de l’origine, plate sur {t = O}. 
Par la suite, nous la moditierons par une technique standard en une 
“vraie” solution G de l’equation (P + a)ii = 0 ou a est aussi plate sur 
(t=O>. 
Dans la formule (3.8), nous prenons pour cp(t, x) la fonction phase four- 
nie par le lemme 3.1, et nous choisissons les fonctions uj sous la forme 
suivante: 
uj( t, x) = exp(Jt”) t -jpvj( t, x) si t>O 
uj(t, x) =o sinon (4.1) 
ou c1= m - y - 1, ou la fonction f est solution du probleme 
X(t, x, J,)f + th(t, x) g- crh(t, x)f + h(t, x) = 0 
(4.2) 
f(O,O)= -1 
et ou les fonctions v,(t, x) et l’entier B sont a determiner. 
Rappelons que les differents termes de (4.2) ont Cte dtfinis en (3.7) et 
(3.10) et qu’ils sont C” dans le contexte du theoreme 2.1 et analytiques 
dans celui du theoreme 2.2. Notons aussi que l’equation (4.2) ainsi que 
toutes celles qui suivront dans ce paragraphe se rbolvent a l’aide du 
probleme de Cauchy dans le cas du theoreme 2.1 et a l’aide du probleme de 
Cauchy-Kowalevsky dans celui du theoreme 2.2. 
Par ce choix et grace a (3.1), le coefficient de E,- ,(q) dans la formule 
(3.9) (toujours avec la m&me convention d’ecriture) devient 
[ 
dUj- [ 
(i)--mf-(j--‘JO xv, -,+th-- 
at 
(j- 1) Bhu,.. , 1 exp(f/t”) 
+ f Q,[exp(f/t’) t-(i~k)Dvj~k]. 
k=2 
(4.3) 
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On determine u,,( t, x) C” (resp. analytique) pres de l’origine en resolvant le 
probleme, 
Xll,+th$O 
(4.4) 
u,(O, 0) = 1. 
Ensuite on r&out successivement les equations de transport. Pour cela, on 
choisit pour j 2 1, vi sous la forme 
uj(t, X) = eqt$w(t, Xl) cj(t, X) (4.5) 
ou la fonction w(t, x) verifie le probleme 
Xw+th$h 
(4.6) 
w(0, 0) = 0. 
Puis il est facile de voir qu’on peut trouver un entier fl assez grand qui 
permet de rtsoudre successivement les equations suivantes: 
a& 
Xv”,-,+th at 
= -(j)mt(j- l)B-1 exp( -f/t’) exp( - (j - 1) Pw) 
x fj &[exp(f/t”) tr(ipk)p exp((j-k) j3w) fT_,] j> 2, 
k=2 
oljp *(O, 0) = 0. (4.7) 
On determine ainsi fij pour tout j, C” ou analytique pres de l’origine (selon 
qu’on est dans le cas du theoreme 2.1 oti dans celui du thtoreme 2.2), en 
rappelant que v”, = u0 et iTj = 0 pour j < 0. 
Remarque 4.1. Afin de donner a l’expod un maximum de clartt, nous 
avons CtC, jusqu’ici, assez vagues sur les domaines de definition et de 
rtgularite des differents composants de la serie formelle (3.8) preciste en 
(4.1) et (4.2). En toute rigueur, nous dirons que si V designe le voisinage de 
l’origine sur lequel est detinie la fonction phase cp (lemme 3.1), alors les 
problemes (4.2), (4.4), (4.6), et (4.7) se r&solvent dans un mCme voisinage 
W c V, que nous continuerons a appeler V. 
Nous venons done de construire dans ce voisinage de l’origine une 
solution formelle de l’equation Pu = 0, 
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expW") C Ej(V(f, X)) t-'Buj(t9 X) si r>O 
u( 2, x) = jr0 (4.8) 
0 sinon. 
Ici, alin d’alleger l’ecriture nous avons repris la notation vi a la place de 
exp(j/?w) iTj. 
Nous allons, A present, proceder au choix de la fonction E,. 
LEMME 4.2. Notons par z = r(cos 8 + i sin 0) la variable de C, et soit p un 
entier naturel. Alors dans le secteur S = {z E C*, 101 < 17/4,u}, les fonctions 
E,(z) = exp( - l/z”) et pour j> 1, Ej(z) = j-’ Ej- 1(s) ds 
0 
sont analytiques, et vhifient 
0 E supp Ej Vj20, 
IEj(z)l d IZIj’IEo(Z)I 
(4.9) 
pour IzI < 1, Vj’jO. 
Preuve du lemme. Pour k 2 1 et r E R +, on pose 
si r >O, 
si r=O, 
F,+,(r)=J:FI(S)ds, r 20, j>O. 
On montre par recurrence que, pour tout j $0, la fonction Fj+ l(r) - r”Fj(r) 
est dtcroissante sur l’intervalle [0, l] et s’annule en 0. Elle est done 
negative sur [0, 11. Et l’inegalite de (4.9) en decoule immediatement pour 
ZES, IZI 6 1. 
Nous avons besoin dun dernier lemme de convergence. 
LEMME 4.3. Les notations &ant celles des lemmes 3.3 et 4.2, il existe un 
nombre entier p assez grand, une fonction C”, x: R -+ Iw et une suite 
croissante (lj),, , de rPels posit& tels que les shies 
c E,(v) -‘---x(ljlq12) t-‘%j 
j> 1 EO(cP) 
et pour tout q E N, q > m, (4.10) 
j:q k?, EZYL’ 
exP(-f/t”) QkCX(~m+j-kI$‘12) 
x exp(flt’) t-(m+i-k%m+jpk] 
d@nissent des fonctions C” dans Vn {(t, x); t > O}. 
(4.11) 
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Dkmonstration. Notons tout d’abord que dans (4.1 l), le coefficient de 
Ej(VP)lEO(cP) ‘P” est 
cj= 0(1/t’) avec l=(m+j- l)/?. 
En vertu de l’estimation (4.9) et en augmentant Cventuellement la valeur 
de l’entier /?, on en dtduit que Ej(cp)/EO(cp) cpq Ci= O(f) avec I’= 
jp-q-(m+j- 1)/I, ou encore, 
1’=(j-l)(p-P)-q+p--mj?. (4.12) 
On choisit p > rnfl. puis on restreint le voisinage V de l’origine de telle sorte 
qu’il soit compact et virilie 
(t, X)E Y=P 
1 
lcp(t, x)1 < 1 
cp(t,x)ES= {zEC*, 101 <n/4/J}. 
(Cette derniere condition est automatiquement realide dans le cas du 
theortme 2.1.) Grlce a (4.9) et (4.12) pour assurer la convergence de la 
serie (4.10) (ou celle de (4.11)), il nous sufftt d’assurer la convergence d’une 
strie de la forme 
C (P'X(3i,lcP12) wj oti wj est une fonction C”. 
.j > I 
Pour cela nous choisissons x dans CF(]-1, l[) avec x([-4, f])= (1); et 
le reste de la preuve est une variante simple du thtoreme de Borel, que 
nous omettons. 
4.4. Fin de la preuve des thkortmes 2.1 et 2.2. Pour la conclusion de ces 
theoremes, nous choisissons dans le voisinage V de (0,O) la fonction u( t, x) 
&gale a 
! 1 E,(q) x(ljlq12) tP’Gj si t>O, u(t, x) = ja0 (4.13) 0 sinon, 
oti 1, = 0, et oti les autres ingredients ont CtC dtfinis plus haut. 
Le point (4.9) et la convergence de la serie (4.10) nous assurent que 
(0,O) E supp II. De m&me pour appliquer P a U, nous pouvons dtriver terme 
a terme dans (4.13); nous avons alors que pour tout (t, x) E V tel que 
X)5/67/3-4 
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l’ecriture (3.9) se transforme grace a (4.4) et (4.7) en 
Pu= C f ~~(~)Q,[X(~,+j-~l~12)exP(flt”)~,+j-kI. (4.14) 
j>yk=l 
Enfin, en vertu de (4.14) et de la convergence de la strie (4.11), nous 
pouvons conclure que la fonction definie sur V par 
PU -_ 
a(t,x)= u 1 sur Vn ((4x); t>o} (4.15) 0 sur Vn {(t, x); t 60) 
est de classe C” et verilie 
VqEN, a( t, x) = O( t”) pour (t,x)~ V, t>O, t-0. 
Ceci achtve la preuve des theoremes 2.1 et 2.2.. 
5. PREUVE DU THBOR~ME 2.3 
Nous allons seulement indiquer les transformations a introduire dans la 
preuve des theoremes 2.1 et 2.2 alin d’obtenir le thtoreme 2.3. 
Sous les hypotheses de ce theoreme, et comme remarque en (2.3.5), le 
coefficient de 07 - ’ dans P est un champ de vecteur L(t, x, D,r) non 
totalement degtnere sur la surface (t = O}. 
En consequence, on peut trouver un point (0, x0) E D n {t = 0} en lequel 
l’hypothese (H) du theoreme 2.1 (resp. thtoreme 2.2) est vtrifiee: 
(1) Si P, est a coeffkients C” reels, on applique le theorbme 2.1 a P 
prts de (0, x0). 
(2) Si P est a coefficients analytiques, grace au fait que le champ de 
transport Y vtrifie: Y(0, x0; 13,, a,) = L(0, x0, a,), on peut remplacer la strie 
(4.13) par une serie convergente, 
ou E,(z) =exp( - l/z), et ou les fonctions cp et uj sont analytiques. Cette 
serie converge grace aux estimations de Mizohata [6], et d&nit pres de 
(0, x0) une fonction C”, analytique hors de {t = 0} et telle que Pu = 0. 
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