A theoretical ab initio simulation of the carbon and oxygen KLL and sulfur LMM Auger spectra of carbonyl sulfide is presented and discussed. The underlying vertical double ionization spectrum is computed using a Green's function method; the Auger intensity distributions are estimated via a two-hole population analysis of the eigenvectors and the main effects of nuclear vibrational motion on the energy position and broadening of the Auger bands are taken into account. The simulation yields accurate spectra, revealing the important role played by the nuclear dynamics effects at the origin of the very different shapes of the three spectra. These effects are particularly striking in the sulfur LMM spectrum, which is additionally characterized by evident spin-orbit coupling in the decaying state.
I. INTRODUCTION
In the last few years the ab initio computer simulation of very dense Auger spectra of polyatomic molecules has been developed by an efficient method 1 with a wide range of applicability, from small molecules to large polyatomics, with the aim of satisfying requirements of both accuracy and computational practicability. The cornerstone of this approach is the two-particle Green's function algebraic diagrammatic construction ͑ADC͒ method for computing directly doubleionization spectra. 2 Being a direct method, this offers clear advantages over other routine ab initio methods which adequately account for electron correlation effects.
To quantitatively understand the nature and the charge distribution of the large number of dicationic states that contribute to the spectra, we use a simple two-hole atomic population analysis of the ADC eigenvectors. 3 This analysis gives very useful quantitative information on the hole localization phenomena in the final states and also provides an adequate estimate of the Auger intensity distribution. This is of crucial importance in the densest regions of double-ionization spectra where it is both impracticable and statistically unnecessary to compute individual transition rates.
The reliable computer simulation of Auger spectra also needs practical methods of evaluation of nuclear dynamics effects on Auger band shapes. The vibrational progressions of individual transitions are usually well beyond resolution because of the high density of the states but strongly varying bandwidths and energy centroids can still impact band shapes and relative spacings substantially. To estimate these effects, an analysis of the moments of Auger bands has been developed within a framework of a general time-dependent formulation of the nuclear dynamics of decaying states. 4 This derivation leads, under simple general assumptions, to straightforward equations for the first and second moments of the vibrational envelope of Auger bands, which are directly related to their center of gravity and broadening, respectively. A number of applications of this theory have been carried out with satisfactory results. [5] [6] [7] In this paper we report the theoretical simulation of the Auger spectra of a triatomic molecule, carbonyl sulfide. This molecule is an interesting example of carbonyl-containing molecules, a class of compounds which has been subject of some of our previous work. 6, 7 In addition, of particular interest in OCS is the analysis of the LMM spectrum of a secondrow atom, sulfur, which is observed to differ quite remarkably in shape from the KLL spectra of the two first-row atoms. For carbonyl sulfide, experimental Auger spectra are available 8 of the KLL spectra of oxygen and carbon deriving from the decay of the core-hole states O 1s Ϫ1 and C 1s Ϫ1 , respectively, and of the LMM Auger spectrum of sulfur, deriving from the decay of the S 2p Ϫ1 core-hole states. The experimental study was accompanied by a discussion based on semiempirical calculations. Limited configurationinteraction calculations on the lowest dicationic states ͑up to about 40 eV ionization energy͒ of OCS have also been reported in connection with photoionization and doublecharge-transfer data. 9 The structure of the two first-row atom Auger spectra show several similarities, both having quite broad and not well resolved peaks, evidently resulting as convolutions of many transitions. The LMM sulfur Auger spectrum, on the contrary, shows a very different structure made up of few very well resolved and narrow peaks of high intensity at low ionization energies ͑high Auger kinetic energy͒. By contrast, in the central part of the spectra where the carbon and the oxygen spectra show their most intense structures, the sulfur spectrum shows a sudden decrease of intensity. It is our aim to investigate in detail the origin of these differences in terms of the nature of the dicationic final states and of the nuclear dynamics of the Auger decay where, for example, the large difference in lifetime between the firstrow atom deep core levels and the S 2p Ϫ1 states is expected to play a significant role. The characteristic structure of the sulfur spectrum is somewhat complicated, additionally, by the spin-orbit coupling in the decaying states, which must also be accounted for.
II. METHODS AND COMPUTATIONAL DETAILS
The second-order algebraic diagrammatic construction method, ADC͑2͒, to approximate the two-particle propagator has here been used to compute the double-ionization spectrum of carbonyl sulfide. The formalism has been previously discussed in detail 1,2 and we only recall here that the kernel of the method is an eigenvalue problem in the configuration space of the dication which yields directly the doubleionization energies of the system and the corresponding spectroscopic factors. In the second-order scheme the configuration space comprises all the two-hole (2h) and threehole-one-particle (3h1 p) configurations based on the Hartree-Fock orbitals of the molecular neutral ground state. The eigenvalues are the size-consistent double-ionization energies of the system: for dicationic states perturbatively derived from 2h configurations ͑main states͒, they are accurate through second order of perturbation theory, including in addition, terms to infinite order in a systematic way. Similarly, accuracy beyond first order is achieved for the secondary ͑or satellite͒ states. The analysis of the charge distribution in the dicationic states has been carried out via an atomic two-hole population analysis of the 2h spectroscopic factors. 3 This analysis also provides the estimated Auger intensity distribution used in this work. The ADC calculations have been carried out in a triple zeta plus polarization basis set, 10 keeping inactive the 1s cores and also the sulfur 2s and 2 p orbitals, together with their high lying virtual counterparts. Calculations at the experimental nuclear geometry of the molecule 11 and at nearby displaced structures along the nonsymmetry breaking normal modes of vibration have been performed.
The effects of the nuclear motion accompanying the Auger decay and affecting both transition energies and band shapes have been studied using the results of a general timedependent analysis of the nuclear dynamics in decaying processes, 4 which provides first-order approximations for the moments of the vibrational cross-section distribution of Auger transitions. The first and second moments are of immediate relationship to the energy centroid and the full width at half-maximum ͑FWHM͒ of the Auger bands. Their evaluation requires the calculation of the decaying and final state electronic energy gradient over the totally symmetric normal modes of vibration. The final state slopes have been computed numerically by repeating the ADC calculations at displaced nuclear geometries. The core-hole state slopes have been computed by configuration-interaction calculations including single and double excitations of the core ionized configuration and using the relaxed ͑⌬SCF͒ molecular orbitals in the same atomic basis set used for the ADC calculations. The normal modes have been computed using the FG method 12 with the Hessian F calculated by us at the MP2 level. The vibrational frequencies used are from Ref. 13 . The core ionized state lifetime widths have been taken as 0.1 and 0.2 eV for the C 1s Ϫ1 and O 1s Ϫ1 levels, respectively, 14 and the computed value of 0.01 eV 15 for the S 2p Ϫ1 .
III. RESULTS AND DISCUSSION
We have computed the double-ionization spectrum of OCS between 29 and 101 eV using the ADC͑2͒ method; over 700 computed transitions are found to have significant 2h weight and thus be especially relevant in the Auger process. A large part of these transitions leads to satellite states already at low double-ionization energies, which of course complicate the analysis of the spectra. The two-hole atomic population analysis 3 allows us to characterize the dicationic states based on their spatial charge distribution. This analysis is essentially enabled by the basis set representation of the correlated two-hole density, whereby the total 2h pole strength of every state is divided into contributions describing the localization of the two holes at a same atomic center ͑one-site terms: C
Ϫ2
, O Ϫ2 and S
͒ and at two different atomic centers ͑two-site terms:
͒. This provides a measure of hole localization effects; if, for a given state, one of the contributions, either of one-site or of two-site type, predominates over the others, the two holes are correspondingly localized, either at the same or each on another atom. On the contrary, if different contributions are of comparable magnitude, we can conclude that the state is characterized by a delocalization of the charges over the corresponding atom pairs.
In Table I we have reported the results of the two-hole population analysis for a small representative subset of computed states having the largest 2h weight. Judging from the experimentally measured double-ionization threshold, 9,16 the spectrum is computed to lie about 1 eV too low on the absolute ionization energy scale. From Table I we can see that the total 2h character of the states dominates in the region of the spectrum below 40 eV, but drops dramatically above, where only three states are found to have a 2h projection larger than 0.5. This is accompanied, of course, by the increasing importance of configuration mixing with higher excitations and the higher density of states. We notice in fact that the lowest ten states agree in ordering and relative energies with those computed in Ref. 9 , but increasingly significant discrepancies emerge at higher energies. At low ionization energy we observe large terms O
Ϫ1

S
Ϫ1 which describe two holes localized on atoms not directly bonded and reflect the tendency to keep the positive charges as apart as possible from each other. At higher energies different terms are usually of comparable magnitude, indicating a substantial delocalization of the charges in the inner-valence energy region. Concerning the one-site terms, we observe that the first three lowest states ͑ 3 ⌺ Ϫ , 1 ⌬ and 1 ⌺ ϩ ͒, involving a 3 Ϫ2 configuration, present a large S Ϫ2 term, which means a significant localization of the two electron vacancies on the sulfur atom. This finding may be already qualitatively related to the appearance of the sulfur Auger spectrum, on the assumption that the intra-atomic character of the Auger decay is such that it populates preferentially states where the two final state valence holes are maximally located at the same atomic site TABLE I. Computed double-ionization energy ͑DIE͒ in electron volts and two-hole atomic population analysis of the 2h pole strengths for the dicationic states of OCS having 2h weightу0.1. These represent about 9% of the total number of states relevant for the Auger spectra simulations ͑see the text͒.
State DIE 2h population carrying the primary core hole. In fact, we have mentioned above that the sulfur spectrum shows characteristic high intensity peaks in the region of low double-ionization energy. We see in Table I that the three one-site terms are, in general, smaller than the two-site ones, in order to minimize the hole-hole repulsion, and S Ϫ2 is usually larger than C
Ϫ2
and O Ϫ2 because of sulfur's electron-richness. The O Ϫ2 term presents its larger values starting at about 41 eV when the most important bands of the oxygen spectrum begin. The C Ϫ2 is, on the contrary, usually very small ͑it is never the largest term for any state͒ because of its bonding and chemical environment; indeed, carbon is an sp-hybridized electron-poor atom with respect to the others. The analysis of the bond-related two-site terms O
Ϫ1
S
Ϫ1 and C
Ϫ1
O Ϫ1 is interesting in connection with the dissociation pathways of OCS 2ϩ . We notice that the former component is largest at low ionization energies and only at 39.8 eV and above does the C
O
Ϫ1 component start to dominate. This is fully consistent with the observed appearance threshold of the CS ϩ ϩO ϩ fragmentation channel in photoionization experiments. 17 Using the methods recalled in Sec. II, we performed the Auger vibrational analysis to evaluate the nuclear dynamics effects. In this case we have to consider the contributions of the two stretching modes of OCS. It is useful, preliminarily, to inspect the computed energy derivatives of the decaying core-hole states with respect to the ͑dimensionless͒ normal coordinates, reported in Table II . These slopes are the ''spectrum-specific'' factors ͑i.e., the quantities which, together with the lifetime, depend on a specific decaying state͒ entering the expressions used to compute the first and second moments of the nuclear motion spectrum associated with each Auger transition ͑see Ref. 4͒ . Each transition is, in addition, individually characterized by a ''state-specific'' factor represented by the energy slope of the corresponding final dicationic state, but we shall not explicitly discuss these very many slopes here. We then use the first moments to estimate the energy shifts of the Auger lines with respect to the vertical transition energies and the second moments to estimate their vibrationally induced width ͑assuming that a decay line has a simple Gaussian or Lorentzian shape centered at the first moment, for details see Ref. 4͒ . In Table II , Q 1 is the softer stretching mode of OCS (ϭ859 cm
Ϫ1
) and Q 2 is ͑mostly͒ the CO stretching (ϭ2062 cm Ϫ1 ). Of course, one should consider that there are two states resulting from sulfur 2 p ionization, which, neglecting spin-orbit coupling, are 2 ⌺ and 2 ⌸. The slope values reported in Table II refer to the 2 ⌺ state, but the atomic nature of the core hole is such that the computed slopes for the 2 ⌸ state differ by less than 1% from these. On these grounds we can safely assume that the same slopes pertain also to the actually decaying spin-orbit coupled states. We notice immediately how each core ionized state is peculiarly characterized by its energy derivatives. With respect to the Q 1 mode, the carbon and oxygen core-hole states have comparable positive slopes, while the sulfur 2 p Ϫ1 slope is practically vanishing. Large differences are observed along the Q 2 mode. Here, both the carbon and the oxygen values are negative but the oxygen one is one order of magnitude larger. The sulfur slope is instead positive and large. Thus both normal modes are expected to play a role in the carbon and, especially, in the oxygen spectrum, while only Q 2 is essentially active in the sulfur 2 p decay. Concerning this point, it is appropriate to recall 4 that while each normal mode gives essentially additive contributions to the first moment of an Auger line, the second moment ͑hence the width͒ results from a complicated interplay, involving mixed terms, of all the modes.
From the computed slopes and normal coordinates it is possible to estimate the expected geometry changes of OCS upon core ionization by simply assuming that the core-hole potentials have the same harmonic frequencies as the neutral ground state. It is interesting to note that these predictions agree rather accurately with the results of self-consistent field ͑SCF͒ geometry optimizations we have performed on the C 1s Ϫ1 , O 1s Ϫ1 and S 2p Ϫ1 states using the same basis set. Thus we conclude that C 1s ionization leads to a slight contraction of both the C-O and C-S bond lengths, more marked ͑about 0.1 Å͒ for the latter. The ionization of the terminal atom cores produce, on the other hand, an elongation of their respective bond to carbon and a contraction of the other bond: O 1s ionization increases slightly the C-O bond length and decreases ͑again by about 0.1 Å͒ the C-S one, while S 2p ionization produces somewhat smaller changes in the direction of shortening the C-O bond and stretching the C-S one. Both C-X bond changes thus reflect the same behavior, i.e., contraction upon C 1s ionization and stretching upon X core ionization, already known for carbonyl bonds ͑see, e.g., Refs. 7 and 18͒.
In Table III we have reported the final relevant results of the nuclear dynamics analysis, consisting of the energy shift with respect to the vertical transition and the Auger widths ͑FWHM͒, for the same subset of transitions shown in Table  I . The relevance of this analysis is evident from the different effects on different spectra and states. As previously recalled the long lifetime of the sulfur core-hole state could play an important role on the vibrational effects of its spectrum because the decaying nuclear wave packet has more time to move along the corresponding potential energy surface. During this relatively long propagation the wave packet gradually decays to the final state and continues its motion on that potential energy surface, growing in time in a complex way because of many adding and interfering contributions. Thus the treatment of dynamics effects, even if only at a semiquantitative level of approximation, can, in general, be very important for reproducing the correct band shapes, and certainly is not easily anticipated. For the oxygen and carbon spectra we observe relatively small energy shifts ͑they never reach an absolute value of 1 eV͒. However, while the carbon always presents positive values, the oxygen also shows negative terms which, as we shall see later, play an important role in simulating the spectrum. These results can evidently be put in direct relation with the discussed signs and magnitudes of the decaying state slopes. For the sulfur spectrum we find, on average, larger values of the energy shifts ͑due to the large positive slope along Q 2 ͒ often exceeding 1-2 eV. It is interesting to observe that the nuclear dynamics, particularly for what concerns the energy shifts, has opposite effects on the oxygen and the sulfur spectra, due to the large magnitude and opposite sign of the decaying state slopes along Q 2 : The states with negative values of the shifts for the oxygen spectrum show, on the contrary, the largest values for the sulfur spectrum. This further underlines the importance of the evaluation of dynamics effects in order to give the correct interpretation of the Auger spectra. The analysis of the computed vibrational second moments ͑widths͒ of the Auger transitions reveals even more peculiar characteristics. Again there is a degree of similarity between the computed FWHM values in the oxygen and carbon spectra, which have values of comparable magnitude, generally somewhat larger than 1 eV and with few values exceeding 2 eV. For the sulfur transitions we notice at first, on the contrary, that the majority of transitions are very broadened, which would seem in contradiction with the sharp peaks observed in the experimental spectrum. However, there is a small number of states exhibiting rather small vibrational broadening ͑a few tenths of an electron volt͒, especially at low ionization energy. By comparing with Table I , one notices indeed that precisely these latter states correspond to the largest S Ϫ2 population contributions, and thus presumably to the most intense features in the Auger spectrum. In terms of the nuclear dynamics model of Auger decay, 4 narrow Auger lines reflect a similar local behavior of the decaying and final state potential energy surfaces and indeed, according to our results, the dicationic states with dominating S Ϫ2 character all have a positive and rather large slope along the relevant Q 2 mode, quite similar to the slope of the decaying S 2p Ϫ1 states ͑see Table II͒ . This similarity can be qualitatively explained by considering that the strong reduction of the valence electron density at the sulfur site in the S Ϫ2 dicationic states must influence the bond structure in a similar way as the creation of one electron vacancy in the S 2p shallow-core level. For most other dicationic states, the strong localization of the two-hole density on the carbonyl group leads to a very different behavior.
Based on the results just discussed, we can now turn to our simulation of the Auger spectra, displayed in Figs. 1-3 , together with the experimental ones. In the theoretical spectra we have represented each transition with a Lorentzian function of origin and width obtained from the vibrational analysis. To take into account the experimental resolution, a value of 0.5 eV has been added to the calculated widths. The relative intensities of the states have been simply estimated by taking, for the spectrum of atom X, the diagonal contribution of X Ϫ2 type to the population overlap matrix. This procedure roughly accounts for the strictly intra-atomic nature of the Auger rates and, although not expected to be very accurate for any specific state, it gives a readily obtainable and reliable picture of the zones of relative intensity in the spectra. It should be emphasized that the accurate calculation of all the individual Auger rates in polyatomic molecules is otherwise an extremely demanding computational task, and satisfactory results in several Auger simulations have been obtained in the past using our simple model. 1 The lowest absolute double-ionization energies computed by the ADC͑2͒ method typically underestimate slightly the true values. With respect to the double-ionization energy scale computed in Ref. 8 from the Auger kinetic energy and the core electron binding energies, the experimental profiles in our figures have been shifted to lower energy by 0.7 eV, in order to get the best alignment with the theoretical spectra. In simulating the sulfur spectrum we have taken into account also the spin-orbit coupling of the intermediate S 2p
state, which gives rise to a splitting of 1.2 eV. Therefore in the spectrum, we have simply reproduced each state twice, with a shift of 1.2 eV and in a relative intensity ratio of 1:2, which is the theoretical ratio of the degeneracies of the two spin-orbit split core levels. In the following analysis of the spectra we shall refer to the Hartree-Fock ground state configuration of OCS ͑C ϱv symmetry͒,
and, except where otherwise noted, to the vibrationally corrected peak positions and numbering as shown in Figs. 1-3 .
A. The oxygen spectrum
The oxygen spectrum ͑see Fig. 1͒ shows relatively few bands of broad profile, which are logically the convolution of many transitions, characteristically broadened by the nuclear dynamics. It is interesting to note how this appearance of the spectrum is in sharp contrast with that of analogous KLL oxygen spectra of carbonyl organic compounds such as formaldehyde and acetaldehyde. 7, 19 The theoretical simulation reproduces quite satisfactorily all the features. We can identify eight principal bands ͑numbered in Fig. 1͒ After 40 eV the spectrum shows its most prominent features. Obviously, also the density of states is continuously increasing and bands 3 and 4 result from the convolution of a number of close lying transitions. Underlying peak 3 we find three 1 ⌬ states and one 1 ⌺ ϩ state, between 41 and 42 eV, resulting from the very pronounced breakdown of the 2 Ϫ2 configuration, and a 3 ⌸ state of mainly 8 Ϫ1 2
Ϫ1
character. It is interesting to note that the position of all these states in the oxygen spectrum ͑except the weakest of all͒ is significantly shifted ͑by up to 0.7 eV͒ by the nuclear dynamics to lower ionization energy with respect to the vertical transition. When this is considered in connection to the positive shift ͑by about 0.5 eV͒ of the transitions making up peak 2, it is clear how the nuclear dynamics can substantially affect the relative spacing of the bands. However, although our calculations correctly bring peaks 2 and 3 substantially closer to each other than the vertical energies would represent, the computed separation between their maxima still appears to be overestimated by about 1 eV. Of course, these broad bands are quite complex convolutions of several transitions, and their actual shape and position may critically depend on details which are beyond the accuracy of our approach. We recall that the ADC level of theory used here treats zones of the spectrum dominated by satellite transitions ͑i.e., final states with small 2h projection͒ with less than second-order accuracy. Indeed, the observed breakdown of the 2 Ϫ2 configuration underlying peak 3 ͑none of the three 1 ⌬ states has a 2h pole strength larger than 0.28͒ signals that very strong dynamic correlation effects involving satellite configurations are at work above 40 eV. This is even more evident for the four most important transitions making up band 4, from 44 to 46 eV. All these correspond to 1 ⌸ satellite states, with total 2h pole strength varying from 0.12 to 0.33, arising from the breakdown of the 8 Ϫ1 2 Ϫ1 configuration with some small component along 7 Ϫ1 2 Ϫ1 and 7 Ϫ1 3 Ϫ1 . The distribution of these states appears to correctly reproduce the shape of the band, with an evident broadening on the high energy side.
Also at higher energies, in spite of a marked overestimation of the ionization energy, the shape of the very weak and broad satellite bands 5-7 is reproduced with surprising detail in the simulation, indicating that the nuclear dynamics model adopted is still of sufficient accuracy. It is increasingly difficult and inappropriate here to assign the bands to specific dicationic states. We may identify two dominant 1 ⌺ ϩ transitions under band 5, mainly involving the 2h configurations 8 Ϫ2 and 8 Ϫ1 7 Ϫ1 . The structure 6-7 is principally due, among many other contributions, to three states 1 ⌺ ϩ , of which the first two present the main configuration 8
Ϫ2
while the third shares its 2h character among many configurations. In the flat innermost region of the spectrum we observe around 65-68 eV the very broad structure 8, due to double ionization of inner-valence electrons. Here the deviation of the peak position between experiment and simulation is more pronounced and it is also clear that the Auger intensity is in reality distributed over a much larger number of states than the present level of theory can account for. This also implies, of course, that the coupling between electronic and nuclear motion becomes non-negligible and affects the spectrum considerably, beyond our present model for treating the nuclear dynamics.
B. The carbon spectrum
The carbon KLL Auger spectrum of OCS ͑see Fig. 2͒ shows some similarities, which we have already noted, with the oxygen one, in particular, it is also characterized by few broad bands. The zone of larger intensity starts at higher ionization energy than in the oxygen case. The first rather intense band ͑peak 1͒ is principally due to the 1 ⌬ at 35.6 eV involving the 2h configuration 3 Ϫ1 2 Ϫ1 . This peak has an evident high energy shoulder ͑labeled 2͒ in the experiment, which is not so well resolved in the simulation, most probably due to a slight inaccuracy in the computed width and energy shift of some intense component. The bar spectrum suggests that the shoulder must be attributed to more than one state, the most important component being the 1 ⌺ ϩ state at 36.4 eV, again involving the configurations 3 Ϫ1 2 Ϫ1 . Band 3 is the most prominent structure of the carbon spectrum, observed at about 40 eV. For this peak we find a particularly significant contribution of the state 1 ⌸ at 39.8 eV involving the main 2h configuration 3 Ϫ1 2 Ϫ1 . Weaker contributions are given by the 3 ⌸ state (2 Ϫ1 9 Ϫ1 ) at 39.0 eV and by the state 1 ⌺ ϩ at 40.0 eV ͑with mixed character 9 Ϫ1 8 Ϫ1 and 9 Ϫ2 ͒. After this relevant feature of the spectrum, the density of states and the contribution of satellites increases considerably. The consequently strong correlation effects are less effectively accounted for by the calculations. There are evident discrepancies between the experimental and theoretical spectra which are difficult to interpret. Between 42 and 47 eV the experimental spectrum presents the two broad bands 4 and 5, separated by about 3 eV. The calculations find in this region a large number of states which, with one major exception, appear indeed to cluster approximately at the positions of the experimental peaks with a roughly correct ratio of intensity distributions ͑see the bar spectrum͒. We find, however, one 1 ⌺ ϩ state at 43.7 eV, involving the configurations 9 Ϫ2 and 8 Ϫ1 9 Ϫ1 , which is computed to have a relatively large C Ϫ2 population. It seems clear that this transition is a significant component of peak 4 but its computed position is 0.5-1 eV too high. This conclusion is strongly supported also by the analysis of the sulfur spectrum, as will be discussed later on. Underlying peak 4, other major components are three 1 ⌬ and two 1 ⌺ ϩ states with 2h character 2 Ϫ2 and 2 Ϫ1 3 Ϫ1 , and one 3 ⌸ state with 82 character. As a result of the inaccuracy just mentioned, the appearance of the spectral region where feature 5 lies is also affected. Underlying this peak, and up to about 51 eV, the 2h composition of the many satellite states found involves double ionization of the group of orbitals ͑7,8,2͒, all contributing with approximately uniform weight. The general small magnitude of the C Ϫ2 population terms is here particularly pronounced, making our intensity estimates especially prone to inaccuracies. It seems clear that for carbon a better treatment of this area of the spectrum than presently achievable would be required to enable a quantitatively reliable description. Higher correlation effects would change the energies and pole strength distribution of some states, also affecting the nuclear dynamics and altering the details of the assignment of peak 5.
C. The sulfur spectrum
The sulfur spectrum shows a very different structure from that of the carbon and oxygen spectra. Despite the fact that it is made up of two superimposed decay spectra, from the two S 2p
Ϫ1 hole states, it is composed of a series of peculiarly narrow lines starting at low double-ionization energy. Figure 3 shows a generally excellent agreement between the measured and computed spectra. The inaccuracies in the peak positions of the theoretical spectrum are on average not larger than 0.1-0.2 eV for the first eight lines ͑as numbered in Fig. 3͒ and increase to about half an electron volt for the inner peaks 9 and 10. By virtue of the incorporation of nuclear dynamics effects, the line shapes are very satisfactorily reproduced for a wide energy range, worsening again as expected for the innermost peaks. In particular, peak 7 is computed to be too broad and hides partially peak 8 in the simulated spectrum. The narrowness of most peaks, which contrasts so sharply with the appearance of the carbon and oxygen spectra, finds an obvious explanation based essentially on three concurring factors that we have evidenced earlier: ͑i͒ the relatively small number of well-separated transitions with significant S Ϫ2 population of the spectroscopic factors; ͑ii͒ the nearly vanishing slope of the S 2p Ϫ1 states along the soft ͑CS͒ stretching direction and the small difference between the intermediate and final state slopes along the other stretching mode; ͑iii͒ the relatively long lifetime of the decaying states. This last point is, however, less important than the former two. A detailed interpretation of all the features can be made with certainty from the calculations, and we shall discuss the most important assignments below. As already mentioned, because of the spin-orbit coupling which occurs in the S 2p Ϫ1 core-hole states, a splitting takes place, giving rise to two levels with total angular momentum Jϭ3/2 and Jϭ1/2, separated by 1.2 eV. The Auger decay of these two levels into the same final state manifold produces two sets of electronic transitions separated by this constant energy difference. Therefore each final state is observed in the spectrum as a doublet whose components have an intensity ratio 1:2.
The first evident structure at low ionization energy, between about 29 and 33 eV, is made up of four peaks arising from decay to the 3 Ϫ2 final state manifold, which can be easily and rather accurately characterized in the one particle model. In Tables I and III one can see that they present a large component S Ϫ2 of the 2h pole strength and small broadenings. It should be noted how these first transitions give rise to very intense bands, while their contribution is less important in the oxygen spectrum and essentially negligible in the carbon one. Peak 1 at 29.4 eV originates from decay of the 2 p 1/2 state to a 3 ⌺ Ϫ state. The combined effect of the spin-orbit splitting and the vibrationally induced shifts is such that the corresponding transition from the 2 p 3/2 state falls almost exactly at the same energy ͑30.6 eV͒ as the 2 p 1/2 → 1 ⌬, and both contribute nearly equally to the intense peak 2. Peak 3 at 31.8 eV is due mostly to the 2p 3/2 → 1 ⌬ transition, with an evident contribution from 2p 1/2 → 1 ⌺ ϩ at 31.5 eV. The 2p 3/2 counterpart of the latter transition is entirely responsible for peak 4 at 32.7 eV. Due to the obvious approximation in our intensity estimates, this latter peak is less evident in the theoretical spectrum than observed but its assignment is unquestionable.
Between 34 and 39 eV a second composite structure is observed in the spectrum, also comprising four peaks. Here, ionization of all of the 8, 2, 9 and 3 electrons takes place, the density of states is increasing and therefore more states contribute to the bands. The lowest energy peak 5, at 34. 5 Ϫ1 3 Ϫ1 ͒. The subsequent peak 8 at 38.2 eV can be largely attributed to the corresponding 2p 3/2 → 1 ⌸ decay. The quantitative agreement between the computed and theoretical spectra again degrades somewhat for the last three features, peaks 9 and 10 ͑the latter comprising two evident lines͒. As we have already discussed, the number of active transitions increases substantially above 40 eV, and the consequently enhanced correlation effects are more difficult to reproduce theoretically. In spite of these shortcomings, the spectral profile appears to be sufficiently well reproduced to enable a reliable interpretation. In the region of peak 9 we find a dominant 2 p 3/2 → 1 ⌸ transition, involving the final state configuration 2 Ϫ1 9 Ϫ1 and, to a lesser extent, 9 Ϫ1 3 Ϫ1 and 8 Ϫ1 3 Ϫ1 . The two lines under peak 10 are clearly due to the doublet corresponding to the 1 ⌺ ϩ final state characterized by the configurations 9 Ϫ2 and 8 Ϫ1 9 Ϫ1 . It is evident that this state is computed to lie about 0.6 eV too high in energy, and this supports the assignment we have made earlier of this state as a large component of peak 4 in the carbon spectrum.
IV. CONCLUSIONS
We have presented a theoretical ab initio simulation of the Auger spectra of carbonyl sulfide, based on second-order Green's function calculations of the underlying doubleionization spectrum, a population analysis of the correlated two-hole density of the spectroscopic factors, and incorporating to low order the nuclear dynamics effects on the Auger band shapes. The main objective of the study was the reliable interpretation of some peculiar features of the measured Auger spectra, with the oxygen and carbon KLL spectra showing few and very broad bands in the same higher ionization energy region ͑lower Auger kinetic energy͒, and the sulfur LMM spectrum exhibiting instead characteristically intense and narrow lines at low ionization energy. In particular, the oxygen spectrum has a quite different appearance from that of previously studied organic carbonyl systems. 7, 19 One further focus of interest was the analysis of the sulfur spectrum in terms of its superimposed components resulting from Auger decay of the two spin-orbit coupled 2p Ϫ1 hole states. The calculations yield a generally accurate reproduction of the spectra and afford a detailed interpretation. The salient results of our study can be summarized and commented upon as follows:
͑i͒ The valence double-ionization spectrum of OCS is characterized by a pronounced breakdown of the 2h-configuration picture already at low ionization energy. Besides strong 2h-configuration mixing, above 40 eV the spectrum is entirely made up of a dense distribution of satellite states dominated by 3h1 p and higher excited configurations. Essentially the whole of the KLL carbon and oxygen Auger spectra lie in this region, so that they cannot be described at all without a sufficient account of electron correlation in the final state manifold. In particular, a qualitative atomic model of the Auger spectra is inapplicable.
͑ii͒ The population analysis provides a very useful key to the detailed characterization of the many final states computed. It shows that the majority of the dicationic states have a largely delocalized two-hole density, as is typical for strong covalent-bonded systems. But few states below 40 eV are exceptional in this respect, as they show a distinct dominating intra-atomic localization of the holes at the sulfur site. This can be easily related to the observed appearance of the sulfur Auger spectrum. The C Ϫ2 portion of the 2h distribution is instead computed to be very small throughout the spectrum. As is clear from the substantial molecular correlation effects, the Auger spectra are distinctly nonatomic in appearance. Their intensity distribution appears to be largely dominated by the distribution of the one-site components of the 2h spectroscopic factors, which can be easily computed through the population analysis.
͑iii͒ The model calculation of the Auger band shapes in terms of the first and second moments of the nuclear spectra provides a clear explanation of the observed profiles. It correctly predicts substantial broadening ͑over 1 eV͒ of most transitions in the carbon and oxygen spectra. Interestingly, the computed energy shift of the first moments relative to the vertical transition energies are all positive for the carbon spectrum and of varying sign for the oxygen one. The most important result is that, although even much larger widths are on average computed for the sulfur Auger transitions, the relatively few intense ones leading to dicationic states where the two holes are localized on the sulfur atom have peculiarly narrow widths. All these findings result from the complicated interplay of the simultaneous nuclear motion on both the decaying and final electronic potentials, and can conceptually be related to the nature of these states in terms of their very different energy derivatives along the normal coordinate directions. One particularly relevant feature in this respect is identified in the nearly vanishing slope ͑at the neutral ground state equilibrium geometry͒ of the S 2p Ϫ1 core-hole states along the CS stretching. These phenomena, although strikingly pronounced in OCS, should not be viewed as exceptional. They are one particular manifestation of the generally large and spectrum-specific impact that nuclear dynamics has on different spectra of the same system.
͑iv͒ The very good reproduction of the sulfur LMM spectrum as a superposition of two identical spectra ͑in intensity ratio 1:2͒ shifted by a spin-orbit splitting of 1.2 eV confirms that the isolated-atom model for the spin-orbit interaction in the S 2p Ϫ1 hole states is quite adequate.
