Abstract. We focus on a hidden Markovian process whose internal hidden system is given as a quantum system, and we address a sequence of data obtained from this process. Using a quantum version of the Perron-Frobenius theorem, we derive novel upper and lower bounds for the cumulant generating function of the sample mean of the data. Using these bound, we derive the central limit theorem and large and moderate deviations for the tail probability. Then, we give the asymptotic variance is given by using the second derivative of the cumulant generating function. We also derive another expression for the asymptotic variance by considering the quantum version of fundamental matrix. Further, we explain how to extend our results to a general probabilistic system.
Introduction
Many physical systems have an internal system. Usually, it is not so easy to observe the internal system, directly. When the physical system has a classical output, we can observe the classical output and other parts cannot be observed. For example, a quantum random number generator has such an internal system and a classical output [1] . As another example, such a system appears in a quantum memory of a channel [2, 3] . This kind of system is formulated to be a hidden Markovian process with quantum hidden system as Fig. 1 . Originally, a classical Markovian process is formulated as a probability transition matrix. Then, a classical hidden Markovian process is formulated as two probability transition matrices, in which, one describes the Markovian process on the hidden system, and the other describes the relation between the hidden system and the observed system.
While there are several formulations of quantum analogue of Markovian process, one natural formulation is a trace-preserving completely positive map (CP map). However, in this formulation, nobody observes the system, i.e., no observation of the quantum system is discussed. To introduce a measurability on this system, we need to introduce a hidden Markovian process with quantum hidden system. When the quantum system can be measured, the resultant state depends on the classical output. That is, the state evolution depends on the classical output ω ∈ Ω, and is described by a set of CP maps C ω , which is often called an instrument [4] . In this case, the sum ω∈Ω C ω needs to be trace-preserving. When the initial state is ρ, the classical output ω is observed with the probability Tr C ω (ρ) so that the resultant state is C ω (ρ)/ Tr C ω (ρ). Such a system is initially formulated as a quantum measuring process [4] and the set {C ω } ω∈Ω is called an instrument.
In the classical case, there are so many studies for Markovian process. These studies focus on the random variables X i generated subject to this process and consider the sample mean X n := 1 n n i=1 X i . Similar to the independently and identically distributed case, the sample mean X n converges the expectation in probability. Also, the central limit theorem holds for the sample mean [5, 6, 7, 8] . Further, the large and moderate deviations also hold [9] [10, Theorem 3.1.2] [11, Corollaries 8.3 and 8.4] . In addition, a good finite-length evaluation was derived, and it rederived the large and moderate deviations [11] . These kinds evaluations play important role to derive precise analysis for several topics in information theory, e.g., channel coding, source coding, secure random number extraction, etc. Indeed, these existing analysis can be applied to the random variables X i subject to hidden Markovian process [11, Theorems 8.1 and 8.2] . In particular, the paper rederives all of these properties from the evaluation of the cumulant generating function. However, no study discussed these kinds of asymptotic behavior of the sample mean when the hidden system is given as a quantum system.
In this paper, we consider its extension to a hidden Markovian process with quantum hidden system. That is, when a real-valued variable X i is generated subject to the process, we focus on the sample mean X n := 1 n n i=1 X i , and discuss the asymptotic behavior. More precisely, we derive the central limit theorem, i.e., we show that the random variable √ n(X n − E) converges to the Gaussian distribution, where E is the expectation value. Next, we focus on the tail probability of this process. We derive large and moderate deviations for the tail probability. In addition, we derive a finite-length evaluation for the tail probability, i.e., upper and lower bounds of the tail probability that derives the large and moderate deviations for the tail probability.
In these derivations, we first focus on the quantum version of the Perron-Frobenius theorem [17, 18] , which characterizes the Perron-Frobenius eigenvalue. Using the PerronFrobenius eigenvalue, we derive upper and lower bounds of cumulant generating function of the sample mean. Then, we employ the same method as the paper [11] so that we derive the above properties of the sample mean of hidden Markovian process with quantum hidden system.
The remaining part of this paper is organized as follows. Sections 2 and 3 are devoted for mathematical preparations. Section 4 explains Bregman divergence and its variants, which are powerful tools for our purpose. Section 5 gives the central limit theorem. Section 6 derives upper and lower bounds for the tail probability. These bounds derive the large and moderate deviations.
Perron-Frobenius theorem for quantum systems
As a preparation, we summarize the basic knowledge for a quantum version of the Perron-Frobenius theorem on a finite-dimensional quantum system H of interest. For this aim, we explain the results of the paper [16] in the case of completely positive maps. First, let us define a few terms used in linear algebra. The spectral radius r(Λ) of a linear map Λ is defined as the maximum of the absolute values of all eigenvalues of Λ on the linear space T (H) of all Hermitian matrices on H [18] . The relations r(Λ 1 ⊗ Λ 2 ) = r(Λ 1 )r(Λ 2 ) and r(Λ * ) = r(Λ) hold, where Λ denotes the adjoint map of a linear map Λ. For a linear map Λ and its eigenvalue, the multiplicity as a root of the characteristic polynomial is called the algebraic multiplicity, and the dimension of the eigenspace is called the geometric multiplicity [16] . The spectral radius plays a special role as follows. Then, we have the following proposition. 
(I-ii) Both Λ and Λ * have strictly positive definite eigenvectors associated with r(Λ) > 0. In addition, the eigenvalue r(Λ) of Λ has the geometric multiplicity 1.
(I-iii) For any state ρ > 0, there exists a positive number t such that e tΛ (ρ) > 0. [16] . Condition (I-iii) is called ergodicity in the paper [17] .
A irreducible completely positive map Λ satisfies Condition (I-i), but (r(Λ) −1 Λ) n (ρ) might periodically behave as n → ∞. Combining Corollary 3 and Theorem 6 of [16] , we obtain the following conditions that exclude the periodicity. 
(P-ii) Both Λ ⊗2 and (Λ ⊗2 ) * have strictly positive definite eigenvectors associated with r(Λ) 2 > 0. In addition, the eigenvalue r(Λ) 2 of Λ ⊗2 has the geometric multiplicity 1.
(P-iii) For any state ρ > 0, there exists a positive number t such that e tΛ ⊗2 (ρ) > 0.
(P-v) If a state ρ and a nonnegative number α satisfy Λ ⊗2 (ρ) ≤ αρ, then ρ > 0.
(P-vi) Λ ⊗2 has no eigenvectors on the boundary of the set of all positive semi-definite matrices. (I-iii)
′ For any states ρ and σ whose ranks equal one, there exists a natural number n such that
A completely positive map Λ on T (H) is called primitive when at least one condition in Proposition 2 holds. It can be shown that the primitivity implies the irreducibility and that the primitivity of Λ implies that of Λ * [16] . When a completely positive map maps all diagonal matrices to themselves, the above irreducibility and primitivity are equivalent to the irreducibility and primitivity in the classical case, respectively. As for other equivalent conditions for the primitivity, see the lecture notes [18, Theorem 6.7] .
Proposition 2 has been derived from Corollary 3 and Theorem 6 of [16] . For a completely positive map, Corollary 3 of [16] is simple as follows.
Proposition 3 ([16, Corollary 3]). Let Λ be a completely positive map. Then, Λ is primitive if and only if Λ
⊗2 is irreducible.
The spectral radius of a trace-preserving completely positive map equals one, and its adjoint map has the eigenvector I [16, Section 3.2], where I denotes the identity matrix on H. Thus, Conditions (I-ii) and (P-ii) lead to the following corollary immediately. Further, we have the following proposition.
Proposition 4 ([16, Corollary 6]).
Let Ω be a nonempty finite set, Λ ω be a completely positive map and a ω be a positive number for each ω ∈ Ω.
All the statements in this section hold under a more general setting [16] . Sections 3-6 derive several properties only with the irreducibility. Only Section 7 requires the primitivity.
To understand the statements in this section, we give a trace-preserving completely positive map that is irreducible but not primitive as follows. 
where i ∈ Z/dZ. To show that Λ is irreducible, we adopt Condition (I-v). Let ρ and α be a state and nonnegative number, respectively, satisfying Λ(ρ) ≤ αρ. Suppose i|ρ|i = 0 for an i. Then,
Iterating this, we have Tr ρ = 0, which contradicts that ρ is a state. Therefore, i|ρ|i > 0 for any i. Since the inequality 0 < Λ(ρ) ≤ αρ means ρ > 0, Λ is irreducible.
To show that Λ is not primitive, we adopt Condition (P-ii). The separable state
i=0 |i i| ⊗ |i i| is mapped to itself by Λ ⊗2 . The maximally mixed state (1/d)I is an eigenvector associated with r(Λ) = 1 of Λ. Thus, the two separable states
2 )I ⊗2 are eigenvectors associated with r(Λ) 2 = 1 of Λ ⊗2 . Therefore, Condition (P-ii) does not hold. Moreover, we show that Λ does not satisfy Condition (P-i). The sequance (Λ n (|0 0|)) does not converge because Λ(|i i|) = |i + 1 i + 1| for any i. Hence, Condition (P-i) does not hold. 
Evaluations for cumulant generating function
We discuss the data sequence of hidden Markovian process with quantum hidden system generated from quantum measurement process described by a set of CP maps (an instrument) C = {C ω } ω∈Ω when Λ := ω∈Ω C ω is irreducible. For a symbol ω ∈ Ω, we assign it to a real number x ω . Since Proposition 4 guarantees that Λ θ := ω∈Ω e θxω C ω is also an irreducible completely positive map, the completely positive map Λ θ has the Perron-Frobenius eigenvalue λ θ and the Perron-Frobenius eigenvector ρ θ whose trace equals one. We define the function φ(θ) to be log λ θ . Here, the adjoint map Λ * θ has the same Perron-Frobenius eigenvalue λ θ . We choose the Perron-Frobenius eigenvector A θ of the adjoint map such that A θ ≥ I and det(A θ − I) = 0.
We denote the sequence of observed real numbers by X 1 , . . . , X n as Fig. 2 . When the initial state is ρ, the variables X 1 , . . . , X n take the values x 1 , . . . , x n , respectively, with the probability Tr C ωn • · · · • C ω 1 (ρ), where x i = x ω i . In this case, we denote the cumulant generating function of the variable nX n = n i=1 X i by φ n,ρ (θ). When the initial state is the eigenvector ρ θ of Λ θ , the cumulant generating function φ n,ρ θ (θ) is calculated as
which implies
Now, we evaluate the cumulant generating function φ n,ρ (θ) for a general initial state ρ by defining
Then, we have the following main theorem.
Theorem 1.
The cumulant generating function φ n,ρ (θ) of observed variables X 1 , . . . , X n is evaluated as
While this evaluation is very simple, this evaluation leads so many fruitful derivations for asymptotic behavior of hidden Markovian process with quantum hidden system.
Proof. Since
which implies the second inequality in (4). Conversely, since
which implies the first inequality in (4).
Proof. From the construction of A θ , A θ is continuous for θ. Hence,
which implies the first equation of (7). Similarly,
Combining (8) and (9), we obtain the second equation of (7).
By taking the limit in (4) of Lemma 1, we have the following.
Corollary 2. For θ ∈ R, we have
Bregman divergence and its variants
Since the cumulant generating function φ n (θ) is convex, this corollary implies that φ(θ) is convex. Since the eigenvalue is given as the solution of the eigenequation of the linear map Λ θ , and Λ θ is differentiability with respect to θ, the maximum eigenvalue λ θ and the eigenvector ρ θ are differentiable with respect to θ. Therefore, φ ′ (θ) := dφ dθ (θ) is monotonically increasing with respect to θ. So, we can define the inverse function φ ′ −1 .
For the latter discussion, we introduce Bregman divergence D(θ θ ) [19] and Rényi type of Bregman divergence D 1+s (θ θ ) [20, (4.16) ] for the convex function φ as
Since the relation dD 1+s (θ θ ) ds
holds with some parameter ξ ∈ (0, 1), Rényi type of Bregman divergence D 1+s (θ θ ) is monotonically increasing with respect to s. Also, Rényi type of Bregman divergence recovers Bregman divergence with the limit s → 0 as
Then, the properties of a differentiable convex function lead the following lemma.
Similarly, when a < φ ′ (0),
=D(φ ′ −1 (a) 0).
Central limit theorem
Next, we discuss the central limit theorem for the sample mean X n . Since 
That is, the derivative φ ′ (0) expresses the expectation of X when the initial state is the stationary state ρ 0 . That is, to calculate the derivative φ ′ (0), it is enough to find the eigenvector ρ 0 of Λ 0 and calculate the expectation under the state ρ 0 . Even when the initial state is not the stationary state ρ 0 , we can see that the sample mean X n converges to the derivative φ ′ (0) in probability as follows. Using Theorem 1, we can characterize the cumulant generating function of the random variable √ n(X n − φ ′ (0)) as follows.
Theorem 2. The cumulant generating function of the random variable
Proof. Using (4) and (7), we have
Similarly, the opposite inequality can be shown by (4) and (7) . Hence, we obtain the desired relation.
The right hand side of (16) is the cumulant generating function of Gaussian distribution with the variance φ ′′ (0) and average 0. Since the limit of cumulant generating function uniquely decides the limit of the distribution function [21] , Lemma 2 reproduces the central limit theorem as a corollary.
Corollary 3. The sample mean
where Φ(y) :=
dx.
Tail probability
Next, we proceed to the evaluations for the tail probability. Using the notations φ ′ −1 (a), δ ρ (θ), δ ρ (θ), and φ(θ) defined in Section 3 and (4) of Theorem 1, we can derive the following lower bound on the exponent. 
Similarly, for a < φ ′ (0), we have
Proof. These evaluations follow from Proposition A.1 and Lemma 4.1 of the paper [11] and (4) of Theorem 1. The proof is the same as Theorem 8.1 of [11] .
Further, using Theorem 1, we can derive bounds of the opposite direction as follows.
Theorem 4.
For any a > φ ′ (0), we have
Similarly, for any a < φ ′ (0), we have
Proof. The proof can be shown from Theorem A.2 of the paper [11] in the same way as Theorem 8.2 of the paper [11] .
Due to the expressions in Theorems 3 and 4, the above upper and lower bounds are O(1)-computable. These also attain the asymptotic tightness in the large and moderate deviations regimes as shown in the following corollaries.
From Lemma 2 and Theorems 3 and 4, we can derive the large deviation evaluation.
Corollary 4.
For arbitrary δ > 0, we have
Proof. Lemma 2 guarantees that (RHS of (18))/n goes to RHS of (20) . In the RHS of (19), for given s > 0 and θ > φ ′ −1 (a), the value e −nD(φ ′−1 (a) θ)+δρ(φ ′−1 (a))−δ ρ (θ) and
go to zero as n → ∞. So, (RHS of (19))/n goes to RHS of (20) . We can show (21) in the same way.
From Theorems 3 and 4, we can derive the moderate deviation evaluation.
Corollary 5. For arbitrary t ∈ (0, 1/2) and δ > 0, we have
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Proof of Corollary 5: Corollary 5 can be shown by using Lemma 2 and Theorems 3 and 4 in the same way as the proof of Corollary 8.4 of the paper [11] .
7. Calculation formula of φ ′′ (0)
In this section, when Λ = ω C ω is primitive, as a quantum version of Theorem 7.7 of [11] , we give a useful calculation formula of φ ′′ (0), which is used for the central limit theorem and the moderate deviation evaluation. In this derivation, Condition (P-i) for the primitivity plays an essential role. 
hold, where ι is the identity map on T (H).
The map Z is called the fundamental matrix in the classical case [28] , and so Z can be regarded as a quantum version of the fundamental matrix.
Proof. The equation (24) follows from Condition (P-i). From the definition, the equatioñ Λ • Λ = Λ •Λ =Λ 2 =Λ holds. We show that any eigenvalue of Λ −Λ is smaller than one. Let λ ∈ C be an eigenvalue of Λ −Λ and M be an eigenvector associated with λ of Λ −Λ. Then, any natural number n satisfies
Hence, we obtain λ n → 0, which means that the absolute value of λ is smaller than one.
Since any eigenvalue of Λ −Λ is smaller than one, the map Z exists. Let
Theorem 5. Define the random variable X as X(ω) = x ω and the map C X on T (H) as C X := ω X(ω)C ω . Then,
where
is the variance of a random variable X ′ under an initial state ρ.
The symbols ρ 0 ,Λ, C X and Z can be caluculated from the instrument {C ω } ω∈Ω and the random variable X. Hence, we can calculate φ ′′ (0) using the above formula. 
Proof. Using the equation
where E ρ [X ′ ] denotes the expectation of a random variable X ′ under an initial state ρ. Put ρ = ρ 0 . Noting Λ(ρ) = ρ, we have
Similarly,
holds. Combining these equations, we have
where the equation Λ(ρ) = ρ has been used to obtain the equality (a) and the last equality follows from Tr
Hence,
discussion
This paper has addressed a hidden Markovian process with quantum hidden system, and has derived several asymptotic behaviors of the sample mean, i.e., the central limit theorem, the large and moderate deviations for the tail probability while no existing paper treated the asymptotic behavior of such a hidden Markovian process with quantum hidden system. Using a quantum version of the Perron-Frobenius theorem, we have derived upper and lower bounds of the cumulant generating function. Based on these bounds, we have obtained the above result by using the same method as the paper [11] . In particular, Corollary 3 can be regarded as the central limit theorem for the hidden Markov process with quantum hidden system. In the classical case, as the refinement of Corollary 3, the paper [22, Theorem 2] showed the Markov version of the Berry-Esseen Theorem as follows. So, it is interesting problem to derive the Berry-Esseen Theorem for the hidden Markov process with quantum hidden system. Further, our method relies only on the quantum version of the Perron-Frobenius theorem, and the quantum version of the Perron-Frobenius theorem can be extended to a finite-dimensional vector space with a general closed convex cone, in which the dual convex cone need not be equal to the original convex cone [12, 13, 14, 15, 16] . Therefore, our result can be extended to a more general setting, e.g., general probabilistic theory [23, 24, 25, 26, 27] .
Since the system has the hidden system, the outcome has long-period memory. To discuss information theoretical quantity, we need to be careful such a memory. Hence, it is not sufficient to discuss the sample mean of a random variable for this purpose. For such an application, we need more complicated calculation.
Lemma 3. Let µ n and µ be probabilistic distributions on R. If µ n → µ, then for any bounded Borel function f : R → R,
Here, µ n → µ means that µ n (B) → µ(B) for any Borel set B ⊂ R.
Proof. Assume µ n → µ. From the definitions, our assertion is easily proved when f is a simple function. Let f be a general bounded Borel function. Without less of generality, we may asumme that sup x |f (x)| ≤ 1. Take Since (e θx − 1)/θ monotonically increases with respect to θ, the monotone convergence theorem yields Letting R → ∞, we have lim inf
Thus, the equation lim n→∞ [0,∞) x k µ n (dx) = [0,∞) x k µ(dx) holds. The other equation lim n→∞ (−∞,0) x k µ n (dx) = (−∞,0) x k µ(dx) is also shown in a similar way. From the these equations, we obtain the desired equation.
