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ABSTRACT
Charles, James A. , Purdue University, August 2016. Efficient Inelastic Scattering in
Atomistic Tight Binding. Major Professor: Gerhard Klimeck.
In this thesis, the coherent and incoherent transport simulation capabilities of the
multipurpose nanodevice simulation tool NEMO5 are presented and applied on trans-
port in tunneling field-effect transistors (TFET). A gentle introduction is given to the
non-equilibrium Green’s function theory. The comparison with experimental resistiv-
ity data confirms the validity of the electron-phonon scattering models. Common
pitfalls of numerical implementations such as current conservation, energy mesh res-
olution, and recursive Green’s function stability and the applicability of common ap-
proximations of scattering self-energies are discussed. The impact of phonon-assisted
tunneling on the performance of TFETs is exemplified with a concrete Si nanowire
device. The communication-efficient implementation of self-energies in NEMO5 is




1.1.1 Scattering in Ultra-Scaled Devices
State of the art logic devices have reached the nanometer length scale. The pre-
dictions of the International Technology Roadmap for Semiconductors (ITRS) for the
2018 devices demand a sub-10 nm critical length to keep pace with Moore’s Law [1].A
countable number of atoms are in the active part of the device under the gate. As an
example, the ITRS 2020 requires a width of about 3 nm and an effective gate length
of 8.5 nm. Methods based on continuum models are insufficient for these ultra-scaled
devices [2]. It has been shown that near conduction band minima, the effective mass
theory can hold. However, for the higher energy states of confined structures, the
theory does not always hold and can lead to miscalculations of confinement energies.
Jing Wang and co-workers show that the traditional parabolic effective mass approx-
imation can overestimate the threshold voltage and the on-current for small cross
sections in NMOS devices [3]. Furthermore, the effective mass theory fails for more
complicated bandstructures, such as in the valence band.
Accurate performance characteristics are vital to have a quantitative understand-
ing in order to build devices out of transistors.
Additionally, as devices scale down, the experimental complexity and cost also
increases. The need for accurate modeling of devices before expensive fabrication
also increases.
The reproducibility of device performance between device samples demands a
sound understanding of where variations come from. Any device imperfections such
as surface roughness [4], [5], [3], random alloy distributions [6], and interactions with
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the lattice that manifest themselves as quantized vibrations, i.e. phonons. These
interactions with the environment randomize both electron energy and momentum.
Even though state-of-the-art devices host mainly ballistic transport from source to
drain charge reservoirs, transistor devices are embedded in long interconnects and
can face significant scattering that can affect the overall transport. [7], [8].
Electron-phonon scattering has been shown to decrease the on-current of nanowires
[9], [10]. Even though the methods for including scattering between the two papers
differ in many ways such as effective mass vs. tight-binding and bulk vs confined
phonons, the conclusions are similar. The on-current is degraded if scattering is in-
cluded and scattering must be included for realistic simulations of ultra-scaled devices.
An example of the importance of variation at the nanoscale can be seen with
simulations of a gated nanowire. In this simulation, a repulsive impurity was added
at three different positions: near the center of the source, near the source, and near
the drain, as can be seen in figure 1.1. The main effect of inclusion of a charge
impurity in the device is a threshold voltage shift, Vt. The largest Vt shift occurs
when the charge impurity is in the center. This is due to a delayed volume inversion
due to the inclusion of the impurity.
1.1.2 Tunneling Field-Effect Transistors
One device that is gaining particular interest to replace the industry standard
Metal Oxide Semiconductor Field Effect Transistor (MOSFET) is the Tunneling Field
Effect Transistor (TFET). The structure of the TFET is similar to the MOSFET,
but the operation mechanism is very different. A typical MOSFET is constructed of
highly N-doped or P-doped contacts depending on if it is NMOS or PMOS and either
a lightly doped or conversely doped channel. A schematic of a typical bulk MOSFET
device is shown in Fig. 1.2.
The basic operating mechanism of the MOSFET device is thermionic current over
a potential barrier. This potential barrier is controlled by the gate voltage. A higher
3
Fig. 1.1. Transfer characteristics of a 2nm gated Silicon nanowire with
charge impurities placed in three different positions.
potential barrier means fewer particles can make it over the barrier. Direct source-
to-drain tunneling in MOSFET devices becomes important as the channel length is
scaled down [11]. This direct tunneling can lead to increased off-current and degraded
sub-threshold slope. Both metrics are important for decreased power dissipation and
for low-power electronics applications. Several methods have been proposed to reduce
the direct source-to-drain tunneling current. Some work has been done on engineering
the effective masses through orientation and strain variations. Ref. [12]. [12] reports
and demonstrates that a heavier transport mass can be used to limit the direct source
to drain tunneling even for gate lengths scaled less than 8 nm. The heavier effective
mass is obtained by both choosing the optimal crystal orientation and inducing strain.
They also show that the subthreshold slope (SS) can reach nearly the theoretical
minimum, 60 meV/dec, if the direct source to drain tunneling is minimized and
the current is dominated by the thermionic component. The SS can be expressed in
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terms of the channel capacitance, Cch (depletion capacitance, quantum capacitance,







. It is easy to see that if
Cox →∞ the SS reaches the minimum ln (10) kTq ≈ 60meV/dec. The minimum SS is
when the device has the best gate control.
Fig. 1.2. Schematic of a bulk MOSFET device
In contrast to the MOSFET, the TFET’s main current mechanism is based on
tunneling, specifically tunneling from the valence band into the conduction band as
shown in Figure 1.4. The band to band tunneling (BTBT) and high energy filtering
of the carriers allows smaller SS than the theoretical minimum afforded by thermionic
current [13]. The amount of BTBT is controlled by a gate that bends the bands in the
channel region. An example spectral current for a TFET in the on-state is in Figure
1.4. The spectral current shows the tunneling from valence band to conduction band
and the higher energy filtering.
5
Fig. 1.3. Schematic of a TFET device
Due to lower SS, the TFET can theoretically be operated at lower operating
voltages and thus achieve less power dissipation. The lower SS comes at a price.
Since the current mechanism is via tunneling, the on-currents achieved are much
smaller than their MOSFET counterparts. This is especially true in indirect band
gap materials such as silicon [14].
The quest for TFETs with best subthreshold slope has taken several avenues.
TFETs made of 2D materials [15], [16], III-V TFETs [17], [18], and silicon or SiGe
TFETs [14]. In addition to different materials, different geometries with increased
confinement and gate control are also being investigated. Nanowires promise bet-
ter electrostatic control via the wrapped gate, thus better SS. Better gate control
also allows lower operating voltage. However, due to the way that nanowires are
fabricated, geometry variations are greater and threshold voltage variations are also
greater [19], [20].
To accurately model TFET devices, especially TFETs constructed of indirect
bandgap materials, scattering must be included. The inclusion of scattering often
increases the tunneling. One way to look at the increase of current due to tunneling
is to observe the effect of scattering on the band edges. Band tails can form due to
6
Fig. 1.4. Spectral Current for a TFET in the on-state.
any type of disorder, such as alloy disorder, roughness, or electron-phonon interac-
tions [21]. Band tails increase the density of states in the transition region and thus
increase tunneling current. A realistic prediction of TFET performance must include
scattering.
1.2 Summary of Work
This thesis is organized as follows: Chapter 2 gives a brief introduction into the
nonequilibrium Greens function (NEGF) theory that is widely accepted as the most
consistent method for modeling quantum transport. Scattering can be included con-
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sistently for many different interactions with the environment. The scattering self-
energy derivations and approximations made are discussed. Chapter 3 includes the
efficient algorithms used to solve NEGF equations with scattering. It also discusses
issues such as algorithm stability, current conservation, convergence improvements,
and energy meshing. Chapter 4 includes verification of the scattering implementation.
Chapter 5 discusses results and as concrete examples nanowire silicon MOSFET and
TFET with and without inelastic scattering is analyzed. Chapter 6 is a conclusion,
and possible future work is discussed.
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2. NONEQUILIBRIUM GREENS FUNCTION THEORY
The nonequilibrium Green’s function theory first introduced by Schwinger (1961) [22],
Kadanoff and Baym (1962) [23] and Fujita (1964) [24] has found applications in
electronic transport [25], [26], thermal transport [27], [28], and optoelectronics [29],
[30]. Scattering can be included in a consistent way as a perturbation [10] [8].
2.1 Dyson and Keldysh Equations
Starting from the steady state results of Dyson [31], the equation for the retarded
Greens function, GR (α, β, E) can be written as:
[E −H (α, β)− qφ]GR (α, β, E) = δ (α− β)
+
∫
dγΣR (α, γ, E)GR (γ, β, E) (2.1)
and then written in a more convenient form as :∫
dγ
[
E −H (α, β)− qφ− ΣR (α, γ, E)
]
GR (γ, β, E) = δ (α− β) (2.2)
where α and β are general coordinates that can correspond to atomic orbitals and
position. H (α, β) is the Hamiltonian, E is the energy of the particle, q is the electronic
charge, φ is the electrostatic potential and ΣR (α, β, E) is the retarded self-energy
which describes the interactions with the surrounding:
ΣR (α, β, E) = ΣRlead (α, β, E) + Σ
R
scattering (α, β, E) (2.3)
Similar to the Dyson’s equation, the Keldysh equation of motion [32] forG< (α, β, E)
is:
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[E −H (α, β)− qφ]G< (α, β, E) =
∫
dγΣ (α, γ, E)G< (γ, β, E)
+
∫
dγΣ< (α, γ, E)GA (γ, β, E) (2.4)
and
Σ< (α, β, E) = Σ<lead (α, β, E) + Σ
<
scattering (α, β, E) (2.5)
Using equation 2.2, the Keldysh equation can be written in a more convenient
form:
G< (α, β, E) =
∫
dα′dβ′GR (α, α′, E) Σ< (α′, β′, E)GR (β′, β, E) (2.6)
In the stationary case, which is utilized throughout this thesis:
GA (α, β, E) =
[
GR (α, β, E)
]†
(2.7)
Additionally, another relation holds:
GR (α, β, E)−GA (α, β, E) = G> (α, β, E)−G< (α, β, E) (2.8)
Note that due to this relation, only two of the four Green’s function need calcu-
lated GR (α, β, E) and G< (α, β, E). The other Green’s function when needed can be
calculated from equation 2.8.
Thus equations 2.2- 2.8 form coupled integro-differential equations. The scattering
self-energies Σ
R/<
scattering (α, β, E) depend on the Green’s functions G
R/< (α, β, E) These
equations must be solved iteratively, and their solution will be discussed in the next
section.
2.2 Electron-Phonon Scattering Self-energies
This thesis includes electron-phonon scattering in the Self-consistent Born approx-
imation. As mentioned in the previous section, the NEGF equations are coupled and
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must be solved iteratively. This iterative solution is the perturbation expansion of
Feynmann diagrams describing the interaction of electrons and phonons [33]. The
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Where D</R is the phonon’s Green function and G</R is the electron’s Green
function.
A solution of these general expressions depend on a coupled transport solution of
electrons and phonons. As is common in literature, e.g. ref. [33] and [34], the phonons
will be assumed to be bulk and isotropic with equilibrium occupation described with
the Bose distribution, nq. Under the assumption of bulk the phonon lesser Green’s
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Also, the lesser scattering self-energy Σ<α, β, E with these approximations and
relations can be written as:






< (α, β, E − h̄ωq) + (1 + nq)G< (α, β, E + h̄ωq)]
(2.14)
where q is the phonon wavevector, ωq is the phonon frequency, nq is the Bose distri-
bution, |Uq| is the electron-phonon perturbing potential, −→xα and −→xβ are the positions
of the general coordinates α and β, respectively.
With this general equation 2.14, the scattering self-energy for any phonon disper-
sion can in principle be solved under the assumptions discussed above. There are
two main issues with this general equation. One issue is how to determine Uq. Uq is
dependent on how the lattice affects the electron.
Deformation Potential Theory
A well-recognized and understood theory is the deformation potential theory pi-
oneered by Bardeen and Shockley [35]. This theory has found success in a wide
range of semiconductors. The idea is that the perturbing Hamiltonian is in general
a complicated expression of the position of the electron and of the lattice ion posi-
tion. However for the long wavelength phonons, the change in, conduction band, Ec
is proportional to strain i.e. displacement.
Deformation Potential Scattering Self-energy for Acoustic Phonons
For acoustic phonons, the perturbing potential is proportional to the strain of the
phonons [36]. For the plane wave phonons discussed in the previous section:
Hel−acoustic (
−→r , t) = Dac∇−→r u (−→r , t) (2.15)
where
u (−→r , t) = Aqei(
−→q · −→r − ωqt) + A†qe−i(
−→q · −→r − ωqt) (2.16)
12
Aq is the phonon amplitude. In order to use these results, the displacement is Fourier
transformed and the absolute value is squared. The result following [37] is




ωq is the frequency for the q wavevector. Assuming long wavelength (|q| → 0), the
phonon dispersion for the longitudinal acoustic (LA) branch can be approximated
with a linear dispersion. The slope is determined by the longitudinal sound velocity.
ωq ≈ vsq (2.18)
Additionally, the Bose distribution is approximated with the high temperature (equi-
partition) approximation. At high temperatures, the Bose distribution is expanded
in a Taylor expansion and the result is







Finally, the acoustic phonon is considered elastic. Note that with the elastic approx-
imation 2.10 now only depends on the retarded Green’s function and the principal
value disappears. With this additional approximation and using equation 2.17 as
|Uq|2









−→q ·(−→xα−−→xβ)G</R (α, β, E) (2.20)
Performing the integration over −→q , the self-energy now reads:





δ (−→xα −−→xβ)G</R (α, β, E) (2.21)
For the rest of this thesis, the elastic acoustic scattering self-energy will be approxi-
mated as diagonal:






</R (α, β, E) (2.22)
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Other Approximations for Deformation Potential Scattering Self-energy
for Acoustic Phonons
Most of the thesis will include elastic acoustic phonons, but there are other approx-
imations that have been used to include inelastic effects due to the acoustic phonons.
One approach in reference [37], is to take the average over the Green’s functions.
The average is taken over a Debye energy. This is the maximum energy in which the
Debye (linear) approximation still holds. This is a modification of equation 3.25:












The effect of this modification is that there is continuous energy dissipation around
a Debye energy, ED.
Deformation Potential Scattering Self-energy for Optical Phonons
For optical phonons, the perturbing potential is proportional to the displacement
Hel−optical (
−→r , t) = Dopu (−→r , t) (2.24)
where
u (−→r , t) = Aqei(
−→q · −→r − ωqt) + A†qe−i(
−→q · −→r − ωqt) (2.25)
In the derivation the following is assumed: long wavelength (|q| → 0), isotropic
phonon bandstructure, and that the longitudinal optical (LO) phonon branch is flat
and ωq ≈ ω0, the perturbing potential can be solved analytically. Thus, the Bose
distribution is also a constant and can be taken out of the integral over q. Similar to
the acoustic optical case, equation 2.24 can be Fourier transformed, squared and taken
the magnitude and the result after applying the aforementioned approximations [37]
is




Note that the dependence on q is removed with the assumption that the LO phonon
has a constant frequency equal to ω0. In this case, the high temperature approxi-
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mation cannot be taken and emission and absorption processes must be considered
separately. Thus, the lesser scattering self-energy is written as




× [n0G< (α, β, E − h̄ω0)) + (1 + n0)G< (α, β, E + h̄ω0) ] (2.27)
And the retarded self-energy











G< (α, β, E − h̄ω0)−
1
2









α, β, E − E ′
)




α, β, E − E ′
)
E ′ + h̄ω0
]
(2.28)
Note that the principal value integral in equation 2.28 can be safely ignored as dis-
cussed in reference [9]. Another approach common in literature is to write
ΣR (α, β, E) =
1
2











′)− Σ< (α, β, E ′)
E − E ′
]
(2.29)
and to neglect the principal value integral [38]. However, this approximation will
underestimate the Ioff current in MOSFETs [9]. This approximation will also be
shown in chapter 4 to underestimate the current in TFETs.
2.2.1 Electron Density and Current
Once the Green’s functions are calculated, the observables such as density and
current can be calculated. For density:
n (−→x ) =
∫





Im {diag [trace (G< (α, β, E))]} dE (2.30)
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where the trace is over orbitals.
















Where the trace is over all orbitals and atoms in the layer i. G<i+1,i (E) is the
off-diagonal block of the lesser Green’s function corresponding to the coupling of i
and i+ 1. For convergence of the iterative solutions of Green’s functions, self-energies
and Poisson potential, the spatial variation of local current and the variation of local
charge between iterations serve as convergence measures.
2.2.2 Algorithm Flow
Since the different components of the NEGF equations have been developed in
the previous sections, the overall program flow is shown in figure 2.1. The scattering
self-energies and the Green’s functions are solved self-consistently until convergence.
This self-consistent approach preserves conservation laws and is used throughout this
work [33]. All previously-mentioned self-energy approximations conserve current if
the iterations of Green’s functions and self-energies are converged. The most direct
solution of the above equations for devices of practical interest would involve inversion
of matrices that would be too large to fit on today’s largest memory supercomputers.
Additionally, the complexity of the inversion is O (n3) in both time and memory. A
highly successful algorithm for the solution of the inversion of the diagonal is described
in reference [39]. This so-called recursive Green’s function will be outlined in the next
chapter that discusses implementation details and issues.
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Fig. 2.1. Overview of the Poisson and Self-consistent Born approxi-
mation iterative approach used in NEMO5
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3. EFFICIENT IMPLEMENTATION OF INELASTIC
SCATTERING
3.1 Recursive Green’s function Algorithm
The recursive Green’s function (RGF) is an efficient algorithm for calculating
the necessary elements of the Green’s function in order to calculate the density and
current. RGF divides the device into layers and employs two main steps. The first
step is the ”forward” step in which the one-sided Dyson’s and Keldysh equation are
solved for gR and gL, respectively. It is called one-sided because the left contact
(if going from left to right of the device) surface Green’s function is used and the
Green’s function are recursively calculated moving toward the right contact. When
the iterations reach the right contact, the surface Green’s function of the right contact
is used to solve the next step of the recursive algorithm. The second step is the
”backward” step in which the exact Green’s functions are calculated after connecting
the one-sided Green’s functions to the right contact and iterating back towards the
left contact. An overview of the algorithm is shown in 3.1.
Block Tri-Diagonal Formalism
Following reference [40], the algorithm for calculating GR (E) can be written in
block matrix notation (dropping the energy dependence for clarity and using i as the
layer index) as follows. Defining Ai,i =
(
E −H − ΣRi,i
)−1
for convenience. Hi,i+1 is
the coupling Hamiltonian between layer i and layer i+ 1. For the ”forward” step gR:













Once the forward iterations are completed. The last layer GRN,N where N is the total
















The sub-diagonal and super-diagonal block of GR can also be calculated for later
use in G< calculation.
GRi+1,i = −GRi+1,i+1Hi+1,igRi,i (3.5)
GRi,i+1 = −gRi,iHi,i+1GRi+1,i+1 (3.6)
Similarly, G< can also be calculated recursively. For the ”forward” step g<: The
































Once the forward iterations are completed. The last layer G<N,N where N is the





















































The previous block tri-diagonal formalism can be used for calculating RGF blocks
but will require more memory than necessary to store the off-diagonal blocks. If the
scattering is local, as in the case for this thesis, only diagonal blocks are needed.
The ”forward” case both for gR and gL stay the same. The difference comes in how
”backward” for G< is formed. Using
GRi,i+1 = −gRi,iHi,i+1GRi+1,i+1 (3.12)



















































This equation now only depends on diagonal blocks but can be simplified for

























Stability of Block Diagonal Recursive Green’s function Algorithm
The above equations for the block diagonal RGF should ,in principle, work; how-
ever, there are some issues with stability that must be addressed. Firstly, with any
scattering self-energy with a real part, the G<i,i Green’s function is not stable as it
depends on two small numbers, that in infinite precision are equal, being subtracted
to give close to 0. This is not stable and in practice, equation 3.15 must be rewritten
























The second stability issue is that even though G< has been rewritten to avoid
the subtraction of two numerically equivalent numbers, there is a still a possibility
of an instability. This instability comes from any numerical noise that causes the
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Green’s functions to lose their physical symmetry. GR should be symmetric. G<
should be anti-Hermitian with no real part on the diagonal. If any of these symmetry
relations are violated, the recursive Green’s function algorithm is not stable and will
quickly diverge. The solution is that for each Green’s function, especially G<, these
symmetries are enforced and symmetrized if needed before going on to the next layer.
3.2 Current Operator
In order to check that the results are converged with scattering, the current must
be check for each layer. Since we are interested in stationary problems:
∇ · J = 0 (3.17)
where the ∂ρ
∂t
term is equal to 0. In the ballistic case, current conservation is trivially







T (E) [fsource (E)− fdrain (E)] (3.18)
where T (E) is the transmission.
T (E) = Tr
[
Γsource (E)G




Γsource and Γdrain are the so-called broadening functions that represent the broadening
of states due to connection to the contacts.










The above equations for the current and transmission are the most efficient meth-
ods but are not applicable with scattering. With inelastic scattering, the states mix
and cannot be thought of as independent energy channels. Additionally, transmis-
sion is used to describe states coming from −∞ and propagating to +∞ which with
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relaxation due to scattering is not a valid picture. In the case of scattering, there are
several current operators that can be used and are equivalent. The most general and
















This is the current flowing from layer i to layer i+ 1. The trace is over all degrees of
freedom with in the layer i. G<i+1,i (E) is the off-diagonal block of the lesser Green’s
function corresponding to the coupling of i and i+ 1. This form is, in principle, valid
and can be used with a general Hamiltonian. However, note that in section 3.1, an
effort was made to remove dependence on off-diagonal blocks. If equation 3.22 was
used, the first off-diagonal blocks of GL for each layer would be needed. To avoid
this, the current operator can also be formed recursively. After manipulation of the
recursive Green’s function equations outlined in section 3.1, the result is :
Hi,i−1G
<
i−1,i = −G<i,iHi,i−1gAi−1,iHi−1,i −GRi,iHi,i−1g<i−1,i−1Hi−1,i (3.23)
Note: Normally in the ”backward” step of RGF, the layer to the right is used, but
for the current operator, the layer to the left is used. The reason can be seen in figure
3.3 where a comparison of the current operator using the layer to the right and using
the layer to the left is compared. Since this is a ballistic calculation, the current can
also be compared to the Laundauer current expression equation 3.18.
3.3 Current Conservation
With scattering, the Landauer current expression can no longer be used, but with
enough self-consistent Born iterations, the current must be conserved. As an example,
the same device from figure 3.3 is used with elastic scattering. As can be seen in the
figure 3.3, the current is conserved after 5 iterations and is equal to 0.98mA. As is
expected without tunneling, the current is smaller with scattering.
A more realistic example can be seen in figure 3.4 using device with dimensions
and doping in figure 3.5.
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Fig. 3.2. Comparison of recursive calculation of the current operator
using the layer to the right and the layer to left, respectively Current
is plotted along the device in the transport direction, x, for each layer.
The device is a homogeneous silicon wire in sp3d5s∗ tight-binding basis
with 2.5 nm cross section and 2 nm length with no applied potential.
The current using the right figure matches current from the Landauer
expression which is equal to 1.007mA.
The previous calculations were with elastic scattering where current conservation
is trivial after enough self-consistent Born iterations. A detailed look at the detailed-
balance equation [33] will further elucidate this. The detailed-balance equation in
terms of Green’s functions and self-energies can be written as:∫
(Σ< (E)G> (E)−G< (E) Σ> (E)) dE = 0 (3.24)
Using the scattering self-energy for elastic acoustic phonons from chapter 2:






</> (α, β, E) (3.25)
In the following , the general coordinates α and β and the corresponding delta function








Fig. 3.3. Current as a function of Self-consistent Born iterations. For
this particular scattering strength, the current is conserved after five
iterations and has a value equal to 0.98mA.
With this form of the scattering self-energy, the equation for detailed balance is:∫
(γG< (E)G> (E)−G< (E) γG> (E)) dE = 0 (3.27)
Since γ is just the prefactor, determining the scattering strength this equation satisfies
detailed-balance. Additionally, which is not the case as we will see for inelastic
scattering, the integrand is identically 0 for each energy.
For optical phonon scattering, the scattering self-energy :







</> (α, β, E − h̄ω0)
)
+ (1 + n0)G
</> (α, β, E + h̄ω0) ] (3.28)
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Fig. 3.4. Current along transport direction for different gate biases
starting from Vgs = 0.0 in steps of 0.1. Note the lowest gate bias has
current values near the numerical noise floors and generally those can










E+ ≈ E + h̄ω0, E− ≈ E − h̄ω0 (3.31)



























Fig. 3.5. Silicon nanowire with 2nm cross section treated atomistically
in the sp3d5s∗ tight-binding basis.
if dEj = dE i.e. the energy mesh is homogeneous then detailed balance is satisfied




































out the second term. Similar arguments can be made for the terms with the ε factor.
In the case of an inhomogeneous energy mesh with an incommensurate energy mesh,
additional weighting factors have to be applied to the scattering self-energies. In this














However for an inhomogeneous energy mesh, the argument for there always being
a term to cancel out the first and second terms is not applicable. In this case a







The denominator is an average of the integration weight for the absorption energy
integration weight. Note that in the case of a homogeneous energy mesh, this ratio
is equal to 1. Even though this method will conserve current, there is a possibility
that the scattering strength can be overestimated. To illustrate this, figure 3.6 shows
an energy mesh. Ej will absorb to Ej+1,Ej+2, and Ej+3. Therefore, the scattering
strength coming from Ej should be distributed among Ej+1,Ej+2 and Ej+3. An
alternative to the pair-wise coupling is a ratio that uses the knowledge of both what
E+j couples to via emission and what Ej couples to via absorption. Using an average
of these two coupling terms, the denominator is formed. The numerator is the same
as in the pair-wise coupling method.
Fig. 3.6. An example energy mesh where the pair-wise ratio will
overestimate the scattering strength.
3.4 Scattering in the Leads
To avoid artificial reflections at the device/lead interface, the scattering from the
device is propagated into the lead. Only then, the electron density in a homogeneous
device in equilibrium stays constant throughout the device. Figure 3.8 confirms this
finding of reference [41]. The algorithm used to propagate the scattering in the device
into the lead is summarized in figure 3.8.
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without scattering in the leads
with scattering in the leads
ballistic
Fig. 3.7. Electron density along the transport direction for a sim-
ple homogenous Silicon wire of length 10 nm and cross section 2
nm. Without scattering in the leads, the density is not constant even
though the device is effectively infinite. This is caused by artificial
reflections due to a discontinuous DOS between the lead and device
interface.
3.5 Efficiency Improvements
As has already been alluded to in the previous sections, the Self-consistent Born
iterative scheme is numerically demanding. For the calculation of the Green’s func-
tions, an efficient algorithm for calculation of the Green’s functions recursive when
including local scattering has been outlined in the previous sections. Efficiency im-
provement is another aspect and is the subject of this section.
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Fig. 3.8. Scattering in the leads algorithm.
Solution of Poisson Equation
To achieve self-consistency the NEGF equations are iterated with the Poisson
equation:
−∇ · [ε (r)∇V (r)] = q [p (r)− n (r) +ND (r)−NA (r)] (3.36)
Where on the left hand side V is the electrostatic potential, ε (r) is the spatial
dependent dielectric constant and on the right hand side q is the magnitude of a
charge of an electron, ND and NA are the donor and acceptor doping concentration
and n (r) and p (r) are the electron and hole concentrations [42].
In order to solve Poisson’s equation, the boundary conditions must be applied.
On all surfaces besides the gate/transistor interface the Poisson equation is solved
with vanishing field (Neumann) boundary conditions. There, Dirichlet boundary
conditions are applied according to the gate potential. One of the most popular
methods to solve equation 3.36 is the Newton method [43]. The Newton method
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and any of its variants needs a Jacobian matrix in order to provide an updated
guess. However, it is time-consuming and memory-intensive to provide an exact
Jacobian matrix where explicit derivatives are taken. Several approaches have been
developed to estimate the Jacobian matrix. The Jacobian is used to describe the
change in density with respect to electrostatic potential. The Jacobian can either be
approximated as a product of the density of states with the energy-derivative of the
Fermi distribution in the contacts or with the following equation:
F (−→x ) = − λ
kBT
n (−→x ) e−λ∆V/kBT (3.37)
In the ballistic case, the first method works quite well. For the RGF equation
suitable for scattering outlined in the previous sections, the calculation of the first
method needs another recursive calculation since G< is calculated recursively. The
second method in that case is more attractive but, in practice, does not provide
acceptable convergence. With scattering, in which there can be resonance shifts in
the device compared to in the contacts, the first method fails. A combination of both
leads to faster convergence and the additional recursive calculation for density is
offset by a lower number of Poisson iterations. Therefore, in general, when scattering
is included, a combination with a mixing factor is utilized.
Dynamical Convergence Criterion for Self-Consistent Born Iterations
Typically, the calculation of a single Poisson iteration takes 20 Self-consistent Born
iterations until total charge is converged or 30-40 until current is conserved. Then,
depending on the initial guess for Poisson, the outer Poisson convergence loop between
potential and charge can take anywhere from 5-15 Poisson loops. A typical simulation
for the transfer characteristic of a transistor usually takes about 10-15 bias points.
For the best case scenario, the total number of self-consistent Born iterations is about
1500 and at worst is 9000. Obviously, any reduction in the number of iterations will
lead to a more efficient simulation. For this reason, effort was invested into reducing
this number. Two main improvements were 1) employing a dynamic criterion for
31
the charge convergence for each Poisson iteration, and 2) limiting the number of
self-consistent Born iterations done when Poisson is not close to convergence.
For the criterion of how close Poisson is to convergence, the Poisson residual,
describing how well the Poisson equation is satisfied given a charge distribution.
Details of the dynamical convergence are outlined in figure 3.9. This allows the
number of Self-consistent Born iterations to be much less when Poisson is further
from convergence. Overall, the number of total self-consistent Born iterations can be
about half.
For limiting the number of self-consistent Born iterations with respect to Pois-
son’s convergence, this is done by dynamically setting the maximum number of self-
consistent Born iterations based on how many Poisson iterations have been done.
Since a well-behaved Poisson convergence is monotonic, this means that as the sim-
ulation gets closer to convergence, the number of self-consistent Born iterations are
increased for subsequent Poisson iterations. For a ratio of self-consistent Born itera-
tions to Poisson iterations of 2, the best and worst case number of iterations is now
650 and 3000 respectively. The number of self-consistent Born iterations was reduced
by a factor of about 3. Thus, the total simulation time is reduced by a factor of 3.
Improved Energy Mesh
For atomistic simulations, there are many band edges that must be accurately
resolved in order to achieve Poisson convergence. Accurately resolving these band
edges would require a very dense energy mesh. Additionally, Van Hove singularities
must be avoided so that the NEGF equation for GR is invertible. For a ballistic sim-
ulation, an energy mesh based on finding the band edges of the contacts is sufficient.
The bandstructure in the contact is solved and the band edges are found. For each
band edge, a denser energy mesh is created around them and further away from the
band edge a coarser mesh can be used. The situation including scattering is more
complicated. When inelastic scattering is included, resonances in the device can be
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shifted relative to the contacts. These resonances must be resolved for a sufficient
energy mesh that allows convergence of the NEGF-Poisson iterative loop.
Using these requirements, an improved energy mesh suitable for scattering was
developed. The algorithm is shown in figure 3.10
An example for the improved energy mesh for a silicon 2 nm gated nanowire, the
same device as in figure 3.5, is shown in figure 3.11. The initial mesh compared to
the new mesh is plotted along with the energy resolved and spatially resolved density.
As can be seen in the figure, more of the energy points are concentrated around the
peaks in the density.
Additionally, the resonance mesh is general and can be used for wave-vectors (k-
points) for a system with a periodic direction. For an ultra-thin body (UTB) of 2 nm
width, the resonance mesh was applied and compared to a case with more k-points.
The band edge along a line in the transport direction is plotted with and without
the resonance mesh and also for fewer k points. As can be seen in the figure 3.12,
the resonance mesh allows a reduction in the number of k-points of about 3. The
comparison of the old and new k-point mesh is shown in figure
Interpolated Scattering Self-energies
Usually, the Self-consistent Born iterations start from ballistic for each Poisson
iteration. However, when Poisson is closer to convergence, the updated potential
does not change significantly and the change in scattering self-energies is negligi-
ble. It is reasonable for the next Poisson iteration to then start the self-consistent
Born iterations with the scattering self-energy from the previous Poisson iteration.
The calculation of atomistic NEGF with incoherent scattering is expensive and the
MPI parallelization over energies is inevitable. Additionally, the energy mesh is re-
calculated for each Poisson iteration. Due to this, the interpolation also involves
communication among the ranks. The process for interpolation is outlined in figure
3.14.
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Fig. 3.9. The dynamic convergence criterion employed in self-
consistent Born simulations to reduce overall simulation time.
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Fig. 3.10. Algorithm for the resonance mesh used for improved energy mesh.
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Fig. 3.11. The comparison of the old and new energy mesh when
using the resonance mesh. The spatial averaged and energy resolved
density is also plotted to show where the resonances are.
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Fig. 3.12. The conduction band edge with and without the resonance
mesh plotted along a 1D line in the transport direction.
37
Fig. 3.13. The comparison of the old and new wavevector (k-points)
mesh when using the resonance mesh. The spatial averaged and k-
resolved density is also plotted to show where the resonances are.
38
Fig. 3.14. The dynamic convergence criterion employed in self-
consistent Born simulations to reduce overall simulation time.
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4. VERIFICATION OF SCATTERING SELF-ENERGY
IMPLEMENTATION
4.1 Fermi’s Golden Rule Analytical Expressions
4.1.1 Acoustic Phonon Scattering
Following reference [36] and [44], the transition probability for a state from k to
k
′









|k > |δ (Ek − Ek′) (4.1)
where the delta function is for conservation of energy and ∆E is any energy difference
for the interaction.
Acoustic Phonon Scattering







In order to conserve momentum, the scattering probability using equation 4.2 and






δ (E (k′)− E (k)) (4.3)
From the scattering probability, the integration over all states k
′
must be taken to
get the scattering rate. Alternatively, with a change of variables, the integration over
all states can be taken with respect to the phonon wavevector q. With this change of










To arrive at this equation, a parabolic dispersion for the electrons was assumed. The
next step is to find qmin and qmax in order to evaluate equation 4.4. Using a linear







where θ is the angle between k and q. The ratio vs
v(k)
is small and qmax = 2k when
θ = 1 and qmin when θ =
π
2











This expression will be used to validate results of NEGF solution under the same
assumptions.
Optical Phonon Scattering













































E ± h̄ω0 (4.9)
4.2 Comparison of Fermi’s Golden Rule to Scattering Self-energies
In the previous section, the acoustic and optical scattering rate using Fermi’s
golden rule were re-derived. These results can be compared to NEGF.
For the calculation of Fermi’s golden rule, the device is a linear chain of GaAs
atoms with two periodic directions and no applied potential. The chosen basis is
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effective mass. The Green’s function and the corresponding self-energies depend on
the two position coordinates z1 and z2, energy, E, and on the transverse momentum,
kT . The retarded Green’s function G
R (x1, x2, kT , E) is written as:
[E −H (z1, z2, kT )]GR (z1, z2, kT , E) = δ (z1 − z2)
+
∫
dγΣR (z1, z2, kT , E)G
R (z1, z2, kT , E)
(4.10)
















In order to calculate numerically, a position basis discretization is chosen. For
illustration the spacing is denoted as a and coupling between neighbors, denoted as t
and taken to be the same in all directions. The onsite elements have additional terms
corresponding to the periodic coupling in momentum space. The off-diagonal coupling
elements do not have an associated phase factor as these describe the coupling between
lattice points in the 1D transport direction.

6t− tei(kxa+kya) − te−i(kxa+kya) −t
−t . . . −t
−t 6t− tei(kxa+kya) − te−i(kxa+kya)
 (4.12)
Then the k-space elements kx and ky can be discretized. Note, since the device is
homogeneous and the leads are infinite and ideal, the transport direction is effectively
already infinite. Thus with the two periodic directions and the effective infinite trans-
port direction, the simulated device is bulk and can be compared to bulk analytical
rates under the same assumptions.
For acoustic and optical phonon scattering, the inclusion of the two periodic di-
rections transverse to the transport direction leads to an integral over all k. Since the
assumption is effective mass, a rotationally symmetric k-space mesh is assumed and
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the equations can be written in cylindrical coordinates with absolute value k. As an
example, for elastic acoustic scattering the scattering self-energies are written as:







G</R (α, β, E, k) 2Πdk (4.13)
An integral over all k also exists for the optical phonon scattering self-energy. The
prefactor for the scattering self-energies for acoustic and optical phonon scattering
do not depend on momentum and therefore the prefactor is taken out of the k-space
integral.
The imaginary part of the retarded self-energy can be transformed from position
space to momentum space and then evaluated. Since the scattering rate is calculated
for a homogeneous device, the Green’s functions and corresponding self-energies only
depend on the difference in coordinates and can be denoted as r [37]. The scattering
rate is :





ΣR (E, r, k)
}
(4.14)






Thus the scattering rate is given for an energy
E =
h̄2 (k2 − k2z)
2m∗
(4.16)
Note that in the case of diagonal scattering as is assumed in this work the scat-











i.e. no dependence on kz and with an isotropic scattering mechanism, there is no
dependence of the scattering rate on k.
4.2.1 Acoustic Phonon Scattering
Using the result of equation 4.6 and comparing to NEGF using equation ??, the
NEGF scattering self-energy can be validated. The device is a GaAs linear chain of
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atoms with two periodic directions and no applied potential. This is equivalent to a
bulk device since in the transport direction, the leads are ideal and infinite, and in
the other two directions, explicit periodic directions are assumed. Additionally, the
effective mass approximation is used to test for the exact scattering rate as in the
analytical Fermi’s golden rule expression.
Fig. 4.1. Comparison of Fermi’s golden rule to acoustic deformation
potential with scattering with NEGF
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4.2.2 Optical Phonon Scattering
Using the same device as the previous section, the optical scattering rate can also
be compared to equation 4.9. In this case, the scattering rate at higher eneriges
deviate due to a coarse mesh resulting from computational limitations.
Fig. 4.2. Comparison of Fermi’s Golden Rule to Optical Deformation
Potential with Scattering with NEGF
4.3 Comparison of Calculated NEGF Resistivity to Experiment
The NEGF prediction of the bulk resistivity can be compared to well-known liter-
ature values as a function of doping concentration. The method to extract resistivity
from NEGF equations can be found in reference [45]. For this method, the lengths
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used were 6.25, 12.5, and 25 nm with an applied voltage of 5 mV. As shown in figure
4.3 , the calculated resistivity agrees well with published experimental results for low
concentrations where electron-phonon scattering dominates. At higher concentra-
tion levels, additional scattering mechanisms such as electron-electron and impurity
scattering start to play a role, and the resistivity is underestimated if they are not
included.


















Fig. 4.3. Resistivity extracted from NEGF equations for a linear chain
of silicon atoms. For low concentrations, the results agree well with ex-
perimental values [46]. The main scattering mechanism in this regime
is electron-phonon, which in silicon can be attributed to acoustic and
non-polar optical phonons. For higher concentrations, the calculated
values start to deviate. This is where electron-electron and impurity
scattering start to play a role. These scattering mechanisms are not
handled in this work.
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5. RESULTS
This chapter shows the inclusion of scattering using all of the improvements and
features discussed in Chapter 3.
5.1 Gated Nanowire MOSFET with Scattering
As has been discussed before, the inclusion of scattering is vital to realistic de-
vice simulations at the nanoscale. Ballistic calculations can be thought of as the
ideal case, but for accurate device design, the effect of scattering needs to be well-
understood. This section deals with the gated nanowire MOSFET with the inclusion
of elastic acoustic and inelastic optical phonon scattering. Since this work does not
include polar optical phonon scattering, only non-polar materials such as silicon will
be discussed. The device used for these results is a 2x2 nm rectangular gated silicon
nanowire in sp3d5s∗ basis with a total of about 12,000 atoms.
5.1.1 Energy Relaxation due to Optical Phonon Scattering
One effect of scattering is energy relaxation. As an example, a gated nanowire
device with optical phonon scattering is used. The spectral current comparison be-
tween ballistic and optical phonon scattering is shown in figure 5.1. The left hand side
shows the ballistic case, i.e. that there is no energy relaxation and all energy channels
are independent. The right hand side is the optical phonon scattering case. As can
be seen, the spectral current for high energies is relatively unchanged. For lower en-
ergies, especially around the drain, there is energy relaxation due to optical phonon
emission. To see this clearer, figure 5.2 shows the spectral current along different
lines with optical phonon scattering. The drain side shows the side bands decaying
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exponentially with a period of 63 meV (optical phonon energy of silicon). Another
effect is that scattering increases the tunneling. This will be further discussed in the
next section with inelastic acoustic phonons.
Fig. 5.1. Spectral current comparison for ballistc (left hand side) to
optical phonon current for the on-state of a rectangular gated silicon
nanowire
5.1.2 Scattering Effect on Tunneling
Scattering has the tendency to increase tunneling. This has been shown for MOS-




has on the IV. The




is not included the off-current will
be underestimated. Figure 5.3 shows this effect for the off-state. The current below
the barrier has increased, and there is increased current near the potential barrier
(current crowding) when scattering is included.




6= 0 , it is expected that for the elastic
acoustic phonon case, the tunneling will also be increased with scattering. Using a
scattering strength parameter, λ with dimensions of [eV 2] , transfer characteristics are
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Fig. 5.2. Spectral current comparison for ballistic (left hand side) to
optical phonon current for the on-state of a rectangular gated silicon
nanowire
calculated and plotted in figure 5.4 for several values of λ. There are several things
to notice. Firstly, as the scattering strength is increased, the off-current increases
monotonically. The observation is that scattering increases the tunneling. Secondly,
there is a crossover point where the ballistic current and the scattering current are
the same. This happens near the transition from sub-threshold to saturation region
of the IV curve. At this point, the thermionic current, an additional component of
the current, starts to play a role. The effect of scattering on the thermionic current is
to reduce the current. Lastly, for the on-state of the transistor, the current is reduced
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on the spectral current. The current
is increased and the current crowds the potential barrier.
with increased scattering. The amount of reduction depends both on the scattering
strength and the amount of direct source to drain tunneling in the on-state.
5.2 Gated Nanowire TFET with Scattering
In this section, results comparing ballistic vs scattered are presented. Similarities
and differences with the MOSFET of this previous section will be drawn. The results
of this section have been previously published in Ref. [47]. The devices used for this
simulation are a silicon circular nanowire with transport direction [100] with gate all
around. Its source and drain extensions are 6 nm and its gate is 15 nm long. The
oxide has a thickness of 1 nm covering the nanowire and up to 1nm to the source/lead
and drain/lead interfaces. The diameter is 3 nm. The schematic is shown in figure
5.5.
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Fig. 5.4. Transfer characteristics for varying scattering strengths, λ.
The nominal scattering strength parameter is λ = 0.1eV 2. The left
hand side plot is log scale to show the effect scattering has on the sub-
threshold current. The right hand side is on a linear scale to show the
on-current reduction with different scattering strengths.
Fig. 5.5. Schematic of a PIN circular nanowire TFET that is simulated
Scaling Performance.
As discussed before, due to the complexity of the NEGF equations, especially
when including scattering, the simulation must be capable of massive parallelism.
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Figure 5.6 shows the strong scaling performance using the device of figure 5.5. In
this simulation, the number of energy points is 1024, which limits the number of
MPI ranks up to 1024. For this performance benchmark, MPI+OpenMP hybrid
parallelism is used, which maps 32 cores to 8 MPI ranks on one compute node.
Strong scaling performance is measured on the Blue Waters supercomputer cluster
at National Center for Supercomputing Applications (NCSA) [48].





















Fig. 5.6. Strong scaling performance of blocking and nonblocking methods
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Transfer Characteristics
The transfer characteristics for the silicon TFET is shown in figure 5.7. Compared
to the purely coherent transport i.e. ballistic, the current of a scattered transport
calculation is higher for all gate voltages. This is due to the phonon-assisted tunneling
that plays a major role in TFET devices. The Ion current for the scattered case is 0.459
nA compared 0.099 nA when treated ballistically. Except for the lowest simulated gate
voltage, Vgs = 0.0V , the ratio of scattered to ballistic current increases monotonically
with the gate voltage. This behavior is due to a better alignment of the valence band
and conduction band and a higher tunneling probability. When scattering is included,
the SS is improved from 139.5 mV/dec to 113.7 mV/dec. Additionally, figure 5.7 is
compared with and without the real part of ΣR. Similarly to the MOSFET in the
previous section, the tunneling current is increased. Since tunneling is the dominant
tunneling mechanism for all gate biases in a TFET, the current is increased for the
scattered case for all gate biases. If the real part is not included in the simulation,
the current is underestimated throughout the gate bias range. The SS also gets
overestimated if the real part is not included. With the real part, the SS is 113.7
mV/dec. If the real part is not included, the SS is 120.5 mV/dec.
Density of States
As has been shown in the previous section, scattering increases the tunneling and
thus the current through the gate bias. In order to see this more clearly, the density
of states (DOS) along a line is plotted in figure 5.8. The effect of scattering is to

















 scattering with Re{ R}
 scattering without Re{ R}
 ballistic
Fig. 5.7. Comparison of scattered IV to ballistic for a 3nm circular
nanowire TFET with a Vds = 1.0V . Two scattered cases are shown,
with and without energy renormalization. Including energy renormal-
ization increases the phonon-assisted tunneling andr thus increases
current.
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Fig. 5.8. Comparison of scattered to ballistic DOS near the transition
region at x = 8 nm as marked for the IV in figure 5.7 at Vgs = 0.6V .
The energy shift between scattered and ballistic is about 16 meV.
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6. FUTURE WORK AND CONCLUSION
6.1 Conclusion
In this work, an efficient calculation of inelastic electron-phonon scattering in
an atomistic basis was introduced and demonstrated. Its implementation into the
academic open-source software NEMO5 is demonstrated. The first two chapters in-
troduce the theory behind NEGF and the inclusion of scattering in to the theory. The
next chapter explains nuances of implementation that are traditionally glossed over
in the literature but are vital to a realistic and efficient implementation of scattering
appropriate for atomistic simulation of transistors and general semiconductor devices.
The particular details of current conservation for inhomogeneous energy meshes are
elucidated in hopes that this will shed light on the importance of current conserva-
tion in the presence of scattering and how this can be achieved, even if the phonon
scattering energies are not commensurate due to energy discretization. In addition to
current conservation, the work-horse of scattering with NEGF, the recursive Green’s
function algorithm, was presented and what is thought to be the most memory effi-
cient and stable version of the equations are derived and discussed. The main idea
to be gathered from this discussion is that the symmetries of the equations are both
needed physically and for stability in the recursive equation solution. Finally, in this
chapter, the effect of including scattering in the leads to avoid artifical reflections is
discussed.
The next two chapters demonstrate the features of the scattering simulator, first
through verification of the formulas. They are verified with comparison to analyt-
ical results of Fermi’s golden rule under the same approximations. For additional
verification, the resistivity of bulk silicon obtained from simulation is compared to
experimental results as a function of doping concentration. They agree quite well
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where the resistivity is known to be phonon-limited. The final chapter shows the
effect that scattering has on nanowire MOSFETs and on nanowire TFETs.
6.2 Future Work
This work is an efficient implementation of scattering. The approximations have
been outlined in previous sections. The validity of these approximations can be
questioned and will not apply in all situations. In order to apply the scattering
theory to other materials, such as two-dimenstional materials that are gaining much
interest, the theory behind the approximations needs to be revised. For example, the
scattering potential derived in chapter 2 might not hold for these exotic materials.
Additional input is needed from more rigorous first-principles theory such as density
functional theory (DFT). DFT can be used both for electrons and phonons, allowing
the rigorous study of thus coupling between the two.
The perturbing potential is only one part of the story. In addition, the assump-
tion was made of bulk (plane-wave) phonons. This assumption was made to allow
an analytical phonon Green’s function. If this assumption were lifted, the phonon
Green’s function would need to be solved in a similar way to the electron Green’s
function. This would be possible in principle but would increase the complexity and
computational cost of the simulation considerably.
In addition to these assumptions discussed above, there is an inherent assumption
that the electrons do not affect the phonons. This is not strictly true and the coupling
between electrons and phonons is needed to describe effects that degrade nanowires
such as self-heating.
In addition to more accurate calculation of the electron-phonon interactions other
scattering mechanisms can be included through self-energies. This work demonstrated
electron-phonon scattering and its importance. Additionally, roughness can also be
handled as a scattering self-energy. Roughness is especially important for understand-
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