As head mounted displays and 360° video cameras are becoming affordable, they offer opportunities to personalise immersive learning experiences to local contexts and individuals. In this paper, we present lessons learnt from a participatory design process focused on understanding engagement and preferences of users with intellectual disability viewing 360° videos. Over 4 iterations involving re-designs informed by interviews and observations of two to four participants with intellectual disability, we have established that: participants are more comfortable with using the technology if they are first introduced to a familiar scene before seeing anything new, they prefer to be 'accompanied' by an in-video facilitator, and participants engage more with the immersive visual environment when prompted to look around from within the video. We have also established a number of guidelines for filming with a 360° camera with regards to movement and viewpoint.
INTRODUCTION
Virtual reality headsets offer powerful affordances for training purposes and indeed evidence is mounting of strong cognitive effects on the wearers of such devices [1] , prompting interest from the research and education community.
People living with an intellectual or cognitive disability are often met with significant barriers in everyday tasks and activities compared with neurotypicals. These include navigating novel environments [2] [3] , transport [4] , and heath related procedures [5] . In addition, Badia, Orgaz, Verdugo, Ullan & Martinez [6] found that the barriers associated with these activities, such as required skill level, fear of failing, and reliance on others had a larger effect on participation than factors specifically associated with intellectual disability.
To counter these barriers, training can be provided, however, it needs to take place in a safe, low-risk environment. Lemoncello, Sohlberg & Fickas [7] identified visual cues (such as landmarks) to be a more efficient when navigating novel environments than cardinal and left/right directions for people with an acquired brain injury, and another study [8] found that using these more effective cues decreased anxiety associated with getting lost in older populations.
Whilst simple videos have the advantage of providing visual cues for learning tasks and familiarising oneself with novel environments, 360 degree head mounted videos provide a more realistic means of exploring the visual environment associated with a task or environment, and have been found to produce higher performance in navigation tasks due to the exploratory aid of head movements [9] .
Despite the potential application of these benefits for people with cognitive and learning impairments, anecdotal accounts suggest a commonly held belief that the experience of immersion and wearing a headset would be overwhelming or uncomfortable for them. However, we have observed the opposite in early trials of a train station virtual world designed with the purpose of supporting people with intellectual or learning disabilities to practice navigating a new space [10] . They engaged with the experience and some displayed superior skills in using the controls. This research suggested that immersive virtual worlds have potential for Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. ASSETS '19, October 28-30, 2019 , Pittsburgh, PA, USA interactive experiences and engage the user in decisions regarding way-finding, however, they are costly to develop and can be difficult to operate depending on the controllers they require.
Videos, on the other hand, present a low barrier to entry, as they are very easy to capture, share and display on any smartphone paired with a simple VR viewer (e.g. Cardboard 1 ). The recent development of filming technology (e.g. 360°s cameras such as the Ricoh Theta 2 ) has further increased the affordability of such setups, and they share some immersive visual characteristics of virtual worlds with the benefit of additional realism. This presents an opportunity to provide people with intellectual disability with personalised previews of daily living experiences and spaces that are meaningful to them.
Between June 2016 and September 2017 we ran a series of observations of young adults with intellectual disability using head-mounted displays to experience immersive (360°s) videos. With no existing guidelines to create such videos at the time, we followed an iterative ethnographic design process in order to uncover, together with participants with intellectual disability, essential features of such videos to best support them in learning everyday living skills. The videos were of various spaces such as a house, the University campus, a dog park and a café, and were filmed with an affordable 360° camera.
Filming in 360°s raises questions of which viewpoint to adopt, whether or not to rotate the camera, and how, if, and where to draw the viewer's attention. Throughout our iterations, we experimented with the camera being mounted on a facilitator's head (first-person view), on an apparatus attached to a facilitator's shoulder (next-to-first-person view), and on a stationary tripod that was moved between scene cuts to follow the spatial path of the facilitator (stationary view). We also experimented with external (provided by facilitator and/or experimenter outside the VR headset) and internal (provided by facilitator recorded within the video or by user interface menus) calls-to-action. In this paper, we focus on sharing our findings in terms of preferences and engagement with the material and derive a set of considerations on formatting content and interactive elements, as well as scaffolding immersive experiences. We will also share support worker's and participant's insights on the many potential applications that they foresee for the technology.
This paper contributes insights in relation to the following research questions: We first present prior work in relation to these questions, then detail our iterative ethnographic design methodology and relate the four iterations of the process. We then present a thematic analysis of our observations and derive design considerations.
RELATED WORK
A search on Google Scholar for variations of "360°/VR/immersive video" together with "intellectual disability/ies" returned no work related to the creation of 360 videos to support people with intellectual disability. There is, however, a lot of related work demonstrating the opportunities afforded by virtual worlds or standard videos with learning and cognitive disabilities, particularly in rehabilitation contexts, and little work investigating the creation of 360 videos in educational contexts.
Visual and immersive technologies to support people with intellectual disability in learning life skills.
There has been a focus in recent years on life skills training and rehabilitation for people with intellectual and learning disabilities. This has come from a move from institutions into homes and a push towards recovery-oriented thinking. VR has been utilised in many forms to assist in this training, and its advantage has been to provide a practice environment free of risks, whilst still remaining largely close to a realworld experience. In addition to this, it also allows for the use of scaffolding, to facilitate more gradual learning [11] The term, 'VR' often encompasses a wide range of media: from game-like worlds presented on a computer or television screen -using both traditional controls and movement-based controls -to passive viewing of videos displayed on multiple, surrounding screens, to fully encompassing headmounted displays. Game-like, screen-based VR has been used prior to the introduction of head-mounted displays such as Oculus becoming widely available. Even now, with the availability of such head-mounted displays, as well as the cost and effort involved in creating content, remains quite high.
Interactive, game-like Virtual Environments (VE)'s, viewed either on a 2D screen or head mounted display, have been found to be effective in training people with intellectual and learning disabilities in shopping skills [12] , taking public transport [13] [14] , vocational skills [15] [16] and provision of health care information [17] , as well as shopping skills for people with an acquired brain injury [18] , and provision of occupational therapy to people with Down Syndrome [19] . In addition, VR provides an added benefit for people with Autism Spectrum Disorder, as interactions need not be in a form that users tend to be less comfortable with (i.e. face-toface interaction), enabling a less stressful learning environment for these users [20] . Training in VR has been found to be as effective as real world training, and transferrable to real world scenarios [16] , as well as demonstrating the ability to improve participants' self-efficacy in tasks [18] .
Creation of 360 video content
Whilst there has been a wealth of research around using various VR systems for skills training in people with intellectual and cognitive disabilities, little has been done that utilises 360° videos, perhaps due to the fact that the affordable versions of this technology are still relatively new.
There has, however, been some research into 360° cameras and how best to utilise them in other settings. Kavanagh, Luxton-Reilly, Wüensche & Plimmer [21] investigated using 360° cameras to record educational content in order for it to be viewed by students using a VR headset. They found naturalistic conditions to be best practice for filming, finding that placing the camera at head height, use of stands where possible, limiting video editing if using standard editing tools rather than those specialized for use with 360° videos, and allowing for reorientation periods between videos were the best ways to enhance viewers' experiences. Additionally, Sheikh, Brown, Watson and Evans [22] explored how viewer's attention might be directed given the fact that 360° cameras lack directionality. They found that characters placed in the videos were in the best position to direct attention, rather than any filming techniques or methods. They also found that participants experienced more immersion if they were acknowledged as part of the events happening in the video. 3 http://aaidd.org/intellectual-disability/definition
METHODOLOGY

Iterative ethnographic design
In the absence of pre-existing guidelines and suggestions for 360 video filming specific to support life skills training of people with intellectual disability, we found an iterative ethnographic design process to be the most appropriate methodology.
As illustrated in Figure 1 , each iteration consisted of discussing requirements and questions, designing videos, then presenting them to people with intellectual disability for verbal and behavioural feedback.
In the initial iteration, the discussion began based on related work from the literature, personal experience, and prior research on the design of virtual spaces [10] . In following iterations, the feedback of participants was taken into account together with related work to inform new questions and designs. Each session with participants included at least two videos, and throughout iterations some videos were presented repeatedly while others were newly created. We detail the process and content of each iteration in the next section.
Figure 1. Iterative ethnographic design methodology
Participants
With a view of leveraging 360° video technology to support life-skills training of people with intellectual disability, we approached participants with intellectual disability who were supported to develop life skills. All participants were supported by our partner organisation, a disability service provider (DSO) who supports adults with intellectual disability, as defined by the American Association for Intellectual and Developmental Disabilities (AAIDD) as "a disability characterized by significant limitations both in intellectual functioning (reasoning, learning, problem solving) and in adaptive behaviour, which covers a range of everyday social and practical skills." 3 . Participants,
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ASSETS '19, October 28-30, 2019, Pittsburgh, PA, USA therefore, included people with range of moderate to severe intellectual disabilities including Down syndrome, with comorbidities that included autism spectrum disorder (ASD) or schizophrenia, resulting in each participant having unique communication abilities and support needs. IQ tests are widely recognised as insufficient to cover this definition, and would not have contributed to our focus on interests, preferences and engagement. Instead, we found that approaching people supported in group activities such as arts or outings, as well as daily living training such as healthy practices, transport and cooking, would inform the design of videos supporting a similar purpose. In this way, we focused on the needs of the participants rather than their specific disabilities.
Each trial was conducted one-on-one with participants, often with other participants present in the room, as well as one or two support workers and at least two researchers. Support workers were present in a dual role of facilitating the trial and reframing questions from the research team where appropriate, and participants were asked to provide impressions, feedback and suggestions. Support workers were well known to participants and could also provide insight into meaningful behaviour of participants. The roles of the researchers were to facilitate, record, and provide technical support for the sessions.
It should be noted that some of the participants had had previous experiences with head mounted displays, however all of them experienced immersive videos for the first time during our sessions. In addition, each participant took part in only one trial session.
Iteration
Session Participants (P) and Support Workers (W) 
1: Iteration details, videos viewed, sessions conducted and participants (P) and support workers (W) in each
Trial sessions
Participants were invited to take part in the study in groups of two or three. For the first three sessions, participants were invited to a quiet room on the premises of their day services. For the last two sessions, participants were invited in a meeting room on the premises of the research team (a University). They would see each other trial the technology, and participation order was on a voluntary basis. Support workers were also invited to view the videos, and would always be the last to experience them.
At the beginning of a trial session, participants were provided with an ethical information and consent form written in collaboration with the DSO in order to be easily understood by participants (under ethical clearance number 1400000673). Participants who could not read were read the consent form by the support worker. A strong emphasis was put on the voluntary aspect of participation and on the fact that participants could withdraw at any time. During the trial, if they were displaying discomfort or frustration, they were asked again if they wished to continue or stop.
Trials for each participant lasted for approximately 30 minutes. Participants were first asked some questions about their previous experiences with VR technology (whether they had played games before, or used VR headsets). They were then presented with the VR headset (a Samsung S6 phone mounted on a Samsung Gear VR), then told how they should wear it and what they would see. As they were wearing the headset and presented with the video, they were invited to look around, asked what they saw and what their feelings might be. At the end of the video they removed the headset and were asked some questions about how they felt about the experience, whether they would like to do it again and what else they would like to see with the headset.
Except for the first session, experimenters and support workers were able to view what was in the field of view of the participant using a mirroring application installed on the phone and transmitted to a computer in real-time.
Data collection
All sessions were video recorded using a 360° camera placed centrally. During the iterative process, the three researchers on the team discussed together their observations with respect to each of the research questions, and organised them in themes. Transcriptions of the sessions were then used to bring evidence and counter-evidence in relation to each of the themes identified. Finally, the transcriptions were verified manually by one of the researchers for possible missing elements in relation to the research questions.
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Figure 2: illustration of viewpoints: (a) first-person view, (b) next-to-first-person view and (c) stationary view. Facilitator is outlined in red to indicate her visibility in viewpoints (b) & (c).
PROCESS DESCRIPTION: DESIGNS AND OBSERVATIONS
The videos created for the first phase were based on research, expert knowledge as well as gaps identified in the literature. The second and third phases were also guided by these, but were primarily informed by lessons from the previous phases.
Exploring viewpoint preferences
General guidelines and literature on filming in 360°, as well as practice in virtual worlds suggest using either a firstperson view, with the camera typically fitted on someone's head (or on a drone for bird's eye view), or a stationary view. A first-person view impresses the viewer with a memory of having performed the action, and would facilitate recall in action as well, in particular for hand manipulation. However, in video filming, it can lead to jitter and involuntary turning as the person filming moves around, which may lead to cyber sickness [23] . A stationary view is less personal, but has the advantage of being stable, and we expect it could be beneficial in space traversal.
Video games also propose a behind-first-person view, so that players can visualise their avatars as they are controlling them. This idea, together with our experience of disability services where people are often accompanied by a support person beside them, or by a teacher demonstrating a skill, prompted us to experiment with a next-to-first person view. In order to implement this filming viewpoint, we designed an apparatus to place the camera at a similar position to the experimenter's head as a person would be to a support worker or a teacher. The low-cost design of the apparatus is presented in Figure 2 (Videos available here: https://bit.ly/2O8vKFA).
For content, we were keen to explore a mix of outdoor and indoor environments and a mix of traversal and hand manipulation movement. Additionally, doing laundry is one of the daily living skills often requested by people supported towards independent living that that is quite resource heavy to implement in live training sessions. Therefore, it was a natural fit for content in the first iteration, offering a panel of locations and movements within a motivating learning context.
With a view to ascertain whether participants preferred one viewpoint over another, we created three videos of one of the experimenters doing laundry. The script and location of the videos were identical, however, the viewpoints were different: one shot from a head-mounted 360 camera, one from a 360 camera mounted off the shoulder of the person in the video, and another stationary on a tripod (see Figure 2 ).
The three participants all expressed positive feelings while watching the videos, and they all demonstrated recognition of the experimenter in the video. They also all expressed a clear dislike for the first-person view, and preference for both the stationary view and next-to-first-person view. P2 additionally indicated preferring the latter for manipulation of the machine, and the former for traversal and large movement scenes such as hanging the laundry.
Part of these videos were filmed outdoors (i.e. hanging out the washing), and no preference was observed or communicated for indoor or outdoor viewing.
Additionally, we had anticipated that participants would naturally look around their surroundings to visually explore, however, it seemed at that stage they needed a lot of prompting to look around. We aimed to confirm this in the following iteration. 
Exploring interaction, movement and public spaces (outdoors and indoors)
We learnt from the first iteration that participants did not enjoy a first-person view, and we were keen to explore potential preferences between next-to-first person and stationary views. To do this, we enabled the participants to choose their view by allowing for dynamic switching between two viewpoints, controlled by participants with a mouse. This was implemented in a game engine named Unity3D (www.unity3d.com) with 2 synchronised videosone with a next-to-first person viewpoint and the other with a stationary viewpoint -playing concurrently. Whenever the user tapped the mouse, the view switched to the alternate video that was playing in the background.
We had also found in iteration 1 that having an experimenter present in the room as well as in the videos was a good way to gain insights into the participant's recognition of elements of the scene and how they connected it to reality.
After participants and support workers suggested that experiencing public spaces would be a great opportunity with 360 videos, we explored outdoor settings through two new videos in differing environments. Each of the videos contained the same research team member.
The first scene was a walk from one location on a university campus to another. This allowed for large movement and traversal, and also for a variation between outdoors in open spaces and indoors in enclosed spaces. In order to also explore the feasibility of interactive elements controlled by gaze, this video included an interactive element at the beginning, prompting users to select the correct direction using gaze directed at one of two arrows displayed. One fixed viewpoint for each part, except part 2 which is filmed using two fixed viewpoints.
Duration: 2m 5s
Duration: 2m 4s Table 3 . Setup for iteration 2 campus walk.
The second scene was about ordering a coffee at a cafe. The scene was chosen as an example of a social interaction in a busy environment. The setup for both scenes are listed in Table 3 The video in the cafe was seen as too short, and we had to show it again to some of the participants as they felt they didn't have time to get accustomed to it and appreciate all the actions. A busy indoor environment also made it difficult to focus and engage fully with the content. Additionally, as the experimenter in the video did not directly interact with the viewer through instruction or gesturing, any prompts to visually search the 360° environment with head movements came externally from experimenters and support workers in the session. This was again observed when participants looked at the campus walk, however, due to the longer duration of the campus walk video, participants had more time to adjust. Participants didn't seem to or report being bored during the fairly long walk, but they were not looking around much either. When they did, they would swivel their chair rather than turning their heads.
The dynamic switching between viewpoints did not appeal to participants, possibly because it was activated by clicking a mouse they could not see. Therefore, this process did not provide conclusive insights on participants' preferences.
The interactive element in the campus video, presented early on in the video, provided participants with an opportunity to pause and this prompted them to look around a little bit at that point. One of the reasons for this pause is that we gave the opportunity for participants to intuitively action the gazebased interactions. Having never encountered these types of interactions before, it was natural for them not to appreciate the interactive nature of the menus. Our prompts to engage with gaze did not lead to successful interactions, and the symbolic nature of the interaction (in the form of arrows) clearly did not appeal to participants.
Exploring more scaffolding and calls to action
Our observations from Iteration 2 prompted us to explore ways to engage participants to look around more in the video, as well as ways to increase participants' familiarity with the environment in a still photograph before seeing videos. Our early iterations demonstrated a general reluctance to engage kinetically and visually with videos. Participants appeared to be hesitant, and perhaps even slightly fearful, to turn their heads. Even when experimenters and support workers attempted to manually assist head movements; participants in early iterations often strongly resisted any movement. Discussion, as well as a review of literature brought experimenters to suggest changes in filming methodology and presentation based on three theories as to why engagement was initially low:
1. Due to the novelty of the virtual nature of the video, participants may have been fearful or unsure of the resulting change in their visual field if they moved their heads. As the video encompassed their entire visual field, the fact that this moved based on head and body movements may have been slightly overwhelming, prompting them to prefer to be still rather than risk the unknown result of any movement 2. Participants may have had some difficulty reconciling the real world and virtual world. This is evidenced by the fact that they were often more responsive to commands based on orientation to the real world (i.e. the room they were in) than the virtual world. For example, when instructed to point to where the facilitator was in the video, with the headset on, many participants instead pointed to where the facilitator was last seen standing in the room before they had put the headset on. This may have been exacerbated by the fact that instructions and questions were coming from experimenters outside the video, rather than within, leading to participants being more drawn to the increased number of prompts coming from the real world than the virtual.
3. Participants may have simply been 'bored' and uninterested in the material being presented, leading to a lack of motivation to engage with what was happening in the video.
Three changes to methodology were proposed based on these theories, in corresponding order:
1. A photograph of a familiar room (namely, a room at the location of participants' day activities) was presented before any videos in the last iteration. This was done in order to present participants with a safe, familiar environment that remained still while viewing.
Participants were asked to interact with this video by visually searching for certain objects to be found in the room. The aim of this was to allow participants to ease into head movements within a safe environment so that head movements could be practiced and reinforced before moving to video viewing.
2. Instruction and questioning by facilitators was largely reduced whilst participants actively viewed videos in the last iteration, so as not to distract them from the virtual world.
3. An induction video was created that was made to be more interesting for participants to watch. This included a dog that ran across the visual field, as well as in-video instructions to follow the path of the dog as she ran. This was done to prompt participants to practice head movements by asking them to orient themselves in an interesting environment.
Encouraging increased head movement was intended to reinforce the feeling that participants were not simply looking at a video, but could also interact with it by moving their visual field. Viewpoint: Next-to-first person view, with camera held by facilitator, as well as a portion of the video in stationary view.
Duration: 9m 19s Table 5 . Setup for iteration 3 dog park Participants in iteration 3 were presented with the orientation photograph, then the orientation video (See Table 5 ), then the campus walk video and finally the cafe video.
Participants enjoyed seeing a familiar room, and some excitedly pointed out familiar objects. Participants displayed little hesitation in head movements in viewing this 360° still.
Participants were also excited to see the dog in the video and enjoyed the walk on the sidewalk. They responded well to instructions provided from within the video and moved their heads when instructed to, as well as to naturally follow events such as the dog running in the video.
When moving from these stimuli to the campus walk and cafe videos, we observed an increase in head movements whilst watching these videos than in past iterations. The participants seemed more engaged with all of the virtual stimuli presented, and were able to describe elements in the video such as the colour of the clothes the experimenter was wearing, and the table number that the experimenter took in the cafe video.
LESSONS LEARNT
Image quality and stability
The videos were filmed in settings similar to what amateurs, in this case people with disability, support workers or families, would produce. The quality of the image resolution was HD (not 4K or greater) and there was no lighting support, in particular in indoor environments. Additionally, videos filmed in first-person and next-to-first person view were quite unstable when the experimenter was filming whilst walking. Yet, none of the participants commented on the quality of the videos, at all. None reported feeling sick because of jittery movements, which also didn't seem to be a factor when participants were asked preferences between still and next-to-first-person videos. This is a very important finding that should support a widespread adoption of the approach with widely available gear and skillsets.
Enthusiasm
All participants showed signs of enjoying the videos, including the laundry video, and in some cases, wished to continue watching the videos after testing was complete. For example, one participant commented "Can I just have one more look?". In addition, many used words such as "nice" and "good" in describing the experience. P3 in particular was verbally expressing very strong positive feelings as a participant who is legally blind but could see clearly within the headset. P5 is usually non-verbal while attending services, and significantly answered interview questions with "yes" and "no", which was a clear sign of enjoyment and engagement according to the support worker present. Support workers also noted that some participants maintained participation well beyond their typically shorter attention span. No participants reported distress or agitation, nor were there any indications of either from observation of facial expressions and body movements (e.g., expressions demonstrating negative affect, stereotypy, rocking, etc.).
Pointing
On multiple occasions participants pointed when sharing impressions or observations of the video. Experimenters and support workers often felt that the ability to point on parts of the video to direct participant's attention would be extremely valuable. This aligns with previous research in virtual worlds [10] .
Social engagement
Participants expressed in the first iteration a clear preference for videos where they could see someone, either in a nextto-third person view, or from a distance in a stationary view. Additionally, with a few exceptions, all participants clearly recognised the experimenter in the videos, and expressed this recognition positively, typically with smiling facial expressions.
These findings are consistent with social practice theory [24] , however they could be interpreted either as a preference for social connectedness or as a habit of being socially supported in new environments. Further research Paper Session 3: Learning, Cognition, and Emotion ASSETS '19, October 28-30, 2019, Pittsburgh, PA, USA will be useful to uncover the nature and source of this preference.
Visual and kinetic engagement
A differentiating factor between virtual 360° videos presented via a headset and simple videos presented on a monitor or screen is that the former involves active interaction with the visual field, and thus, an increased similarity to reality. With head-mounted displays, this interaction comes in the form of head and/or body movements. One of the authorship team reviewed the observational videos and classified the head movements as small and large based on a visual heuristic (small head movements from 10-45 degrees rotation, large head movements from 45-90 degrees). When participants were given a chance to first look at a still image, then guided with call to action from within the induction video, the video evaluation showed an increase in head movements from an average of 15.5 small head movements and 8.5 large head movements in Iteration 2 to an average of 19 small head movements and 9.8 large head movements in Iteration 3 for the video most commonly used between iterations: the campus walk. This analysis was consistent with facilitator and support worker observations of engagement in-session, but is limited by the diversity and number of participants in our study, and further research would allow more conclusive quantitative results.
In addition to observations of head movements, we found that when participants were sitting on swivel chairs, many would make use of the chair to expand their field of view by turning their bodies instead of turning their heads.
Interference and Correspondence between Virtual and Actual Reality
Participants were often ignoring instructions coming from the research team or their support workers, and, as we have seen when integrating call to action from within the video, they were much more responsive to instructions from within their visual context. Conversely, we learnt during the trial of the first iteration that in order to communicate with the participant while they were viewing VR content, it is critical to be able to see what they are seeing. The mirroring application resolved this in an easy and cost effective way. Following sessions provided hints that the ability to point to elements of the video for a support person would be additionally beneficial in order to direct participant's attention more effectively than through visual commands.
Participants' interests for future viewing
As part of the trials we interviewed participants on their wishes with regards to content for 360 videos. They expressed wishes to see places they could not normally visit, such as other countries. Participants also often indicated the desire to see sporting games in the VR headset, particularly filmed from within the crowd so that participants could not only view the game itself, but also have a look around at the fellow supporters. Some quotes from participants are provided below:
− "People walking along the beach" − "Someone in a plane flying to New Zealand… Walking up and going into the plane" − "Ah, probably a football game"
Support workers' suggestions for use of 360° video technology
The support workers involved in the trials, as co-observers as well as participants, were also invited to comment on their vision for the use of 360 videos in disability services. Suggestions fell into three categories:
-Life skills training: support workers suggested that 360 videos could support a wide range of life skills training, as an additional step in a scaffolded learning package, prior to real life practice. They suggested skills such as public transport training, domestic duty training, as well as training to increase community access.
-Inclusion into inaccessible experiences: support workers suggested that community members and peers could use 360 filming technologies in order to share their experiences with those are unable to attend. An example was to share a group outing to the beach, or to a footy game.
-Preparing for future experiences in new environments: support workers suggested that personalised videos could be made for participants in anticipation for a group or a personal visit to a new space. One mentioned a participant who was due to travel internationally, and that a 360° visualisation of the airport journey would be highly beneficial in reducing anxiety in the lead up to the experience.
Filming participants with 360° videos cameras
We found that recording the sessions with a 360° camera instead of a typical camera on a stand presented several advantages, including a better view of all stakeholders including the participant trialling and those observing the participant.
DESIGN CONSIDERATIONS FOR 360° VIDEOS TO SUPPORT PEOPLE WITH INTELLECTUAL DISABILITY
Viewpoint
Next-to-first person view is best for close ups, operating machines and motor skills. It can either be done with an apparatus or by holding at arm's length as illustrated in Figure 2 . Still videos are best for transversal of outdoor spaces.
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Rotating the camera and pace
While rapid rotation of the camera is best avoided, it is also essential in order to keep the focus and attention of the viewer. In planning a moving video through spaces, alternatives to sharp turns include:
− Planning for larger curves on the trajectory where possible − Editing the video with a transition to darkness and back into image in place of the turn − Slowing turn pace either whilst filming or through editing Keeping a steady and consistent pace when filming is important. Additionally, maintaining slower actions and steps in the video will allow for easier digestion of the information being presented for people with intellectual disabilities.
Interactive Videos
Based on our findings, we suggest avoiding abstract symbols, such as arrows, to denote menu actions. Instead, input by an in-video facilitator to help users action an interactive element would be more effective.
Scaffolding and call to action
Our research suggests that scaffolding to introduce participants to 360° video technology can be effective with the following steps:
− 360° picture of a familiar environment to reduce initial anxiety − 360° video with internal calls to action to prompt users to practice looking around the virtual scene
Supporting 360° look around with swivel chairs
During our user studies, we noted that participants used their swivel chairs to rotate in the VR experience. This was a common occurrence, keeping the head still and rotating around, event with comorbid physical disabilities affecting the legs. Serendipitously, a recent VR product development called Cybershoes4 utilises swivel chairs by providing tracking devices for feet to swing under the chair; orientation is supported by swiveling. It would be interesting to evaluate this phenomenon we have observed with the new cybershoe hardware and its effectiveness for people with IDD.
Mirroring what the participants sees
Depending on the VR technology used, there are a range of applications that can display what is shown on the VR device when the participant looks around onto another device. In a previous paper, we devised a touch screen application [10] to assist with bridging the gap between the person external to the VR experience and the participant by showing the VR view on a desktop mirror and allowing the touch screen events to be shown as in-situ assistance to the wearer.
In addition, for mobile 360° videos there are readily available applications (e.g. MirrorOp on Google Play) that enable the streaming of 360° video being viewed in a GearVR to desktop systems for viewing by carers.
LIMITATIONS OF THE STUDY
Acknowledging study limitations, including low numbers of participants and lack of categorisation, however, we highlight the consistency in the type of IDD support needs that determined the participants we worked with (i.e. those who attend a centre to build their capability in life skills), as well as the diversity within our group of participants. Whilst this limits our ability to generalise to a given diagnosis, the cohort provides a broad scope that focuses on support needs rather than IDD type. Furthermore, diagnosis can be misleading and not reflect participants' interests and abilities, and we believe that our contribution in this paper is more consistent with how support workers and disability service organisations would consider technological opportunities of 360° video for people they support.
CONCLUSION AND FUTURE WORK
This paper presents a novel and unique perspective on the use of immersive headsets to support training. The story of our iterative design has revealed a number of design considerations that can be reflected upon easily by practitioners with affordable equipment. While this study was not focusing on the training value of such immersive environments, it suggests that there is a valid path to experimenting in this area and further research should focus on such learning benefits. Additionally, long term studies of adoption of such filming and viewing technology in the disability sector would shed light on the sustainability of immersive video approaches to training.
Our major concern in this exploratory work was the ability of IDD users to engage independently with the content. Future work will evaluate the effectiveness of 360° video from a learning perspective. Such tests will involve pre-post evaluations to ascertain the effectiveness of knowledge transfer to participants from exposure to the 360° videos.
