Abstract-The basic polarization phenomenon for i.i.d. sources is extended to a framework allowing dependencies within and between multiple sources. In particular, it is shown that taking the polar transform of a random matrix with i.i.d. columns of arbitrary (correlated) distribution allows to extract the randomness and dependencies. This result is then used to develop polar coding schemes (having low complexity) for: (1) distributed data compression, i.e., Slepian-Wolf coding (without decomposing the problem into single-user problems), (2) compression of sources with memory, (3) compression of sources on finite fields, extending the polarization phenomenon for alphabets of prime cardinality to powers of primes. A connection to problem of constructing extractors in computer science is discussed.
I. INTRODUCTION
A new technique called 'polarization' has recently been introduced in [3] to develop efficient channel coding schemes. The codes resulting from this technique, called polar codes, have several nice attributes: (1) they are linear codes generated by a low-complexity deterministic matrix (2) they can be analyzed mathematically and bounds on the error probability (exponential in the square root of the block length) can be proved (3) they have a low encoding and decoding complexity (4) they allow to reach the Shannon capacity on any discrete memoryless channels (DMC). These codes are indeed the first codes with low decoding complexity that are provably capacity achieving on any DMC.
The key result in the development of polar code is the so-called 'polarization phenomenon', initially shown in the channel setting in [3] . The same phenomenon admits a source setting formulation, as follows.
Theorem 1.
[ [3] , [4] ] Let X = [X 1 , . . . , X n ] be i.i.d. Bernoulli(p), n be a power of 2, and Y = XG n , where G n = 1 0 1 1 ⊗ log 2 (n) . Then, for any ε ∈ (0, 1),
where H(p) is the entropy of a Bernoulli(p) distribution.
Note that (1) implies that the proportion of components j for which H(Y j |Y j−1 ) ∈ (ε, 1 − ε) tends to 0. Hence most of the randomness has been extracted in about nH(p) components having conditional entropy close to 1 and indexed by
and besides o(n) fluctuating components, the remaining n(1− H(p)) components have conditional entropy below ε.
This theorem is extended in [4] to X = [X 1 , . . . , X n ] being i.i.d. from an arbitrary distribution µ on F q , where q is a prime, replacing H(p) by H(µ) (and using the logarithm in base q). It is however mentioned that the theorem may fail when q is not a prime but a power of a prime, with a counter-example provided for q = 4. In Section III-B of this paper, we show a generalized version of the polarization phenomenon, i.e., of Theorem 1, for powers of primes (we show it explicitly for powers of 2, but the same holds for arbitrary primes). Also, the formulation of Theorem 1 is slightly more general in [4] , it includes an auxiliary random variable Y (side-information), which is a random variable correlated with X but not intended to be compressed, and which is introduced in the conditioning of each entropy term. Although this formulation is mathematically close to Theorem 1, it is more suitable for an application to the Slepian-Wolf coding problem (distributed data compression), by reducing the problem to single-user source coding problems. A direct approach for this problem using polar codes is left open for future work in [4] ; we investigate this here in Section III-A. Finally, we also generalize Theorem 1 to a setting allowing dependencies within the source (non i.i.d. setting.)
This paper provides a unified treatment of the three problems mentioned above, namely, the compression of multiple correlated sources, non i.i.d. sources and non binary sources. The main result of this paper is Theorem 2, where a "matrix polarization" shows how not only randomness but also dependencies can be extracted using G n . Some results presented in this paper can be viewed as counter-parts of the results in [2] for a source rather than channel setting. Reciprocally, some results presented here in the source setting can be extended to a channel setting (such as channels with memory, or nonprime input alphabets). Finally, connections with extractors in computer science are discussed in Sections IV.
Some notations
• For a matrix A, the matrix A ⊗k is obtained by taking k Kronecker products of A with itself.
, and it is ε-deterministic if H(Z) ≤ εk. We also say that Z is ε-deterministic given W if H(Z|W ) ≤ εk. 
Moreover, the computation of Y as well as the reconstruction of X from the non-deterministic entries of Y can be done in O(n log n), with an error probability of O(2 −n β ), β < 1/2, using the algorithm polar-matrix-dec.
Remarks.
• The multiplication XG n is over F 2 • The sets R ε , D ε depend on the distribution µ (and on the dimensions m and n), but not on the realization of Y . These sets can be accurately computed in linear time (cf. Section V).
• To achieve an error probability of O(2 −n β ), one picks
The following lemma provides a characterization of the dependencies in the columns of Y , it is proved in Section VI-A.
Lemma 1. For any ε > 0, we have,
This lemma implies the first part of Theorem 2, as shown in next section. The second part of the theorem is proved in Section VI-B, together with the following result, which further characterizes the dependency structure of Y . Lemma 2. For any ε > 0 and j ∈ [n], let A j denote the binary matrix of maximal rank such that
Note that A j can have zero rank, i.e., A j can be a matrix filled with zeros. We then have,
Moreover, the result still holds when ε = ε n = 2 −n α , for
, and if A j has rank r j , by freezing k j = m − r j components in Y j appropriately, say on B j , we have that A j Y j can be reduced to a full rank matrix multiplicationÃ j Y j [B Hence the number of bits to freeze, is exactly j k j , and as stated in the lemma, this corresponds to the total entropy of Y (up to a o(n)).
A. Proof of Theorem 2 (part 1) and how to set R ε and D ε Let ε > 0 and Let E n = E n (ε) be the set of indices i
Note that for i ∈ E n , there exists a minimal set (not necessarily unique) T j such that
which also implies
and, by the chain rule and defining
where the third inequality uses (3), and from (4),
and
If M is empty output y, otherwise go back to 1.
Note that, using (3) for the definition of S j (and the corresponding D ε ), the realizations of Y j−1 and Y j [S c j ] are known, and with high probability one guesses Y j [S j ] correctly in step 1, because of (5). Moreover, due to the Kronecker structure of G n , and similarly to [3] , step 1. and the entire algorithm require only O(n log n) computations. Finally, from the proof of Theorem 2 part (2), it results that step 1. can also be performed slightly differently, by finding sequentially the inputs Y [j] for j ∈ S j , reducing an optimization over all possible y ∈ F |Sj | 2 , where |S j | can be as large as m, to only m optimizations over F 2 (which may be useful for large m).
III. THREE APPLICATIONS
We present now three direct applications of Theorem 2:
• Distributed data compression, i.e., Slepian-Wolf coding Consider m binary sources which are correlated with an arbitrary distribution µ. We are interested in compressing an i.i.d. output of these sources. That is, let X 1 , . . . , X n be i.i.d. under µ on F m 2 , i.e., X i is an m dimensional binary random vector and, for example,
is the sources output for user i. If we are encoding these sources together, a rate H(µ) is sufficient (and it is the lowest achievable rate). In [7] , Slepian and Wolf showed that, even if the encoders are not able to cooperate, lossless compression can still be achieved at rate H(µ). We now present how to use Theorem 2 to achieve this rate with a polar coding scheme.
Polar codes for distributed data compression: 1. For a given n and ε (which sets the error probability), since each user knows the joint distribution µ, each user can compute the "chart" of the deterministic indices, i.e., the set [Distributed polar compression] For m correlated sources of joint distribution µ, previously described scheme allows to perform lossless and distributed compression of the sources at sum-rate H(µ), with an error probability of O(2 −n √ β ), β < 1/2, and an encoding and decoding complexity of O(n log n).
Note that this result allows to achieve the sum-rate of the Slepian-Wolf region, i.e., a rate belonging to the dominant face of the Slepian-Wolf achievable rate region, it does not say that any rate in that region can be reached with the proposed scheme.
B. Polarization for arbitrary finite fields
In [4] , the source polarization result is stated for sources that are i.i.d. and q-ary, where q is prime. It is also mentioned that if q is not prime, the theorem may fail. In particular, an example for q = 4 is provided where the conclusion of Theorem 1 does not hold. It is also mentioned that if additional randomness is introduced in the construction of the polar transformation (leading no longer to a deterministic matrix G n ), the result holds for arbitrary powers of primes. We show here that a generalized polarization phenomenon still holds for arbitrary powers of primes (we formally show it for powers of 2 only but any prime would work) even for the deterministic polar transform G n . Note: this theorem still holds when q is a power of any prime, by combining it with the result in [4] for prime alphabets. The case where q = 2 m is particularly interesting for complexity considerations (cf. Section V).
Interpretation of Corollary 2: When q is a prime, H(Y j |Y j−1 ) ∈ {0, log q} ± ε, which means that Y j is either roughly uniform and independent of the past or roughly a deterministic function of the past. However, for q being a power of 2 (or a power of a prime), we only get that H(Y j |Y j−1 ) ∈ {0, 1, . . . , log q} ± ε, and previous conclusion cannot be drawn, stressing indeed a different polarization phenomenon. However, Corollary 2 says that if we work with the vector representation of the elements in F q , we still have a 'polarization phenomenon' in the sense of Theorem 2, i.e., for almost all j ∈ [n], a subset of the components of the Y j are either roughly uniform and independent or deterministic functions of the past and the complementary components.
Compression of 2 m -ary i.i.d. sources: For a given X = [X 1 , . . . , X n ], compute Y = XG n and transform Y into Y based on the representation of F 2 m by F m 2 . Organize Y to be an m × n matrix. Note one can equivalently map X into X and then take G n to get Y . This is due to the fact that the F 2 m addition corresponds to the pointwise addition in F If the source is not exactly block i.i.d. but is mixing, i.e., if lim n→∞ P{X n = x|X 0 = x 0 } = P{X n = x}, for any x 0 , we can open windows of length o(m) between the blocks and store without compression these o(m) inter-block bits, which does not increase the compression rate. We are then left with a source formed by blocks which are 'almost' i.i.d. and a similar procedure can be used.
From Theorem 2, we have the following.
Corollary 3. For a binary source consisting of i.i.d. blocks of length m, each block having distribution µ, the polar coding scheme described previously allows to compress losslessly the source at rate H(µ), with an error probability of O(2 −n β ), β < 1/2, and an encoding and decoding complexity of O(n log n).
As discussed previously, a similar result holds for source which are mixing.
IV. EXTRACTORS IN COMPUTER SCIENCE
We have discussed in this paper a procedure to extract randomness, i.e., uniform bits, from non uniform bits. The applications we considered are in compression and coding, but there are also numerous applications of randomness extraction problems in computer science. In particular, there is a notion of "extractor" in theoretical computer science, which aims at extracting uniform bits from sources having much more general assumptions than the one considered here. Phrased in our terminology, an extractor is roughly a map that extracts m bits that are ε-uniform from n bits that have a total entropy at least k, with the help of a seed of d uniform bits. For more details and a survey on extractors see for example [9] , [6] . The notion of ε-uniform, or ε-close to uniform, used in computer science is usually measured by the l 1 -norm, rather than the entropy as used in this paper. Nevertheless, these two notions can be related and this is a minor distinction. Also, the entropy used in the computer science literature is the min-entropy rather than the Shannonentropy, which is a stronger assumption, since the Shannonentropy is an upper bound to the min-entropy. On the other hand, the source for the extractor definition is only assumed to have min-entropy k, and no further assumptions are made on the distribution of X 1 , . . . , X n , whereas in our setting, we consider sources that are at least ergodic and with a known distribution. One should also stress that we did not make use of any seed in our problems 1 . In order to establish a more concrete connection between polar coding and formal extractors, we present here a result which takes into account one of the two caveat just mentioned: we only assume that the source has entropy at least k, without requiring the exact knowledge of the distribution, but we keep an i.i.d. setting. Using Section III-C, one can generalize this result to a setting where the source is mixing, but in even then we do not make use of any seed. In particular, if one could use a seed, ideally of small size, e.g., O(log n), to turn an arbitrary source of lower-bounded entropy, into a mixing source of comparable entropy, one could use the following result to construct real extractors (work in progress).
2 be the matrix obtained by deleting the columns of G n that are not in R ε 2 /2n (p(k)), where p(k) is one of the two binary distribution having entropy H(p(k)) = k/n (and R ε (·) as defined in (2)).
Note that Pext benefits from the low encoding complexity of G n , namely O(n log n). 
This result is proved in Section VI-C, and using Section III-C it can be extended to a setting where the source is mixing. Note that even in a mixing setting, the source entropy is Ω(n), which is indeed a regime where good extractors are known [10] .
V. DISCUSSION
We have treated in this paper three problems, namely, compression of correlated sources, sources with memory and sources on finite fields, with a unified approach using a matrix polarization (Theorem 2), and we provided polar coding schemes for each of these problems. The advantage of using polar coding schemes is that these schemes have low encoding and decoding complexity, and achieve the optimal performance (Shannon limit) meanwhile affording mathematical guarantees on the performance, as described in Corollaries 1, 2 and 3.
One can now also combine these different problems. Namely, for multiple sources that are define on some finite fields, with some well-behaved correlations between and within themselves, one can, using the interleaving trick and the vector representation described respectively in Sections III-C and III-B, organize the sources outputs in a matrix form so as to meet the hypotheses of Theorem 2, and hence have a polar compression scheme requiring the minimal compression rate. One can also translate the results in this paper to a channel setting, such as m-user multiple access channels (already treated in [2] ), channels with memory or channels with non binary fields inputs, by using duality arguments.
Although the results in this paper are expected to hold when m = o(n), one has to be careful with the complexity scaling when m gets large. In that regard, an advantage of using finite fields of cardinality q = 2 m rather than modular fields of prime cardinality, is that some operations required in the polar decoding algorithm are convolution-like operations over the underlying field, and as the FFT algorithm allows to reduce the computational cost of a convolution from O(q 2 ) to O(q log 2 q) when q is a power of 2, one can benefit from this fact.
We have assumed in this paper that the sets D ε (µ) and R ε (µ) can be computed, without discussing how. The first reason why we do not stress this aspect here, as in other papers in polar coding, is that these sets do not depend on the realization of the source(s). Namely, if one is able to compute these sets once for several values of interest of ε and of the dimensions, one can then use the same sets for any outputs realizations. This is fundamentally different than the decoding algorithm which takes the source realization as an input. Yet, it is still crucial to be able to compute these sets once, for the parameters of interests. In order to do so, there are at least two possible approaches. The first one is via simulations, and is discussed in [3] : using the Kronecker structure of G n , it is possible to run simulations and get accurate estimate of the conditional entropies H(Y j |Y j−1 ), in particular (from Section II-A) of the sets D ε (µ) and R ε (µ). Another option is to use algorithms to approach the exact values of H(Y j |Y j−1 ) within a given precision, in linear time; this has been proposed in particular in [8] . It would also be interesting to have mathematical characterizations of these sets. At the moment, this is an open problem, even for the simplest settings (single binary i.i.d. source, or in the channel setting, the binary erasure channel).
VI. PROOFS

A. Proof of Lemma 1
In order to prove Lemma 1, we need the following definition and lemmas.
Definition 4. For a random vector
. binary random variables in {−, +} with uniform probability distribution, and let
, where the order between (−, +)-sequences is the lexicographic order (with − < +).
Note that
where X is the matrix whose columns are i.i.d copies of V . The following lemma justifies the definition of previous random processes. 
The proof is a direct consequence from the fact that the Proof: For n = 2, we have
with equality in the (7) if S = [m]. For n ≥ 2, the same expansion holds including in the conditioning the appropriate "past" random variables.
Note that because η k [S] is a martingale for S = [m], the sum-rate H(µ) is conserved through the polarization process. Now, using previous lemma and the fact that η k [S] ∈ [0, |S|] for any S, the martingale convergence theorem implies the following. 
The point of previous expansions is to bring the expression appearing in a one-step polarization transform of a scalar (or single-user) source. It is shown in [4] (and indirectly in [3] ) that if A 1 , A 2 are binary random variables and B 1 , B 2 are valued in arbitrary sets such that P A1A2B1B2 (a 1 , a 2 , b 1 , b 2 ) = P (a 1 +a 2 )P (a 2 )Q(b 1 |a 1 +a 2 )Q(b 2 |a 2 ), for some conditional probability distribution Q and binary probability distribution P , then, for any a > 0, there exists b > 0 such that
, 1} ± a. This is indeed exactly the setting posed in equation (2) of [4] for the polarization of a single source polarization with side information. Hence, we set
and we can pick δ small enough to lower bound (8) and show that
We then get the following using Corollary 4 and Lemma 6.
Corollary 5. With probability one, lim k→∞ η k [S] ∈ {0, 1, . . . , |S|}.
Finally, Lemma 4 and Corollary 5 imply Lemma 1.
B. Proof of Lemma 2 and Theorem 2 part (2)
In order to prove Theorem 2 part (2), we basically need to show that part (1) still holds when taking ε scaling like ε n = 2 −n α for α < 1/2, as in [5] . We did not find a direct way to show that when η k [S] converges to |S|, it must do it that fast (the sub-martingale characterization is too week to apply results of [5] directly). This is why we looked into Lemma 2. By developing a correspondence between previous results and analogue results dealing with linear forms of the X[S]'s, we are able to use the speed convergence results shown for the single-user setting and conclude. This approach was developed in [2] for the multiple access channel, below is the counter-part for our source setting. This lemma is proved in [1] . Using this result, we have that for j ∈ E n , there exists a matrix A j of rank r j = |S j |, such that
This implies the first part of Lemma 2, and we now show how we can use this other characterization of the dependencies in Y to conclude a speed convergence result. We first need the following "single-user" result.
Lemma 8. For any β < 1/2 and ε n = 2 −n β , we have,
Proof: We define the auxiliary family of random pro-
where, for a binary uniform random variable A and an arbitrary random variable B, Z(A|B) = 2E B (P{A = 0|B}P{A = 1|B}) 1/2 is the Bhattacharyya parameter. Note that
(This also follows from Proposition 2 in [4] .) We then have, using the chain rule and source polarization inequalities on the Bhattacharyya parameter, namely Proposition 1 in [4] , that 
which implies Lemma 2. To conclude the proof of Theorem 2 part (2), let ε n = 2 −n α and E n = E n (ε n ) be the set defined through (10) (which, in view of previous results, is equivalent to the definition given in Section II-A). We then have for j ∈ E n that the components S j to be decoded in Y j are not correctly decoded with probability P e (j) ≤ H(A j Y j |Y j−1 ) ≤ ε n , and the block error probability is bounded as P e ≤ j∈En P e (j) ≤ nε n , so that taking α < 1/2 large enough, we can reach a block error probability of O(2 −n β ) for any β < 1/2.
C. Proof of Lemma 3
For j ∈ R ε 2 /2n (p(k)), 
where the last equality follows from the fact that Y (p) is independent of W since X(p) is independent of Z. Therefore, for any X(p) i.i.d. such that H(p) ≥ k/n and for any j ∈ Rε(p(k)), we have
≥ |Rε(p(k))|(1 −ε).
Hence, defining by µ R the distribution of Y (p)[Rε(p(k))] and U R the uniform distribution on Rε(p(k)), we have
Using Pinsker inequality and (13), we obtain
Finally, we have from Theorem 1 |Rε(p(k))| = k + o(n).
