We show how the Dirac equation in three space-dimensions emerges from the large-scale dynamics of the minimal nontrivial quantum cellular automaton satisfying unitariety, locality, homogeneity, and discrete isotropy, without using the relativity principle. The Dirac equation is recovered for small wave-vector and inertial mass, whereas Lorentz covariance is distorted in the ultra-relativistic limit. The automaton can thus be regarded as a theory unifying scales from Planck to Fermi. A simple asymptotic approach leads to a dispersive Schroedinger equation describing the evolution of narrow-band states at all scales.
Since the beginning of the path-integral approach [1] , lattice gauge theories [2] have been studied extensively as discrete approximations of quantum field theories. For free fields lattice models have been proposed by Nakamura [3] and Bialynicki-Birula [4] , giving the Dirac equation in the continuum limit. Similar models have been developed for simulating Fermi gas on a lattice by Meyer [5] and Yepez [6] . A lattice theory is in all respects a quantum version of a cellular automaton [7, 8] , and, as such, is evocative of a new fundamental physical mechanism, in the spirit of Feynman's and Wheeler's paradigm of physics as information processing [9] . However, so far, only classical automata have been contemplated as microscopic mechanisms [10, 11] , whereas lattice gauge theories have been relegated to mere computational tools for recovering the field theory in the continuum limit.
Taking the quantum cellular automaton (QCA) as the microscopic mechanism for an emergent quantum field has been recently suggested in Refs. [12] [13] [14] [15] [16] as a framework to unify an hypothetical discrete Planck scale with the usual Fermi scale of high-energy physics. The additional bonus is that the automaton is also the canonical solution to all issues raised by both the continuum and the infinite-volume of the field description, including divergencies and localizability. Moreover the automaton is the ideal framework for a quantum theory of gravity, being quantum ab initio, and incorporating naturally the informational foundation for the holographic principle-a relevant feature of string theories [17, 18] and the main ingredient of the microscopic theories of gravity of Jacobson [19] and Verlinde [20] . Finally, a theory based on a QCA assumes just interacting quantum systems, with space-time as emergent as well as the mechanics.
The discreteness of the Planck-scale has the consequence that Lorentz covariance and all continuous symmetries of the field theory are no longer valid, and are recovered at the Fermi scale in the same way as in the doubly-special relativity of Amelino-Camelia [21, 22] , and in the deformed Lorentz symmetry of Smolin and * dariano@unipv.it; http://www.qubit.it † paolo.perinotti@unipv.it; http://www.qubit.it
Magueijo [23, 24] . Recently, potential experimental tests of violations of covariance and Planck-scale phenomenology have been proposed by several authors [25] [26] [27] [28] .
The QCA consists in cells of quantum systems interacting with a finite numer of other cells via a unitary operator. After early stimulating ideas of R. Feynman [29] , the first QCA has been introduced in Ref. [30] , and only a decade later entered rigorous mathematical literature [31] [32] [33] [34] [35] . In general a QCA evolves a quantum field that can have any statistics. However, when the evolution is linear as in the present letter, the single-particle dynamics fully specifies the automaton [36] .
In this letter we will show how the Dirac equation in three space-dimensions can be derived from fundamental principles of information processing, without appealing to special relativity. The Dirac equation emerges from the large-scale dynamics of the minimum-dimenison QCA satisfying unitariety, locality, homogeneity, and discrete isotropy. More precisely, the Dirac equation is recovered for small wave-vectors and inertial mass. Lorentz covariance is generally distorted as in Refs. [21] [22] [23] [24] in the ultra-relativistic limit of very large wave-vectors. We also provide an analytical description of the QCA for the narrow-band states of quantum field theory in terms of a dispersive Schroedinger equation holding at all scales.
The goal is now to derive the free Dirac quantum field theory as emergent from a QCA representing just interactions among identical quantum systems in a denumerable set G, and without assuming background space-time and relativity. Instead, we will take for granted the following requirements for the interactions: 1) locality, 2) homogeneity, 3) isotropy and 4) unitarity. The systems are evaluations ψ(g) of an s-dimensional complex vector field operator ψ over the set G. The interaction among systems is described by transition matrices A gg on C s between systems g, g ∈ G which gives the evolution of ψ(g) as g ∈Sg A gg ψ(g ) where S g ⊆ G is the set of systems interacting with g. The locality requirement amounts to ask that S g is finite for every g. The homogeneity requirement means that the cardinality |S g | is independent of g and the set of matrices {A gg } g ∈Sg is the same for every g, whence we will identify the matrices A gg = A h for some h ∈ S with |S| = |S g |. For the following assumption of isotropy of the interaction we require that if the evolu-tion of ψ(g) involves ψ(g ) also the viceversa is true, i. e. A gg = 0 iff A g g = 0. Thus, the structure of the connections between systems can be conveniently regarded as the application of generators (and their inverses) h ∈ S of a discrete group, which allows one to move from an element g ∈ G to another element g = hg ∈ G, whence the set G is identified with the group itself. We can define the graph describing the interacting set of systems, by taking them as the nodes of the graph, with the links corresponding to their interactions. Such graph is the Cayley graph Γ(G, S) of the group G. Generally we will consider also self-interactions, whence we will include the identity e ∈ G in the generator set S, and write S = S + ∪S − ∪{e}, where S − is the set of inverses of the elements of S + . The requirement of unitariety corresponds to assuming an irreducible faithful representation T of G over the Hilbert space 2 (G) such that the following operator is unitary
A reducible T would correspond to split the automaton A into a direct sum of automata. Finally, we say that the automaton is isotropic if there exists a faithful representation U over C s of some group L transitive over S + such that one has the covariance
The above QCA corresponds to the description of a physical law by a quantum algorithm with finite algorithic complexity, with homogeneity corresponding to the universality of the law. One can easily recognize the generality of the construction, considering that the group G is abstractly introduced via generators and relators: G can be a random group, have tree-shaped graph, and many other situations. The whole physics will emerge without requiring any metrical structure, since the group is defined only topologically. The cardinality of the group G can be finite or infinite, depending on its relators. The most interesting case in the present context is that of a finitely generated infinite group. Among infinite groups G we will restrict to those having a Cayley graph that is quasi-isometrically embeddable [37] in the Euclidean space R d [38] . Without loss of generality we will restrict our attention to connected groups [39] . In the following we will consider the simplest nontrivial automaton satisfying our four requirements (locality, homogeneity, isotropy, and unitarity) quasi-isometrically embeddable in R d , with d = 1, 2, 3. The minimal dimension for a non trivial evolution is s = 2 [40] . We discover that such a unique automaton (modulo the CP symmetry) for large-scales describes the Weyl quantum field equation. Therefore, the Weyl field dynamics emerges from the automaton with minimal quantum-algorithmic complexity, having only a single bit as a free parameter. We then couple two Weyl automata in the only possible way consistent with all above requirements, specifically with locality, and discover that such a unique automaton (modulo the CP symmetry inherited by the Weyl) describes the Dirac quantum field equation.
We now consider d = 3. By geometric-group theoretical arguments it can be proved that the only groups whose Cayley graphs are quasi-isometrically embeddable in R 3 are just the Bravais lattices.
[41]. However, the only Bravais lattices that are topologically inequivalent (i.e. modulo stretching transformations that do not change the graph) are the simple cubic (PC), the body centered cubic (BCC), and the rhombohedral, corresponding to coordination numbers 6, 8, and 12, respectively. We will see now that the unitarity constraint is so strict that for s = 2 it will select the BCC as the only possible G (for a detailed derivation see Ref.
[40].
Since we are considering lattices in R 3 we will denote the group elements as usual by boldfaced vector notation as n ∈ G, and generators as h ∈ S. Moreover, since the group is abelian we will use the + notation for the group composition, and 0 for the identity. The space 2 (G) of the irrep of G will be the span of {|n } n∈G and the unitary irrep is defined through the generators representation T h . Being G abelian, the unitary irreps are one-dimensional, and are classified by the joint eigenvectors |k of T h corresponding to T hi |k = e −iki |k , with k belonging to the first Brillouin zone B, and k i := k · h i , where we number the elements h j of the generator set S, as h 1 = 3 
where A k := h∈S e ih·k A h is unitary for every k. Notice that A k is a matrix polynomial in e ih·k . The unitarity conditions on A k for all k ∈ B then read
The requirement of isotropy for the automaton needs the existence of a group that acts transitively over the generator set S + with a faithful representation that satisfies Eq. (2) . Notice that upon defining (I ⊗ A † k=0 )A =: h∈S T h ⊗A h , one has h∈S A h = I s , namely, modulo a uniform local unitary we can always assume
The isotropy requirement implies that A k=0 commutes with the representation of the isotropy group L, whence we can classify the automata by requiring identity (5) and then multiplying the operator A on the left by (I ⊗ U ), with U commuting with the representation of L. In the case that the representation is irreducible, by Schur lemma we have only U = I s . Up to now everything holds for general s: from now on we will restrict to s = 2. In [40] a lengthy derivation leads to the only two possible nontrivial automata parametrized by ζ = 1±i 4
The eigenvalues of the automaton
where
. In terms of the Pauli matrices Eq. (6) becomes
and one can easily see that A
* , namely the two automata are related by chirality (complex conjugation is defined with eigenvectors of σ z as real).
Using Eq. (8) one can easily verify that both automata A ± k are covariant under the group L of binary rotations around the three principal axes of the cube, with the SU(2) representation. Such a group is transitive on S + , whence both automata are isotropic. We will see later that both automata give the Weyl equation in the relativistic limit |k| 1. We now couple two Weyl automata by performing their direct-sum and coupling them with off-diagonal blocks in such a way that the whole matrix be unitary. Locality of the coupling requires the off-diagonal blocks to be independent of k in the k-representation, and then, due to unitarity, the two diagonal blocks must be reciprocally adjoint. Imposing unitarity then leads to
with n 2 + m 2 = 1. The eigenvalues of E
Notice that the two Dirac automata are related each other by a CPT symmetry [42] . For embedding in R 2 it is easy to see that the only two Bravais lattices that are topologically inequivalent are the simple-square and the hexagonal. In Ref. [40] it is shown that unitarity can be only achieved for the 2 , ∆ 2 y = 50, with |u1(k) denoting the spin-up component of the particle eigenvector. The color code corresponds to the spin-component relative weight (hue) and relative phase (saturation). Notice the colored square with vanishing small probability, corresponding to the causal velocity, which is √ 2 times larger than the propagation speed.
square lattice, and for s = 2 there is only one isotropic Weyl automaton, given by
for ζ := 1+i 4 . As for R 3 the only possible local coupling has the same form of Eq. (9), for A k given in Eq. (11), and with dispersion relation
For R 1 the same procedure leads a single Dirac automaton which decouples into two degenerate 2 × 2 identical automata as that in Refs. [13, 43] and with ω In Fig. 1 we show two samples of the evolution of the 2d Dirac automaton are given, for a localized state and for a particle-like state, respectively.
We now show how the 3d Dirac equation emerges in the relativistic limit of |k| 1 (O(m) = O(|k|)). We first we compare the automaton with the Dirac equation in dimensioneless units with dispersion relation ω
, and then we recover the usual Dirac equation with dispersion ω
2 by introducing dimensions in the automaton . We compare the two evolutions for a particle state in a fixed spin state, with a narrow packet around k 0 1, with variance σ |k 0 |. The trace-norm distance between the output states from the same input state evolved under the Dirac Hamiltonian and under the automaton, respectively, is given by √ 1 − F 2 , where F is the fidelity between the two states, which is given by
where N is the number of steps of the automaton (each corresponding to a Planck time for the Dirac evolution, or equivalently to an integer time for a Dirac equation written in dimensionless form in Planck units), the expectation is over the input state, and the operator ∆(k) :
where the term O(N −1 k 2 ) comes from the mismatch between the eigenvectors of the automaton and the Dirac particle states. One can see the the fidelity approaches F = 1 in the relativistic limit, for not too large number of steps. In the relativistic scale k m 1, for a proton mass one has N m −3 = 2.2 * 10 57 , corresponding to t = 1.2 * 10 14 s = 3.7 * 10 6 years. The approximation is still good in the ultra-relativistic case k m, e.g. for k = 10 −8 (as for UHECRs), where it holds for N k −2 = 10 16 steps, corresponding to 5 * 10 −28 s. We convert dimensionless to dimensionful quantities through the Planck units l P , m P , and t P as follows
where c is the speed of light, µ the rest mass, p the momentum. The above choice corresponds to taking m P as the bound for rest-mass of the particle, l P as half of the side of the conventional BCC cell, and t P as the time of a single automaton step. Upon substituting Eq. (13) one can immediately check that ω
One can also see that the speed of light c is slower than the causal speed by a factor √ 3. Indeed, isotropy is recovered only in the relativistic limit: at the Planck scale there is a possibility of propagation at speed higher than c, however, bounded by √ 3c and with a negligible probability, as shown in Fig. 1 . Notice that a similar analysis holds also for d = 1, 2, and the rescaling factor in the general case is √ d. In Fig. 2 we report the dispersion relation for the Dirac auomaton for d = 2, 3 with m = 0. In the 3d dispersion relation, in addition to the central ball in the rightmost figure, corresponding to the usual particle dispersion, one can notice four balls corresponding to the so-called Fermion-doubling [44, 45] [46]. The plot of the group velocity of the 2d automaton exhibits anisotropy, however, the flat central area incorporates huge ultrarelativistic moments with velocity still perfectly isotropic.
For narrowband states around k = k 0 we can approximate analytically the automaton evolution also in the Planck regime, by the following dispersive Schroedinger differential equation
whereψ(x, t) is the Fourier transform ofψ(k, t) := e −ik0·x+iω0t ψ(k, t), and v and D are the drift
, respectively. The Schroedinger equation is just the secondorder k-expansion around k 0 . This equation approximates well the evolution, also in the Planck regime for many steps, depending on the bandwith (see Ref.
[47]).
In conclusion, we remark that Lorentz covariance is obeyed only in the relativistic limit |k| 1, whereas the general covariance (corresponding to invariance of ω E ± (k)) is a nonlinear deformation of Lorentz, with additional invariants in the form of energy and distance scales [48] , as in the doubly-special relativity [21, 22] and in the deformed Lorentz symmetry [23, 24] , for which the automaton then represents a concrete microscopic theory. Correspondingly in the super-relativistic scale also CPT symmetry of Dirac is broken. [31, 33] , the latter corresponding to unitary evolutions over Hilbert spaces, the former to automorphisms of C * -algebras [35] . Due to linearity of the automaton in the present case the two terminologies coincide.
[37] M. R. Bridson, in The Princeton Companion to Mathematics, edited by T. Gowers, J. Barrow-Green, and I. Leader (Akademie der wissenschaften in kommission bei W. de Gruyter u. Company, 1949).
[38] The countiung metric cannot be equivalent to the Euclidean metric due to the famous Weyl-tiling issue [49] . However, recently the notion of quasi-isometrical embedding f has been introduced of a metric space M1 into a matric space M2, maning that ∀z ∈ M2 : ∃x ∈ M1 : d2(z, f (x)) ≤ C and there exists A > 0 and B ≥ 0 such that ∀x, y ∈ M1 one has [41] The proof has been given by Michael Kapovich in Ref.
[51].
[42] Here the charge conjugation C is the conjugation of E ± k by Dirac γ2 matrix, the parity P corresponds to the inversion k → −k, and T is the time reversal (corresponding to taking the adjoint of the E ± k ). In the relativistic limit the symmetries are the usual ones.
[ We provide here the details of the derivation of the Weyl and Dirac dynamics as emergent from simple requirements on the evolution of a denumerable set G of identical quantum systems, without assuming a background space-time nor relativity. The assumptions we use are: 1) locality, 2) homogeneity, and 3) isotropy and 4) unitarity, that are discussed in detail in the letter. The general automata satisfying these requirements are then characterized by a unitary operator on
T being an irrep of the group G, and S = S + ∪ S − ∪ {e} being the finite set of generators of G. Moreover, by isotropy, the automaton unitary A must be covariant under a representation U of some group L which acts transitively over S + , namely
In the following we will consider automata that are quasi isometrically embeddable in R d . We discover that for d = 1, 2, 3 the simplest nontrivial automaton satisfying our four requirements (locality, homogeneity, isotropy, and unitarity), which has s = 2 and is unique (modulo a discrete binary symmetry in the case d = 3). Such unique automaton, in the large-scale limit, exactly describes the Weyl quantum field equation. We then couple two Weyl automata in the only possible way consistent with all above requirements (specifically locality), and we discover that also this automaton is unique (modulo discrete symmetries) exactly describes the Dirac quantum field equation.
The quantum automaton with minimal complexity: the Weyl automaton
The Groups whose Cayley graphs are quasiisometrically embeddable in R d are just the Bravais lattices. Since we are considering lattices in R d we will denote the group elements as usual by boldfaced vector notation as n ∈ G, and generators as h ∈ S. Moreover, since the group is abelian we will use the + notation for the group composition, and 0 for the identity. The space 2 (G) of the irrep of G will be the span of {|n } n∈G and the unitary irrep is defined through the generators representation
The unitary operator of the automaton is then given by
One has [A, T h ⊗ I s ] = 0. Being the group abelian, the unitary irreps are one-dimensional, and are classified by the joint eigenvectors of T h
where we number the elements h j of the generator set S.
Expanding |k = n∈G c n (k)|n , the last equation reads
namely
whereh j · h l = δ jl . Finally this implies
(A8) In order to define the Brillouin zone B, consider that the Bravais lattice is generated by only d independent vectors h i ∈ S + ∪ S − . Then |k = e iθ |k if and only if e i(k−k )·n = e iθ . Taking then n, m ∈ Z, we have e i(k−k )·(n−m) = 1. One can easily prove that the last condition is equivalent to the existence of
, we have c k = 2l k π. Two states |k and |k are then equivalent if k − k = 2π i l ihi . Finally, since the choice of independent vectors h i among nearest neighbors is arbitrary, the Brillouin cell is defined through the following set of linear constraints
whereh i is any element of the dual set {h i } for any choice of independent vectors set {h i }. Notice that
Translation invariance of the automaton in Eq. (A4) then implies the following form for the unitary operator A
where A k = h∈S e ih·k A h is unitary for every k. Notice that A k is a matrix polynomial in e ih·k . The unitarity conditions on A k for all k ∈ B then read
As explained in Sect. A 1, the requirement of isotropy for the automaton needs the existence of a group that acts transitively over the generator set S + with a faithful representation that satisfies Eq. (A2). Notice that one has the identity
with h∈S A h = I s , namely, modulo a uniform local unitary we can always assume
The isotropy requirement implies that A k=0 commutes with the representation of the isotropy group L, whence we can classify the automata by requiring identity (A14) and then multiplying the operator A on the left by (I ⊗ U ), with U commuting with the representation of L. In the case that the representation is irreducible, then by Schur lemma we have only U = I s . Notice that unitarity of A k for s = 1 amounts to the requirement that, for every k ∈ B, | h∈S z h e ih·k | = 1 with z h ∈ C. This is possible only if z h = δ h0h for some generator h 0 . However, the only choice of h 0 compatible with isotropy is h 0 = 0, thus providing the trivial automaton A = I. From now on we will then consider the simplest nontrivial automaton, having s = 2.
For d = 3, the only graphs that are topologically inequivalent (i.e. modulo stretching transformations that do not change the graph) are the simple cubic (PC), the body centered cubic (BCC), and the rhombohedral, corresponding to coordination numbers 6, 8, and 12, respectively. We will see now that the unitarity constraint is so strict that it will select only the body centered cubic as the only possible group for dimension s = 2.
Before starting the analysis of unitarity conditions on different lattices, let us introduce some notation that will be useful in the following. First of all, let us introduce the polar decomposition of operators A h as follows
with V h unitary. Notice that the condition of Eq. (A12) with h = 2h is equivalent to A h A † −h = 0, namely |A h ||A −h | = 0. Now, since s = 2 and by definition the |A ±h |'s are positive, the last condition can be satisfied only with |A ±h | = 0 and arbitrary nonzero |A ∓h |, which would not satisfy isotropy, or with
where η +h |η −h = 0, V h = V −h , and we can always choose α h ≥ 0 for every h.
We will now show that it is impossible to satisfy the unitarity conditions in Eq. (A12) on a PC lattice. The generators h in this case are six, that can be classified as S ± = {±h 1 , ±h 2 , ±h 3 }. First, consider the directions h = h i ± h j . In this case Eq. (A12) provides the following conditions
Multiplying the conditions in Eq. (A19) by A † hi on the left and by A hj on the right
and exploiting the conditions in Eqs. (A18) and their adjoints, the l.h.s. of Eq. (A21) can be re-written as follows
Finally, by (A19), the l.h.s. in Eq. (A21) becomes
which in turn implies
This implies that the |A hi |'s are all diagonal in the same basis {|η + , |η − }, and we can write A hi in the following form
where V i := V hi , and α i , β i > 0. In order to satisfy the conditions in Eq. (A19) and (A20), however, one has to fulfill also the following equations
and upon multiplying both sides by V † i on the left and by V j on the right, one has
that implies V † i V j |η − ∝ |η + , namely
where σ k denote the Pauli matrices in the basis η + , η − , and where the complex vector n ij is of the form n ij = (a ij , b ij , 0). Now, using the identity
for consistency one must have
which cannot be satisfied for all vectors n ij coplanar, namely of the form n ij = (a ij , b ij , 0). Therefore one cannot fulfill the unitarity requirement for the PC lattice. Let us now consider the BCC lattice. The four vectors h i of S + can be chosen as follows
The twelve dual vectorsk i satisfying h i ·h j = δ ij are the followingh
modulo permutations of the three components and an overall sign. The first Brillouin zone for the BCC lattice is defined by
which in Cartesian coordinates, using Eq. (A32), reads
Let us now solve the unitarity conditions. Here we have three kinds of conditions: i) h connects vertices that are opposite, namely h = ±2h i . In this case one has
thus leading to the condition of Eq. (A16), or ii) h = h i − h j . One can see that there are only two terms in the sums in Eq. (A12), thus leading to the same conditions as in Eqs. (A17) and (A19), namely
or finally iii) h = h i + h j , which due to the identity
One can see that there are now four terms in the sums in Eq. (A12), leading to the following new conditions
The condition in Eq. (A16) clearly implies that
±hi . Moreover, the isotropy hypothesis can be translated into the condition
with α ± ≥ 0 and α + + α − > 0. Consider now the condition in Eq. (A37). Multiplying on the left by A † hi and on the right by A hj we obtain
and using the condition in Eq. (A35) we have
which can be fulfilled only in the following two cases
In this case one has clearly |A hi ||A hj | = |A hj ||A hi | = 0. In turn, this implies that η +,i |η +,j = 0, i.e. |η +,j η +,j | = |η −,i η −,i | and
where V i , V j are unitaries.
Eq. (A43) along with Eq (A19) imply
A †
hi A hj = 0. In this case a similar analysis provides the following identities
Eq. (A45) along with Eqs. (A17) imply
These imply that taking
with v jl unit length complex vector lying in the xy plane.
On the other hand, by Eq. (A19) or (A17), considering that |η −,i η −,i | = I − |η +,i η +,i | respectively, we have
Summing both sides of Eq. (A49), we obtain
and then Using now the conditions in Eqs. (A48), we have
and finally v jl = in jl with n jl = −n lj real. In order to satisfy any of the conditions of item 1 or item 2 with the three couples (h i , h j ), (h i , h l ), and (h i , h k ), we need to fulfill the following condition
which is possible only if
This condition however is incompatible with the requirement in Eq. (A48) with n jl , n lk , and n jk all lying in the xy plane. Finally, this implies that the conditions of item 1 or item 2 can be satisfied only by one or two different values of j for fixed i.
Modulo relabelings of the vertices, we then have without loss of generality one of the three following sets of conditions
The conditions in Eqs. (A55) and (A56) lead to the same solutions modulo the exchange of A hi and A † hi , or equivalently modulo the PT symmetry A k → A † −k . We will then focus only on the two conditions in Eqs. (A54) and (A55).
Let us first consider the five conditions that are common to both Eqs. (A54) and (A55), namely
According to Eqs. (A43), the conditions in Eq. (A57) imply
where M := |η +,1 η +,1 | = |η +,4 η +,4 | = |η −,2 η −,2 | = |η −,3 η −,3 |, with the following constraints on the uni-
where σ z = M − (I − M ) = 2M − I, and the real vectors n i lie in the xy plane. Notice that the conditions in Eq. (A58) are now immediately satisfied. Imposing the conditions in Eq. (A36) and (A37) gives the following new constraints
where n 3 := (cn 1 − sh × n 1 ). Clearly n 3 lies in the xy plane. In order to satisfy the conditions in Eq. (A67), ν must then be real, namely ν = ±1. Including ν in c, s, we then have
In this case the matrix A k has the following form
where now ω = c + is, and we choose n 3 = (1, 0, 0), while θ = (n 2 ) 1 +i(n 2 ) 2 . The unitarity condition for A k finally gives the following constraint
for every choice of k 1 , k 2 (we remind that k 1 + k 2 + k 3 + k 4 = 0, and then k 3 + k 4 = −(k 1 + k 2 )). Finally, this implies that θ = ω and α = 1/2. In order to have A k=0 = I (Eq. (A14)), the only possibility is to have
Then we have
If we instead impose 
Substituting the expression for s n 4 we have
From Eqs. (A76), (A91) and (A92) we immediately conclude
(A93) For s = 0 we recover a special case of the solution as in Eq. (A74). We then consider the case s = 0. Reminding that we are assuming here n 3 not parallel to h, we have n 1 = −n 2 . Finally, from Eq. (A89) we then conclude that c = 0 and s = ±1. Including s in the definition of n 3 , we have
Considering now the condition in Eq. (A83), and multiplying on the left by V † 1 and on the right by V 2 , we obtain
Finally, this implies I −M =M = M . This implies that n 3 · h = 0, namely also n 3 lies in the xy plane. As a result, we have
Repeating the same arguments as for Eq. (A74), we get
The dispersion relations for the automata in Eqs. (A74) and (A103) can be obtained by the same procedure. We will carry out the analysis for Eq. (A74), since the case of Eq. (A103) can be obtained from it by simply exchanging k 2 and k 3 . The eigenvalues of the automaton A k in Eq. (A74) are the following
where ω = r ω + ij ω . Using trigonometric identities, and considering that
with cos θ = r ω and sin θ = j ω . Reminding the expression in Eq. (A31), we can write
In the general case of arbitrary ω, we have
with ζ = (1 + ω)/4 and η = (1 − ω)/4. The unitary A k can be rewritten as
with
Considering the expressions in Eq. (A108), we can conclude the following identities
Using now the following trigonometric identities sin(α + β + γ) = sin α cos β cos γ + cos α sin β cos γ + cos α cos β sin γ − sin α sin β sin γ, cos(α + β + γ) = cos α cos β cos γ − cos α sin β sin γ − sin α cos β sin γ − sin α sin β cos γ,
we can re-write Eq. (A109) as follows
and we used the condition i B i = I, which is a consequence of Eq. (A14), and the definitions
Exploiting Eq. (A111), we obtain
By direct calculation we can get
Let us now consider the point symmetries of the Bravais lattice, namely the symmetries of the cubic cell. There are three groups that are transitive over S + and have no trivial transitive subgroups: 1) the group L 2 of binary rotations around the around the axes joining the center of opposite edges; 2) the group L 3 generated by the rotations around the four ternary axes along the diagonals of the cube; 3) the group L 2 of binary rotations around the three principal axes of the cube. Using the covariance under any of these three groups, thus permuting and/or changing the signs of the α's matrices, it is easy to see that the following identity must hold 2Re ωI = {α x , α z } = 0 (A118) namely ω = ±i. This condition gives the following identities
By conjugating with exp(−iπσ z /4) (which is a local conjugation on the automaton, changing only the representation), we get the following simpler representation
which satisfies
In this representation, the automata in Eq. (A113) with unitary operator A ± k corresponding to ω = ±i become
and can be written as follows
and with the following dispersion relation
In the new representation, the matrices A hi read
As we already noticed, the isotropic automata among the family of Eq. (A103)-more precisely the ones obtained by conjugating with e −i π 4 σz -can be obtained by those in Eq. (A123) simply exchanging k 2 and k 3 , namely k x and k y . We then have
It is more convenient to conjugate the two automata in the last expression in such a way that σ x is multiplied by the coefficient in the second line and σ y by that in the first line. This can be achieved e.g. by conjugating the spatial part of the automaton with the rotation of −π/2 around the z-axis, thus obtaining the two following automata is given by CP symmetry, namely complex conjugation C : A → σ y Aσ y and the symmetry that acts as the spatial inversion P : k → −k. Indeed, the first mapping changes the sign of the coefficients a 
These changes of sign can be compensated by conjugating the automaton by iσ z , which is the element of SU (2) representing the same rotation. Being each automaton covariant under the group L 2 which acts transitively over S + , we conclude that both automata are isotropic, with L = L 2 . Notice that, none of the automata is covariant under L 2 and L 3 (one can easily see that the dispersion relations are not invariant under these groups). However, this is not required for the automata isotropy.
In conclusion, by assuming only unitarity, locality, homogeneity and isotropy, we derive that there exists only two inequivalent quantum cellular automata with minimal-dimension s = 2. Such automata are connected by a reflection throu the plane xz. In Section A 6 we will see that in the relativistic limit for |k| 1 of the two automata coincide and give the Weyl equation.
Coupling Weyl automata: the Dirac automata
In this section we will show that by coupling Weyl automata in the only possible local fashon one obtains two automata that in the relativistic limit of |k| 1 give the Dirac equation.
We couple two arbitrary Weyl automata A and D by performing their direct-sum and coupling them with offdiagonal blocks B and C in such a way that the obtained matrix is unitary. Locality of the coupling requires the off-diagonal blocks B and C to be independent of k in the k-representation, namely as follows
The dispersion relation for this automaton is easily calculated by performing the block-diagonal unitary transformation leading to
and then diagonalizing the two 2 × 2 blocks 
Notice that for mass m = 0 we have n = 1, and then ω E (k) = ω A (k). The group velocities are the following v ± (k) = s 2 − cos 2 k 1 − cos 2 k 2 4 − s 2 (cos 2 k 1 + cos 2 k 2 + 2 cos k 1 cos k 2 ) .
(A177) The projections Π ± k on particle and anti-particle states, corresponding to the degenerate eigenspaces of Z k , can be calculated as follows. Consider the following expression for the unitary A k = S † k A k S k in Eq. (A174)
