Abstract. In this paper we classify the nonnegative global minimizers of the functional
Introduction
In this paper we consider the regularity of the global minimizers of the functional (1.1) J F (u) =ˆΩ F (|∇u| 2 ) + λ 2 χ {u>0} → min over the class of admissible functions u ∈ A = {u ∈ W 1,F (Ω), u − u 0 ∈ W 1,F 0 (Ω)} with F ∈ C 2,1 [0, ∞) satisfying the structural conditions
for some positive constants c 0 , C 0 . Here Ω ⊂ R n is a domain, λ > 0 given constant, W 1,F the Orlicz-Sobolev space generated by F , and u 0 ∈ W 1,F (Ω) given Dirichlet datum.
If the free boundary ∂{u > 0} is smooth then ∇u satisfies the following implicit Bernoulli type condition (1.3) f (∇u) + λ 2 − ∇ ξ f (∇u)∇u = 0, f (ξ) = F (|ξ| 2 ).
One can deduce that |∇u| = λ * on the free boundary, where λ * is determined from the implicit relation λ 2 = 2F (|∇u| 2 )|∇u| 2 − F (|∇u| 2 ).
Throughout this paper we assume λ 2 = 2F (1) − F (1) so that |∇u| = 1 on ∂{u > 0}, see Remark 4.2.
Main Theorem. Let u ≥ 0 be a global minimizer of (1.1) with F satisfying (1.2).
(a) If n = 3 and ∂{u > 0} is a cone and sup F (|∇u| 2 ) < 3 2 F (1) (1.4) then u(x) = max(x 1 , 0) in some coordinate system. (b) Suppose that the rectifiable n − 1 varifold V = (Γ, θ) associated with Γ = ∂{u > 0} has bounded first variation. If for some α ∈ (0, 1) and ξ ∈ Γ (1.5)ˆB ρ(ξ)
|H| ≤ C(ξ, α)r n−2+α , r ∈ (0, R), B R (ξ) ⊂ U ⊂ R n , n = 3 and (1.4) holds then Γ is regular at ξ. Moreover, the singular set has Hausdorff dimension ≤ 1.
The proof follows from the combination of Theorems 6.1 and 6.3 proved below. When F (t) = t p 2 , 2 < p < 5 then our argument shows that (1.4) is satisfied and the homogeneous free boundaries must be flat in R 3 . One of the open questions in the free boundary regularity theory asks whether the global minimizers of the Alt-Caffarelli functional [AC81] are flat in R n , n ≤ 7. Affirmative answer is given for n = 2 [AC81] , n = 3 [CJK04] , n = 4 [JS15] . For n = 7 an analogue of the Simons cone shows that non-flat global minimizers exist for n ≥ 7 [DSJ09] . Our main results contributes in this direction for nonlinear F .
The paper is organized as follows: In section 2 we characterize the flat free boundary points via the variational mean curvature. The free boundary is smooth at the flat points, see Theorem 6.1 [ACF84] . Our argument shows that if the free boundary contains a smooth portion of minimal surface then it should be a plane.
In section 3 we recall some well-known facts about varifolds. The main tool we need to prove our main theorem is the Allard monotonicity formula. For this we need to consider the first variation of the varifold constructed from Γ, and show that the first variation is finite for Lipschitz multigraphs with nonnegative mean curvature using the weak convergence of mean curvature measure [DTW12] . To every varifold with bounded first variation one can assign a Radon measure which in the case of smooth varifold agrees with the mean curvature vector, which is the trace of the second fundamental form. If the relative density of this measure decays sufficiently fast at some point ξ then it implies existence of tangent cones. For the classical case [AC81] the existence of tangent cones follows from the monotonicity formula of Weiss [Wei98] which is a version of linearized radially symmetric entropy for minimal surfaces in R n . Section 4 contains the main technical tool to be used in the proof of Main Theorem, the stability inequality (4.1). We follow the argument of [CJK04] closely. Our main task is to obtain the expansion for the gradient term for perturbed function in the functional which in the classical case c easily follows from divergence formula thanks to the fact that the Laplace operator is self-adjoint. We also discuss the related stability operator and provide some explicit computations in section 5
In section 6 we prove our main theorem by combining the results we obtained in previous sections. Lastly, we prove a global result for smooth minimizers in R 2 at the end of this section.
Finally, in Section 7 we construct a weak solution to the free boundary problem such that its free boundary is a double cone. For simplicity we consider the case F (t) = t p/2 . We prove that this solution is not a minimizer.
Notation. We fix some notation be used throughout of paper: Let u be a minimizer of (1.1) then
, where B R is the open ball centered at the origin. The free boundary is denoted by Γ = ∂{u > 0}, and H s is the s-dimensional Hausdorff measure. V = v(Γ, θ) is the varifold associated with Γ and we usually consider the portion of Γ in some bounded subdomain U ⊂ R n where 0 ∈ Γ ∩ U .
Variational mean curvature
In this section we characterize the flat free boundary points in terms of small density of variational mean curvature of ∂{u > 0}. For every set E of locally finite perimeter we can find an integrable function H which is the variational mean curvature of E [BGM03].
Lemma 2.1. Let u 0 be a global minimizer of (1.1) then the free boundary ∂ red {u 0 > 0} is a generalized surface of non-positive outward mean curvature, i.e. if S ⊂ ∂ red {u 0 > 0} and S ⊂ {u 0 > 0} such that ∂S = ∂S then
Proof. Recall that ∂ red {u 0 > 0} is relatively open subset of ∂{u 0 > 0}. Moreover, ∂ red {u 0 > 0} is smooth [ACF84] . Consequently in the domain D bounded by S and S we have
After applying the divergence theorem we get that
By Theorem 4.1 [ACF84] we have that |∇u 0 | ≤ λ * in R n , thus we conclude from the last identity and (1.2) that
Suppose that x 0 ∈ S and choose the coordinate system near x 0 so that x n points in the direction of the outer normal to {u 0 > 0} and x = (x 1 , . . . , x n−1 ). Let S be the graph x n = f (x ) near x 0 , where f is some smooth function over B n−1 r (x 0 ) = {x ∈ R n−1 : |x − x 0 | < r} for some small r > 0. Then (2.1) can be rewritten in the following equivalent form
) and ε > 0 small. This implies that
≥ 0 and the mean curvature of S is nonnegative.
For every set of finite perimeter E ⊂ R n it is possible to find an integrable function H, called the variational mean curvature, such that E minimizes the functional
More precisely we have
If E is a set of finite perimeter then we can construct H as follows: take a measurable function h ≥ 0 such that´E h < ∞ and´F h = 0 iff |F | = 0. For σ ≥ 0 and F ⊂ E, consider the functional
Then for the minimizing sets we have E σ ⊂ E µ if 0 ≤ σ < µ, and ∪ σ E σ = E. By defining
we obtain the desired variational mean curvature function H defined on E. Arguing as above we can define H on R n \ E analogously.
Remark 2.3. The variational mean curvature is not unique. As the construction above shows it depends on the choice of the weight function h. An interesting choice is h(x) = dist(x, ∂E) [ATW93] .
Then for given σ we have E σ with ∂E σ = Σ reg + Σ s such that Σ reg is C 2,α surface and if we denote M σ = ∂E σ then H σ (x) = σh(x)ν(x) on regular part and
Moreover, as σ → ∞ we have weak converges of measures provided that ∂E is a C 1,α graph with nonnegative mean curvature [BGM03] .
Next we want to characterize the flat points of ∂{u > 0} via H. Recall that x 0 ∈ ∂{u > 0} is said to be ε flat in B r (x 0 ) if
is the slab of height 2h in unit direction ν. An equivalent form of (2.3) is
where
is the Hausdorff distance of two sets A, B.
Theorem 2.4. Let u be a global minimizer of (1.1). Then for every ε there are δ > 0, r 0 > 0 such that if
Proof. Suppose there exists ε 0 > 0 and sequences 
Therefore ∂{u 0 > 0} is a generalised minimal surface. Note that (2.6) translates to
If u 0 is the limit as above then ∂{u 0 > 0} contains a smooth piece S of a minimal surface, because ∂ red {u 0 > 0} is relatively open in ∂{u 0 > 0}, see Theorem 6.2 [ACF84] . Let e be the unit outer normal at some y 0 ∈ S such that y 0 ∈ ∂ red {u 0 > 0}. Introduce w(x) = 1 + ∂ e u 0 , then differentiating Lu 0 = 0 in e direction we get that div(a ij ∇w) = 0, where
is a uniformly elliptic matrix thanks to assumptions (1.2). Since u 0 is smooth near y 0 ∈ S we see that a ij w ij + b i w i = 0 where b i = j ∂ j a ij . From Hopf's lemma ∂ e w(y 0 ) = 0. Choose the coordinate system at y 0 such that e is pointing in x n direction. From |∇u 0 | 2 = 1 near y 0 on S we infer that u n u in = 0 for every i = 1, . . . , n − 1. In this coordinate system the mean curvature of S at y 0 is n−1 i=1 ∂ ii u 0 = 0. This in conjunction with the equation a ij u ij = 0 yields that u ee (y 0 ) = u nn (y 0 ) = 0. However, ∂ n w = u nn = 0 at y 0 and this is in contradiction with Hopf's lemma. Thus u 0 = x n + g(x ), x = (x 1 , . . . , x n−1 ) in {u 0 > 0} for some function g. The free boundary condition implies that |∇g| = 0 on ∂ red {u 0 > 0}. Since g is continuous it follows that g is constant on ∂{u 0 > 0}. Evidently g solves the equation Lg = F (1 + |∇g| 2 )∆g + 2F (1 + |∇g| 2 )∇gD 2 g∇g = 0 in {u 0 > 0}. Thus without loss of generality we can assume that g = |∇g| = 0 on ∂{u 0 > 0} and Lg = 0 in {u 0 > 0}. Suppose that there is z 0 ∈ ∂ red {u 0 > 0} such that g ≥ 0 (or g ≤ 0) near z 0 . Then Hopf's lemma implies that g vanishes identically. Consequently g = 0 and u 0 = x + n . But this is in contradiction with (2.7).
Remark 2.5. Let H ∈ L p be the variational mean curvature in the sense of Definition 2.2. If p = n then the boundary of E is C α , α ∈ (0, 1) away from a set of dimension n − 7. If p > n then ∂E is almost minimal. If 1 ≤ p < n we cannot expect any regularity [BGM03] .
Mean curvature measure
In this section we introduce some basic facts about varifolds and show that under some conditions the free boundary Γ equipped with H n−1 as weight measure becomes a rectifiable n − 1 varifold. We also introduce Allard's monotonicity formula [All72] in order to show the existence of tangent cones.
First variation of varifold.
Recall that by Theorem 6.2 [ACF84] Γ is rectifiable. Then we define the rectifiable n − 1 varifold V = v(Γ, θ) (with multiplicity θ) as the equivalence class of all pairs ( Γ, θ) such that Γ is n − 1 rectifiable, H (Γ Γ) = 0 and θ = θ a.e. on Γ ∩ Γ [Sim83] page 77. Then the weight measure is µ V = H n−1 vθ. We say that V has bounded first variation if there is a constant c > 0 such that
By the Riesz represenation theorem there is a vector measure H such that
Suppose V is smooth then X = X ⊥ + X ⊥ , where X ⊥ and X ⊥ are the tangential and normal components of X, respectively. From the divergence theorem it follows that´divX
where A is the second fundamental form, τ 1 , . . . , τ n−1 is any orthonormal basis for the tangent space, and H is the mean curvature measure.
3.2. Lipschitz multigraphs. The mean curvature measure can be prescribed to a class of graphs of semicontinuous functions which are subsolutions to the mean curvature equation in viscosity sense [DTW12] . Suppose that {f α } is a family of Lipschits continuous functions f α :
Suppose that at x ∈ B 1 we have f α (x ) = f β (x ) for some α = β. In other words, (x , f α (x )) is a point of self intersection of the free boundary. Then the set of such points has zero n−2 dimensional Hausdorff measure. To prove the claim it is enough to show that (x , f α (x )) ∈ ∂ red {u > 0}.
Otherwise there is a blow-up u 0 limit of u at (x , f α (x )) such that the free boundary ∂{u 0 > 0} contains a plane, hence it follows from the proof of Theorem 2.4 that at 0 the free boundary ∂{u 0 > 0} cannot have self intersection.
As a corollary we can show that the number of components of ∂{u > 0} near 0 is bounded: Suppose ∂{u > 0} ∩ Q = ∪ α Graph fα where we denote Q = B 1 × [−1, 1] such that f α (0) = 0. Then we have from [ACF84] Theorem 3.2 that there is a constant C such that
Hence N is bounded.
There is a subtle approximation argument [DTW12] Theorem 5.1 and Remark 5.1 that allows to construct an approximating sequence f k α for which Mf k α ≥ σ k and σ k → 0 boundedly. Using this argument and weak continuity of the first variations δV k for f k α we can show that V has bounded first variation. Indeed, we have
Now the result follows from the lower semicontinuity of the first variations [Sim83] Theorem 40.6.
3.3. Allard's monotonicity formula. We recall Theorem 17.6 from [Sim83] : Let U ⊂ R n be a bounded domain and ξ ∈ U, 0 < α ≤ 1, Λ ≥ 0 such that V has bounded first variation, the mean curvature H is a µ V integrable function satisfying
is non decreasing function of ρ, and in fact
|D ⊥ r| 2 r n−1 .
Furthermore, we have the following
Theorem 3.1. If
then Γ has a tangent cone at ξ.
The assumption (3.1) implies that the density of V at ξ exists, in view of Theorem 17.7 and Corollary 17.8 [Sim83] . Then the existence of tangent cone follows from Theorem 19.3 [Sim83] .
Second variation formula
The second variation of the energy for the classical case f (t) = t has been computed in [CJK04] . Our computation is more involved due to the nonlinear form of F . The main result of this section is Theorem 4.1. Let u ≥ 0 be a local minimizer of J F in B 1 , and 0 ∈ ∂{u > 0} such that ∂{u > 0} \ {0} is smooth. Then for every ψ ∈ C ∞ 0 (B 1 \ {0}) there holdŝ
where H is the mean curvature of ∂{u > 0}. 
This condition gives that |∇u| = λ * on the free boundary, where λ * is determined from λ 2 = 2F (|∇u| 2 )|∇u| 2 − F (|∇u| 2 ). We normalize the constant λ * such that (4.3) |∇u| = 1 on Γ.
To do so we take v = cu for a suitable constant c and consequently we see that that |∇v| = 1 on Γ.
Proof. Take ε > 0 and 0 ≤ ψ ∈ C ∞ 0 (B 1 \ {0}) and introduce
We haveˆΩ
and
We first simplify I 1 . Let us expand f (∇u − ε∇ψ) in ε in order to get (4.6)
In fact the coefficients A 0 , A 1 , A 2 can be computed explicitly. Precisely, if f (∇u) = F (|∇u| 2 ) then it follows
Next, we simplify I 2 . We assume that ∂{u > 0} is parametrized by z(s), s ∈ D for some domain D ⊂ R n−1 then we can express the points of {0 < u < εψ} as x(s, t) = z(s) − ν(z(s))t where ν(z) is the unit outer normal of {u > 0} at z and 0 < t < t ε (z(s)). Using (4.6) we obtain
∂(s,t) is the transformation matix. Note that at s 0 ∈ D we can rotate the coordinate system such that at z(s 0 ) we have ∇u(z(s 0 )) = −e n . Then it follows that at s 0 we have
Recall that [GT01] section 14.6 the mean curvature is
Returning to (4.11) and noting that z i s j ds = dH n−1 (z), 1 ≤ i, j ≤ n − 1 we get
From Taylor's formula we have
Let H be the mean curvature of Γ and introduce
so that
We have from above computations
Note that u(z + t ε ∇u(z)) = εψ(z + t ε ∇u(z)) on ∂{u > εψ}, hence taking Taylor's expansion we obtain (4.14)
From here
Denoting H = 1 2 (H − u νν ) we further simplify
Plugging (4.10) and (4.15) into (4.5) we get the formulâ
From (4.12), (4.13) and (4.14) we get
Now the comparison of energies yields
Recall the free boundary condition (4.2)
hence it follows from the divergence theorem and (4.7)-(4.8) that the coefficient of ε in the expression above vanishes. On the other hand we see that the coefficient of ε 2 in (4.18) is
Thus letting ε → 0 we obtain the inequalitŷ
From (4.9) we have that
Denoting
and recalling (4.7),(4.8) we get
Combining this with (4.20) and (4.19) we obtain (4.1).
Stability operator
Let a ij be the matrix
and define the operator
Then (4.1) tells us that
Thus L[ψ] + Hψ is the stability operator for the minimization problem.
We can make our computation more explicit. For instance if f (ξ) = |ξ| p , 2 < p < ∞ then
Splitting the integral as in (4.5) we get that Let us take ψ ε (r) = h(r/ε)g(r)r −1/2 , where ε > 0 is small, and compute the integrals in the inequality (4.1) for this choice of the test function. We havê
where γ = ∂{u > 0} ∩ S 2 , C = 1 + 2 sup
, and κ is the geodesic curvature of γ. Observe thatˆ+
On the other handˆ+ lim
Consequently we getˆk
We observe that the free boundary is smooth away from the vertex. Indeed, from (2.1) we know that the free boundary components are convex cones and suppose there is a ray such that Γ has singularity along , see Figure 1 . If we blow-up u at some x 0 ∈ \ {0} then the free boundary of the blow-up limit (which exists thanks to the compactness of blow-up sequences u j (x 0 + r j )/r j , r j → 0 see section 3 [ACF84]) will contain a flat portion Π. Then as in the proof of Theorem 2.4 we infer that the blow-up must have smooth free boundary which is a contradiction. Now we apply the Gauss-Bonnet theorem, [O'N66] page 375, to infer
where V i is the component of S 2 ∩ {u = 0} and κ is the curvature of γ i = ∂V i . From here we obtain
which yields the estimate
Clearly if C < 4 then m = 0, 1.
Consequently the free boundary is Lipschitz graph near 0. Since every minimizer is also a viscosity solution [DK18] then applying the C 1,α regularity result for Lipschitz graphs [Fel01] we conclude that Γ cannot have singularity at 0.
Remark 6.2. For F (t) = t p 2 we have that C = p − 1 hence for 2 < p < 5, n = 3 the homogeneous free boundary is flat.
6.1. Partial regularity. Now we prove part (b) of Main Theorem.
Theorem 6.3. Suppose V = v(Γ, θ) has bounded first variation. If n = 3 and (1.4) is satisfied then Γ is smooth away from a set Σ 0 of singular points and dim(Σ 0 ) ≤ 1.
Proof. Let α ∈ (0, 1) and ε * > 0 be fixed. Let E(α, ε * ) be the set of the points x ∈ Γ where
Hdµ V ≥ ε * r α−1 whenever r < r x for some small r x > 0 depending on x. Applying Theorem 3.1 we see that Γ at x has tangent cone. Then Theorem 6.1 implies that that Γ is smooth at x if n = 3. Hence E(α, ε * ) ⊂ ∂ red {u > 0} if n = 3.
Suppose that y ∈ Γ \ F (α, ε * ). Then we can choose balls B i with following properties; Γ \ F (α, ε * ) ⊂ ∪ i B i , diamB i ≤ δ for some small δ > 0 and
Then using Vitali's covering theorem Theorem 3.3 [Sim83] we see that the δ Hausdorff premeasure satisfies the estimate
Sending δ → 0 and recalling that α < 1 we conclude that H 1+α ((Γ ∩ U ) \ E(α, ε * )) = 0. Since the singular points must be in the complement of E(α, ε * ) then it follows that dim(Σ) ≤ 1.
6.2. The smooth free boundaries in R 2 are lines. Our last result is a simple consequence from the stability inequality (4.1) in R 2 where one can use the trick of logarithmic test function.
Theorem 6.4. Suppose that u is a global minimizer of the energy (1.1) in R 2 such that the free boundary of u is smooth. Then u = x + 1 after some rotation of the coordinate system.
Proof. By compactness (4.1) is valid for Lipschitz ψ. Choose
Therefore we get from (4.1) Denoting ψ δ (x) = η δ (x) and using the divergence theorem we see that |∇u| p−2 |∇ψ δ | 2 =ˆΓ ψ δ ∂ ν ψ δ −ˆψ δ div |∇u| p−2 ∇ψ δ =ˆΓ ψ δ ∂ ν ψ δ because (7.4) div |∇u| p−2 ∇( 1 |x| ) = 0, ρ = |x| > δ.
We can see this from the equation
where g(θ) = f 2 (θ) +ḟ 2 (θ) 
