In medical practice, the scanned image of the patient between the patient and the doctor is confidential. If info is stored on a single server and the server is successfully attacked, it is possible to expose confidential information. Password encryption and data authentication are commonly used to protect patient data, however, encryption and data authentication are computationally expensive and take time to execute on a mobile device. In addition, it is not easy for the patient details related to medical images to leak if the hacked image are not visual.Therefore, in this paper, we propose a way to make medical images remain untouched in this sense. We use our method to quickly create two shadows from two medical images and store them on two servers. Revealing a shadow image does nothing to compromise the confidentiality of a patient's health. This method is based on Hamming code. With low computational cost, the proposed scheme is suitable for tablet, pamphlets and other mobile devices.
Introduction
Medical images play a major role in precise and detailed diagnoses nowadays. Doctors rely on them to figure out patients' illnesses and devise treatment programs. The images contain a lot of information regarding the patients' health conditions.
In most countries, the law mandates the confidentiality of patients' medical records. Medical images are, thus, only made available to the doctors involving in the treatment of a patient. Image confidentiality is often achieved by employing cryptographic encryption and data authentication mechanisms [1] [2] [3] [4] . However, these methods are known to require a large amount of computing power, and encryption/decryption takes a long time to execute, especially on power-limited mobile devices such as tablets and phablets. In return, a swift response cannot be provided to doctors.
It is common and convenient for doctors to use mobile devices to access patients' medical information [5] . Therefore, there is a pressing demand for a faster secure mechanism that can ensure confidentiality of medical images and is suitable for mobile devices.
In the recent decades, some researches related to protecting privacy information for mobile services on different techniques, such as the redesign of the architecture of network [6] , the non-interactive privacy-preserving protocol for image similarity computation [7] , the data sharing protocol by using a new cryptographic primitive named online/offline attribute-based proxy re-encryption, and the transform key technique [8] , have been developed. Also, some encryption methods based on cryptography, such as homomorphic encryption [9] , elliptic curve cryptography based encryption [10] and chaotic oscillation theory-based encryption [11, 12] , were designed and applied to provide the confidentiality of patients' health information.
On the other hand, one characteristic of medical images is their high level of accuracy and detail. If a medical image is made blurred and loses its details, it will be useless. Therefore, instead of employing costly encryptions, we study how to make stored medical images less meaningful to the hackers who, somehow, successfully break into a database full of medical images.
In this paper, we propose a scheme, which creates shadow images (referred to as shadows) from medical images and stores them in different databases. The original images are only retrievable if all the shadows are collected. Individually, a shadow would not visually reveal any information regarding a patient's condition. This would satisfy the requirement for medical images. The proposed scheme is based on Hamming code, which has been used extensively in image processing [13] [14] [15] . Its encoding and decoding processes are very efficient, thus, it can help our scheme achieve low computational costs and guarantee a fast response when deployed on mobile devices.
Related Works
Image sharing has been studied extensively over the last decade. Most are rooted in the secret sharing concept. The very first secret sharing schemes were proposed by both Shamir and Blakely back in 1979 [16, 17] . These schemes solve the problem of sharing a secret key among many participants. The trivial solution for secret key sharing is to provide each participant with a copy of the said key. However, the security of the secret key is not assured if only one copy is compromised. The solution is to split the secret into smaller pieces and give each participant a piece. The original secret will be fully reconstructed when all the required pieces are summoned.
Shamir's scheme [17] is a (k, n) threshold secret sharing scheme that divides the secret into pieces and requires at least pieces out of to reconstruct the secret. Because the scheme is based on Lagrange's interpolation modulo as the prime number, its direct application to greyscale images would introduce distortion to the reconstructed images as a result of truncating the pixels whose values are greater than the aforementioned prime number (in practice, they are truncated by 250). In 2002, Thien and Lin [18] proposed a solution for that problem allowing image sharing without loss. Their method is to preprocess the original image to normalize all the pixels to the range of 0 to 250 so that they can use interpolation modulo 251 to produce shadows. In addition, the shadows constructed this way are smaller in size compared to their original images. In 2006, Wang and Su [19] employed both the interpolation and Huffman coding to produce even smaller shadows. Later, Wang and Shyu [20] proposed a scheme that can be used to reduce the size of shadow images by half. The advantage of the smaller size of shadow images is obvious-the smaller the size, the less storage is required, especially when the shadows are kept on portable storage devices like USB drives. For colour images, Change et al. [21] developed a colour image sharing scheme based on the gradual search algorithm [22] and Shamir's secret sharing [17] . Randomization was introduced into shadows to raise the security level. In 2009, Tsai et al. [23] combined neural network and visual secret sharing to devise an image sharing platform for true-colour secret images.
Over the years, researches have incorporated data hiding, steganography and image authentication techniques into image sharing methods [24] [25] [26] [27] [28] [29] [30] [31] . Data hiding and steganography techniques help conceal shadows in benign cover images that can go unnoticed by adversaries. After being reconstructed, the recovered image can be verified using image authentication techniques. 
The above code is the so-called systematic code, i.e., the 4 data bits (d 1 , d 2 , d 3 and d 4 ) are at the most right 4 bits, and others are parity bits. To encode a 4-bit data d = [d 1 d 2 d 3 d 4 ] into a 7-bit codeword c, the following equation is applied:
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From Equation (1), we have p 1 = d 1 ⊕d 3 ⊕d 4 , p 2 = d 1 ⊕d 3 ⊕d 4 , and p 3 = d 2 ⊕d 3 ⊕d 4 . It is observed that there are at least 2 parity bits covering a data bit, so even a parity bit is flipped we still can detect and correct it. For example, suppose that the data is d = [0 1 0 1], then p 1 = 1, p 2 = 1 and p 3 = 0; the codeword is c = [1 1 0 0 1 0 1]. For decoding, the syndrome, a 3-tuple, is computed as
(2) s = (s 3 , s 2 , s 1 ) = c × H T . If the syndrome is a zero vector [0 0 0], the codeword is correct; otherwise, the syndrome (s 3 s 2 s 1 ) can be used for correcting one error. For the received word c = characteristic [1 1 1 0 1 0 1], the syndrome vector [s 3 s 2 s 1 ] equals to [0 0 1]. The 3-tuple (0 0 1) is the third row in HT, and thus the bit p 3 (the position is 3 from left) should be flipped. The correct codeword is [1 1 0 0 1 0 1]. Example 2. The (15, 11) Hamming code is constructed in the same manner as the (7, 4) , where the parity bits are computed as follows: p 1 = d 1 ⊕d 2 ⊕d 4 ⊕d 7 ⊕d 8 ⊕d 9 ⊕d 11 , p 2 = d 1 ⊕d 3 ⊕d 5 ⊕d 7 ⊕d 8 ⊕d 10 ⊕d 11 , p 3 = d 2 ⊕d 3 ⊕d 6 ⊕d 7 ⊕d 9 ⊕d 10 ⊕d 11 , and p 4 = d 4 ⊕d 5 ⊕d 6 ⊕d 8 ⊕d 9 ⊕d 10 ⊕d 11 . For an 11-bit data d = [0 1 1 0 1 0 1 1 1 0 1], the parity bits are p 1 = 1, p 2 = 1, p 3 = 1 and p 4 = 0. Thus, the codeword is c = [1 1 1 0 0 1 1 0 1 0 1 1 1 0 1]. Suppose that the received word is c' = [1 1 1 0 0 1 1 1 1 0 1 1 1 0 1]. The syndrome of c': s = (s 4 , s 3 , s 2 , s 1 ) is (1 0 0 1). Then, we can locate the error bit which is at the eighth row in the matrix H T (the error position is 8 from the left).
The Proposed Scheme
Suppose that there are two medical images (I 1 and I 2 ) for the same patient. The proposed scheme produces two shadows (S 1 and S 2 ) using the shadows generating algorithm. These two shadows have very little resemblance with the original images. If a malicious entity could, however, acquire one and only one shadow, he/she could not perceive any meaningful information about the patient's condition from it. For diagnosis purpose, having a shadow is as good as none. Step 2. Encode d using (7, 4) Hamming code, we get Algorithm: Shadow generation algorithm Input: P 1 and P 2 Output: P' 1 and P' 2 Step 1. Assign [d 1 d 2 d 3 d 4 ] = [i 1,1 i 1,2 i 1,3 i 1,4 ], and [x 1 x 2 x 3 ] = [i 2,1 i 2,2 i 2,3 ].
Step 2. Use (7, 4) Hamming code to compute c = d * G = [p 1 p 2 p 3 d 1 d 2 d 3 d 4 ].
Step 3. For the codeword c, flip one bit at the position (x 3 x 2 x 1 ) 2 , where x 1 is the least significant bit, to output a new codeword c' = [p' 1 p' 2 p' 3 d' 1 d' 2 d' 3 d' 4 ].
Step 1. Determine d and x from P 1 and P 2 , d = [0 1 1 0] and x = [x 1 x 2 x 3 ] = [1 0 1].
Step 2. Encode d using (7, 4) Hamming code, we get We can see that the first four bits in P 1 have been changed from 0110 to 0010 in P' 1 . The pixel P' 2 has also changed since the first three bits have been changed from (101) to (110). As we mentioned earlier, P 1 and P 2 are selected alternately from the medical images I 1 and I 2 to ensure that changes are spread evenly between the two shadows images.
The above algorithm demonstrates how to create two shadow images from two medical images. The original image reconstruction algorithm shows how to reproduce the original images from the two shadows.
Suppose that pixels P' 1 and P' 2 are selected from shadows S 1 and S 2 in turn. The following steps are performed to reconstruct the original images.
Algorithm: Original images reconstruction algorithm Input: P' 1 Step 2. Construct the codeword c' = [p' 1 p' 2 p' 3 d' 1 d' 2 d' 3 d' 4 ].
Step 3. Compute the syndrome s = [s 3 s 2 s 1 ] = c' * H T .
Step 4. If s is not equal to [0 0 0], go to Step 5; or else, stop the algorithm and return P 1 = P' 1 and P 2 =P' 2 .
Step 5. Find the position of (s 3 s 2 s 1 ) in H T , i.e., (x' 3 x' 2 x' 1 ) 2 and then obtain the correct codeword [p 1 p 2 p 3 d 1 d 2 d 3 d 4 ].
Step 6. Output the pixels for the original medical images as shown in Figure 2 . The pixels P 1 and P 2 are reconstructed as follows: P2 are reconstructed as follows: P1 = [i1,1 i1,2 i1,3 i1,4 i1,5 i1,6 i1,7 i1,8] = [d1 d2 d3 d4 o1,5 o1,6 o1,7 o1, 8] , and P2 = [i2,1 i2,2 i2, 3 i2,4 i2,5 i2,6 i2,7 i2,8] = [x'1x'2x '3 o2,5 o2,6 o2,7 o2,8] .
Original image reconstruction process using (7, 4) Hamming code. Figure 2 . Original image reconstruction process using (7, 4) Hamming code. 
Step 4. Since s = [0 0 1] is not equal to [0 0 0], go to Step 5.
Step 5. Flip the bit located at the position (1 0 1) in H T (the fifth position from the left in c', i.e., (x' 3 x' 2 x' 1 ) = (101), and we have c = [1 1 0 0 1 1 0].
Step 6. Obtain the original pixels P 1 = [0 1 1 0 1 1 0 1] and P 2 = [1 0 1 0 0 1 0 1]. It shows that the recovered pixels are correct; thus, the algorithms function correctly as expected. So far, we have only demonstrated how to generate shadows and reconstruct original images, but we have not mentioned exactly which bits are selected to go through the processes. In a pixel, there are three groups of bits that we can select from (a) the least significant bits, (b) the most significant bits, and (c) those bits in the middle. As shown in the experiments, we will show how the selection of the group of bits for our algorithms affects the outcomes significantly.
In the following theorem, we theoretically prove that our scheme based on (7, 4) Hamming code is a (2,2) secret sharing scheme satisfying the threshold condition, which only two shadows S 1 and S 2 can collaborate to recover the original images I 1 and I 2 . Meanwhile, any one shadow S 1 (respectively, S 2 ) cannot obtain the original image I 1 (respectively, I 2 ).
Theorem 1: The proposed scheme based on (7, 4) Hamming code is a (2,2) secret sharing scheme. Proof: To prove that the proposed scheme is a (2,2) secret sharing scheme, we have to prove the security condition (any one shadow cannot obtain its original image), and the threshold condition (two shadows can collaborate together to recover both original images).
We first prove the security condition that any one shadow S j (j = 1 or 2) cannot obtain the original image I j . Because P 1 and P 2 are selected alternately from medical images I 1 and I 2 (see Step 4 in the shadows generation algorithm), there are the following three cases.
Case 1: Shadow S j has the pixel [p' 1 p' 2 p' 3 i j,4 i j,5 i j,6 i j,7 i j,8 ]:
No matter the single error occurs in which bit of [p 1 p 2 p 3 d 1 d 2 d 3 d 4 ], information of (p' 1 p' 2 p' 3 ) is completely unrelated to information of (x 1 x 2 x 3 ), i.e., the original (i j,1 i j,2 i j, 3 ). Also, in this case, we do not have (d' 1 d' 2 d' 3 d' 4 ). Thus, we cannot obtain the correct codeword [p 1 p 2 p 3 d 1 d 2 d 3 d 4 ] to further locate the position of error. So, the value of (x 1 x 2 x 3 ) cannot be obtained and the pixel value is different from the original one. The pixels P 1 and P 2 are selected alternately from the medical images I 1 and I 2 . There are 50% ( 7,4) Hamming code o shadows S1 and S2 ow S1 (respectively, ret sharing scheme. e have to prove the threshold condition t obtain the original I2 (see Step 4 in the tion of (p'1 p'2 p'3) is this case, we do not to further locate the is different from the
e, there is no (p'1 p'2 position of the error ue is different from
= 4/8) probability for Case 1. The value of (x 1 x 2 x 3 ) causes the error to occur in (d' 1 d' 2 d' 3 d' 4 ) with 50% probability, and causes the error to occur in (p' 1 p' 2 p' 3 ) and no error with 50% ( selection of the group of bits for our algorithms affects the outcomes significantly.
In the following theorem, we theoretically prove that our scheme based on (7, 4) Hamming code is a (2,2) secret sharing scheme satisfying the threshold condition, which only two shadows S1 and S2 can collaborate to recover the original images I1 and I2. Meanwhile, any one shadow S1 (respectively, S2) cannot obtain the original image I1 (respectively, I2). Theorem 1: The proposed scheme based on (7, 4) Hamming code is a (2,2) secret sharing scheme. Proof: To prove that the proposed scheme is a (2,2) secret sharing scheme, we have to prove the security condition (any one shadow cannot obtain its original image), and the threshold condition (two shadows can collaborate together to recover both original images).
We first prove the security condition that any one shadow Sj (j = 1 or 2) cannot obtain the original image Ij.
Because P1 and P2 are selected alternately from medical images I1 and I2 (see Step 4 in the shadows generation algorithm), there are the following three cases. = 3/8+1/8) probability. Therefore, all the pixels of the shadow S j (j= 1 or 2) have probabilities of 50%, 25% and 25% for Case 1, Case 2 and Case 3, respectively. Finally, there are 75% of pixels different from the original pixels. Even though the other 25% of pixels have the same values as those of the original pixels (Case 3), one does not know the position of these pixels. From the above description, we cannot obtain the original image I j from one S j . The security condition is achieved.
Next, we prove the threshold condition. Suppose that we have both shadows S 1 and S 2 . 4 ], the correct codeword [p 1 p 2 p 3 d 1 d 2 d 3 d 4 ] is recovered, and thus the value of (x 1 x 2 x 3 ) is obtained. Finally, the original pixels are recovered.
Using (15,11) Hamming Code
When using (15, 11) Hamming code, the algorithms for shadow generation and original image reconstruction are similar to those in using (7, 4) Hamming code. The difference is in the number of bits from the pixels of the original images selected for computing. Using (7, 4) Hamming code we can select from the most significant bits, or from the least significant bits, or from the middle bits of a pixel, whereas we can only select either the most significant bits or the least significant bits of a pixel when using (15, 11) Hamming code because we use at least 7 bits from a pixel in our algorithms. Algorithms of shadow generation and the recovery of original images are briefly described below.
Algorithm: Shadows generation algorithm Input: P 1 and P 2 Output: P' 1 and P' 2
Step 1. Step 3. For the codeword c, flip the bit at the position (x 4 x 3 x 2 x 1 ) 2 to output a new codeword c'
Step 4. Construct two new pixels P' 1 and P' 2 on shadows as the following. 
Note: Similar to the algorithms using (7, 4) Hamming code, the input pixels are taken alternatively from two original images. P 1 is first taken from I 1 , then in the next round P 1 is taken from I 2 ; the same goes for P 2 . This ensures that the outputs are mixed up nicely to produce the shadows.
Algorithm: Original image reconstruction algorithm Input: P' 1 and P' 2 Output: P 1 and P 2
Step 1. 3 ] from all eight bits of P' 1 and the first 3 bits of P' 2 , and [p'
Step 2. Construct the codeword c'
Step 3. Compute the syndrome s = [s 4 s 3 s 2 s 1 ] = c' * H T .
Step 4. If s is not equal to [0 0 0 0], go to Step 5; or else, stop the algorithm and return P 1 =P' 1 and P 2 =P' 2 .
Step 5. Find the position of (s 4 s 3 s 2 s 1 ) in H T , i.e., (x' 4 x' 3 x' 2 x' 1 ) 2 and then obtain the correct
Step 6. Output the pixels for the original medical images. Pixels P 1 and P 2 are reconstructed as follows:
Theorem 2: The proposed scheme based on (15, 11) Hamming code is a (2,2) secret sharing scheme. Proof: We first prove the security condition that any one shadow S j (j= 1 or 2) cannot obtain the original image I j . Because P 1 and P 2 are selected alternately from medical images I 1 and I 2 (see Step 4 in Shadows generation algorithm), there are the following three cases.
Case 1: Shadow S j has the pixel [d' 9 d' 10 d' 11 p' 1 p' 2 p' 3 p' 4 i j,8 ]: By a similar approach used in proving Theorem 1, the value of (x 1 x 2 x 3 x 4 ) cannot be obtained. Thus, the pixel value is different from the original one. Pixels P 1 and P 2 are selected alternately from medical images I 1 and I 2 . There is a 50% probability for Case 1. The value of (x 1 x 2 x 3 x 4 ) causes the error to occur in (d' 1 7/16 + 1/16) probability. All the pixels of the shadow S j (j = 1 or 2) have 50%, 25% and 25% probabilities for Case 1, Case 2 and Case 3, respectively. Finally, there are 75% of pixels different from the original pixels. Even though the other 25% of pixels have the same values as those of the original pixels (Case 3), one does not know the position of these pixels. From the above description, we cannot obtain the original image I j from one S j . The security condition is achieved.
Next, we prove the threshold condition. Suppose that we have both shadows S 1 and S 2 . 11 ], the correct codeword [p 1 p 2 p 3 p 4 d 1 d 2 d 3 d 4 d 5 d 6 d 7 d 8 d 9 d 10 d 11 ] is recovered, and thus the value of (x 1 x 2 x 3 x 4 ) is obtained. Finally, the original pixels are recovered.
Experiments and Discussions

Experimental Results
In our experiments, first, four pairs of 138 × 138 medical images of scale X-ray scans were selected, which are the modality of computed tomography. In addition, all experiments were implemented by MATLAB R2017a, and the simulation environment for experiments was an Intel(R) Core(TM) i5-8500 v5 Hexa-core processor with 8 GB of RAM. The original images and their shadows are shown in Tables 1 and 2 for algorithms using (7, 4) Hamming and (15, 11) Hamming, respectively. The medical images in each pair were the scan images of different organs of one patient. Table 1 . Experimental result on medical images using (7, 4) Hamming code. To evaluate the results, we computed the peak signal-to-noise ratio (PSNRs) for each shadow. The higher the PSNR, the more similarity between the shadow and the original image. Therefore, the lower the PSNR the more secure our scheme is. Table 1 shows that using (7, 4) Hamming with LSBs yields PSNRs in the range from 40 dB to 45 dB. Manipulating the middle bits results in PSNRs from 23 dB to 27 dB. If we choose to use MSBs, the resulted PSNRs are between 13 dB and 19 dB, which is less than a third of the PSNRs if we choose to use LSBs, and a half of those if we choose to use the middle bits. Thus, using MSBs would produce more blurring effect compared with using another group of bits. Besides, it is worth to note that the size of the created shadows is the same as the original images in this paper. Table 1 . Experimental result on medical images using (7, 4) Hamming code.
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The computation cost of performing the proposed algorithms is low due to the efficiency of computing Hamming code. Implementing Hamming code on the graphics processing unit (GPU) [30] can speed up the process 99 times compared with the normal sequential approach, and ensure a fast response to those applications that are time-sensitive. Thus, our proposed scheme can be implemented in such an efficient way and we can offer instant medical images for doctors, which is valuable considering the fact that doctors are known to be very busy when making rounds and visiting patients in the inpatient department. To prove this point better, the execution time of creating shadows and reconstructing original images corresponding to experiments in Table 1 , are listed in Table 4 . It can be observed from Table 4 that the average execution time of creating shadows and recovering the original image are around 0.6857s and 0.7447s, respectively. It is so fast that is suitable (2-9) PSNR = 28.96 Table 2 confirms that using MSBs gives a better result than using LSBs. Since we use 7 out of 8 bits in a pixel in (15, 11) Hamming algorithms, the difference in PSNRs is subtle. Compared with (7, 4) Hamming algorithms, using (15, 11) Hamming yields higher PSNRs in both LSBs and MSBs cases. Visually we can see that the result in (7, 4) Hamming with MSBs is the best choice for our scheme. 
The computation cost of performing the proposed algorithms is low due to the efficiency of computing Hamming code. Implementing Hamming code on the graphics processing unit (GPU) [30] can speed up the process 99 times compared with the normal sequential approach, and ensure a fast response to those applications that are time-sensitive. Thus, our proposed scheme can be implemented in such an efficient way and we can offer instant medical images for doctors, which is valuable considering the fact that doctors are known to be very busy when making rounds and visiting patients in the inpatient department. To prove this point better, the execution time of creating shadows and reconstructing original images corresponding to experiments in Table 1 , are listed in Table 4 . It can be observed from Table 4 that the average execution time of creating shadows and recovering the original image are around 0.6857s and 0.7447s, respectively. It is so fast that is suitable ( Table 2 confirms that using MSBs gives a better result than using LSBs. Since we use 7 out of 8 bits in a pixel in (15, 11) Hamming algorithms, the difference in PSNRs is subtle. Compared with (7, 4) Hamming algorithms, using (15, 11) Hamming yields higher PSNRs in both LSBs and MSBs cases. Visually we can see that the result in (7, 4) Hamming with MSBs is the best choice for our scheme. 
The computation cost of performing the proposed algorithms is low due to the efficiency of computing Hamming code. Implementing Hamming code on the graphics processing unit (GPU) [30] can speed up the process 99 times compared with the normal sequential approach, and ensure a fast response to those applications that are time-sensitive. Thus, our proposed scheme can be implemented in such an efficient way and we can offer instant medical images for doctors, which is valuable considering the fact that doctors are known to be very busy when making rounds and visiting patients in the inpatient department. To prove this point better, the execution time of creating shadows and reconstructing original images corresponding to experiments in Table 1 , are listed in Table 4 . It can be observed from Table 4 that the average execution time of creating shadows and recovering the original image are around 0.6857s and 0.7447s, respectively. It is so fast that is suitable (2-24) PSNR = 19.32 Shadow images produced by using MSBs In (7, 4) Hamming algorithm, up to 4 bits were manipulated in each pixel; thus, we could choose which group of bits to use, whether it is LSBs, MSBs, or in the middle of the pixels. For each pair of original images, three pairs of shadows were created. The first shadow pair was constructed using the least significant bits (LSBs) in each pixel. The second pair was produced using the middle bits of the pixels. And the last pair was generated using the most significant bits (MSBs). (15, 11) Hamming code did not generate the same choices as (7, 4) Hamming. We used full 8 bits of a pixel from one original image and 7 bits of a pixel from the other image to construct shadows and reconstruct original images; thus, we were only allowed to choose the group of 7 bits either from LSBs or from MSBs.
The goal of our scheme was to produce shadows that look much different from the original ones; the less similarity between the original and shadow images, the better the result achieved. Even though the shadows resembled the original medical images, the details of those images, however, were smeared badly that would not be used in diagnosis or would leak patients' confidential health information.
To evaluate the results, we computed the peak signal-to-noise ratio (PSNRs) for each shadow. The higher the PSNR, the more similarity between the shadow and the original image. Therefore, the lower the PSNR the more secure our scheme is. Table 1 shows that using (7, 4) Hamming with LSBs yields PSNRs in the range from 40 dB to 45 dB. Manipulating the middle bits results in PSNRs from 23 dB to 27 dB. If we choose to use MSBs, the resulted PSNRs are between 13 dB and 19 dB, which is less than a third of the PSNRs if we choose to use LSBs, and a half of those if we choose to use the middle bits. Thus, using MSBs would produce more blurring effect compared with using another group of bits. Besides, it is worth to note that the size of the created shadows is the same as the original images in this paper.
The visual perception of looking at the three sets of shadow images clearly shows that manipulating the most significant bits of the X-rays scanned images has superior results compared with manipulating the other groups of bits in pixels. The shadow images produced by using MSBs have their details blurred out thoroughly. Each shadow looks as if it is a result of the overlapping of the two original images. From one shadow it is obvious that we could not reconstruct the corresponding original image, let alone the other original. Table 2 confirms that using MSBs gives a better result than using LSBs. Since we use 7 out of 8 bits in a pixel in (15, 11) Hamming algorithms, the difference in PSNRs is subtle. Compared with (7, 4) Hamming algorithms, using (15, 11) Hamming yields higher PSNRs in both LSBs and MSBs cases. Visually we can see that the result in (7, 4) Hamming with MSBs is the best choice for our scheme.
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Comparisons
To further demonstrate the advantages of our proposed scheme, we compared the various features, including execution time, visual perception, non-expanded pixel, and lossless recovery, between our schemes and other related works [31, 32, 34, 37] . As can be seen in Table 5 , due to the efficiency of computing Hamming code, the execution time of our approach is relatively short, which means that it can be used in most real-time systems. At the same time, the image quality of shadows provided by ours is lower than other schemes [31, 32, 37] , indicating that the visual perception of shadows is unable to support the basic conditions of the doctor's diagnosis. And if the diagnosis is really required, the original images also can be recovered losslessly. In a sense, it protects the patient's health information well shown.
