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Preface 
 
First of all, I would like to give thank to God the Creator, God the Redeemer and God who leads us to 
the truth for all His blessings to us. As we all know, this 2nd International Conference on Soft 
Computing, Intelligent Systems and Information Technology 2010 (ICSIIT 2010) is held from 1-2 July 
2010 in the Hard Rock Hotel located at this paradise island, Bali, Indonesia. I thank Him for His 
presence and guidance in letting this conference happen. Only by God's grace, we hope we could give 
our best for 2nd ICSIIT 2010 despite of all of our limitation. 
 
We have received more than 130 papers from 15 countries. Only 96 papers from 13 countries have been 
accepted based on reviewers' ratings and comments. The paper selection process was based on full paper 
submissions. We thank all authors who have contributed and participated in presenting their works at 
this conference. We also gratefully acknowledge the important review supports provided by the 19 
members of the program  committee from 8 different countries. Their efforts were crucial to the success 
of the conference. 
 
We are also so blessed by the presence of two invited speakers who will address the important trends 
relating to natural languages processing and soft computing. The first issue on natural language will be 
addressed by a lovely professor, Prof. Rachel Edita O. Roxas, Phd. who will present "Human Language 
Technology: the Philippine Context". We are aware that the main problem in language processing is 
ambiguity from syntax level to semantic level. In my personal opinion, we are  also living in between 
inherently ambiguous and completely reasonable world. Einstein once said that "As far as the laws of 
mathematics refer to reality, they are not certain, as far as they are certain, they do not refer to reality." 
Prof. Rolly Intan, Dr.Eng will address this issue on soft computing with his presentation entitled 
"Mining Multidimensional Fuzzy Association Rules from a Normalized Relational Database". 
 
I hope during your stay in this beautiful island you will enjoy and benefit both, the fresh sea breeze and 
harmonious sound from sea waves, as well as the intellectual and scientific discussions. I hope your 
contributions and participation of the discussion will lead to the benefit of the advancements on Soft 
Computing, Intelligent Systems and Information Technology. 
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ABSTRACT 
We present the diverse research activities on human language 
technology considering the Philippine context: its geography, 
history and people.  These projects include the formal 
representation of human languages and the processes involving 
these languages cutting across various forms such as text, speech 
and video files.  Both rule-based and example-based approaches 
have been used in various experiments and have shown to be 
complementary in computation scenarios.  Applications on 
languages that we have worked on include Machine Translation, 
Natural Language Generation, Information Extraction, and Audio 
and Video Processing.   These applications provide the current 
human language interface for communication, searching, and 
learning, to name a few. 
Keywords 
Human Language Technology, Natural Language 
Processing 
1. INTRODUCTION 
Human language or natural language is a means of communication 
between and among human beings.  Human languages are non-
static and evolving from various times and places.  The use of 
human language is pervasive; it can be used in discourses when 
communication is personal or over distances through various media 
such as telephone or the internet.  Human language can take on 
various forms from textual mode, to audio and even video to 
capture non-verbal cues such as those used for sign languages. As 
the saying goes, “Listen to what I am not saying” pertains to non-
verbal communication through gestures and cues that allow 
humans to interpret what is being said appropriately through what 
is not being said. 
Human language is culture; and understanding human language 
allows us to understand our culture, who we are as communities 
and nations, and as human beings. It embodies an intertwine of 
social issues coupled with a sense of identity. In the 1800s, 
Ornolfor Thorsson, an adviser of the President of Iceland, at the 
time when Icelandic language was in danger of disappearing after 
years of Norwegian colonialism, said, “Without our language, we 
have no culture, we have no identity, we are nothing.”  National 
change can also be effected through language. In the previous 
century, our national hero Jose Rizal said “the pen is mightier than 
the sword.” 
There are more than 6,000 living human languages in the world.  In 
the Philippines alone, there are 168 natively spoken languages [32] 
spread across the 7,100 islands of the archipelago.  Aside from 
these Philippine languages, there are dialects or variants from 
locality to locality.  Also, because of past colonial influences, the 
use of non-indigenous languages (such as English, Spanish and 
Chinese) can also be found in Philippine society now, and linguistic 
studies are also focused on understanding the linguistic phenomena 
in the use of these foreign languages in the Philippine context.  For 
instance, English is still being used as the medium of instruction in 
our schools, although there are new advocacies to using the mother 
tongue in our schools in the early years of schooling. 
Unfortunately, today, the Philippines has one of the highest rates of 
dying languages in the world (Solfed Foundation Inc).  Thus, there 
is an advocacy to preserve our languages especially those that are 
already near extinction and almost dying.  This can be done 
through documentation of our languages through print, audio and 
video forms.  Unfortunately at this time, most of the available 
documentation have been focused on the major languages of the 
country. 
Aside from documentation of these languages, the study of 
languages is a step further.  Linguistics studies on Philippine 
languages have also been more focused on major languages, 
specifically, Tagalog and Ilocano (Liao, 2006).   
Although many universities in the Philippines are known for 
research on applied linguistics, relatively few works have been 
done on the acquisition and/or processing of Philippine languages.  
And these will be the focus of this paper, specifically on language 
documentation and processing using technology, or called human 
language technologies. 
Language tools are applications that support linguistic research  on 
language resources and processing for various language 
computational layers.  These include lexical units, to syntax and 
semantics.   These language resources and processes usually 
employ either a rule-based approach or an example-based 
approach.  In general, rule-based approaches formally capture 
language resources and processes which would require 
consultations and inputs from linguists.  On the other hand, 
example-based approaches employ methodologies where automatic 
learning of rules is performed based on examples that are fed into 
the system, some of which are non-linguistic in processing 
behavior. 
These two general approaches are not mutually-exclusive but are 
complementary in nature.  Rules result to robustness, while 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
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  examples allow for variances and deviations from the 
linguistically-accepted rules. 
2. LANGUAGE RESOURCES 
We discuss our experiments on various technologies for automatic 
(or semi-automatic) extraction of language resources such as the 
lexicon, morphological information, grammar, and the corpora In 
the process, work has been focused on manual construction of 
these language resources to be used as seed data for our automatic 
and semi-automatic approaches.  This is to formally capture the 
intricacies of Philippine languages, designed with the intention of 
using them for various language technology applications. These 
materials were painstakingly worked on since we had to literally 
build them from almost non-existent digital forms.  
One of the main resources of any system that involves natural 
language is the list of words which is collectively referred to as the 
lexicon. These words would have associated information depending 
on the purpose of the application.  For instance, for automatic 
translation of documents from one natural language to another, a 
bi-directional lexicon is essential.  Currently, the English-Filipino 
lexicon contains 23,520 English and 20,540 Filipino word senses 
with information on the part of speech and co-occurring words, 
which is based on the dictionary of the Komisyon sa Wikang 
Filipino. Additional information such as synsetID from Princeton 
WordNet were integrated into the lexicon [40]. As manually 
populating the database with the synsetIDs from WordNet is 
tedious [5], automating the process through the SUMO (Suggested 
Upper Merged Ontology) as an InterLingual Index (ILI) is now 
being explored.  
An automatic bilingual lexicon extraction from comparable, non-
parallel corpora was developed for English and Tagalog as the 
source and target languages, respectively [52].  Since Tagalog has 
limited electronic linguistic resources available, we used a   limited 
amount of corpora of 400k and seed lexicon of 9,026 entries in 
contrast to previous studies of 39M and 16,380, respectively.  We 
combined approaches from previous researches which only 
concentrated on context extraction, clustering techniques, or usage 
of part of speech tags for defining the different senses of a word, 
and ranking has shown improvement to overall F-measure from 
7.32% to 10.65% within the range of values from previous studies, 
despite the use of limited linguistic resources. 
Initial work on the manual collection of documents on Philippine 
languages has been done through the funding from the National 
Commission for Culture and the Arts considering four major 
Philippine Languages namely, Tagalog, Cebuano, Ilocano and 
Hiligaynon with 250,000 words each and the Filipino sign 
language with 7,000 signs [47].  Computational features include 
word frequency counts and a concordancer that allows viewing co-
occurring words in the corpus. 
Aside from possibilities of connecting the Philippine islands and 
regions through language, we are also aiming at crossing 
boundaries of time [45; 46].  An unexplored but equally 
challenging area is the collection of historical documents that will 
allow research on the development of the Philippine languages 
through the centuries.  An interesting piece of historical 
information is in Doctrina Christiana, the first ever published work 
in the country in 1593 which shows the translation of religious 
material in the local Philippine script, the Alibata, and Spanish. A 
sample page is shown in Figure 1 (courtesy of the University of 
Sto. Tomas Library, 2007). 
 
Figure 1. Sample page: doctrina christiana (courtesy of the 
university of sto. tomas library, 2007) 
 
An automatic retrieval system for documents written in closely-
related languages has been developed [20]. Input documents are 
matched against the n-gram language models of relevant and 
irrelevant documents.  Using common word pruning to differentiate 
between the closely-related languages, and the odds ratio query 
generation methods, results show improvements in the precision of 
the system, using four closely-related Philippine languages.  
Although automatic methods can facilitate the building of the 
language resources needed for processing natural languages, these 
automatic methods usually employ learning approaches that would 
require existing language resources as seed or learning data sets. 
An online repository of the Philippine corpus [47] provides a venue 
for linguists or language researchers to upload text documents 
written in any Philippine language, and to download and analyze 
corpora on Philippine languages (with URL: 
http://ccs.dlsu.edu.ph:8086/Palito). Automatic tools for data 
categorization and corpus annotation are provided by the system.  
We are refining the mechanics for the levels of users and their 
corresponding privileges for a manageable monitoring of the 
corpora.  Videos on the Filipino sign language can also be 
uploaded and downloaded into the system.  Uploading of speech 
recordings will be considered in the near future, to address the need 
to employ the best technology to document and systematically 
collect speech recordings of nearly-extinct languages in the 
country. This online system capitalizes on the opportunity for the 
corpora to expand faster and wider with the involvement of more 
people from various parts of the world.  This is also to exploit on 
the reality that many of the Filipinos here and abroad are native 
speakers of their own local languages or dialects and can largely 
contribute to the growth of the corpora on Philippine languages.   
3. LANGUAGE TOOLS 
We have worked on language tools such as morphological 
processes, part of speech tagging and parsing with experiments on 
rule-based and example-based approaches. 
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  3.1.   Morphological Processes 
In general, morphological processes are categorized as 
morphological analysis or morphological generation.  
Morphological analyzers (MA) are automated systems that derive 
the root word of a transformed word, and identify the affixes used 
and the changes in semantics due to the word transformation. In 
this way, root words and their derivatives do not have to be stored 
in the lexicon. On the other hand, morphological generators 
transform a root word into the surface form given the desired word 
usage.   
Rule-based and example-based approaches for MA and MG 
provide complementary systems for better computation.  In current 
methods, rule-based MA such as finite-state and unification-based, 
are predominantly effective only for handling concatenative 
morphology such as prefixation and suffixation.  Because 
Philippine languages exhibit largely non-concatenative phenomena 
such as infixation and reduplication, such approaches are found to 
be lacking, and thus, new approaches are developed to handle both 
phenomena. 
We have explored on the use of optimality theory and two-level 
morphology rule representation to handle morphological analysis to 
handle both morphological phenomena [29]. Test results showed 
96% accuracy; with a 4% error that is attributed to d-r alteration 
(e.g. lakaran, which is from the root word lakad and suffix -an, 
but d is changed to r).  Unfortunately, since all candidates are 
generated, and erroneous ones are later eliminated through 
constraints and rules, time efficiency is affected by the exhaustive 
search performed. 
An example-based approach was explored by extending 
Wicentowski’s Word Frame model [11].
Although approaches for MA can be extended to handle 
morphological generation, an additional disambiguation process is 
necessary to choose the appropriate output from the many various 
surface forms of words that can be generated from one underlying 
form.   
  In the WordFrame model, 
the seven-way split re-write rules composed of the canonical 
prefix/beginning, point-of-prefixation, common prefix substrings, 
internal vowel change, common suffix substring, point-of-
suffixation, and canonical suffix/ending.  Infixation, partial and full 
reduplication as in Tagalog and other Philippine words are 
improperly modeled in the WordFrame model as point-of-
prefixation as in the word (hin)-intay which should have been 
modeled as the word hintay with infix –in-. Words with an infix 
within a prefix are also modeled as point-of-prefixation as in the 
word (hini-)hintay which should be represented as infix –in in 
partial reduplicated syllable hi-.  The non-concatenative Tagalog 
morphological behaviors such as infixation and reduplication are 
modeled separately and correctly, in the revised WordFrame model.  
Using 40,276 Filipino word pairs in automatically leanring re-write 
rules, a 90% accuracy was obtained when applied to an MA, where 
some occurrences of reduplication are still represented as point-of-
suffixation for various locations of the longest common substring.  
Analysis of several partial or whole-word reduplications also had 
some problems. The complexity of a more comprehensive model to 
handle these would be computationally costly, but it would ensure 
an increase in accuracy and reduced number of rules.     
3.2.   Part of Speech Tagging 
One of the most useful information in the language corpora are the 
part of speech tags that are associated with each word in the 
corpora.  Firstly, with the aid of linguists, we have come up with a 
revised tagset for Tagalog, since a close examination of the 
existing tagset for languages such as English showed the 
insufficiency of this tagset to handle certain phenomena in 
Philippine languages such as lexical markers, ligatures and 
enclitics.  The lexical marker ay is used in inverted sentences such 
as She is good (Siya ay mabuti).  Ligatures can take the form of 
the word na or suffixes  -ng (-g), the former is used if the previous 
noun, pronoun or adjective ends with a consonant (except for n), 
and the latter if the previous word ends with a vowel (or n). 
Manual tagging of corpora has allowed us to perform automatic 
experiments on some approaches for tagging for Philippine 
languages namely MBPOST, PTPOST4.1, TPOST and TagAlog, 
each one exploring on a particular approach in tagging such as 
memory-based POS, template-based and rule-based approaches. A 
study on the performance of these taggers using a POS tagged 
corpus of 122,287 words showed accuracies of 85, 73, 65 and 
61%, respectively [42].   
3.3.   Language Grammars 
Grammar checkers are some of the applications where syntactic 
specification of languages is necessary. Experiments have been 
conducted on both rule-based and exampled-based approaches. 
SpellCheF is a spell checker for Filipino that uses a hybrid 
approach in detecting and correcting misspelled words in a 
document [10].  Its approach is composed of dictionary-lookup, n-
gram analysis, Soundex and character distance measurements.  It is 
implemented as a plug-in to OpenOffice Writer. Two spelling rules 
and guidelines, namely, the Komisyon sa Wikang Filipino 2001 
Revision of the Alphabet and Guidelines in Spelling the Filipino 
Language, and the Gabay sa Editing sa Wikang Filipino rulebooks, 
were incorporated into the system. SpellCheF consists of the 
lexicon builder, the detector, and the corrector; all of which utilized 
both manually formulated and automatically learned rules to carry 
out their respective tasks.   
FiSSAn, on the other hand, is a semantics-based grammar checker 
and implemented as a plug-in to Open Office.  Lastly, PanPam, an 
OpenOffice grammar-checker plugin, is an extension of FiSSAn 
that also incorporates a dictionary-based spell checker [6; 38].  
On the other hand, a grammar rule induction method that has been 
tested on Filipino is example-based [1].  Constituent structures are 
automatically induced using unsupervised probabilistic approaches, 
showing an F1 measure of greater than 69%.  To add, experiments 
revealed that the Filipino language does not follow a strict binary 
structure as English, but is more right-biased. 
Automatic parsing of the Philippine component of the International 
Corpus of English (ICE-PHI) also used grammar rules that were 
extracted from training data [27].  Automatic part of speech (POS) 
tagging was performed using MAKETAG, the tagger that was 
trained and used on the Great Britain component of the ICE.  To 
correct and verify the tags, initial manual expert tag verification is 
being conducted on sentences in the corpora where randomly 
generated 10% of the verbs are found.  
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  3.4.   Machine Translation 
Various applications have been created to cater to different needs 
which range from summarizing to question answering and from 
domains of education to the arts.  Described here are some of the 
language technology applications that have been developed in the 
country.  
The bi-directional English-Filipino machine translation (MT) 
system is a multi-engine approach (one rule-based method and two 
example-based methods) for automatic language translation of 
English and Filipino [44]. Refer to Figure 2 for the Architectural 
Diagram. 
The system accepts as input a sentence or a document in the source 
language and translates this into the target language.  The input 
text undergoes POS tagging, morphological analysis, and then the 
actual translation.  The output translation undergoes natural 
language generation including morphological generation.  The 
outputs of the three MT engines will be evaluated by the output 
modeler to determine the most appropriate among the translation 
outputs [31].  There are ongoing experiments on the hybridization 
of the rule-based and the template-based approaches where transfer 
rules and unification constraints are derived [28]. 
In identifying the most appropriate translation of a word, syntactic 
relationships (subject-verb, verb-object, adjective-noun) are used to 
perform word sense disambiguation based on “word-to-sense” and 
“sense-to-word” relationship between source words and their 
translations [22].  Using information from a bilingual dictionary 
and word similarity measures from WordNet, a target word is 
selected using statistics from a target language corpus. Test results 
using English to Tagalog translations showed an overall 64% 
accuracy for selecting word translation.  
3.4.1. Rule-based Machine Translation 
The rule-based MT uses lexical functional grammar (LFG) as the 
formalism to capture the translation rules.  An evaluation of how 
comprehensive and exhaustive the identified grammar is to be 
considered.  Is the system able to capture all possible Filipino 
sentences? How are all possible sentences to be represented since 
Filipino exhibits some form of free word order in sentences?  The 
next step is the translation step, that is, the conversion of the 
computerized representation of the input sentence into the intended 
target language.  After the translation process, the computerized 
representation of the sentence in the target language is outputted 
into a sentence form, or called the generation process.  Although it 
has been shown in various studies elsewhere and on various 
languages that LFG can be used for analysis of sentences, there is 
still a question of whether it can be used for the generation process.  
The generation involves the outputting of a sentence from a 
computer-based representation of the sentence.  This is part of the 
work that the group intends to address. 
The major advantage of the rule-based MT over other approaches 
is that it can produce high quality translation for sentence patterns 
that were accurately captured by the rules of the MT engine; but 
unfortunately, it cannot provide good translations to any sentence 
that go beyond what the rules have considered.  
3.4.2. Corpus-based Machine Translation 
The corpus-based MT system automatically learns how translation 
is done through examples found in a corpus of translated 
documents.  The system can incrementally learn when new 
translated documents are added into the knowledge-base, thus, any 
changes to the language can also be accommodated through the 
updates on the example translations.  This means it can handle 
translation of documents from various domains [2]. 
The principle of garbage-in-garbage-out applies here; if the 
example translations are faulty, the learned rules will also be faulty. 
That is why, although human linguists do not have to specify and 
come up with the translation rules, the linguist will have to first 
verify the translated documents and consequently, the learned rules, 
for accuracy. 
It is not only the quality of the collection of translations that affects 
the overall performance of the system, but also the quantity.  The 
collection of translations has to be comprehensive so that the 
translation system produced will be able to translate as much types 
of sentences as possible.  The challenge here is coming up with a 
quantity of examples that is sufficient for accurate translation of 
documents. 
With more data, a new problem arises when the knowledge-base 
grows so large that access to it and search for applicable rules 
during translation requires tremendous amount of access time and 
to an extreme, becomes difficult.  Exponential growth of the 
knowledge-base may also happen due to the free word order nature 
of Filipino sentence construction, such that one English sentence 
can be translated to several Filipino sentences.  When all these 
combinations are part of the translation examples, a translation rule 
will be learned and extracted by the system for each combination, 
thus, causing growth of the knowledge-base.  Thus, algorithms that 
perform generalization of rules are considered to remove specificity 
of translation rules extracted and thus, reduce the size of the rule 
knowledge-base.  
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  4. AUDIO AND VIDEO PROCESSING 
Aside from textual language representation and documentation, we 
have also explored on audio and video forms and their 
corresponding application tools. 
The Filipino Speech Corpus (FSC) is a compilation of read texts 
and spontaneous speech recorded from 100 speakers [34].  The 
read texts consist of paragraphs, sentences, words, syllables and 
phonemes that were designed to elicit the phones and prosodic cues 
characterizing Filipino speech.  The spontaneous speech recordings 
are on common topics that the speaker can freely talk about.   
Another work on corpus compilation in the country is the 
Philippine component of the International Corpus of English (ICE-
PHI) [19] where 278 spoken files (with 2,000 words each) were 
transcribed and documented.  Indigenous words, phrases and 
sentences in various Philippine languages can be found in the 
utterances, and studies on code-switching can be done on these 
corpora. 
Speech processing studies that use the FSC include automatic 
speech recognition [8; 15; 18; 33; 48; 51] and text-to-speech [8; 
14; 15; 24; 53].  Other Filipino speech processing applications that 
were developed without the use of FSC include PinoyTalk [9], 
which uses a rule-based Filipino syllabication model applied on an 
Indonesian language synthesizer, and Tagapagsalita [4], which 
uses the voice model of a Filipino male and a Filipino female to 
count from 1 to 100.  Speaker identification and verification 
applications [30; 37] were also developed using a small corpus of 
10 speakers each with 5 recordings of their individual passwords.    
Another branch of speech research that is recently gaining 
popularity in the Philippines is detecting emotions from speech.  
Ebarvia et. al. [23] developed a system that automatically 
recognizes emotions such as anger, boredom, happiness and 
satisfaction using a call center database.  Chua et. al. [13], on the 
other hand, recognizes emotions such as happiness, sadness, anger, 
fear, surprise, disgust, and neutral, using a corpus of 10,500 acted-
emotion Filipino speech recordings.  This local trend in speech 
research is stimulated by the large number of contact centers in the 
country requiring speech analytics applications, and by improving 
human-machine interactions through empathic computing. 
The documentation of the many languages of the country is an 
obviously enormous task, and it has been recommended [50] that 
documentation through speech recordings is the most efficient way 
to document even those languages that are near extinction.  Speech 
processing applications on these corpora are to be explored.  
Applications such as bilingual/multilingual translators, Filipino 
speech-to-text and text-to-speech systems for mobile and low-cost 
devices, speech training software, and dialogue analysis for data 
mining are just some of the interesting research topics that 
researchers of the Filipino language can pursue. 
The Philippine language corpus engagement includes the Filipino 
Sign Language.  The signs and discourse are recorded in videos, 
which are edited, glossed and transcribed.  Video editing merely 
cuts the video for final rendering, glossing allows association of 
sign to particular words, and transcription allows viewing of 
textual equivalents of the signed videos [47].   
Work has been done on sign language number recognition [49] 
using color-coded gloves for feature extraction using digital signal 
processing.  The feature vectors were calculated based on the 
position of the dominant-hand’s thumb.  The system learned 
through a database of numbers from 1 to 1000, and tested by the 
automatic recognition of Filipino sign language numbers and 
conversion into text.  Over-all accuracy of number recognition is 
85%. 
Another proposed work is the recognition of non-manual signals 
focusing on the various part of the face; in particular, initially, the 
mouth is to be considered.  The automatic interpretation of the 
signs can be disambiguated using the interpretation of the non-
manual signals. 
5. HLT ON ENGLISH: PHILIPPINE 
CONTEXT 
As mentioned, past colonial influences are manifested in language 
usage in Philippine society by the use of non-indigenous languages 
(such as English, Spanish and Chinese).  Some linguistic studies 
are focused on understanding the linguistic phenomena in the use 
of these foreign languages in the Philippine context.  For instance, 
English is still being used as the medium of instruction in our 
schools, although there are new advocacies to using the multi-
lingual mother tongue language education in our schools in the 
early years of schooling.  Currently, studies have been on English 
monolingual human language technology (HLT), and future 
directions can include the study of multilingual HLT. 
5.1. Natural Language Generation 
Most of the work in the country on natural language generation has 
been on the English language and are rule-based in approach some 
of which are in the areas of text summarization, text simplification, 
story generation and multiple choice question generation, 
intelligent tutoring systems, and question answering systems. 
SUMMER RXT automatically summarizes a document given the 
desired percentage of reduction [21].  Chunks of words in 
sentences are annotated or tagged as nucleus and satellites and 
some relationships based on Rhetorical Structure Theory are 
automatically established. Conceptually, the summaries are 
generated from lifting the nucleus and leaving out the satellites. 
Keywords and key phrases are also considered during 
summarization on top of nucleus extraction. Moreover, connector 
words are added to smoothen transitions from one sentence to 
another. Thus, the summarized text maintains coherence without 
having to resort to copying whole sentences from the original text.  
To add, the removal of an arbitrary amount of source material has 
the potential of losing essential information. Evaluation against 
existing commercially available software has shown that the output 
of SUMMER RXT is comparable to these systems.  Unfortunately, 
the domain of the training and test data has been limited to one 
particular author and in one particular domain.  Experiments on 
this approach for a wider range of authors and styles and their 
corresponding domains are yet to be performed. 
SimText is a text simplification system that accepts as input a 
medical document and transforms complex sentences into a set of 
equivalent simpler sentences with the goal of making the resulting 
text easier to read by some target group [17].  The simplification 
includes the use of easier to understand terminologies and shorter 
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  sentence constructs considering the specified reading level of the 
intended target users.  The text simplification process identifies 
components of sentence that may be separated out, and transforms 
each of these into free-standing simpler sentences. Some nuances 
of meaning from the original text may be lost in the simplification 
process, since sentence-level syntactic restructuring can possibly 
alter the meaning of the sentence. 
Picture Books generates stories for children from an input picture 
containing the background and a set of character and object 
stickers [36].  The child chooses the stickers and the system 
associates these to a theme and a (manually created) ontology 
which are then used to generate a fable-type of story.  Figure 3 
shows a sample screen shot, where the left side of the screen 
contains the picture (background and stickers selected by the child) 
while the right side contains part of the generated story. 
On the other hand, MesCH is a software that accepts children’s 
stories and automatically generates multiple choice questions to 
test the child’s reading comprehension [25].  The program 
rephrases parts of the story into 4W questions (who, what, when, 
where), sequence questions (which came first), and vocabulary 
questions.  To illustrate, from a sentence in a story “Slimy tadpoles 
came out from the eggs”, the system will generate the following 
possible stems: 
1 What came out from the eggs? 
2 Where did the slimy tadpoles come out? 
3 In the sentence, “Slimy tadpoles came out from the eggs,” what does 
the verb “came out” mean? 
 
The system considers principles in instructional assessment such as 
the formulation of 4W questions and the construction of distractors 
through the use of entries in WordNet that relate with the correct 
answer. 
Popsicle is an intelligent tutoring system that identifies and corrects 
language errors committed by Filipino students while they are 
learning the English language [35].  The software initially assesses 
the English grammar proficiency of the learner based on an input 
essay document that was composed by the user, identifies the 
grammatical errors in the document, provides feedback and 
suggestions in natural language, and generates grammar lessons 
that are tailor fit to the individual needs of the learner. The learner 
is given opportunities to correct and learn from his mistakes. The 
software maintains a user model that tracks an individual learner’s 
English grammar proficiency, his position and path toward 
acquiring English, the dialogue history containing the text 
generated by the system during the current tutorial session, the 
evaluation scores for each of the teaching strategies employed, and 
a concise log of explanations attempted by the system over the 
learning period of the user.  
HelloPol is a question-answering system that converses with the 
user in English within the Philippine political domain [3].  The 
system has been fed with political news articles, and information 
extraction has been integrated into the system to automatically 
extract relevant information from the articles into a more structured 
type of representation (or simply, a database) for use in the 
question-answering system.  The user may ask factoid questions 
(who, what, when, where) and the program answers these by 
referring to the database of information.  It is also an adaptive 
question-answering system in that it considers in its responses the 
user’s topic preference during the course of the dialogue. 
The area of question-answering is moving towards research on 
other types of questions apart from factoid, definition, and list 
questions.  Questions that involve evaluation and comparison, 
where the answer cannot be directly lifted from source text, are 
some of these new types of questions [7].  Evaluative refers to the 
consideration of at least one property or criteria over one or more 
entities and the computation of the associated values. Comparative 
refers to the evaluation of objects depending on one or more 
criteria and classifying those objects depending on the returned 
values. Included in comparative is the identification of the extreme, 
i.e., the superlatives, the topmost objects. In such cases, the focus 
of the questions is on the properties at stake in the evaluation, 
leading to the comparison. Thus, comparative and evaluative QA 
involves answering questions that require various forms of 
inference related to evaluation before an answer can be given. Since 
evaluation is necessary, the answer is not lifted from source text, as 
in the case of answering factoid, definition, or list questions. 
Instead, natural language answers will have to be constructed from 
the results of numeric and non-numeric evaluations of the criteria 
[39].  
Human conversation frequently involves the use of creative text 
such as puns to make the interaction fun and engaging. For 
dialogue systems to achieve the same effect, computers must be 
trained to understand when a pun has been delivered and to find 
opportunities to generate puns as a means of conveying 
information. TPEG [36] has been developed as our first step 
towards this goal. 
Utilizing ConceptNet [41] and Unisyn [26], TPEG identifies and 
extracts word relationships from an input corpus of human puns, 
which it then uses to generate its own puns. Extracted word 
relationships include phonetic similarity, synonyms, and semantic 
relationships (such as part-of, location-of, property-of). Listing 3 
shows 2 pairs of human source puns and TPEG-generated puns. 
  
Source Pun 1: 
  
What do you call a beloved mammal? 
A dear deer. [60] 
  
TPEG Pun 1: 
  
What do you call an overall absence? 
 
A whole hole. 
  
Source Pun 2: 
  
How is a window like a headache? 
They are both panes. [60] 
  
TPEG Pun 2: 
  
How is a trunk like a garbage? 
Listing 3. Sample human and TPEG generated puns 
They are both waists. 
5.2. Information Extraction 
LegalTRUTHS performs automatic extraction of structured data 
from unstructured data; that is, from long textual documents (from 
the Supreme Court of the Philippines) to databases [12].  It aims to 
minimize the user’s need of going through countless number and 
infinitely long legal documents and court decisions to extract key 
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  information about the case at hand.  Based on the sample 
documents, a template for the database was developed through 
consultations with lawyers.  The process follows the traditional 
approach wherein preprocessing of the input text is performed 
which includes text segmentation into different regions, detection 
of sentence boundaries, part of speech tagging and named entity 
recognition. Then text recognition is performed by applying the 
corresponding rules as needed to fill up the database.  These 
include detection of noun and verb groups as a whole entity, 
normalization of the output, filtering of irrelevant information, co-
reference resolution and extraction of the basic fields in the 
proposed template. The system also has an automatic evaluation 
module that uses longest common subsequence and the metrics 
precision, recall and f-measure to check the system’s correctness. 
As a front-end application, the system also provides keyword 
search from the extracted fields.  The matching entries provide 
links to the actual documents.  Figure 3 shows a sample screen shot 
of the relevant information extracted into table form. Overall 
results show precision at 91%, recall at 99%, and F-measure at 
95%. 
6. FUTURE DIRECTIONS 
Much is to be explored in this area of research that interleaves 
diverse disciplines among technology-based areas (such as NLP, 
digital signal processing, multi-media applications, and machine 
learning) and other fields of study (such as language, history, 
psychology, and education), and cuts across different regions and 
countries, and even time frames.  It is multi-modal that considers 
various forms of data from textual, audio, video and other forms of 
information.  Thus, much is yet to be accomplished, and experts 
with diverse backgrounds in these various related fields will bring 
this area of research to a new and better dimension. 
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ABSTRACT 
Mining association rules is one of the important tasks in the 
process of data mining application. In general, the input as used in 
the process of generating rules is taken from a certain data table by 
which all the corresponding values of every domain data have 
correlations one to each others as given in the data table. A 
problem arises when we need to generate the rules expressing the 
relationship between two or more domains that belong to several 
different tables in a normalized database. To overcome the 
problem, before generating rules it is necessary to join the 
participant tables into a general table by a process called 
Denormalization..  
This paper shows a process of mining Multidimensional Fuzzy 
Association Rules from a normalized database. The process 
consists of two sub-process, namely sub-process of join tables 
(Denormalization) and sub-process of mining fuzzy rules. Some 
parts of mining the fuzzy association rules as discussed in our 
previous papers [3,4,5,6,7]are extended to generate hybrid-
multidimensional fuzzy association rules.   
 
1. INTRODUCTION 
Association rule finds interesting association or correlation 
relationship among a large data set of items [1,10]. The discovery 
of interesting association rules can help in decision making process.   
Association rule mining that implies a single predicate is referred 
as a single dimensional or intradimension association rule since it 
contains a single distinct predicate with multiple occurrences (the 
predicate occurs more than once within the rule). The terminology 
of single dimensional or intradimension association rule is used in 
multidimensional database by assuming each distinct predicate in 
the rule as a single dimension [1].  
Here, the method of market basket analysis can be extended and 
used for analyzing any context of database. For instance, database 
of medical track record patients is analyzed for finding association 
(correlation) among diseases taken from the data of complicated 
several diseases suffered by patients in a certain time. For example, 
it might be discovered a Boolean association rule “Bronchitis 
⇒Lung Cancer” representing relation between “Bronchitis” and 
“Lung Cancer” which can also be written as a single dimensional 
association rule as follows:  
),Cancer" Lung" ,(  )"Bronchitis" ,( XDisXDis ⇒
Rule-1  
 
 
where D is a given predicate and X is a variable representing 
patient who have a kind of disease (i.e. “Bronchitis” and “Lung 
Cancer”). In general, “Lung Cancer” and “Bronchitis” are two 
different data that are taken from a certain data attribute, called 
items. In general, Apriori [1,10] is used an influential algorithm for 
mining frequent itemsets for mining Boolean (single dimensional) 
association rules.  
Additional related information regarding the identity of patients, 
such as age, occupation, sex, address, blood type, etc., may also 
have a correlation to the illness of patients. Considering each data 
attribute as a predicate, it can therefore be interesting to mine 
association rules containing multiple predicates, such as: 
),Cancer" Lung" ,(  )yes"" ,(   )"60" ,( XDisXSmkXAge ⇒∧
Rule-2: 
 
where there are three predicates, namely Age, Smk (smoking) and 
Dis (disease). Association rules that involve two or more 
dimensions or predicates can be referred to as multidimensional 
association rules. Multidimensional association rules with no 
repeated predicate as given by Rule-2, are called interdimension 
association rules [1]. It may be interesting to mine 
multidimensional association rules with repeated predicates. These 
rules are called hybrid-multidimensional association rules, e.g.:  
),Cancer" Lung" ,(                                          
 )"Bronchitis" ,()yes"" ,(   )"60" ,( 
XDis
XDisXSmkXAge
⇒
∧∧
Rule-3: 
  
 
To provide a more meaningful association rule, it is necessary to 
utilize fuzzy sets over a given database attribute called fuzzy 
association rule as discussed in [4,5]. Formally, given a crisp 
domain D, any arbitrary fuzzy set (say, fuzzy set A) is defined by a 
membership function of the form [2,9]: 
(1)                           ].1,0[: →DA  
 
A fuzzy set may be represented by a meaningful fuzzy label. For 
example, “young”, “middle-aged” and “old” are fuzzy sets over 
age that is defined on the interval [0, 100] as arbitrarily given 
by[2]: 
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Using the previous definition of fuzzy sets on age, an example of 
hybrid-multidimensional fuzzy association rule relation among the 
predicates Age, Smk and Dis in Rule-3 may then be represented by: 
),Cancer" Lung" ,(                                          
 )"Bronchitis" ,()yes"" ,(   )young"" ,( 
XDis
XDisXSmkXAge
⇒
∧∧
Rule-4 
             
To generate hybrid-multidimensional association rules implying 
fuzzy value such as given by Rule-4 from a normalized database 
that consists of several tables, this paper discussed two sequential 
processes as shown in Figure 1.  
First is the process of joining tables known as Denormalization of 
Database. Second is the process of generating (mining) fuzzy 
association rules. The process of denormalization can be provided 
based on the relation of tables as presented in Entity Relationship 
Diagram (ERD) of the relational database.  
 
Denormalization 
Process of Data
Normalized 
Database
General 
(Denormalized) 
Table
Process of
Mining Association  
Rules 
Association Rules 
 
 
Figure 1. Process of mining association rules  
 
For two tables that have no direct relation in ERD, they can still be 
joined by others transition tables (in ERD) using the transitive join 
process. Other solution is that we can define or create a relation 
function or a relation table that corresponds two distinct domains 
of the tables. Here, a metadata can be constructed as a data 
dictionary to express the relationship of tables. Result of 
denormalization data process is a single general (denormalized) 
table. The table is used as a source data for the process of mining 
association rules. Some parts of mining fuzzy rules has been 
discussed in [4,5,6,7] that introduced some formulations for 
calculating support and confidence factors. This paper extends the 
concepts to be applied in mining hybrid-dimensional fuzzy 
association rules and also introduces a formula to calculate 
correlation factor as also usually used in evaluating interestingness 
of the rules.   
The structure of the paper is the following. In Section 2, basic 
definition and formulation of some measures, support, correlation 
and confidence rule as used for determining interestingness of 
association rules are briefly recalled. Section 3 as a main 
contribution of this paper is devoted to propose data preparation 
for the further process of generation rules. Here, we will discuss a 
process of join table from a normalized database. Section 4 
discusses a concept for mining multidimensional fuzzy association 
rules. Section 5 demonstrated the concept in an illustrative 
example. Finally a conclusion is given in Section 6. 
 
2. SUPPORT, CONFIDENCE AND 
CORRELATION  
Association rules are kind of patterns representing correlation of 
attribute-value (items) in a given set of data provided by a process 
of data mining system. Generally, association rule is a conditional 
statement (such kind of if-then rule). More formally [1], 
association rules are the form BA⇒ , that is,  
nm bbaa ∧∧⇒∧∧  11 , where ia (for i∈  {1,…,m}) 
and jb (for j∈  {1,…,n}) are two items (attribute-value). The 
association rule BA⇒ is interpreted as “database tuples that 
satisfy the conditions in A are also likely to satisfy the conditions 
in B”. },,{ 1 maaA = and },,{B 1 nbb =  are two  distinct 
itemsets. Performance or interestingness of an association rule is 
generally determined by three factors, namely confidence, support 
and correlation factors.  Confidence is a measure of certainty to 
assess the validity of the rule. Given a set of relevant data tuples 
(or transactions in a relational database) the confidence of 
“ BA⇒ ” is defined by: 
 
(2)       ,
)(#
) and (#)(conf
Atuples
BAtuplesBA =⇒  
 
where #tuples(A and B) means the number of tuples containing A 
and B.  
For example, a confidence 80% for the Association Rule (for 
example Rule-1) means that 80% of all patients who infected 
bronchitis are likely to be also infected lung cancer. The support of 
an association rule refers to the percentage of relevant data tuples 
(or transactions) for which the pattern of the rule is true. For the 
association rule “ BA⇒ ” where A and B are the sets of items, 
support of the rule can be defined by 
 
    
(3)       ,
)_(#
) and (#                       
)supp(  )(supp
dataalltuples
BAtuples
BABA
=
∪=⇒
 
 
where #tuples(all_data) is the number of all tuples in the relevant 
data tuples (or transactions).  
For example, a support 30% for the association rule (e.g., Rule-1) 
means that 30% of all patients in the all data medical records are 
infected both bronchitis and lung cancer. From (3), it can be 
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  followed ).supp()supp( ABBA ⇒=⇒  Also, (2) can be 
calculated by 
 
   (4)       ,
)( supp
)  ( supp)(conf
A
BABA ∪=⇒  
 
Correlation factor is another kind of measures to evaluate 
correlation between A and B. Simply, correlation factor can be 
calculated by:   
   
(5)     ,
)(supp)( supp
)  ( psup                     
)(corr)(corr
BA
BA
ABBA
×
∪
=
⇒=⇒
 
Itemset A and B are dependent (positively correlated) iff 
1)corr( >⇒ BA . If the correlation is equal to 1, then A and B 
are independent (no correlation). Otherwise, A and B are negatively 
correlated if the resulting value of correlation is less than 1. 
A data mining system has the potential to generate a huge number 
of rules in which not all of the rules are interesting. Here, there are 
several objective measures of rule interestingness. Three of them 
are measure of rule support, measure of rule confidence and 
measure of correlation. In general, each interestingness measure is 
associated with a threshold, which may be controlled by the user. 
For example, rules that do not satisfy a confidence threshold 
(minimum confidence) of, say 50% can be considered 
uninteresting. Rules below the threshold (minimum support as well 
as minimum confidence) likely reflect noise, exceptions, or 
minority cases and are probably of less value. We may only 
consider all rules that have positive correlation between its 
itemsets. 
 
3. DENORMALIZATION DATA 
In general, the process of mining data for discovering association 
rules has to be started from a single table (relation) as a source of 
data representing relation among item data. Formally, a relational 
data table [13] R consists of a set of tuples, where t i
).,,,( 21 iniii dddt =
 represents the 
i-th tuple and if there are n domain attributes D, then 
 Here, dij is an atomic value of tuple t i 
with the restriction to the domain Dj jij Dd ∈, where . Formally, 
a relational data table R is defined as a subset of the set of cross 
product 
nDDD ××× 21 , where  },,,{ 21 nDDDD = . Tuple t 
(with respect to R) is an element of R. In general, R can be shown in 
Table 1. 
 
Table 1. A schema of relational data table 
rnrrr
n
n
n
dddt
dddt
dddt
DDDTuples





21
222212
112111
21
 
 
A normalized database is assumed as a result of a process of 
normalization data in a certain context of data. The database may 
consist of several relational data tables in which they have relation 
one to each others. Their relation may be represented by Entities 
Relationship Diagram (ERD). Hence, suppose we need to process 
some domains (columns) data that are parts of different relational 
data tables, all of the involved tables have to be combined (joined) 
together providing a general data table. Since the process of 
joining tables is an opposite process of normalization data by 
which the result of general data table is not a normalized table, 
simply the process is called Denormalization, and the general table 
is then called denormalized table.  In the process of 
denormalization, it is not necessary that all domains (fields) of the 
all combined tables have to be included in the targeting table. 
Instead, the targeting denormalized table only consists of 
interesting domains data that are needed in the process of mining 
rules. The process of denormalization can be performed based on 
two kinds of data relation as follows. 
 
3.1. Metadata of the Normalized Database 
Information of relational tables can be stored in a metadata. 
Simply, a metadata can be stored and represented by a table. 
Metadata can be constructed using the information of relational 
data as given in Entity Relationship Diagram (ERD). For instance, 
given a symbolic ERD physical design is arbitrarily shown in 
Figure 2. From the example, it is clearly seen that there are four 
tables: A, B, C and D. Here, all tables are assumed to be 
independent for they have their own primary keys. Cardinality of 
relationship between Table A and C is supposed to be one to many 
relationships. It is similar to relationship between Table A and B as 
well as Table B and D.  
 
Table A
PK D1
 D2
 D3
 D4
Table C
PK D8
 D9
FK1 D1
Table B
PK D5
 D6
 D7
FK1 D1
Table D
PK D10
 D11
 D12
FK1 D5
 
               
Figure 2. Example of ERD physical design 
 
Table A consists of four domains/fields, D1, D2, D3 and D4; Table 
B also consists of four domains/fields, D1, D5, D6 and D7; Table 
C consists of three domains/fields, D1, D8 and D9; Table D 
consists of four domains/fields, D10, D11, D12 and D5. Therefore, 
there are totally 12 domains data as given by D={D1, D2, D3, …, 
D11, D12}. Relationship between A and B is conducted by domain 
D1. Table A and C is also connected by domain D1. On the other 
hand, relationship between B and D is conducted by D5. Relation 
among A, B, C and D can be also represented by graph as shown in 
Figure 3.  
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Figure 3. Graph relation of entities 
 
Metadata expressing relation among four tables as given in the 
example can be simply seen in Table 2. 
 
Table 2. Example of metadata 
Table-1 Table-2 Relationship 
Table A Table B {D1} 
Table A Table C {D1} 
Table B Table D {D5} 
 
Through the metadata as given in the example, we may construct 
six possibilities of denormalized table as shown in Table 3.  
 
Table 3. Possibilities of denormalized tables 
No. Denormalized Table 
1 CA(D1,D2,D3,D4,D8,D9); CA(D1,D2,D8,D9); 
CA(D1,D3,D4,D9), etc. 
2 CAB(D1,D2,D3,D4,D8,D9,D5,D6,D7), 
CAB(D1,D2,D4,D9,D5,D7), etc. 
3 CABD(D1,D2,D3,D4,D5,D6,D7,D8,D9, 
            D10,D11,D12), etc. 
4 AB(D1,D2,D3,D4,D5,D6,D7), etc. 
5 ABD(D1,D2,D3,D4,D5,D6,D7,D10, 
         D11,D12), etc. 
6 BD(D5,D6,D7,D10,D11,D12), etc. 
 
CA(D1,D2,D3,D4,D8,D9) means that Table A and C are joined 
together, and all their domains are participated as a result of joining 
process. It is not necessary to take all domains from all joined 
tables to be included in the result, e.g. CA(D1,D2,D8,D9), 
CAB(D1,D2,D4,D9,D5,D7) and so on. In this case, what domains 
included as a result of the process depends on what domains are 
needed in the process of mining rules. For D1, D8 and D5 are 
primary key of Table A. C and B, they are mandatory included in 
the result, Table CAB. 
 
3.2. Table and Function Relation  
It is possible for user to define a mathematical function (or 
table) relation for connecting two or more domains from 
two different tables in order to perform a relationship 
between their entities. Generally, the data relationship 
function performs a mapping process from one or more 
domains from an entity to one or more domains from its 
partner entity. Hence, considering the number of domains 
involved in the process of mapping, it can be verified that 
there are four possibility relations of mapping.  
Let ),,,(A 21 nAAA  and ),,,(B 21 mBBB  be two 
different entities (tables). Four possibilities of function f 
performing a mapping process are given by:    
o One to one relationship 
      ki BAf →:   
o One to many relationship 
      
kpppi
BBBAf ×××→ 
21
:  
o Many to one relationship 
      krrr BAAAf k →××× 21:  
o Many to many relationship 
  
kk ppprrr
BBBAAAf ×××→××× 
2121
:  
Obviously, there is no any requirement considering type and 
size of data between domains in A and domains in B. All 
connections, types and sizes of data are absolutely 
dependent on function f. Construction of denormalization 
data is then performed based on the defined function. 
 
4. MULTIDIMENSIONAL ASSOCIATION 
RULES 
As explained in Section 1, association rules that involve two or 
more dimensions or predicates can be referred to as 
multidimensional association rules. Multidimensional association 
rules with no repeated predicates are called interdimension 
association rules (e.g. Rule-2)[1]. On the other hand, 
multidimensional association rules with repeated predicates, which 
contain multiple occurrences of some predicates, are called hybrid-
dimensional association rules. The rules may be also considered 
as combination (hybridization) between intradimension association 
rules and interdimension association rules. Example of such rule 
are shown in Rule-3 and Rule-4, the predicate D is repeated. Here, 
we may firstly be interested in mining multidimensional association 
rules with no repeated predicates or interdimension association 
rules[7]. Hybrid-dimensional association rules as an extended 
concept of multidimensional association rules will be discussed 
later in this paper.   
The interdimension association rules may be generated from a 
relational database or data warehouse with multiple attributes by 
which each attribute is associated with a predicate. To generate the 
multidimensional association rules, we introduce an alternative 
method for mining the rules by searching for the predicate sets. 
Conceptually, a multidimensional association rule, BA⇒  
consists of A and B as two datasets, called premise and conclusion, 
respectively. 
Formally, A is a dataset consisting of several distinct data, where 
each data value in A is taken from a distinct domain attribute in D 
as given by 
                }N  somefor   ,|{ njjj jDaaA ∈∈= , 
where, DDA ⊆  is a set of domain attributes in which all data 
values of A come from. 
Similarly,  
          }N  somefor   ,|{ njjj jDbbB ∈∈= , 
where, DDB ⊆  is a set of domain attributes in which all data 
values of B come from. 
For example, from Rule-2, it can be found that A={60, yes}, 
B={Lung Cancer}, DA={age, smoking} and DB
Considering 
={disease}.  
BA⇒  is an interdimension association rule, it can 
A B C D 
{D1} {D1} {D5} 
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  be proved that |||| ADA = , |||| BDB =  and ∅=∩ BA DD . 
Support of A is then defined by: 
 
 
r
Aaadt
A jjiji
|},|{|
)supp(
∈∀=
= ,        (6) 
 
where r is the number of records or tuples (see Table 4, r=11).  
Alternatively, r in (6) may be changed to |Q(DA)| by assuming that 
records or tuples, involved in the process of mining association 
rules are records in which data values of a certain set of domain 
attributes, DA
 
, are not null data. Hence, (6) can be also defined by: 
|)(|
|},|{|
)supp(
A
jjiji
DQ
Aaadt
A
∈∀=
=           (7) 
 
where Q(DA), simply called qualified data of DA,  is defined as a 
set of record numbers (t i) in which all data values of domain 
attributes in DA are not null data. Formally, Q(DA
 
) is defined as 
follows. 
},|{)( AjijiA DDnulldtDQ ∈∀≠=          (8) 
 
Similarly,  
|)(|
|},|{|
)supp(
B
jjiji
DQ
Bbbdt
B
∈∀=
= .         (9) 
 
As defined in (3), )(support BA⇒  is given by 
 
|)(|
|},|{|
                   
)supp()supp(
BA
jjiji
DDQ
BAccdt
BABA
∪
∪∈∀=
=
∪=⇒
,  (10) 
where 
},|{)( BAjijiBA DDDnulldtDDQ ∪∈∀≠=∪
)(conf BA⇒ as a measure of certainty to assess the validity of 
BA⇒ is calculated by 
 
|},|{|
|},|{|
 )(conf
Aaadt
BAccdt
BA
jjiji
jjiji
∈∀=
∪∈∀=
=⇒  (11) 
 
Using the results of (7), (9) and (10), )(corr BA⇒ is simply 
calculated by (5). 
If supp(A) is calculated by (6) and denominator of (10) is changed 
to r, clearly, (10) can be proved having relation as given by (4). 
A and B in the previous discussion are datasets in which each 
element of A and B is an atomic crisp value. To provide a 
generalized multidimensional association rules, instead of an 
atomic crisp value, we may consider each element of the datasets to 
be a dataset of a certain domain attribute. Hence, A and B are sets 
of set of data values or sets of datasets. For example, the rule may 
be represented by 
 
     
Rule-5: 
),cancer" lung ,bronchitis" ,(
  )yes"" ,(   )"20...60" ,(
Xdisease
XsmokingXage ⇒∧
 
 
where A={{20…29}, {yes}} and B={{bronchitis, lung cancer}}. 
Simply, let A be a generalized dataset. Formally, A is given by 
             }N  somefor   ,|{ njjj jDAAA ∈⊆= . 
Corresponding to (7), support of A is then defined by: 
 
   
|)(|
|},|{|
)supp(
A
jjiji
DQ
AAAdt
A
∈∀⊆
= .   (12) 
 
Similar to (10),  
 
|)(|
|},|{|
                  
)supp()supp(
BA
jjiji
DDQ
BACCdt
BABA
∪
∪∈∀⊆
=
∪=⇒
 (13) 
 
Also, )(corr BA⇒ can be calculated by (5). 
Finally, )(conf BA⇒  is defined by 
 
|},|{|
|},|{|
 )(conf
AAAdt
BACCdt
BA
jjiji
jjiji
∈∀⊆
∪∈∀⊆
=⇒ (14) 
 
To provide a more generalized multidimensional association rules, 
we may consider A and B as sets of fuzzy labels. Simply, A and B 
are called fuzzy datasets. Rule-3 is an example of such rules, where 
A={young, yes} and B={bronchitis}. Here young, yes and 
bronchitis are considered as fuzzy lables. A fuzzy dataset is a set 
of fuzzy lables/ data consisting of several distinct fuzzy labels, 
where each fuzzy label is represented by a fuzzy set on a certain 
domain attribute. Let A be a fuzzy dataset. Formally, A is given by    
          }N  somefor   ),F(|{ njjj jDAAA ∈∈= , 
where )F( jD is a fuzzy power set of Dj, or in other words, Aj is a 
fuzzy set on Dj
Corresponding to (7), support of A is then defined by: 
.  
 
   
|)(|
)}({inf
)supp( 1
A
r
i
ijAAA
DQ
d
A
j
j
∑
=
∈
=
µ
.               (15) 
 
Similar to (10),  
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|)(|
)}({inf
                     
)supp()supp(
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BA
r
i
ijCBAC
DDQ
d
BABA
j
j
∪
=
∪=⇒
∑
=
∪∈
µ            (16) 
 
)(conf BA⇒  is defined by 
∑
∑
=
∈
=
∪∈
=⇒ r
i
ijAAA
r
i
ijCBAC
d
d
BA
j
j
j
j
1
1
)}({inf
)}({inf
 )(conf
µ
µ
          (17) 
 
Similarly, if denominators of (15) and (16) are changed to r (the 
number of tuples), (17) can be proved also having relation as given 
by (4). Here, we may consider and prove that (16) and (17) are 
generalization of (13) and (14), respectively. On the other hand, 
(13) and (14) are generalization of (10) and (11). 
Finally, )(corr BA⇒  can be calculated by (5). Alternatively, the 
correlation betwen two fuzzy datasets can be also defined by the 
following two definitions. 
∑
∑
=
∈∈
=
∪∈
×
=⇒ r
i
ikBBBijAAA
r
i
ijCBAC
dd
d
BA
k
k
j
j
j
j
1
1
)}({inf)}({inf
)}({inf
 )(corr
µµ
µ
(18) 
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k
j
j
j
j
∪
×
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∪∈
µµ
µ
(19) 
Here, it depends on the application in which we can use (5), (18) or 
(19) in order to consider a more matching correlation.  
 
5.  HYBRID-MULTIDIMENSIONAL AR 
In order to proposed a concept of hybrid-multidimensional 
association rule, it is necessary to extend the concept of relational 
data table as described in Section 3 by considering dij
jij Dd ⊆
 as a dataset 
( ). Since dij is a dataset, it is also necessary to define a 
function β(A,dij) representing similarity degree   of fuzzy lable A 
given a dataset dij
 
 as follows.  
||
)(
),(
ij
de
A
ij d
e
dA ij
∑
∈
=
µ
β                               (20) 
 
Therefore, (15-19) have to be extended as follows. 
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Similarly, correlation might be calculated by (5) as well as the 
following equations. 
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(25) 
 
6.  ILLUSTRATIVE EXAMPLE 
An illustrative example is given to understand well the concept of 
the proposed method and how to calculate support, confidence and 
correlation of the multidimensional fuzzy association rule is 
performed. The process is started from a given a simple medical 
records of patients as shown in Table 4.   
Table 4. Medical records of patients 
Tuples Age Smoking Blood Type Diseases 
1t  20 Yes A bronchitis 
2t  25 Yes A bronchitis 
3t  22 Yes B bronchitis 
4t  27 No O diarrhea 
5t  30 No O diarrhea 
6t  45 Yes AB lung cancer 
7t  40 Yes O lung cancer 
8t  50 No O diabetes 
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9t  60 Yes B bronchitis 
10t  60 Yes A lung cancer 
11t  Null No AB diarrhea 
 
Based on Table 4, support and confidence of Rule-2 are 
calculated using (10) and (11), respectively. Related to the 
conceptual form of the rule BA⇒ , it can be followed that 
A={60, yes} and B={lung cancer}.   
1.0
|},...,{|
|}{|)2-supp(Rule
101
10 ==
tt
t
, 
where },...,{)( 101 ttDDQ BA =∪ . t11
)( BA DDQ ∪
 is not included in 
, because it has a null value in Ages. Confidence 
of Rule-2 is given by 
    .5.0
|},{|
|}{|)2-conf(Rule
910
10 ==
tt
t
 
Correlation of Rule-2 is given by 
25.1
0.40.2
0.1                               
})({supp}),60({supp
)2(supp)2-corr(Rule
=
×
=
×
−
=
bronchitisyes
Rule
 
 Support, confidence and correlation of Rule-5 are 
calculated using (13) and (14) as follows.  
     ,7.0
|},...,{|
|},,,,,,{|)5-supp(Rule
101
10976321 ==
tt
ttttttt
 
     .1
|},,,,,,{|
|},,,,,,{|)5-conf(Rule
10976321
10976321 ==
ttttttt
ttttttt
 
      43.1
7.07.0
7.0)5-corr(Rule =
×
=  
 Rule-3 is a fuzzy rule, where A={young, yes} and 
B={bronchitis}. Young (yg) is a fuzzy labels represented by a 
fuzzy sets as given in Section 1. Support of Rule-3 can be 
calculated by (16) as shown in the following table.  
 
Table 5. Calculation of fuzzy values 
Tuple 
)(ageygµ
α 
)(smkysµ
β 
)(disbrµ
γ 
min(α,β,γ) 
1t  1 1 1 1 
2t  0.66 1 1 0.66 
3t  0.87 1 1 0.87 
4t  0.53 0 0 0 
5t  0.33 0 0 0 
6t  0 1 0 0 
7t  0 1 0 0 
8t  0 0 0 0 
9t  0 1 1 0 
10t  0 1 0 0 
11t  null 0 0 0 
Σ  3.4 7 4 2.53 
 
Therefore,  
253.0
|},...,{|
53.2)3-supp(Rule
101
==
tt
 
 
On the other hand, confidence and correlation of Rule-3 are 
given by 
.1
53.2
53.2)3-conf(Rule ==  
It can be calculated by (5), (18) and (19) that the correlation is 
given by 
Using (5): 
75.2
11/410/53.2
10/53.2)3-corr(Rule =
×
=   
Using (18): 
1
53.2
53.2)3-corr(Rule ==  
Using (19): 
1
3
87.0
87.0
66.0
66.0
1
1
)3-corr(Rule =
++
= . 
Positive results of correlations, Rule-1, Rule-5 and Rule-3 show 
that their conclusion and condition sides are not independent. 
 
6. CONCLUSION 
The paper firstly discussed a method of how to provide a 
denormalized table from a normalized database. Then, a concept of 
generating multidimensional fuzzy association rules was introduced 
in the context of mining association rules from medical records of 
patients. In general, multidimensional association rules consist of 
two types of rules, namely interdimension association rules and 
hybrid-dimension association rules. In this paper, we proposed 
extended method to generate interdimension association rules as 
well as hybrid-dimensional association rules. Three sets of 
equations were introduced to calculate support, confidence and 
correlation of three different kinds of generalized rules. 
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ABSTRACT
This paper proposes a novel approach to strategic bidding in
competitive electricity markets that applies a context-based
fuzzy model to a generator bidding system. The proposed
approach allows the user to modify the weights in the model
according to the user’s perception of the criteria set in the
context. In this approach, Dynamic Programming, which
can handle an inter-period optimization of the dispatch of
a generator, is applied to the developed fuzzy model to for-
mulate a daily bid of a generator. Practical aspects of for-
mulating the bid are discussed. In addition, the proposed
approach is validated by applying it to a market model de-
veloped on the market simulator. The performance of the
proposed approach is compared to the performance of other
techniques such as generic bidding strategies. The valida-
tions show that the proposed approach has a signiﬁcant ad-
vantage over generic bidding strategies: it is able to identify
a critical market condition where there is an incentive for a
generator to exercise its market power.
Keywords
fuzzy ﬁtting, optimization, electricity market, bidding stra-
tegy, dynamic programming
1. INTRODUCTION
In a perfectly competitive electricity market, generators have
an incentive to oﬀer their electric energy at their respective
marginal costs. However, in a market that is not perfectly
competitive, generators have some degree of market power
that depends on the market conditions, such as the beha-
vior of the competing generators, the load demands and their
own cost functions. The exercise of market power in order
to maximize proﬁt is also known as strategic bidding.
A strategic bidding can be described as follows: a generator
oﬀers its capacity by observing what the market price is and
how much it can increase the price by withdrawing some of
its capacity from the market such that the price increase
outweighs the loss of market share: the proﬁt is then maxi-
mized. The strategy depends not only on the price, but also
on the rate of price change with respect to the change of the
dispatch level.
Theoretically, if the aggregate supply curve of the competi-
tors and the load demand were known exactly, then the
optimum solution could be analytically derived [1]. In prac-
tice, however, the analytical approach is of very limited use
as it over-simpliﬁes the problem [11]. For example, the sys-
tem usually consists of more than one node. As a result,
there is an inter-dependency among market parameters that
creates a complex aggregate supply curve which is composed
not only of supply curves of local generators but also of in-
coming and outgoing ﬂows from neighboring nodes. Con-
sequently, the exact aggregate supply curve in a node is
analytically diﬃcult to derive.
Game Theory has also been applied in electricity markets as
discussed in [18, 4]. Most applications of Game Theory in
electricity markets assume non-cooperative games in which
a Nash equilibrium exists.
Residual demand analyses have been studied in [7, 5] for
optimizing generators’ bids. In this approach, a generator
optimizes its proﬁt by varying its oﬀer based on its estimated
residual demand curve. A residual demand curve is deter-
mined by load forecast and expected aggregate supply of
competitors. Load forecast can be accurately estimated by
a statistical load model developed from its historical data. In
contrast, the aggregate supply of competitors is more diﬃ-
cult to estimate since it depends on other market parameters
(for example, network constraints and gaming strategies).
Dynamic Programming introduced by Bellman [3] is a use-
ful technique for solving optimization problems involving se-
quences of decisions such as unit-commitment or generator
scheduling. Dynamic Programming was proposed in [6, 12]
for formulating bidding strategies in competitive electricity
markets.
Applications of heuristic approaches [13, 14, 9] and agent-
based model [19] in an electricity market have been reported.
Heuristic approaches allow the user’s subjective perception
to be incorporated in the formulation of bidding strategies.
Additionally, they create a user friendly interface between
the problem and human beings so that the problem can be
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more easily understood by human beings. On the other
hand, with the capability of learning from experiences and
opponent’s behaviors, the agent-based model produces the
most viable bidding strategy.
Alternatively, the market behavior can be extracted from
historical market data by developing an empirical model.
Then, a bidding strategy is formulated based on the deve-
loped model. This empirical approach is more robust and
ﬂexible than the analytical approach because it can han-
dle a complex system (that is a system with more than one
node) and uncertainties. This paper discusses the develop-
ment of such an empirical approach. Firstly, it presents the
development of a context-based fuzzy model for a generator
bidding system. Secondly, based on the developed model,
it presents the optimization of the generator bidding sys-
tem using Dynamic Programming. Finally, it validates the
proposed approach on a ﬁve-node market model.
2. FUZZYMODELOFAGENERATORBID-
DING SYSTEM
A generator bidding system consists of a controllable in-
put variable such as the dispatch of the generator, non-
controllable input variables such as regional load demands
and the behavior of competing generators, and a single out-
put variable which is the proﬁt of the generator. Since the
actual system is complex, there is a need to develop a rep-
resentative model that captures the functional relationship
between the variables. This section discusses the develop-
ment of fuzzy model of a generator bidding system from
historical market data using the technique discussed in [16].
The development of the model is based on a theoretical ana-
lysis of an optimum supply curve. Basically, it states that,
for a given load demand, there is an optimum pair of price
and dispatch that a generator should oﬀer in order to max-
imize its proﬁt. Consequently, a context-based fuzzy model
is developed to deﬁne a fuzzy relationship between dispatch
and proﬁt of a generator for a given load demand.
Figure 1 shows the context-based fuzzy model with one in-
put (Dispatch), one output (Proﬁt), and two context vari-
ables (Load and Trading Period). For each trading period,
the input-output relationships are deﬁned by sets of empir-
ical data (the dispatch s and the proﬁt Π) and their cor-
responding weights as deﬁned by the context. The output
membership function is constructed by ﬁtting the weighted
output data into a Gaussian-type membership function. The
fuzzy relationship between Dispatch and Proﬁt can be used
to maximize the proﬁt of the generator. Once the optimum
dispatch is found, the corresponding price can be directly
calculated from the proﬁt and the dispatch as given in the
following equation:
p =
Π+ C(s)
s
(1)
where p is the price oﬀered by the generator, Π is the proﬁt
of the generator, C(s) is the cost function of the generator,
and s is the dispatch of the generator.
It turns out that the projection of the input membership
function to the output may over-generalize the actual func-
tion. Therefore, instead of aggregating the weighted output
Input Output
Context
Dispatch 
Load

Trading Period

ProﬁtN sets of data:
s,d, i,Π
s : dispatch
d : load
i : trading period
Π : proﬁt
Figure 1: Context-based fuzzy system.
data into a single output membership function, each pair of
input-output data with the corresponding weight is treated
independently. These weights measure the degree of sig-
niﬁcance for each data pair. In this model, the input and
output variables are in the form of crisp numbers while the
context variables are still in the form of fuzzy numbers. This
model is used for optimizing a generator bidding system as
explained in the next section.
3. OPTIMIZATION OF THE GENERATOR
BIDDING SYSTEM
A generator bidding system is optimized by optimizing its
fuzzy model that consists of sets of dispatch-proﬁt pairs
with their corresponding weights. The structure of the fuzzy
model allows the user to modify the weights according to the
user’s perception of the criteria set in the context. Optimiza-
tion of bidding strategies involves scheduling of the gene-
rator’s dispatch over 48 trading periods since the dispatch
transition between trading periods is limited by its ramping
constraints.
3.1 Bidding Strategies
The fuzzy-based model contains sets of dispatch-proﬁt pairs
with corresponding weights deﬁned by the context member-
ship function. These weights indicate the degree of con-
ﬁdence in achieving this proﬁt level at the corresponding
dispatch. One of the techniques in modifying these weights
is given by the following equation:
wnew = w
k where k ≥ 0 (2)
where wnew is the adjusted weight, w is the initial weight set
by the context membership function, and k is the exponent.
Based on the value of k, there are three possible outcomes:
1. If the exponent k is less than one, then wnew ≥ w.
This has the eﬀect of relaxing the criteria set by the
context membership function.
2. If the exponent k is equal to one, then wnew = w.
This has no eﬀect on the criteria set by the context
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membership function.
3. If the exponent k is greater than one, then wnew ≤ w.
This has the eﬀect of strengthening the criteria set by
the context membership function.
Based on the subjective perception of the user, the user may
choose to relax, keep or strengthen the criteria set by the
context membership function. Three types of bidding stra-
tegies (Risk-Seeker, Risk-Neutral and Risk-Averse) can be
constructed in the fuzzy model by modifying these weights.
The three bidding strategies are described as follows:
Risk-Seeker: The user perceives that the criteria set by the
context membership function is too stringent; there-
fore, the criteria is relaxed by setting k < 1.
Risk-Neutral: The user perceives that the criteria set by
the context membership function is just right; there-
fore, the criteria is ﬁxed by setting k = 1.
Risk-Averse: The user perceives that the criteria set by
the context membership function is too relaxed; there-
fore, the criteria is strengthened by setting k > 1.
3.2 Optimization of Generator Dispatch
The dispatch of the generator is optimized by optimizing one
of the three bidding models. For each trading period, there
are pairs of dispatch and discounted proﬁt. The objective
is to maximize the summation of discounted proﬁts over 48
trading periods. It is noted that the dispatch transition bet-
ween trading periods is limited by the ramping constraints.
The optimization problem is illustrated in the following gen-
eral example. The objective function is given as:
max
NX
n=1
fn(xn) (3)
subject to:
xn−1 − x
Down
≤ xn ≤ xn−1 + x
Up (4)
x
min
≤ xn ≤ x
max (5)
where xn is the current state, xn−1 is the previous state,
yn = fn(xn) is the value corresponding to the state xn, x
Up
and xDown are the up/down ramping constraints, xmin and
xmax are the minimum and maximum possible states, and
N is the total number of stages.
Two approaches are proposed to optimize the sequences of
the state x in order to maximize the summation of y. The
ﬁrst is called a single-period optimization, and the second is
an inter-period optimization.
3.2.1 Single-Period Optimization
In a single-period optimization, the “optimum” state is sim-
ply chosen to be one of the possible states that gives an
immediate maximum return in the current stage. The pro-
cedure is illustrated in the following steps:
1. Initialization of the State: The initial state is se-
lected to be a state that corresponds to the maximum
value in the ﬁrst stage.
2. Evaluation of Next Possible States: The next pos-
sible states are evaluated based on the current state
and the ramping constraints. They must meet the con-
straints deﬁned in Equations 4 and 5.
3. Selection of the Optimum state: The state with
a maximum value, which is one of the feasible states
evaluated in the previous step, is selected and Step 2
is repeated.
3.2.2 Inter-Period Optimization
Dynamic Programming introduced by Bellman [3] is a useful
technique to solve a class of optimization problems involving
sequences of decisions. It has been applied to optimize an
economic dispatch of thermal systems [17]. Here, the tech-
nique is proposed to optimize dispatch of generators based
on the developed bidding model. The implementation of
Dynamic Programming is illustrated in the following steps:
1. Initialization of States: All unique states in the ﬁrst
stage are selected as possible initial states. If there are
two or more identical states, then the state with the
maximum value is selected as one of the initial states.
2. Evaluation of Next Possible States: The next pos-
sible states are evaluated based on the current state
and the ramping constraints. They must meet the con-
straints deﬁned in Equations 4 and 5.
3. Elimination of Identical States in the Same Stage:
For each sequence (that is a set of n states over n
stages), there is a corresponding value which is the
summation of value of each state in the sequence. The
number of sequences in each stage must be equal to the
number of unique states in this stage. However, there
is a possibility that more than one sequences reach the
same state in the same stage. This means that the
number of sequences could be larger than the number
of unique states. For each unique state, the sequence
with the largest cumulative value is selected, and the
remaining sequences are discarded. Basically, this fol-
lows the principle of optimality introduced by Bellman
[2].
4. Selection of Optimum Sequence: In the last stage,
the sequence that accumulates the largest value is se-
lected as the optimum sequence.
A direct implementation of Dynamic Programming on all
data takes a considerable amount of computing time, es-
pecially when the number of data sets is very large. This
is also known as “the curse of dimensionality.” In order to
reduce the dimension of the problem, the data is sampled
by partitioning the range of data into several sub-ranges.
The determination of the size of the sub-ranges depends on
the rates of change up and down. Intuitively, the size of
the sub-ranges must be less than or equal to half of the
up/down rates of change. This allows feasible paths for the
state transition (that is, going up or down) between stages
without violating the ramping constraints. In each group,
a state with the largest value is selected to represent this
group. This guarantees that states in each stage are unique
and locally optimum.
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4. CASE STUDY
The purpose of this case study is to show the implementa-
tion of the proposed approach in a complex market model.
The case study was run on an electricity market simulator
developed in [15]. A ﬁve-node market model was developed
imitating the structure in the Australian National Electricity
Market. The ﬁve regional nodes were QLD, NSW, SNOWY,
VIC and SA. Each region except SNOWY had a regional
load demand, namely Load QLD, Load NSW, Load VIC and
Load SA. For simpliﬁcation, individual generators in each
region were aggregated into ﬁve aggregate generators: Gene-
rator QLD, Generator NSW, Generator SNOWY, Generator
VIC and Generator SA. It is noted that losses in the trans-
mission lines were assumed to be 5% of the power ﬂows.
The structure of the model is given in Figure 2. This mar-
ket model was not meant to be an accurate representation
of the Australian NEM. Therefore, the model had some sim-
pliﬁcations as explained later in this section.
300
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1100 MW
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 MW
880 MW
880 MW
SA VIC SNOWY
NSW
QLD
Gen SA
Gen VIC Gen LYA
Load QLD
Gen SNOWY
250 MW
Note: 5% losses was assumed for each line.
Gen QLD
Gen NSW
Load SA Load VIC
Load NSW
Figure 2: Schematic diagram of the ﬁve-node market
model (source: [8]).
Load proﬁles for each region were extracted from ST-PASA
which was downloaded from the NEMMCO website. The
particular ST-PASA was released on 6 November 2001. It
contained seven-day load forecasts for each region in the
NEM except SNOWY. The load forecasts for Wednesday (7
November 2001) were used as regional load proﬁles in this si-
mulation. Figure 3 shows the daily load proﬁles in Regions
QLD, NSW, VIC and SA. It is noted that the magnitude
of uncertainty of the load varied over 48 trading periods,
especially for the load proﬁles in Regions QLD and NSW.
The market model was developed with the following assump-
tions. Firstly, it did not model the constraint equations
which were used by NEMMCO to operate the power system
securely. Secondly, intra-regional loss factors and ancillary
services were ignored. In order to compensate for the eﬀects
of these assumptions, each regional load was increased by
25%.
Modeling individual generators in the simulator would need
a fast computer with large resources. Additionally, running
the simulation with a complete and detailed model would
take a considerable time as well. In order to reduce the
complexity, individual generators in each region were ag-
gregated. The aggregate supply curves in each region were
constructed directly from individual supply curves without
taking into consideration the intra-regional loss factors. This
means that prices oﬀered by individual generators were taken
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Figure 3: Regional load proﬁles for the ﬁve-node
market model: (a) QLD, (b) NSW, (c) VIC and (d)
SA.
as they were without converting them to their corresponding
prices at regional reference nodes. It is noted that the aggre-
gation ignored the ramp-rate limits on individual generators.
This means that the aggregate generators had no ramping
constraint.
For Region VIC, the individual generators were aggregated
into two aggregate generators. The ﬁrst was composed of all
generators in Region VIC excluding Generators Loy Yang A
(unit 1 to 4). The second was an aggregation of the four
units of Generator Loy Yang A.
In this example, a generation company (GENCO) Loy Yang
A was selected to be the object of the study. This GENCO
operated four units of thermal generators in which each
unit had a minimum stable load of 320 MW and a maxi-
mum capacity of 530 MW. The short run marginal cost for
these units was estimated to be around $5.29 per MWh as
stated in [10]. The actual cost function is unknown since
this is commercially sensitive information. For this model,
the four unit thermal generators were aggregated into a sin-
gle generator, namely Generator LYA. The cost function of
this generator was given as:
C(s) = 0.006 s2 − 10.24 s + 10000 for 1280 ≤ s ≤ 2120 (6)
The ramping constraint for the aggregate generator was 600
MW per 30 minutes, which was simply four times of that of
the individual generator (150 MW per 30 minutes).
Three main types of bidding strategies were investigated for
this market model.
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• The ﬁrst was a generic bidding strategy with constant
bid multipliers: k = 0.5, k = 1.0, k = 2.0 and k = 3.0.
• The second was based on a random bidding strategy
where Generator LYA oﬀered its electric energy at a
random quantity for each trading period.
• The third was a fuzzy-based bidding strategy. The
fuzzy-based approach applied three bidding strategies
(risk-seeker, risk-neutral and risk-averse) on the model.
The resulting pairs of price and quantity formulated
using these models are shown in Figure 4. The cor-
responding daily oﬀers of Generator LYA, which were
based on the Cournot supply function.
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Figure 4: Prices and quantities oﬀered by Generator
LYA on a ﬁve-node market model based on the fol-
lowing bidding models: risk-seeker, risk-neutral and
risk-averse.
Each simulation was run for 100 trading days. The results of
the simulation are given in the form of box plots in Figure 5.
For generic bidding strategies, the best response was given
by a generic bidding strategy with the bid multiplier k =
2.0 which gave an average daily proﬁt of $652,247. The
random bidding strategy yielded an average daily proﬁt of
$631,181. The fuzzy-based approach based on a risk-neutral
model gave a better response (that is, an average daily proﬁt
of $659,408) than the generic bidding strategy. The spreads
of quartile percentages of the daily proﬁts in Figure 5 clearly
show the best response of the fuzzy-based approach based
on a risk-neutral model compared to other approaches.
5. CONCLUSIONS
This paper has presented the development of a fuzzy-based
bidding strategy, where a context-based fuzzy model is de-
veloped from empirical data, for a generator participating in
a competitive electricity market. The structure of the fuzzy
model allows the user to apply diﬀerent bidding strategies
(for example, risk-seeker, risk-neutral and risk-averse) based
on the user’s subjective perception. The optimization of bid-
ding strategy is carried out using Dynamic Programming on
the developed model. The results of the optimization are 48
pairs of optimum dispatch and price. These optimum pairs
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Generic k=0.5
Daily Profit of Generator A ($/day)
(a)
(b)
(c)
Figure 5: Box plot of daily proﬁts of Generator LYA
on a ﬁve-node market model using the following bid-
ding strategies: (a) generic bidding, (b) random bid-
ding, and (c) fuzzy-based approaches.
are used to formulate daily optimum supply functions based
on the Cournot model.
The proposed bidding strategy, along with generic bidding
strategies, was validated on a ﬁve-node market models de-
veloped on the market simulator. The validations show
that the proposed approach has a signiﬁcant advantage over
generic bidding strategies: it is able to identify a critical
market condition where there is an incentive for a generator
to exercise its market power. The fuzzy-based approach ap-
plies Dynamic Programming to the inter-period optimiza-
tion of dispatch of a generator. The advantage of the pro-
posed fuzzy approach over commonly used methods is the
nature of this approach in processing data in the form of
fuzzy numbers, which are more tolerant to imprecision. Al-
though the proposed approach is especially tailored to the
Australian market, it would also be applicable, with some
modiﬁcations, to other market structures.
Despite its promising results, there are some minor limi-
tations to the proposed approach. Firstly, there is still a
need to reﬁne the model in order to improve the robust-
ness of the developed fuzzy model, especially for complex
market models. Secondly, the proposed approach is based
on the assumption that the bidding behaviors of the com-
petitors are accurately modeled for each trading period. A
more robust approach would need to integrate the bidding
extraction technique into the proposed fuzzy model in which
the context “bidding pattern” replaces the context “trading
period.”
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ABSTRACT 
This paper describes a common recognition problem, related to an 
industrial environment which has a determined number of different 
objects that are needed to be recognized. The manufacturing 
environment is characterized by rapid change, originating new 
challenges and problems to the production and operation manager 
in the industry. In response to the need for fast and flexible 
manufacturing, increasing attention is being given to integration of 
computing technologies with the manufacturing systems leading to 
the development of fast and flexible manufacturing systems aided 
with high performance vision capabilities. In such difficult 
environments, where objects to be recognized can be dirty and 
illumination conditions cannot be sufficiently controlled, the 
required accuracy and rigidity of the system are critical features. 
Our approach and proposal is based on neural networks. The 
system works with the bi-dimensional images of the object which 
are processed briefly before the recognition step. The purpose of 
the system is to recognize air-conditioning objects for avoiding 
erroneous identifications due to a large variety of size and kinds of 
objects. Experimental results on inspection and recognition of a 
large variety of air-conditioning objects are provided to show the 
performance of the different network architectures studied.   
Keywords 
Feedback networks, object recognition, industrial applications. 
1. INTRODUCTION 
Object recognition is the goal of many computer vision and image 
analysis applications. Many ways have been explored and proposed 
such as textured-based systems or color-based systems, being 
shape-based the most common and dominant. Object recognition in 
noisy and cluttered scenes is a challenging problem in computer 
vision. There has been extensive research in the area of computer 
vision, both in the academic and industrial sector. The drive for this 
trend is towards greater efficiency and flexibility in production. 
Effective and successful algorithms and systems have already been 
reported, some of which are recorded in the manufacturing sector. 
The manufacturing environments are characterized by rapid 
change, posing new problems to the production and operations 
manager in the industry. Using human inspectors for these tasks, it 
is almost impossible to achieve 100% product quality control for 
high rates of production. Therefore, machine vision systems may be 
regarded as a complement to human operators because of their 
efficiency and accuracy. Under these circumstances, process 
flexibility is becoming a major priority for many organizations as 
they attempt to deal with these changes. In response to the need for 
process flexibility, increasing attention is being given to integration 
of computing technologies with the manufacturing systems leading 
to the development of flexible manufacturing systems aided with 
high performance vision capabilities.  
The proposed object recognition system is based on neural 
networks and the shape of the air-conditioning objects. Usually, in 
a typical machine vision shape-based system a characteristics 
vector was calculated from the image, once the shape has been 
extracted from the background. In industrial environments where 
the single production is manufactured, there is clear need to fast 
recognition of objects. In this sense, the proposed system works 
with images instead with characteristics vectors to make the 
process computational lighter. Therefore, when the shape of the 
object is extracted from the background no further calculations are 
needed, and the image is ready for the recognition process. 
The aim of the paper is to present an outline of a neural network for 
air-conditioning objects recognition (fig. 1). The proposed neural 
model consists of a feedforward network that identifies (the shape 
of) air-conditioning objects in an industrial environment. The paper 
discusses mainly several training algorithms that are implemented 
and tested.  
 
In the next section a brief description of the image processing is 
provided. Section 3 presents the proposed network architecture and 
the training algorithms implemented. The performances of the 
 
Figure 1.  Examples of air-conditioning objects. 
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  different neural models are shown in section 4. Finally, concluding 
remarks are drawn in section 5. 
2. IMAGE PROCESSING 
The proposed neural recognition system is included into a whole 
industrial system, which was implemented for object recognition 
and inspection. Although the whole system is composed by five 
cameras, this paper is only focused on the object recognition from 
the bottom camera which is the unique camera used for recognition. 
The rest of cameras are used to inspect different parts of the air-
conditioning objects. 
In a difficult industrial environment the object recognition is a hard 
task due to the noisy and cluttered scenes, moreover when the 
recognition must do it in real time. Therefore, the image 
preprocessing is an important task to obtain good results in the 
recognition. Most of the industrial recognition process are unable 
to identify anything without a preprocessing task. This is a 
drawback in the real-time systems, since the time needed to 
preprocess the image is subtracted from the response time of the 
system. Consequently, the available time for the recognition task is 
reduced. An advantage of the proposed neural recognition system is 
that the preprocessing task is eliminated, then the response time of 
the system is spent in the recognition task. 
Before the image is processed by the neural network, a previous 
phase is necessary to avoid the typical noise in industrial 
environments. In order to identify the kind of the air-conditioning 
objects, a subimage capturing the shape of the object is presented 
as input of the neural network. Therefore, the final objective of the 
image processing is to obtain a 20x30 pixel binary window 
centered in the object.  
The image processing is performed in two steps: The first step 
locates the object and captures the shape. In the next step the 
window centered in the object is determined. 
2.1 Preprocessing 
Due to the dirty of industrial environment a noise removal filter and 
image enhancement transformations must be applied before 
segmentation. For dealing with noise, a gaussian filter is applied 
before the location of the object and segmentation.  
2.2 Segmentation 
The segmentation of the object is based on the image histogram 
and the shape using the boundaries of the silhouette image. 
Silhouettes are limited fundamentally as shape descriptors for 
general objects, since they ignore internal contours essentials for 
the identification. Early works using Fourier descriptors [4][5] or 
transformation capturing the structure of the shape [6] are found in 
the literature. However, the consuming time of these algorithms is 
prohibited in the real-time context. 
A smooth function (1) is applied before the threshold is calculated 
from the image histogram. This function replaces the original value 
of the histogram in the point b by the average of a window given by 
W, centered in b. 
Once the histogram has been smoothered, the global maximum in 
the histogram Gm is selected, and then the grey level G where 
h(G)|Gm-G| is maximum. The threshold will be the minimum of the 
histogram between G and Gm
2.3 Selecting the ROI 
. This is not an optimum threshold 
calculation, but in this step the goal is to extract the object (fig. 2), 
without worrying for loosing objects details.  
After the segmentation process, the image contrast is adjusted in 
order to cover the full range between the zero and one grey values. 
A new threshold is calculated by the Otsu method. The region of 
interest (ROI) is a 20x30 binary image (fig. 3), which eliminates 
redundant information without loosing the object structure 
information. This reduction of information makes the network 
much more light and fast to train.  
2.4 Adaptability 
Due to the traditional changes in the industrial environments, the 
adaptability is an essential characteristic in order to remain the 
effectiveness and suitability of the proposed system. Problems 
related to dust, noise and small vibrations and movements during 
the images capture are solved raising the robustness of the system. 
Consequently, an adaptive process is established consisting of a 
new training phase is activated by taking thousands of stored 
images from known air-conditioning objects and performing a 
supervised analysis. This process is eventually done when the 
system is not in use or idle. Moreover, this adaptive process is also 
performed due to the manufacture of new objects by the company. 
The images of the new manufactured objects are previously 
∑ − −−= −=
2/)1(
2/)1( ][
1][ W Ww rawsmooth wbhW
bh  (1) 
 
Figure 2.  Object segmentation 
  
 
Figure 3.  20x30 binary images (ROIs) 
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  included into the training set of the system as a supervised task. 
Note that this adaptive process causes an increment of the system 
flexibility and scalability. 
3. NEURAL MODEL 
Feedback neural network architecture is considered in this work. 
Multiple training algorithms are tested, due to their differences in 
accuracy results and computational performance.  
The neural architecture consists of two hidden layers, the first one 
with 600 inputs (one per pixel of the ROI), and an output layer 
formed by m neurons, where m is the number of kinds of air-
conditioning objects to recognize. In general, let Nk be the number 
of neurons at the k-th layer and sik
where f is the transfer function and w is the synaptic weight. The 
three layers have a log-sigmoid function as transfer function, which 
allows only output values in each layer between zero and one.  
 the output of the i-th neuron at 
the k-th layer, the computational dynamics is defined as follows 
3.1 Learning 
Several training algorithms are compared in order to analyze the 
training process and the size of the hidden layers. An extensive 
description of different training algorithm can be found in [1-3]. 
Below a brief description is provided with the essentials 
characteristics of the tested training algorithms. 
3.1.1 Variable learning rate backpropagation (VLR)  
The learning rate is increased in the current epoch of the training if 
the new error exceeds the old error (more than a defined parameter) 
or decreased if the new error is less than the new error.  
3.1.2 Variable learning rate backpropagation with 
momentums (VLRM)  
This algorithm combines the last one with momentum training. 
Momentum allows the network to ignore small features on the error 
surface  
3.1.3 Resilient backpropagation (RPROP) 
The sigmoid functions used in the network have a slope that 
approaches to zero when the input gets large. This can be a 
problem when using steepest descent to train the network since the 
magnitude of the gradient can be very small and so will be changes 
in weights and biases. In the resilient backpropagation algorithm 
[7] the magnitude of the derivative has no effect in the weight 
update. 
3.1.4 Powell Beale restarts (PBR)  
As in all conjugate gradient algorithms, the search direction is 
periodically reset to the negative of the gradient. In this algorithm 
[8], the search direction is reset when there is very little 
orthogonality left between the current gradient and the previous 
gradient. 
3.1.5 Scaled conjugate gradient (SCG) 
Standard conjugate gradient algorithm [9] must perform a line 
search at each iteration, and this search is computationally 
expensive. To avoid this line search, this algorithm combines the 
model-trust region approach with the conjugate gradient approach. 
4. EXPERIMENTAL RESULTS 
To evaluate the performance of the different training algorithms, a 
set of 152 air-conditioning object images is prepared for the 
training of the network. Another 34 images are prepared in an 
additional validation set. This validation set will allow us to control 
the generalization of the network.  
A conventional computer (Pentium IV 1.6 GHz with 1Gb RAM) 
has been used for the experiments. The neural networks were 
simulated on this platform using Matlab code. 
 
Table 1. Variable learning rate backpropagation matching 
results 
Layer size 
Training epochs  
Matching results 
First Second Training set Validation set 
170 100 264 99.34% 88.23% 
170 120 287 98.03% 91.18% 
150 120 300 100% 91.18% 
170 130 216 98.03% 88.23% 
170 150 296 99.34% 91.18% 
190 130 228 100% 85.29% 
190 150 300 100% 88.23% 
 
Table 2. Variable learning rate backpropagation with 
momentums matching results 
Layer size 
Training epochs  
Matching results 
First Second Training set Validation set 
170 100 227 99.34% 88.23% 
170 120 199 97.37% 94.12% 
150 120 300 99.34% 85.29% 
170 130 208 98.03% 85.29% 
170 150 222 100% 91.18% 
190 130 198 98.02% 88.23% 
190 150 191 96.05% 88.23% 
 
Table 3. Resilient backpropagation matching results 
Layer size 
Training epochs  
Matching results 
First Second Training set Validation set 
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  170 100 38 100% 91.18% 
170 120 36 99.34% 91.18% 
150 120 36 99.34% 94.12% 
170 130 37 100% 91.18% 
170 150 36 99.34% 88.23% 
190 130 42 99.34% 91.18% 
190 150 39 100% 94.12% 
 
Table 4. Powell Beale restarts matching results 
Layer size 
Training epochs  
Matching results 
First Second Training set Validation set 
170 100 68 98.03% 91.18% 
170 120 74 99.34% 91.18% 
150 120 53 99.34% 88.23% 
170 130 58 99.34% 82.53% 
170 150 48 99.34% 88.23% 
190 130 61 94.08% 79.41% 
190 150 61 98.68% 91.18% 
 
 
Table 5. Scaled conjugate gradient matching results 
Layer size 
Training epochs  
Matching results 
First Second Training set Validation set 
170 100 97 100% 91.18% 
170 120 76 99.34% 82.35% 
150 120 86 98.03% 88.23% 
170 130 69 98.03% 88.23% 
170 150 61 100% 88.23% 
190 130 90 99.34% 91.18% 
190 150 69 99.34% 85.29% 
 
Table 6. Variable learning rate backpropagation time results 
Layer size 
Training time 
(sec) 
Training set 
(sec) 
Validation set 
(sec) 
First Second 
170 100 30.26  0.782 0.843 
170 120 38.17  0.777 0.841 
150 120 40.43  0.782 0.841 
170 130 33.70  0.780 0.841 
170 150 37.5  0.775 0.833 
190 130 40.40  0.779 0.838 
190 150 49.60  0.777 0.838 
 
Table 7. Variable learning rate backpropagation with 
momentums time results 
Layer size 
Training time 
(sec) 
Training set 
(sec) 
Validation set 
(sec) 
First Second 
170 100 31.09 0.777 0.837 
170 120 30 0.779 0.835 
150 120 42.34 0.777 0.835 
170 130 31.76 0.775 0.835 
170 150 32.76 0.775 0.834 
190 130 33.31 0.778 0.838 
190 150 34.45 0.778 0.836 
 
Table 8. Resilient backpropagation time results 
Layer size 
Training time 
(sec) 
Training set 
(sec) 
Validation set 
(sec) 
First Second 
170 100 6.891 0.778 0.837 
170 120 6.844 0.777 0.839 
150 120 6.172 0.779 0.837 
170 130 7.25 0.778 0.836 
170 150 7.281 0.782 0.840 
190 130 9.062 0.781 0.840 
190 150 8.891 0.781 0.843 
 
Table 9. Powell Beale restarts time results 
Layer size 
Training time 
(sec) 
Training set 
(sec) 
Validation set 
(sec) 
First Second 
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  170 100 24.22 0.779 0.840 
170 120 30.53 0.781 0.846 
150 120 18.07 0.781 0.842 
170 130 24.17 0.782 0.839 
170 150 19.75 0.780 0.842 
190 130 28.07 0.777 0.842 
190 150 33.68 0.782 0.844 
 
Table 10. Scaled conjugate gradient time results 
Layer size 
Training time 
(sec) 
Training set 
(sec) 
Validation set 
(sec) 
First Second 
170 100 27.12 0.780 0.840 
170 120 21.75 0.782 0.843 
150 120 22.97 0.778 0.843 
170 130 21.15 0.776 0.841 
170 150 18.76 0.780 0.842 
190 130 28.82 0.781 0.842 
190 150 24.34 0.778 0.841 
 
According the tests carried out in various illumination conditions 
and camera settings in the actual system, the different air-
conditioning objects was recognized successfully in many cases. In 
the experiment results, however, there were some unsuccessful 
cases also. 
Performance results in classification accuracy and information 
about the training process are shown in the tables 1-5. The resilient 
backpropagation algorithm (RPROP) shows promising results and 
suitability for the chosen neural architecture. 
Experiment results show that small modifications of the size of 
hidden layers are not significant in the performance of the tested 
training algorithms. These modifications are more significant in the 
two variable learning rate algorithms (VLR and VLRM). Although 
the percentage of good recognition is similar in all tested training 
algorithms, the number of training epochs is very different between 
them.  
A time comparison is provided by the tables 6-10. The resilient 
backpropagation algorithm shows clearly more suitability in a real-
time environment due to its lower computation time. Although the 
results are far from being definitive, since a 100% is not 
guaranteed, an in-depth study of the best training algorithms 
(adjusting them to this specific problem) is a promising further 
work. The goal is to achieve a performance as nearest to 100% as 
possible adding an unknown kind of objects to avoid erroneous 
identification. 
5. CONCLUSIONS AND FUTURE WORKS 
In this paper a neural system for air-conditioning objects 
recognition in difficult industrial environments is provided. This 
system can also be applied for recognizing other kinds of objects, 
since a generic feature and brightness based method is used. One of 
the main advantages of this kind of methods is the fast and flexible 
recognition of objects. In manufacturing environments, the 
requirements for flexibility, speed and reliability are high. 
Therefore, most theoretical methods with high accuracy cannot be 
applied due to the time-consuming computation. 
In our study, different training algorithms have been tested in order 
to compare and analyze the importance of the learning process in a 
neural system. Moreover, different neural architectures have been 
considered modifying the size of the hidden layers. 
A key characteristic of the neural system is the estimation of shape 
similarity based on a simple image processing. Due to the neural 
network is able to learn the shape of the different objects; the 
image processing is minimum and practically unnecessary. 
Therefore, the neural approach is simple and much easier to apply 
and implement than the general and complicated statistical 
methods. 
According the experiment results, the proposed neural system can 
be used for recognizing air-conditioning objects with a tiny human 
supervision, since the 100% is not always guarantied. In future 
work, we intend to add an unknowing kind of object in order to 
avoid erroneous identification. 
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ABSTRACT 
With many types and variations of existing patterns and also 
needs of the high recognition accuracy, a pattern recognition 
process becomes very important and crucial. Many recognition 
techniques are developed to reach a similar ability with human 
capabilities in processing data.  
This paper elaborates the design of software to perform pattern 
recognition by using Wavelet Discrete Transformation and Fuzzy 
Adaptive Resonance Theory. At the beginning, the system 
captures the image pattern. Then, the system uses image 
processing techniques including Wavelet Discrete 
Transformation to enhance the quality of the image pattern. 
Finally, the result of transformation is used as an input of the 
Fuzzy Adaptive Resonance Theory for classifying the pattern. 
From the experiments, with the learning parameter value of 1 and 
vigilance parameter is set to 0.87, the system reached the highest 
accuracy of the untrained pattern recognition with 91.66% 
success rate. The system also obtains a perfect match for the 
trained data using the learning rate of 1 and various vigilance 
parameters. 
Keywords 
Discrete Wavelet Transformation, Fuzzy Adaptive Resonance 
Theory  
1. INTRODUCTION 
Many research efforts are devoted to recognize variations of 
patterns to yield high recognition accuracy. Many recognition 
techniques are developed to reach a similar ability with human 
capabilities in processing data.  
Relying on recognition techniques without considering image 
processing technique usually results in low success rate. 
Therefore in this paper, image processing techniques are 
described. Finally, Fuzzy Adaptive Resonance Theory is used to 
recognize patterns. In [1,2], fuzzy ART is used for handwritten 
recognition. After introducing the basic issue of this research, this 
paper provides the related theoretical backgrounds in section 2. In 
section 3, the design of the system is provided. Then, the paper 
gives the result of experiments in section 4. Finally, section 5 
presents conclusions of the paper. 
2. THEORETICAL BACKGROUNDS 
The brief theoretical backgrounds discussed in this paper consist 
of image processing techniques and Fuzzy ART. A number of 
techniques are used, including thresholding, rotation, scalling, 
and Discrete Wavelet Transformation. As translation and rotation 
needs Freeman Chain Code for determining centre of gravity and 
contour tracing, Freeman Chain Code technique is also discussed 
in this section. 
 
2.1 Image Processing 
Image Processing is a process to improve an image quality in 
such away that is easy to interpret by human or computer. An 
input for this process is image. An output is also image with a 
better quality.  
 
2.2 Freeman Chain Code 
Chain codes are one of the shape representations which are used 
to represent a boundary by a connected sequence of straight line 
segments of specified length and direction. This method uses a 
sequence of code to represent an image. One of this 
representation is on 8-connectivity of the segments. The direction 
of each segment is coded by using a numbering scheme as shown 
in Figure 1 below [4]. Chain codes based from this scheme are 
known as Freeman chain codes. 
 
Figure 1. Freeman chain code 
Beside its usage to represent an object, freeman chain code is also 
used to obtain information of an object, such as area, and 
perimeter. By obtaining freeman chain code of an image, a centre 
of gravity of that object can also be determined.  
 
2.3 Wavelet Discrete Transformation 
A wavelet transform is the representation of a function by 
wavelets. The wavelets are scaled and translated copies (known 
as "daughter wavelets") of a finite-length or fast-decaying 
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  oscillating waveform (known as the "mother wavelet"). Wavelet 
transforms are classified into discrete wavelet transforms (DWT) 
and continuous wavelet transforms (CWT). The word wavelet is 
due to Morlet and Grossmann in the early 1980s [5]. Discrete 
wavelet transformation is able to decompose signal to obtain low-
frequency and high-frequency part of a signal. Low frequencies 
correspond to global information of a signal, whereas high 
frequencies correspond to detail information of a signal. Three 
levels of wavelet decomposition can be depicted in the following 
figure: 
 
Figure 2. One, two and three levels of wavelet decomposition  
        
2.4 Fuzzy ART 
Architecture of fuzzy ART can be shown in the following figure: 
 
Figure 3. Architecture of Fuzzy ART  
 
According to [3], in fuzzy ART, each input I is an M-dimensional 
vector(I1,...,IM), where each component Ii is in the interval [0, 1]. 
That input is given to the input layer (F1) and represented as  
X1,…,XM. Category layer (F2) with N category is represented as  
Y1,…,YN.  Each category j (j=1,…, N) corresponds to a vector 
wj ≡ (wjl ,…,wjM
Initially, fuzzy ART get input I which is then stated as X
) of adaptive weights, which has initial value of 
1. A Fuzzy ART is constructed according to several parameters. 
They are choice parameter α > 0, learning rate parameter β ∈ [0, 
1], and vigilance parameter ρ ∈ [0, 1].  
1,…,XM. 
Based on the input, choice function Tj for each category in F2 is 
computed. At the beginning, there is one category in F2. Choice 
function is defined in the following way:  
 
Where Fuzzy AND  operation and is defined as 
follows: 
 
 
 
Each value of choice function in F2 enable a competition occurs. 
Only one choice function in category layer which will be the 
winner. In the next step, Fuzzy ART gives a value to category 
layer in the following way: 
 
Where yi  is an activation vector in F2  and i is index in F2
Fuzzy ART then checks whether the match function of the chosen 
category meets the vigilance criterion through the following 
equation : 
. 
 
If the above equation does not hold, mismatch reset is performed 
to obtain another category as a winner. This search is continued 
until there is category as winner which fulfills a resonance 
condition. If there is no such category, fuzzy ART forms new 
category and selects it as a winner. When resonance occurs, 
weight vector is modified according to the following equation: 
 
 
3. DESIGN OF THE SYSTEM 
The system consists of two main parts, training of images data 
and recognizing them. In the first phase, the image is processed 
using several image processing methods including discrete 
wavelet transformation. It transforms data of 64 x 64 pixel and 
yields image data of 8 x 8 pixel. The result is then normalized in 
such a way that it can be composed as a training data for Fuzzy 
ART.  
In the testing phase, an input image is processed and then it is 
classified according to the existing category and weight which is 
obtained through the training process. Architecture of the system 
is depicted in the following figure: 
Receiving 
Image 
Processing 
Image Training 
Receiving 
Image 
Processing 
Image Testing
Database ( pattern )
Database
( weight )
Result
Training phase
Testing phase
Figure 4. Architecture of the system 
 
The process of receiving and processing an image consists of 
receiving an input image, followed by several consecutive 
processes, including thresholding,  translation, rotation, cropping, 
scalling, and discrete wavelet transformation.  
The process of fuzzy ART training can be shown in the following 
way: 
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Figure 5. Training of Fuzzy ART 
 
The process of fuzzy ART testing can be depicted as follows: 
 
Figure 6. Testing of Fuzzy ART 
 
4. EXPERIMENTAL RESULT 
In the testing phase, 6 images are mainly used. For each image, 
variations of 15 patterns are applied, and therefore 90 images are 
utilized as a sample data. During the training process, 5 patterns 
of each image are used, and therefore 30 images are used for 
training process. In this experiment, the fixed choice parameter 
(α) of value …is applied. The varying learning rate (β) of value 
0.6, 0.7, 0.8, 0.9 and 1 are used. The varying vigilance parameter 
(ρ) of value between 0.87 and 0.92 and of value 1 are set. 
 
4.1. Experiment On The Amount Of Created 
Categories 
The relation between the amount of created categories and 
varying vigilance parameter (ρ) and learning rate (β) is depicted 
in the following figure: 
 
Figure 7. The relation between the amount of created 
categories and varying vigilance parameter and learning rate 
 
From the above figure, it can be shown that the higher the value 
of vigilance parameter, the more possibility of mismatch reset 
and therefore new categories are added.  
  
4.2. Accuracy Rate Of Trained Data Samples 
Recognition 
In this testing, 30 data samples are used. The accuracy of trained 
data samples for varying vigilance parameter and learning rate is 
presented in the following graph: 
 
Figure 8. Accuracy rate of trained data samples 
 
From the above figure, it can be shown that for 30 data that have 
been trained, accuracy rate of recognitions are 100% with 
learning rate (β) is of value 1 and various vigilance parameter (ρ). 
4.3. Accuracy Rate Of New Data Samples 
Recognition 
In this testing, 60 data samples are used. The accuracy of new 
data samples for varying vigilance parameter and learning rate is 
presented in the following graph: 
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Figure 9. Accuracy rate of untrained data samples 
From the above figure, it can be shown that the highest accuracy 
rate of recognitions are 91.66 % with learning rate (β) is of value 
1 and vigilance parameter (ρ) is of value 0.89. 
5. CONCLUSION 
To summarize the software for recognizing patterns was 
developed by implementing discrete wavelet transformation and 
fuzzy ART. According to several testing for 30 data that have 
been trained, it can be shown that accuracy rate of recognitions 
are 100% with learning rate (β) is of value 1 and various 
vigilance parameter (ρ). From several testing for 60 new data 
samples, it can be shown that the highest accuracy rate of 
recognitions are 91.66 % with learning rate (β) is of value 1 and 
vigilance parameter (ρ) is of value 0.89. In the future, more 
advanced testing can be performed with various choice 
parameters (α). More image processing techniques can also be 
added to improve quality of images.  
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ABSTRACT 
Occlusion is a very common problem in multi-object tracking for 
real world scenes. In this paper, a method for occlusion handling 
based on fuzzy similarity measure is proposed. Fuzzy approach has 
been successfully used in many fields where there exists 
uncertainty and imprecision. In the occlusion problem, similarity 
measure is incorporated to resolve track of an object after occlusion 
happens. Here, the fuzzy similarity measure is done by representing 
color, texture, and shape of objects as fuzzy features and using 
Fuzzy Feature Contrast Model (FFCM) with its derivatives to 
perform similarity measure. Experimental results show that the 
proposed method can handle occlusion effectively with moderately 
fast computational time.   
Keywords 
Multi-object tracking, occlusion handling, fuzzy similarity 
measure. 
1. INTRODUCTION 
Automated visual surveillance is an emerging field within computer 
vision community which has attracted many attentions for 
researcher. Its aim is to obtain high level description about the 
captured scenes in the video. To achieve this goal, several 
processes are required including environment modeling, foreground 
extraction, object classification, tracking, and then high level 
analysis [1]. Environment modeling is a process to acquire static 
components of the scene (background) while foreground extraction 
attempts to get the dynamic parts (foreground). The extracted 
foreground is then recognized as object. Classification is performed 
to distinguish between different types of objects such as human, 
car, animals, etc. During object appearance in the video, its 
trajectory is recorded by tracking process which is done by object 
correspondence in consecutive frames. Finally, ones can get the 
description by analyzing object movement, trajectory, or recognize 
its identity, behavior, and so on. 
In real world scenes, the objects are frequently cluttered and 
interactions among them are inevitable. It can degenerate tracking 
accuracy as it is difficult to recognize individual object correctly 
when they are occluded each other. This problem is well-known as 
occlusion problem. There are many techniques developed to solve 
occlusion and they can be divided into two groups [2]: Merge-Split 
(MS) approach and Straight-Through (ST) approach. In MS 
approach, when occlusion happens, the information about the 
occluded objects is frozen and new track is created for the group. 
When an occluded object leave the group its track is returned as it 
was before occlusion by measuring its similarity with the frozen 
tracks related to the group. In ST approach, when occlusion 
happens, the group is segmented to obtain each individual region of 
object. Compared to MS, this approach can achieve more accurate 
tracking during the occlusion but the drawback is that the 
computational cost is expensive. Moreover, in case the objects are 
fully occluded and the occlusion occurs for long duration, the track 
could be lost. Hence, in this study, MS approach is preferred for 
implementation. 
The performance of MS techniques depends mainly on two things: 
merging-splitting event detection and similarity measure. Common 
approach for detecting merging and splitting is by using bounding 
box of an object [3-4]. When two or more bounding box is 
overlapped, occlusion seems to happen. When group of object 
splits into its members, similarity measure is performed to match 
the object based on its information before occlusion. Here, fuzzy 
similarity measure is incorporated to perform similarity measure 
between objects. First, the color, texture, and shape features of the 
object are extracted and transformed to fuzzy representation. To 
measure similarity between features, Fuzzy Feature Contrast Model 
(FFCM) [5] and its modified versions [6] are used. These models 
are developed from Tversky’s similarity concept which is based on 
human perception about similarity. Fuzzy approach is chosen 
because it is similar to the way human perceives things and it can 
deal with uncertainty and imprecision. 
The remaining part of this paper is structured as follows: In section 
2 the tracking method is described, feature extraction feature 
representation is described in section 3, Section 4 examines Fuzzy 
Feature Contrast Model with its modified versions is explained in 
section 4 and In section 5 experimental results are discussed. 
Finally conclusions are derived in section 6 with further research. 
2. TRACKING METHOD 
In this section, the tracking method is briefly described together 
with the occlusion handling algorithm. The overall tracking system 
is depicted in Figure 1 below.  
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The first step is foreground extraction which attempts to acquire 
pixels belonging to the moving objects in the video. The resulting 
foreground pixels are then analyzed to search for connected 
components, so connected pixels are combined to form a structure 
which is called blob. Object correspondence between blobs and 
existing tracks is performed by using position and size information 
of the objects. Next, occlusion is handled separately by performing 
merging-splitting event detection and resolving occluded object 
tracks. Details about these processes are described in the following 
subsections. 
2.1 Foreground Extraction 
Foreground is the area in video which contains moving objects. In 
region based object tracking, the foreground should be separated 
from the background. This process is known as background 
subtraction. Various background subtraction methods have been 
developed in literature [7]. They differ in the way of modeling each 
pixel in the video frame. Among these methods, Adaptive Gaussian 
Mixture Models (GMM) [8] is one of which has better accuracy 
and moderately fast. Later, shadow removal is added to this 
method, so it can achieve better accuracy [9]. 
In adaptive GMM method, each pixel is modeled as a mixture of k 
gaussian distributions. This model is updated in time direction to 
adapt with changes in video sequence. When a particular pixel is 
examined in frame t, its value is matched to the model to decide 
whether the pixel belongs to background or not. The matching 
process takes into account the mean and standard deviation of each 
gaussian distribution. Shadow removal is performed by separating 
a pixel into its contrast and luminance components. If the 
chromatic and luminance value of the pixel are below some 
predetermined threshold, it is considered as shadow. 
Connected component analysis is applied to the resulting 
foreground pixels to obtain groups of pixels connected each other 
which is called blob. After filtering out small size blobs, object 
regions are represented by the resulting blobs. Position and size of 
an object can be calculated directly by its blob, while more complex 
features such as color and texture are extracted from the frame by 
using the blob as mask. 
2.2 Object Correspondence 
Object correspondence is a core process in tracking. It maintains 
identity of an object in consecutive frames. In a particular time t,  
there exist m tracks which are maintained until frame t-1 and n 
blobs extracted from current frame t. The task is to establish 
correspondence between tracks and blobs. It is performed by 
calculating minimum distance between each pair of track and 
object. Let X, V, S, and ∆S denote position, velocity, size, and size 
difference of object an object respectively, the distance between 
track i and blob j is calculated as follows 
( ) ( ) ( )jjjijji SSSSVXXjid /, ∆+−++−= , (1) 
where i and j refer to blob and track index. One-one 
correspondence is established by taking the pair (i,j) that yields 
minimum value for the above equation. Based on this result, any 
information related to each track is updated in the following way 
1)1( −−+= iii TTT ρρ , (2) 
where T denotes any information related to the tracks, ρ is learning 
rate, indicates the extent to which the model adapt with new values. 
Once correspondence established, one of the following conditions 
applies: 
(1) all tracks and blobs are corresponded each other, 
(2) there exists blob which does not correspond to any of the 
tracks, or 
(3) there exists track which does not correspond to any of the 
blobs. 
In case (2) there are two possibilities, either a new object entered 
the video or spliting has just happened. So, a check for new object 
and splitting event detection is called. In case (3), there are also two 
possibilities: either the object exited from video or occlusion 
happened. So, the check for object exiting and merging event 
detection  is called. Merging and Splitting event detection are 
described in more details in the following subsection. 
2.3 Merging and Splitting Detection 
As stated in introduction, the performance of MS approach 
depends on merging and splitting detection beside similarity 
measure. So it is important to ensure that when objects merge or 
split, the tracking system can detect the events correctly. Here, the 
object bounding box is used to determine if objects merge and form 
a group. The merging detection procedure is illustrated in Figure 2 
below. 
 
 
If a track does not correspond to any one of the blobs, its predicted 
position is calculated and checked if the bounding box of the 
predicted object position is overlapped with any other object. The 
predicted bounding box is obtained by adding the previous 
bounding box by its recorded velocity as follows 
j
t
j
t
j VBB +=
−1ˆ . (3) 
Figure 1. Structure of the tracking system 
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Figure 2. Merging event detection 
A 
B 
A 
B 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
34
  Note that, the bounding box is defined as its four corner positions, 
so the above calculation is equivalent to matrix translation. Next, if 
a merging event is detected, occlusion handling is performed by 
firstly, the tracks related to occluded objects are frozen and 
secondly, new track is created for the group. Now, the group is 
treated as individual object. As long as the occlusion happens, the 
frozen tracks is kept and retrieved when the group splits.  
 
Splitting event is detected when a blob does not correspond to any 
existing track. If it is not a new object entered the scene, it is 
checked whether there is any occluded region around this blob in 
some distance not more than predetermined threshold. If it is true, 
it indicates that the object has just left the group. Next, occlusion is 
resolved by measuring the similarity between the splitted object 
and each frozen track related to this group. Here, fuzzy similarity 
measure (described in section 4) is incorporated to measure the 
objects similarity by their color, texture, and shape features. The 
resulting similarity value is used to determine the most probable 
track correspond to the object. 
3. FUZZY FEATURE REPRESENTATION 
Features are used as descriptor of an object or image so it can be 
distinguished with others. The more features used the more 
accurate object is represented. But too many features can cause 
what is called curse of dimensionality where increasing number of 
features reduce the significance of other features. This section 
examines features and their representations that are used in the 
proposed method. 
3.1 Feature Extraction 
In this study, features are needed for measuring the similarity 
between objects once they split from group. Here, color, texture, 
and shape features are extracted from the object. The color feature 
is represented as three-dimensional color histogram in RGB color 
space. As a trade-off between computational cost and accuracy, the 
number of bins in each channel is chosen as 16, so the total number 
of histogram equals to 16×16×16=4096. The histogram is 
calculated with masking, so only those pixels within object area are 
considered. 
For representing texture feature, Local Binary Pattern [10] is used. 
For each pixel in object area, its difference is calculated with 8 
neighbor pixels in certain radius by counter clock-wise circular 
scanning. The difference values are then binarized by using some 
threshold value. The resulting bit string is then converted to 
decimal number and quantized in form of histogram. Masking is 
also used to perform the more accurate feature extraction. 
Shape is usually represented as complex feature extracted from 
image or object contour. However, for tracking system in real world 
scenes, objects belonging to the same type is typically difficult to 
distinguish by their shapes. For instance, human contour shape is 
very similar each other. Here, shape feature is more useful for 
differentiating objects with different types. Besides, extracting high 
level shape feature from countour requires high computational cost 
so it is not well-suited for real time application. In the proposed 
method, simple shape representation, aspect ratio and size of the 
object (in pixels) are used. These features had been used before in 
previous research [11]. 
For each object in the video, an appearance model is built from all 
of these features. During its existance, the feature is extracted and 
the corresponding model is updated. 
3.2 Fuzzy Feature Representation 
The advantage of fuzzy approach is that it can express uncertainty 
aspects of particular problem explicitly. Fuzzy allows partial truth 
values as human being does, so the problem is perceived in more 
intuitive way. In this study, extracted color, texture, and shape 
features are transformed into fuzzy representation. 
As mentioned before, both color and texture are represented in 
form of histogram. There are several fuzzy representations 
developed for color histogram. The common approach is to divide 
histogram into several partitions and membership function is built 
for each partition. Other methods use simpler way to represent 
fuzzy histogram by dividing each bin by maximum bin value [12] 
or the sum of all bin values. Here, the later is used for fuzzy 
representation of RGB and LBP histogram. The resulting bin 
values are in range [0,1]. 
Aspect ratio and object size are represented by fuzzy predicates.  
The predicates are Low, Medium, and High for aspect ratio and 
Small, Medium, and Large for object size. For each predicate, a 
membership function is defined and the feature values is 
determined by evaluating these functions. Now, the shape feature 
consists of six values, one for each fuzzy predicates. 
4. FUZZY SIMILARITY MEASURE 
Fuzzy similarity measure has been used in region based image 
retrieval systems [6,13,14]. Here, the methods which are based on 
Fuzzy Feature Contrast Model are used. In [14], this model is 
successfully used for region based CBIR system. As the developed 
system is region based object tracking, the problem is somewhat 
similar. 
First introduced in [5], FFCM is formulated based on Tversky’s 
similarity concept. The main idea behind this model is that the 
more common features between two objects the more similar they 
are and the more different features between them the less similar 
they are. In set theory, the common and different features can be 
seen as set intersection and set difference. So, the idea is clearly 
shown as the equation below: 
( ) ( ) ( ) ( )ABfBAfBAfBAS −−−−∩=,  (4) 
Using fuzzy set theory, common set intersection is min(A,B) and 
set difference is defined in [5] as max(A-B,0). The original FFCM 
is as follows 
 ( )ZYXS .. βα +−= . (5) 
Figure 3. Splitting event detection 
B 
A 
B τ 
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  where X, Y, and Z denote A∩B, A-B, and B-A respectively. α and 
β determine the asymmetry property of the model when α ≠ β. In 
[6], the model is modified while maintaining its property,  
ZYX
XSJaccard ++
= , (1) 
ZYX
XSDice ++
=
2
2
, (2) 
ZYX
XSJaccard ++
= . (3) 
      Compared to the original FFCM, these models can avoid values 
less than zero when f(A-B)+f(B-A) is greater than f(A∩B). It is 
useful because interpreting negative similarity value is somewhat 
difficult. For histogram representation, the values X, Y, Z are 
obtained by performing operation for each pair of bin values and 
then summed. While for shape feature, the operation is performed 
on fuzzy predicate. These operations are expressed as follows 
( ) ( )( )∑= i ii BAX µµ ,min  (4) 
( ) ( )( )∑ −= i ii BAY 0,max µµ  (5) 
( ) ( )( )∑ −= i ii ABZ 0,max µµ  (6) 
To obtain the best suited model for tracking problem domain, an 
experiment is conducted to compare their performance. Object 
images are cropped from video frames so that each object is 
represented by five images. A simple content based image retrieval 
is built where each image in database is used as query. Query 
accuracy as calculated as the number of images corresponding to 
the same object as query image in top five query result. The total 
accuracy is obtained by averaging all query accuracy. Note that the 
performance is not measured for shape features since in this 
method shape feature is used to distinguish type of objects not the 
object itself. The result of the experiment showed that the three 
modified versions perform better than original FFCM. Among 
these models, SJaccard
ShapeTextureColorTotal SSSS γβα ++=
 is considered more simple than the other two 
models. So, in the proposed method this model is used to perform 
similarity measure for color and texture feature. For shape feature, 
original FFCM model is used since the experiment in [5] showed 
that the model is effective to measure shape feature similarity. The 
total similarity is calculated as weighted average values over color, 
texture, and similarity values  
 (7) 
where α, β, and γ are weights for each similarity component and α 
+ β + γ  = 1. 
5. EXPERIMENT RESULTS 
The experiment is conducted to show the effectiveness of the 
proposed method to handle occlusion in real world scenes. The data 
used in the experiment are obtained from a real traffic in 
Universitas Indonesia campus, Depok. The objects in video can be 
human, car, motor bike, or bicycle. 
Figure 4 shows the result of the proposed method on real video 
scenes. There are two objects in video: the first one, marked by red 
box is a group of people walking together and the second one, 
marked by green box, is a motor bike. When the two objects 
occluded, merging event is detected and the occlusion is handled by 
creating new track, marked by blue box, regarding the newly 
formed group. Meanwhile, the track of individual object is frozen 
during occlusion. When the group splits, these tracks are recalled. 
The similarity measure is performed to restore the tracks as it was 
before occlusion happened. 
5.1 Dealing with Inaccurate Blob Extraction 
The second row of the image shows the corresponding extracted 
blobs in each frame. As shown in the figure, the extracted blobs are 
somewhat not accurate. In practice, it is difficult to obtain very 
accurate blob result in every situation. Background subtraction 
could perform poorly if the foreground is similar to the background 
and in presence of fast illumination change. Moreover, the method 
depends on many parameters to fit in certain condition. So, the 
challenge to the tracking system is to deal with this limitation. 
Given this situation, the proposed method can still perform 
similarity measure effectively. It is because the features are 
represented as fuzzy and the similarity is measured over this 
representation. The update procedure can avoid instability of 
feature extraction caused by inaccurate blob extraction. Moreover, 
by combining color, shape, and texture the system can survive in 
hard conditions such as illumination change or when the objects are 
similar each other. The result shows the advantage of fuzzy 
approach in dealing with uncertainty and imprecision. 
5.2 Computational Time Analysis 
Running time of the proposed method can be analyzed by dividing 
the overall process into its components. The major processes are: 
background subtraction, connected component analysis, object 
correspondence, feature extraction and model updating, and 
occlusion handling. These processes run for each retrieved frame in 
sequential manner. 
For background subtraction, Adaptive GMM technique requires 
O(m) time for each pixel [7], where m is the number of Gaussian 
distribution. Connected component analysis is performed by using 
linear time algorithm proposed in [15], so the required time is 
O(h×w), where h and w are height and weight of the video frame 
and h×w equals to the total number of pixels in a frame. In object 
correspondence, each pair of blob and tracks are examined, so the 
total time is O(k2) where k is maximum number of objects. For 
feature extraction and model updating, the running time is 
determined by the number of bins in color histogram (bc)3 
multiplied by the maximum number of objects k and the blob size 
s. Whilst for occlusion handling, the process is dominated by 
similarity measure for occlusion resolution. The complexity is 
determined by the number of bins for color histogram bc and LBP 
histogram bt. The overall complexity is the sum of all component 
which is (h×w×m)+(h×w)+(k2)+(s×k×((bc)3+bt))+(k×((bc)3+bt
In the experiment, the system is run in 2 GHz Intel Pentium Dual 
CPU with 2 GB of RAM. The average processing time per frame 
was 94.5 milliseconds, so the frame processing rate is ≈ 10. This 
rate is fast enough for CCTV video surveillance which do not 
employ high frame rate for storage efficiency reason. 
)). 
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Figure 4. The tracking result in real traffic video sequence 
 
6. CONCLUSIONS 
Occlusion is a very common problem in multi-object tracking. It 
can degenerate the tracking accuracy if not properly handled. In this 
paper, a method for resolving occlusion is proposed. The occlusion 
handling procedure consists of two parts: merging-splitting 
detection and resolving object identity after occlusion. Merging 
event is detected by using object bounding box while splitting 
event is detected by searching any group around a split object. 
When an object leaves its group, the track is resolved by 
performing similarity measure to find its corresponding track 
before occlusion happened. Here, fuzzy similarity measure is 
incorporated by representing object by fuzzy feature and measuring 
its similarity using Fuzzy Feature Contrast Model and its 
derivative. The experimental results showed the effectiveness of the 
proposed method. The results also showed that the method runs in 
moderately fast time and hence, is suitable for real video 
surveillance application. 
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ABSTRACT 
Nowadays, scientific articles are easily obtained, because many 
researchers who conduct research discover new things. However, 
the increasing number scientific articles is not accompanied by the 
availability of applications to assist in the search for relevant 
articles. Today, available search engine applications perform only a 
search process based on string matching of search terms. In this 
research, a search engine application based on keyword relevance 
by using fuzzy relationship was developed. 
This search engine application is built using PHP programming 
language and mysql as its database. Windows XP is used as the 
operating system. The used methods in fuzzy relationship are 
keyword used to paper, paper to paper, and paper to keywords and 
keyword to keyword. In addition, the components used to convert 
pdf files into plain text format. 
Based on the results of experiments conducted, the process of 
searching for the 25 articles takes less than 5 seconds. For the 
indexing process, it is influenced by the number of pages per 
article.   
Keywords 
Fuzzy Relation, Search Engine, Paper. 
1. INTRODUCTION 
At this time, journal is one of the many forms of documents 
selected by the researchers and scientists to put the results of 
experiments or research that have been conducted. Through the 
journal, the researchers poured all aspects of the research that been 
conducted by attaching a detailed information about the research he 
had conducted. 
A journal as a medium of information from the experts/researchers 
to the public media has an important role and very strategic. For 
example in the field of education, the journal serves as a good 
material for teaching materials (for teachers) or as a reference for 
students to learn a new science. 
Currently, website has been highly developed. This resulted in a 
website used as a medium of publication of a journal from 
experts/researchers to the public or known by the name of the e-
journal. But more and more of the e-journal are not followed by the 
use of search engines technology. The search engine on each of the 
e-journal that is useful to facilitate a user who wants to do a search 
on a journal and other journal/articles that may still relate to one 
another is needed. 
The problem is how to design search engines on e-journal that can 
produce a related mutually journal to one another based on the 
keywords that are input by the user. 
This paper presents a new
The remaining part of this paper is organized as follows. Section 2 
presents an overview of current proposal for dealing with fuzzy 
relation. Section 3 depicts the approach that we have delineated to 
solve the proposed problems. Section 4 discusses the performance 
of proposed methods. Finally, section 5 concludes the paper. 
 search engine applications that do not 
only search on the similarity keyword provided by journal or 
scientific paper, but also provide a reference paper which relate to 
each other as well as journal is desired by the user. 
 
2. FUZZY RELATION 
Fuzzy relation is a method for explaining the relationship of two 
different things (completely different). As illustration, the word 
"apple" (apple) and "tiger" (tiger) then in general the two words are 
not related. In general, the word "apple" refers to the name of the 
fruit and the "tiger" refers to the name of wild animal. 
In the computer world there is manufacturer software, Macintosh 
(Mac). Mac has the brand "apple" so often referred to as the Apple 
Macintosh. Recently, Mac issued a new operating system called 
"Tiger" OS. From the relationship with Mac as the word "Apple" 
and "Tiger" is actually not related in general and in writing, have a 
relationship in the world of computers. Given the fuzzy relation 
then this kind of relationship will be examined with an assumption 
and goal that by knowing the relationship closeness/kinship 
between the two word/object. In relation to the world of search 
(searching), then by inserting the word "apple", there is the 
possibility of the word tiger will also be a result of output. Not 
because the results wrong, but because between the word "apple" 
and "tiger" there is kinship [4]. 
Explanation of fuzzy relation can also be described as follows: two 
words that completely unrelated (eg: "apple" and "tiger"), will have 
a relationship when both the word is addressed in one document. 
More and more documents that discuss both the relationship 
between the two words ("apple" and "tiger") will be getting closer. 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
39
  Fuzzy Relation will search 4 links from a combination of words 
(keywords) and documents (paper) these relationships are: 
 Keyword to paper 
 Paper to paper 
 Paper to keyword 
 Keyword to keyword 
 
Explanation of each of this relationship along with the calculation 
process is described as follows: 
1. At this step is assumed relationship between the keyword to the 
weight of the paper has value to the paper of the following 
keywords: 
P = {P1, P2
D = {D
, …Pn} is a set of papers 
1, D2
For example from the data obtained by paper and keyword 
relationship expressed as a fuzzy set of papers on the following 
keywords: 
, …Dn} is a set of keywords 
P1 = {0.3/D2, 0.7/D5, 1/D7, 1/D8
P
}, 
2 = {1/D2, 0.8/D5, 0.8/D7, 1/D8
P
}, 
3 = {0.9/D1, 0.9/D3, 1/D4, 0.8/D6
P
}, 
4 = {1/D1, 0.5/D3, 0.8/D4, 0.8/D6
P
}, 
5 = {0.1/D2, 0.7/D5, 1/D4, 1/D8
P
}, 
6 = {0.9/D2, 1/D5, 0.8/D4, 1/D8
For P = {P
} 
1, P2, …P6} and D = {D1, D2, …D8}, where each 
paper/document regarded as a fuzzy set of keywords so we get 
µP5  (D1
2. Similarity between 2 papers expressed as a function of R 
where R: P × P → [0.1] [5] 
) = 0.1. 
R(Pi,Pj
∑
∑
)(
))(),((
D
DD
PjD
PjPiD
µ
µµ
) =  (2.1) 
Where: 
R: Relation 
Pi
P
: Paper/document i 
j
D: Keyword  
:Paper/document j 
µ: Membership function as a mapping µPi
Can find a relationship between a paper with one another, eg:  
: D → [0,1]. 
relation R(P1,P2
78.0
6.3
9.2
18.08.01
18.07.03.0
==
+++
+++
) = 
 
The calculation of paper to paper as a whole can be seen in 
Table 1. 
Table 1. Relation Paper to Paper 
X / Y P1 P2 P3 P4 P5 P6 
P1 1,00 0,78 0 0 0,64 0,54 
P2 0,93 1,00 0 0 0,64 0,73 
P3 0 0 1,00 0,97 0,36 0,22 
P4 0 0 0,83 1,00 0,29 0,22 
P5 0,60 0,50 0,28 0,26 1,00 0,70 
P6 0,67 0,75 0,22 0,26 0,93 1,00 
 
3. From the existing data of keywords related to the paper, then 
we will get the paper on the relationship between keywords. 
Relationship of paper to keyword can be calculated using 
formula 2.2 [5]: 
ΗDj(Pj
)(...)()(
)(
21 mpipipi
jpi
DDD
D
µµµ
µ
+++
)= 
 (2.2) 
Where: 
R: Relation 
Pi
P
: Paper/document i 
j
D: Keyword 
: Paper/document j 
µ: Membership function as a mapping µPi:
Example: Calculate the weight of keyword (d2) for paper 1 
  D → [0,1]. 
ηDj(Pj 1.0
3
3.0
117.03.0
3.0
==
+++
)=  
so the final result is: 
D1 = (0.25/P3, 0.32/P4
D
), 
2 = (0.1/P1, 0.28/P2, 0.06/P5, 0.24/P6
D
), 
3 = (0.25/P3, 0.16/P4
D
), 
4 = (0.28/P3, 0.26/P4, 0.36/P5, 0.27/P6
D
), 
5 = (0.23/P1, 0.22/P2, 0.25/P5, 0.27/P6
D
), 
6 = (0.22/P3, 0.26/P4
D
), 
7 = (0.33/P1, 0.22/P2
D
), 
8 = (0.33/P1, 0.28/P2, 0.36/P5, 0.27/P6
4. Similarity between 2 keywords expressed as a function of R 
where R: D × D → [0,1] as written in the formula 2.3 [5]: 
) 
R(Di,Dj
))((
))(),(min(
p
pp
i
ji
DP
DDP
η
ηη
∑
∑
) =  (2.3) 
Where: 
R: Relation 
Pi
P
: Paper/document i 
j
D: Keyword 
: Paper/document j 
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   µ: Membership function as a mapping µPi
can be found the relationship between keywords with each 
other eg.: 
: P → [0,1]. 
relation R(D1,D3
16.025.0
16.025.0
+
+
) =   = 1 
relation R(D3,D1
32.025.0
16.025.0
+
+
) =    = 0,72 
 Calculation of keyword to keyword as a whole can be seen in 
Table 2. 
 
Table 2. Relationship between Keyword to Keyword 
X / 
Y 
D1 D 2 D 3 D 4 D 5 D 6 D 7 D 8 
D 1 1,0
0 
0 1,00 0,44 0 1,00 0 0 
D 2 0 1,0
0 
0 0,26 0,6
4 
0 0,5
8 
0,53 
D 3 0,7
2 
0 1,00 0,35 0 0,79 0 0 
D 4 0,8
9 
0,4
4 
1,00 1,00 0,5
4 
1,00 0 0,51 
D 5 0 0,9
1 
0 0,44 1,0
0 
0 0,8
2 
0,86 
D 6 0,8
4 
0 0,93 0,41 0 1,00 0 0 
D 7 0 0,4
7 
0 0 0,4
6 
0 1,0
0 
0,49 
D 8 0 1,0
0 
0 0,54 1,0
0 
0 1,0
0 
1,00 
. 
3. SEARCH ENGINE APPLICATION 
 
Chapter 3 describes the design of systems that are the basis of the 
developing the application of scientific journal search engines in 
this research. Basically there are two main processes in this 
application; they are the indexing process and searching process. 
Database
Documents
Document
Document
Document
Convert to Plain 
Text
Keywords Attach to Paper
Calculate Fuzzy 
Relation
Graps Content 
of Text
Separate Word 
with Stop Word
Indexing process takes the longest runtime when compared with the 
process of searching. It is caused by a cutting process of a 
document into a word. Indexing process execution depicted in 
Figure 1. 
 
Figure 1. Indexing process 
1. 
Here is a sequence of description of the indexing process: 
Retrieve a document that has no plain text file / not yet 
indexed
2. 
. 
3. 
Convert the pdf documents into plain text files that are 
readable by the programming language PHP 5. 
4. 
Input a plain text file data into the database to be stored 
and through the next process. 
Read the contents of plain text files and store a long string 
into an array
5. 
. 
Enter a keyword from a document originating from the 
author to serve as the keyword / main keywords on 
applications and enter into a database. Keyword is better 
known by the name of keywords attached to paper
6. 
. 
Grab a few sentences from the abstract and titles for 
snipset when displaying search results on the process of 
searching
7. 
. 
Take the author's name and affiliation to be used in the 
process of searching with the author and affiliation search 
mode
8. 
.  
Rupture long string that is stored in an array into a word-
per-word and separate from the existing stop word. Next 
save all the words that have been cut into the database and 
delete its stop word
9. 
. 
The last process of this indexing process is the process of 
calculating the value of fuzzy relations
 
. 
 Searching Process 
The search engine used 2 kinds of fuzzy methods to process the 
searching process, both methods are
a. Ordinary Fuzzy Method  
: 
Ordinary fuzzy method is used when a user input keyword 
has never been through the process of indexing, but the 
keywords are included on one or more papers that are 
stored on the system. 
b. Extended Fuzzy Method 
In this method, the fuzzy value calculation is only carried 
out on the basis of number of word occurrence; it means 
the fuzzy value calculation is performed only for papers 
that have keyword input on its content. This method 
involves only one fuzzy process has been done before in 
the indexing process, it is the calculation of keywords to 
paper fuzzy. 
Unlike the ordinary fuzzy method, the calculation by this 
method not only involves the number of word occurrence 
alone but also involves all fuzzy calculations have been 
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  done on indexing process. With this method, papers that do 
not have keyword input on its content will be found. 
Input Keywords
Choose Searching 
Mode and Keyword 
Filter
Search in Library and 
determining type of 
search by system
Searching 
ProcessOutput Result
The use of two methods is for the speed/runtime purpose when the 
searching process is running. In this search engine, users can not 
choose the method that will be used, because the system will 
automatically check the incoming keyword to further select one of 
two methods for implementing the process of searching. General 
description of the process of searching can be seen in Figure 2. 
 
Figure 2. Searching process 
4. EXPERIMENTS 
In this section, we present an experimental result of new search 
engine application. This system was built in PHP [1, 2, 3] on a PC 
with 2.4 GHz Pentium ® 4 CPU and 1 GB of RAM under MS 
Windows XP Pro. 
 
4.1 Searching Type - Extended Fuzzy 
Search by extended fuzzy type is a searching type which looks for 
related papers of related keywords that are input by the user. 
 
The 
implementation of an extended type of fuzzy search with keyword 
input - one word can be seen in Figure 3. 
 
Figure 3. 
 
Extended type of fuzzy search with keyword input - 
one word 
 
The implementation of an extended type of fuzzy search with a 
keyword input more than one word/phrase can be seen in Figure 4. 
 
Figure 4. 
 
Extended type of fuzzy search with keyword input – 
more than one word/phrase 
4.2 Searching Type - Ordinary Fuzzy 
Searching by ordinary fuzzy type is a search that only looks for 
keywords in the paper, inputted by the user. 
 
Ordinary type of fuzzy 
search implementation with a single word keyword input can be 
seen in Figure 5. 
 
Figure 5. 
 
Ordinary type of fuzzy search with a single word 
keyword input 
 
Ordinary type of fuzzy search implementation with the input of 
more than one word keywords/phrases can be seen in Figure 6. 
 
Figure 6. 
 
Ordinary type of fuzzy search with more than one 
work/phrase keyword input 
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  4.3 Search involving symbol and Stop Word 
In addition to testing with the extended fuzzy search types and 
ordinary fuzzy, involving a stop word and symbol are also 
important. This is related to all rules that apply to the program. All 
these rules are based on assumptions that are not researched before, 
but just based on observations from the passage of searching 
module developing. In addition, this test is also a test of all rules 
that apply to the application. 
 
The Implementation of the search involving symbol and stop word 
with one-word keywords can be seen in Figure 7. 
 
Figure 7. Search involve symbol and stop word with one word 
keyword input 
 
 
Search engine implementation which involves symbols and stop 
word to the keyword input of more than one word/phrases can be 
seen in Figure 8. 
 
Figure 8. Search engine which involves symbol and stop word 
with more than one word/phrase keyword input 
 
4.4 Searching involves Keyword Attach to 
Paper 
Searching involving keyword attached to paper is a searching 
process performed on the input found on the library tables. This 
Search use extended fuzzy type because the keyword input is found 
in the library table. Search engine implementation involves 
keyword attached to paper with one word keyword input can be 
seen in Figure 9. 
 
Figure 9. Search engine which involves keyword attach to paper 
with one keyword input 
 
 
Search engine implementation which involves keyword attach to 
paper with more than one word/phrases input can be seen in Figure 
10. 
 
Figure 10. Search engine which involves keyword attach to 
paper with more than one word/phrase keyword input 
 
4.5 Runtime Process 
 
From the experiments conducted, it can be calculated an average 
speed of the process of searching on search engine applications. 
The average results of the calculation process of some kind of 
keyword search can be seen in Table 3. 
Table 3. Runtime test result 
User inputed Keyword Runtime (second) 
Autofluorescence 0.0254549980 
layered depth image 0.0606830120087 
Data  0.0613670349121  
denormalization data 0.343075037003 
g&en@^e$rate 0.105587005615 
fuzzy IF-THEN rules 0.261485099792 
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  adenocarcinoma 0.0284929275513 
fuzzy sets 0.0446968078613 
The Average of Runtime 
0.8831452369523/8 = 
0.1103931546190375 
  
From 8 keywords input in the system, the average of searching 
process is 0.1103931546190375 seconds. 
 
Runtime test of indexing process is the main focus of all the testing 
and experiments performed on the system. From several 
experiments, it is resulted that more and more number of papers 
and the number of keywords, the runtime required to complete the 
indexing process is also getting bigger. From the seventh step in 
the indexing process, step-core indexing and fuzzy relationship 
value calculation takes the greatest runtime. The example of 
execution indexing process is presented in Figure 11. 
 
 
Figure 11. Indexing process  
 
5. CONCLUSION 
From the testing process it can be described that it takes 
1228.71254396 seconds or approximately 20 minutes 5 seconds to 
index four papers. 
This paper deals with the implementation of fuzzy relation method 
to support e-journal search engine. Fuzzy value ranking system 
should be implemented into the calculation of fuzzy relations with 
respect to the accuracy of produced output. 
The emphasis of this paper was on feasibility – identification of 
possible approaches and development of methods to put them into 
practices. 
The Implementation of search engine applications on operating 
systems other than Windows XP can be done by changing some 
parts of the segment of the program and replace the use of 
customized components with the operating system used. 
We are currently working on the implementation process of 
indexing and searching in a lot of server/multi server
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ABSTRACT 
Type of automobile is the general factor that makes automobile 
different from each other. But conventional sensor cannot detect 
the automobile and recognize its type. Because of those reasons, we 
made an experiment application that can count the number and 
recognize automobile based on its type. This application uses gabor 
filter for feature extraction and back-propagation neural network 
for training and recognizing type of automobile. The experiment 
was done using various parameters for back-propagation neural 
network and gabor filters. The experimental result shows that the 
best error rate of recognition results is 16%. It’s done with the 
brightness condition not too low or high.   
Keywords 
Gabor Filter, Back-propagation Neural Network, Automobile Type 
Recognition. 
1. INTRODUCTION 
Along with technological advances, nowadays computer science 
relating to digital image processing and computer vision also has 
been implemented to help human’s work. Therefore in this 
experiment, we developed an application which can calculate the 
number of cars and identify them based on their types. Input of this 
application is a video of the car entering parking area and being 
taken by using a video camera / webcam. The beginning process of 
this application is separating car objects from the other objects that 
have been captured by the video camera / webcam. Furthermore, 
this application will count the number of cars that has been 
successfully detected and recognize its type. The number of cars 
passing by and the type of the cars will be the output from this 
application. 
This research was inspired from another research that has been 
done by our colleagues majoring in electrical engineering from 
Petra Christian University in 2001 [9]. On that research, they have 
examined the same topic, namely Vehicle Type Recognition. On 
that research, a recognition process is done by using gabor filter 
and template matching method. In our research, we change the 
method of recognition using back-propagation neural network, and 
reevaluated the best parameter / configuration of gabor filters. 
2. IMAGE PROCESSING 
2.1 Grayscale 
Grayscale is the one technique in digital image processing to flatten 
pixel values of the three RGB values into one same value. This 
technique can be done using YUV color system, by converting 
RGB to YUV and then take the Y component (illumination) [1]. 
This is done by using equation 1. 
    (1) 
2.2 Low Pass filter 
Low pass filter is used to give the smoothing (blurring) effects in 
the image. Besides, low pass filter also can be used to eliminate 
noise in the image [8]. The template 3x3 of low pass filter is shown 
at Formula (2) [4]. 
    (2) 
2.3 Background Subtraction 
Background subtraction can be used to identify a motion between 
two images or more. In order to use the background subtraction 
technique, all images must be capture in time as close as possible 
without changes in light conditions and use a fixed background. By 
doing the background subtraction then a moving object can be 
detected [2]. 
f(x,y)    if f(x,y)-b(x,y)
g(x,y)=
 0       if otherwise                    
threshold >


 (3) 
Descriptions: 
g(x, y) = Result of pixel’s value 
f(x, y)  = Foreground pixel’s value 
b(x, y) = Background pixel’s value 
2.4 Median filter 
Median filter is used to reduce random noise without give any 
blurring effect at the line of the image like low pass filter. The 
process that occurs in the median filter is as follows, for each pixel 
value in several areas that contained in the template on the image 
will be sorted first, and then will be searched for its median value. 
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  This median value is become the gray level value for the result 
image [4].  
2.5 Gabor Filter 
Gabor filter is made under the concept of the mammalian cortical 
simple cells [11]. By using gabor filter each point on the image will 
be processed to obtain its vector feature. 2-D gabor filter is 
harmonic oscillator that obtained by modulating 2-D sine wave at a 
particular frequency and orientation with a Gaussian envelope. 
Gabor filter can be used to capture frequency information. By 
adjusting gabor filter at the specific frequency and direction, then 
the information of local frequency and orientation can be obtained 
[3]. Gabor filter can be divided into two different equations, one 
for describing the real part and the other to describe the imaginary 
part of gabor filter [10]. 
 (4) 
 (5) 
where: 
    (6) 
   (7) 
     (8) 
     (9) 
Descriptions: 
x, y : Pixel position in spatial domain 
w0
θ     : Gabor rotation  
   : Radial middle frequency 
σ     : Gaussian deviation standard of x and y 
3. NEURAL NETWORK 
3.1 Multilayer Neural Networks 
A multilayer neural network is a feed forward neural network with 
one or more hidden layers. Typically, the network consists of an 
input layer of source neurons, at least one middle layer or hidden 
layer of computational neurons, and an output layer of 
computational neurons [7].  
The input layer accepts input signals from the outside world and 
redistributes these signals to all neurons in the hidden layer. The 
output layer accepts output signals, or in other words a stimulus 
pattern, from the hidden layer and establishes the output pattern of 
the entire network. Neurons in the hidden layer detect the features; 
the weights of the neurons represent the features hidden in the input 
patterns. These features are then used by the output layer in 
determining the output pattern [7]. A multilayer neural network 
with two hidden layers is shown in Figure 1. 
 
Figure 1. Multilayer neural network with 2 hidden layers [7] 
3.2 Back-propagation Learning Algorithm 
Step 1: Initialization 
Set all the weights and threshold levels of the network to random 
numbers uniformly distributed inside a small range [5, 7]: 
                                        (10) 
where Fi
Step 2: Activation 
 is the total number of inputs of neuron i in the network. 
The weight initialization is done on a neuron-by-neuron basis. 
Activate the back-propagation neural network by applying inputs 
x1(p), x2(p), . . . , xn(p) and desired outputs yd,1(p); yd,2(p), . . . , 
yd,n
(a)  Calculate the actual outputs of the neurons in the hidden layer: 
(p). 
   (11) 
where n is the number of inputs of neuron j in the hidden 
layer, and sigmoid is the sigmoid activation function. 
(b)  Calculate the actual outputs of the neurons in the output layer: 
   (12) 
where m is the number of inputs of neuron k in the output 
layer. 
Step 3: Weight training 
Update the weights in the back-propagation network propagating 
backward the errors associated with output neurons. 
(a)  Calculate the error gradient for the neurons in the output layer: 
  (13) 
   (14) 
Calculate the weight corrections: 
  (15) 
Update the weights at the output neurons: 
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    (16) 
(b)  Calculate the error gradient for the neurons in the hidden 
layer: 
  (17) 
Calculate the weight corrections: 
  (18) 
Update the weights at the hidden neurons: 
  (19) 
Step 4: Iteration 
Increase iteration p by one, go back to Step 2 and repeat the 
process until the selected error criterion is satisfied. 
4. APPLICATION DESIGN 
This application is designed to be able to receive a stream image 
input from a video camera / webcam device in real time. The design 
of this application is shown in Figure 2. 
 
Figure 2. The application design. 
4.1 Image Preprocessing Phase 
In this phase, all the frames from video files or data streams will be 
processed using grayscale, low pass filter to eliminate noise, 
background subtraction to detect a moving object and the last 
process is the median filter to eliminate noise that may still remain. 
The example results of the preprocessing phase are shown in 
Figure 3.   
 
Figure 3. Examples of image preprocessing phase result. 
4.2 Segmentation Phase 
The next phase is the segmentation phase. At this phase, each 
image frame in the video file (data stream) will be checked first on 
the most left, most right and middle vertically. If not all pixel in the 
middle position is black, while the most left and right area is black, 
it can be assumed that the frame in the checked area contained a 
complete car object (not truncated). Furthermore, in the frame 
containing the complete car object will be measured to ensure that 
large object that has been detected is not a passing pedestrian. 
Frame that pass from two stage of examination will be stored into 
the image file (*.jpg) and will be used for neural network training 
process after going through feature extraction process using gabor 
filter or instantly recognizable when the module that used is 
Automobile Recognition module. Examples of frames that are 
successful and not successful passing the segmentation phase are 
shown in Figure 4 and 5.  
    
Figure 4. Example of  frame that is successfully passing the 
segmentation phase 
 
Figure 5. Example of frame that is failed to pass the 
segmentation phase 
4.3 Feature Extraction Phase 
In this phase, the result image from segmentation process will be 
convolved using gabor kernel for extracting the feature of image. 
The number of images generated from convolution process using 
gabor filter is equal to the number of gabor kernels that used to 
process an image. Gabor kernels are created based on orientation 
and frequency parameter that used. Suppose by using two types of 
orientation and five kinds of frequency will result ten kinds of 
gabor kernel. Image produced from this convolution process is 
called gabor response image. Example of this convolution process 
can be seen in Figure 6. 
 
Figure 6. Image before gabor filtering, the gabor kernel and 
result image after the convolution process. 
In this experiment, we used five different parameters of frequency 
(n = 0, ..., 4), namely: Wn = 2-1π, 2-1.5π, 2-2π, 2-2.5π, 2-3π and eight 
different parameters of orientation (m = 0, ...,7), namely: θm = 00, 
22.50, 450, 67.50, 900, 112.50, 1350, 157.50. This is adjusted by the 
research conducted by Moreno et.al. [6]. The variations of gabor 
kernel are shown in Figure 7. 
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Figure 7. Forty types of gabor kernel [6]. 
4.4 Feed Forward Neural Network Design 
Feed forward neural network architecture that is used is dynamic. 
Number of input neuron in input layer determined from the number 
of gabor response in feature extraction phase. After feature 
extraction process, this system will collect a sample point from 
result image that has been convolved by generated gabor kernel by 
using a grid. For example we used grid in the amount of ten, and 
from feature extraction phase we used four kinds of gabor kernel 
then the number of neurons in input layer is 10 x 10 x 4 = 400 
neurons.  
Hidden layer that is used is also dynamic, where we can change it 
freely according to the number of neuron in hidden layer and the 
number of hidden layer will be built. 
Output layer consists of three neurons. All of three neurons 
represent the amount of automobile type that is processed. It is 
assumed the number of automobile-type in this world is less than 
or equals to seven kinds. Example formats of desire target: 000 = 
Sedan, 001 = City Car, 010 = MPV, etc.  
4.5 Application Output 
Output from this application is a list consists of automobile type 
that recognized successfully and their number. In real time mode, 
the number of automobile type is the number of vehicles that have 
been passed until then, since the application started. Meanwhile, if 
the mode is video file, this application will calculate the number 
and type of automobile that successfully identified. There are two 
kinds of displaying output: General List will display the 
recognition results based on the processing time, and Specific List 
will display the recognition results based on the automobile type. 
General and Specific List are shown in Figure 8. 
 
Figure 8. General List and Specific List examples. 
5. TESTING AND ANALYSIS 
The device specification used for testing is: 
 Processor : Pentium Core2Duo 2.4GHz 
 RAM   : 2Gb DDR2 
 Harddisk : 250Gb 
 O/S  : Windows XP SP2 
 Compiler : Ms. Visual Studio 2005 C++.Net 
There are several kinds of experiments are performed, namely:  
1.  Test on the influence of the number of hidden layers and 
neurons in a hidden layer to the speed of training process until 
achieve convergence. The results of the tests are shown in 
Figure 9 and 10. 
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Figure 9. Number of hidden layer vs training time. 
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  Number of Hidden Neuron vs Training Time 
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Figure 10. Number of hidden layer neurons vs 
training time. 
From the experiments, we can conclude that the addition of 
hidden layers will speed up training time, while increasing 
number of neurons in the hidden layer will slow down the 
training time.  
2. Tests for the error rate in recognition using data that has been 
trained to Neural Network. In this test, error rate that generated 
is 0% on the other words all the object has been recognized 
successfully. Gabor filter used frequency 0,1 and orientation 
2,4.  
3.  Tests for the error rate in recognition using data that has not 
been trained to Neural Network. Gabor filter used frequency 
0,1 and orientation 2,4. The results of the test are shown in 
Figure 11. 
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Figure 11. The effect of training sample numbers in the 
recognition error rate 
From the tests, we can see that the quantity of training data for 
each automobile type can affect the accuracy of recognition for 
testing data that has not been trained yet. The percentage of 
lowest error rate for this test is 36%. From further analysis, we 
found that there is a type of automobile that is often wrongly 
recognized, it is the Crossover, because the shape of Crossover 
is similar to the shapes of Sedan, MPV or City Car. This 
application often made a mistake in recognized this type of 
automobile. If this type (Crossover) is removed from training 
data and testing data, then error rate will reduced to 24%. 
4.  The next test is to find the proper parameter setting of gabor 
filter. Various parameters of combination and frequency were 
attempted on the neural network with fixed configuration, one 
hidden layer and one hundred neurons in hidden layer. This 
back-propagation neural network setting is selected because it 
produces the lowest error rate (24%), with lowest number of 
hidden layer and neurons in hidden layer. From the test results, 
we found some parameter combinations of gabor filter which 
have the smallest recognition error rate, with percentage of 
error rate is 16% are: 
- Configuration 1: Orientation: 2; Frequency: 0, 2, 4, 6, 8 
- Configuration 2: Orientation: 3; Frequency: 0, 2, 4 
- Configuration 3: Orientation: 2, 3; Frequency: 0, 2, 4 
5.  The fifth test was used to see if the color of the car affects the 
rate of recognition. The result of the test is shown in Table 1. 
Table 1. The result of automobile color test 
 
The error rates from several car colors that have been tested are 
same, which is 41.66%. It can be concluded that the color of the 
car does not affect the recognition rate.   
6.  The sixth test used to see if the lighting condition on the object 
that captured by a web cam can affect recognition rate or not. 
From the results of the tests known that if the lighting is too 
dark or too bright will cause the wrong silhouette object that 
will be processed as an input for the application.  Examples of 
'Too Dark' and 'Too Bright' object silhouette are shown in 
Figure 12 and 13. 
 
Figure 12. An object and its 'too dark' object silhouette 
 
Figure 13. An object and its 'too bright' object silhouette 
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  6. CONCLUSION 
In general, an application that is made in this study has achieved its 
purpose. By using gabor filters with orientation: 3 and the 
frequency: 0, 2, 4, and configuration of back-propagation neural 
network with one hidden layer and one hundred neurons in a hidden 
layer, we get the lowest error rate: 16%. This application is 
vulnerable to the effects of lighting when the lighting is too bright 
or too dark. This application is also experiencing difficulties in 
recognizing the shape of the hybrid-type automobile, such as 
crossover that is a mix of sedan and MPV or City Car.    
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ABSTRACT 
This paper addresses a methodology for modeling and designing 
evolutionary algorithms for 3 degrees of freedom (DOF) 
manipulators. The approach is based on linear graph modeling and 
genetic algorithm, where the latter is used to evaluate the fit of the 
linear graph model. The best fitness function of the genetic 
algorithm will be used to improve the performance of the 
manipulator. 
Keywords 
Linear graphs, Genetic algorithm, manipulator, modeling. 
1. INTRODUCTION 
Health monitoring system is an important tool for predicting, 
detecting, correcting and improving the system design to overcome 
malfunction problem. This is due to poor design could lead to poor 
performance of the system. The goal of this paper is to combine the 
health monitoring system and the evolutionary algorithm such that 
it could improve the system’s performance, particularly the 
manipulator. 
 
The manipulator is a combination of mechanical, electrical and 
control system. A conventional way of modeling the manipulator is 
by sequentially modeling each domain. Sequential domain 
modeling might not be optimal due to the dynamic interaction and 
energy transfer from each domain. Therefore, the algorithm of 
modeling which takes into consideration topological system 
structures and parameter values which could affect multi domain 
interaction and energy transfer could give a more optimal solution. 
 
Seo et.al[2] combined bond graph modeling and genetic 
programming to evaluate the size and topology of mechatronics 
system. Bond graph modeling and genetic programming have been 
used for automated identification of a few mechatronic systems and 
a methodology has been developedfor multi domain design 
evolution by integrating health monitoring system, bond graph, 
genetic programming and the expert system. 
 
Evolution of the system by combining some modeling methods and 
evolutionary algorithms has proven to be a potential tool to design 
an optimum solution of the system. However, this evolutionary 
method still requires determination of the component that can be 
modified such that it can achieve the desired performance. This 
component can be determined by using the expert system.  
 
This paper presents an alternative way to find the optimum solution 
of the system by combining linear graph modeling and the genetic 
algorithm. The optimum solution can be used by a health 
monitoring system to improve its performance. A 3-DOF 
manipulator is employed as a plant to show the possibilities of the 
approach. Some optimum parameter values of the manipulator can 
be extracted and evaluated by using this method. 
2. DESIGN FRAMEWORK 
This paper takes advantage of the flexibility in the linear graph 
modeling and the powerful evolutionary abilities of genetic 
algorithm to achieve the optimum model of the system. 
Linear Graph modeling is a graphical representation of a 
system model which include the interconnection among its 
elements. The advantages of linear graph are [2]: 
• Visualization of the system structure 
• Identification of similarities between different types of 
the system domain 
• Applicable for multi domain system 
• Gives a unified approach to model multi functional 
devices 
 
Since manipulator modeling needs a combination of mechanical, 
electrical and control system, linear graph modeling may be 
suitable for solving the modeling problem. Similar to the bond 
graph model, linear graph model describes the dynamic behavior of 
a system based on the principle of power and energy.  
 
To get the equation from the linear graph, there are three types of 
equation needed to obtain an analytical model of the linear graph. 
They are: 
• Constitutive equations for all elements that are not 
sources. 
• Compatibility equations for the entire independent closed 
path. 
• Continuity equations for all the independent junction of 
two or more branches. 
 
On top of that, the linear graph must satisfy: 
        (1) 
Where: 
 Number of loop 
 Number of branch 
 Number of nodes 
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  Genetic Algorithm (GA) is an evolutionary technique to find the 
optimum solution. GA requires genetic representation of the 
solution and fitness function of the system. The steps of GA are: 
• Choose initial population. The initial population consists 
of some individuals. Each individual will represent the 
component of the system.  
• Evaluate the fitness function of each population. The 
fitness function will be determined by the parameter 
performance of the system. The better the fitness 
function, the closer it is to the desired performance. 
• Repeat this generation until termination. The generation 
will usually be terminated when the fitness function 
solution satisfies the minimum criteria of the design, 
maximum number of generation is reached, computation 
time is reached, etc. 
• When the system is not terminated, GA will select the 
best fit individual for reproduction. Do some crossover 
and mutation to the best individual to give birth to 
offsprings. Finally, the new individuals will replace the 
least-fit population.  
 
3. SYSTEM MODELLING 
3-DOF manipulator is used as the plant of the engineering system. 
The manipulator consists of three revolute joints. The system can 
be seen in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. 3-DOF manipulator 
 
The objective of this manipulator is to achieve the desired 
position from an arbitrary position. Each of the joint in the 
manipulator consists of an amplifier, a DC motor, gear 
transmission and a link to another joint. The movement of each 
joint will affect the performance of  other joints. The manipulator is 
not under control by a control system. The objective is to design the 
manipulator so that it can achieve the desired position by changing 
the parameters. The linear graph of the manipulator can be seen in 
Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Linear graph modeling 
 
As can be seen from Figure 2, number of loop equation = 17, 
number of branch = 34 , and number of nodes = 18 . From the 
topological equation in equation (1), the system satisfies the 
condition. 
Moreover, it is possible to make a state space modeling of the 
system. The state variable can be chosen as 
( ). The output from the motor will be 
positioned for link 1, link 2 and link 3( ). The input 
will be Voltage in link 1, link 2, and link 3. Therefore, the system 
could be described as MIMO (Multi Input Multi Output) systems 
which have 3 inputs and 3 outputs. With the assumption of no 
disturbance from the external system, the state space model is 
shown below:  
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4. SIMULATION RESULTS 
There are 21 components used to design the system. The 
component can be shown in Table 1 below 
 
Table 1. Component of the manipulator 
 
Component Value Component Value 
R 1 R2 1 
L 1 L2 1 
N1 1 N2 1 
Ka1 1 Ka2 1 
Ja 1 Jb 1 
B1 1 B3 1 
B2 1 B4 1 
R3 1 ra 1 
L3 1 Jc 1 
N3 1 B5 1 
Ka3 1 B6 1 
  rb 1 
 
 
By substituting random numbers to each component, the 
performance of the system can be seen in Figure 3. 
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Figure 3. The performance before evolution 
 
As can be seen in Figure 3, the performance of the system can be 
further improved. One possibility of improvement is by using 
evolutionary algorithms such as the Genetic Algorithm (GA). Each 
of the components from Table 1 will be chosen as the individuals in 
the GA. The variation value of every individual will be set as 
random 16 numbers which will vary from the minimum range value 
to the maximum range value. The variation value can be seen in 
Table 2. 
 
Table 2. Variation value of each component 
 
Component Variation Component Variation 
R 0-2 L2 0-1 
L 0-1 N2 0-2 
N1 0-2 Ka2 0-2 
Ka1 0-2 Jb 0-2 
Ja 0-2 B3 1 
B1 1 B4 1 
B2 1 ra 1 
R3 0-2 Jc 0-2 
L3 0-1 B5 1 
N3 0-2 B6 1 
Ka3 0-2 rb 1 
R2 0-2   
 
 
The population and generation will be set as 100, and 500. The 
choice of the generation and population number may determine the 
performance of the evolving algorithm. Higher number of 
generation and population could improve the performance of the 
evolving algorithm. On the other hand, computation time will be 
longer due to complexity of the computation data. 
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  Fitness function is also playing an important rule for GA. GA will 
keep the best value of the fitness function and replace the least-fit 
fitness function with another population. Another population can 
be generated by doing some crossovers and mutation methods. 
Crossover is a new population which came from some combination 
data from the best-fit population. The crossover from this paper is 
described in Figure 4 below. 
 
1 1 1 1 0 0 0 0
individual 1 Individual 2
 
   crossover 
 
individual 1 1 1 1 1
individual 2 0 0 0 0  
   result 
new individual 1 1 0 1 0
new individual 2 0 1 0 1  
 
Figure 4. Crossover 
 
The fitness function formula is a specific solution for different 
cases. Therefore, the fitness function for each problem may be 
different; it is dependent on the parameter chosen. In this paper, the 
fitness function will be chosen as the summation of the squared 
error at every joint. The fitness function in this problem is chosen 
as: 
 
 (3)  
Where: 
 
 
 
 
The best value of fitness function is defined as the minimum fitness 
function of the system. It is chosen due to the objectives of the 
design of manipulator, which is to make the error steady state of 
the manipulator to be smaller for each generation.  
The simulation results when the population and generation are set 
to 100 can be seen in Figure 5. 
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Figure 5. The position with 100 population and generation 
evaluation 
 
As can be seen from the Figure 5, the simulation results shows that 
genetic algorithm works well. The design performance is getting 
closer to the desired performance. The fitness function evaluation is 
shown in Figure 6 below: 
0 10 20 30 40 50 60 70 80 90 100
0
0.005
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fitness function
generation
 
Figure 6. Fitness function after 100 generation evaluation 
 
As can be seen form Figure 6, the fitness function is always being 
updated for the minimum value. However, the performance can still 
be improved by increasing the number of population and 
generation in the system. Therefore, another experiment using 500 
population and generation is set. The results can be seen in Figure 
7 
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Figure 7. The position with 500 population and generation 
evaluation 
 
As can be seen from Figure 7, the simulation result shows that the 
steady state error approaches zero. This is the case because the 
genetic algorithm continuously seek the minimum fitness function 
for each generation. The fitness function evaluation is shown in 
Figure 8. 
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Figure 8. Fitness function after 500 generation evaluation 
 
As can be seen, the genetic algorithm continuously  seek  the 
minimum value of the fitness function. A smaller fitness function 
implies a better performance and by minimizing this function, the 
actual performance will approach the desired performance. The 
updating parameter is shown in Table 3. 
 
 
 
 
Table 3. Evaluating Parameter 
 
Component Value Component Value 
R 0.5333 L2 0.4 
L 0.8 N2 0.001 
N1 0.001 Ka2 1.6 
Ka1 1.4 Jb 0.6667 
Ja 1.2 B3 1 
B1 1 B4 1 
B2 1 ra 1 
R3 0.9333 Jc 2 
L3 0.5333 B5 1 
N3 0.001 B6 1 
Ka3 1.6 rb 1 
R2 0.8   
 
 
The updated parameters could be interpreted as a new value of the 
manipulator component. Simulation shows that, the new value 
could improve the performance of the system. However, the 
updated value may not be a fixed value which arises due to the 
possibility of multiple local optimal solutions for the problem. 
4. CONCLUSION 
Manipulator modeling which is concerned with systems containing 
multiple domain subsystems is a challenging problem due to the 
complexity with integration of each sub- system. A combination of 
linear graph and genetic algorithm is proposed in the paper to 
address this problem. The simulation result shows that the 
proposed method potentially can yield a good solution for  the 
problem. Updating design could achieve the desired performance 
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ABSTRACT 
This paper models the Course Timetabling Problem as a set of 
tuples each of which consists of four entities, i.e. lecturers, 
courses, rooms and time-slots that have to be matched in order to 
construct the intended course timetable. This model considers 
lecturers’ time preferences and their expertise as the constraint of 
the problem. A bipartite graph that connects the four entities is 
used as the path of ant movement. In this experiment two meta-
heuristics algorithm, Genetic and Ant System Algorithm is 
applied to the problem, and the results are compared.  
Keywords 
Ant System Algorithm, Course Timetabling Problem, Genetic 
Algorithm, Meta-heuristic. 
1. INTRODUCTION 
Genetic Algorithm and Ant System Algorithm are two among 
meta-heuristic algorithms that have been used to solve some NP 
(Non deterministic Polynomial) problems, such as TSP 
[6][12][20]. 
In educational institutions, the NP problem appears in activity to 
construct educational timetables, such as school timetable, 
examination timetable and course timetable [18]. School timetable 
is used in intermediate level educational institutions while the 
other two are required in the higher level educational institutions, 
especially the ones that apply the credit unit system. 
Course timetabling, as the name imply, is an activity to produce 
course timetable that can be used operationally by an educational 
institution for a certain period of time usually 4 up to 6 months, 
known as semester.  
Although this activity repeatedly happens in every semester, not 
much educational institution constructs its course timetable in a 
fully automatic manner. This reality condition happened not only 
due to so many variations in the way of constructing course 
timetable, but also naturally this problem, except for a limited 
number of data, is required a very long time to be solved by 
deterministic algorithm. The first implies that so far there is no 
single application program can be used by all educational 
institution to construct the course timetable, mean while the 
second suggests the schedulers to find alternative algorithms in 
solving their problem, such as stochastic approach, in order to 
come with satisfying solution in a reasonable running time. In fact 
the course timetabling problem has been studied extensively and it 
has been noted that no less than 700 academic writings have been 
published in this area [3] since it was first introduced by Gotlieb 
in 1962 [8]. Based on literature survey, it is known that The 
Genetic Algorithm has been used by [2][14] and [1], while the 
Ant System Algorithm is used by [19] and [13]. 
The rest of this paper is organized as follows. Section 2 describes 
the course timetabling problem, while Section 3 and 4 describes 
the two meta-heuristic algorithms used in this research. Problem 
Model is described in Section 5, follow by Experimentation and 
results in Section 6 and finally concluding remarks are given in 
the last section. 
2. COURSE TIMETABLING PROBLEM 
The course timetabling problem is defined as a sub-class of 
assignment problem for which the events take place at educational 
institutions [22]. The goal of the problem is to arrange events, 
each of which conducted by lecturer in a certain room in a definite 
period of time to be offered for students [21]. 
Difficulties of the course timetabling problem usually come from 
its constraint that must be satisfied. There are two types of 
constraint that must be obeyed by the scheduler. The first is called 
hard constraint that is mandatory to be followed otherwise the 
schedule is not workable. The existence of a unique resource, such 
as a person, in a certain time usually has to be considered as a 
hard constraint. The second is soft constraint that will be better if 
followed by the scheduler. Preference for something related to 
arrangement of resources could be considered as a soft constraint. 
Basically there are two approaches that could be followed by the 
timetable officer in order to construct the timetable [10]. The first 
predicts what courses should be offered to students in order to 
satisfy the student requirement, and then assigned some resources 
to the course sections. The second allows students to select any 
course sections, and then arrange the sections so that everyone 
happy with the timetable. 
This research follow the first approach so that the course timetable 
is represented as a set of tuples each of which consists of course, 
lecturer, contiguous time-slots and room that imply a relationship 
as in a sentence “the course will be conducted by the lecturer 
every week in between the time-slots in the stated room.” 
Theoretically, an exact or perfect solution for such timetabling 
problem can be found only by evaluating every possible solution 
candidate systematically. However this exhaustive deterministic 
method can be applied for a limited number of data only. The real 
course timetabling problem usually has much data to process, so 
that this method will require a very long time to wait for the 
program to come up with the perfect result [16]. The relation 
between amount of data and the computer running time can be 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
56
  expressed as a combinatorial function that grow much faster than 
polynomial function. 
As the NP Problem, currently the most promising approaches to 
solve the course timetabling problem are local search and 
constraint programming approach. Usually these methods are 
included in a class of algorithm called meta-heuristic [4][5][9]. 
The local search starts by proposing an arbitrary solution, and 
then looks for better solution from the neighborhood repeatedly, 
among this approach are taboo search, simulated annealing, and 
genetic algorithm. The latter declares the problem as a set of 
constraints that define relations among variables that must be 
obeyed in search of a solution [17]. This approach usually starts 
by defining the solution as an empty set and then gradually 
includes some components that bear with the defined constraints 
into the solution [4] also called this approach as the constructive 
approach. The recent meta-heuristic algorithm that uses the 
constructive approach in solving the problem is the Ant System 
Algorithm. 
 
 
 
 
 
 
 
 
Figure 1. Pseudocode of the genetic algorithm. 
3. GENETIC ALGORITHM 
Genetic Algorithm is kind of meta-heuristic algorithm that 
inspired by the mechanic of biological selection introduced by 
Charles Darwin, in order to search the fittest individual within a 
population. An individual is considered as a collection of 
chromosomes each of which constituted by genes. The 
characteristic of individuals that depends on composition of 
chromosomes is known as the fitness value of the individuals that 
reflects the quality of individuals. The evolution of individual is 
controlled by three basic processes of the Genetic Algorithm, 
namely reproduction, cross over and mutation [15]. The Genetic 
Algorithm mimics all of these processes step by step as in 
pseudocode written in Figure 1. 
For the course timetable problem, the population is some sets of 
possible course timetable, while the chromosome is a course 
timetable element. The Genetic Algorithm is used to search the 
fittest individual that represents the best possible course timetable. 
The chosen timetable should have the least contradiction to the 
constraints. It means that the fitness function will depend on the 
violation of individuals to the constraints. In the iteration process, 
one of the termination conditions will be the fitness value of any 
individual that is close enough to the satisfying fitness value.  
Section
Lecturer
Interval
Room
 
Figure 2. Chromosome. 
The reproduction process can be done straight forward based on 
the fitness value of each individual in the population. However the 
cross over and mutation process may cause one chromosome has 
its duplicate in the same individual, which means to worsen the 
individual. This unexpected result must be catered by other 
process to improve the individual. 
C11 C12 ... C1j ... C1n
C21 C22 ... C2j ... C2n
Cm1 Cm2 ... Cmj ... Cmn
:
:
:
:
:
Individual #1
:
:
:
:
:
Individual #2
Individual #m
Chromosome #j of 
Individual #m
 
Figure 3. Population of genetic algorithm. 
In order to implement the Genetic Algorithm into a program, the 
chromosome is represented in a data structure as in Figure 2, 
while the data structure of the population is shown as in Figure 3. 
4. ANT SYSTEM ALGORITHM 
The Ant System Algorithm is another meta-heuristic algorithm 
that also inspired by biological phenomenon. This algorithm 
firstly introduce by [7]. The system was inspired by the fact that 
ants as a colony manage to find the shortest path to reach their 
food. Each time an ant moves from one place to another place it 
leaves some substances that called pheromone on its trail as the 
communication medium. This chemical substance functions as 
positive feedback for the colony, so that the more ants passing a 
particular path the more pheromone left on that path and the more 
probability the colony to follow the path. 
If there are some paths between nest and a place of food and there 
is a colony of ants move back and forth from the nest to the place 
of food, in the beginning the number of ants passing the path will 
distribute more or less evenly.  
It can be understood that in a certain period of time ants passing 
the shortest path will be more frequent in comparison with other 
paths. It means that the colony will put more pheromone in the 
shortest path. Logically from time to time the shortest path will be 
passed by more ants and eventually the shortest path will become 
the only path used by the ant colony. Figure 4 illustrates the ant 
colony in discovering the shortest path with only two alternative 
paths to follow. 
01 : Construct Random Population 
02 : Select the best Individual as Solution 
03 : Calculate Fitness Value 
04 : Perform Reproduction peration 
05 : Perform Cross over operation 
06 : Perform Mutation operation 
07 : Select the new best Individual 
08 : If new best Individual better than Solution replace 
Solution with new best Individual 
09 : If stopping condition is not met Go to step 03 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
57
   
 
Figure 4. Colony of ants finding the shortest path [12]. 
As an algorithm that used construction approach finding solution, 
the Ant System Algorithm collects one by one element to 
construct the timetable. In the course timetabling problem, the 
algorithm begins the timetable construction with an empty 
timetable. For every iteration step, the algorithm will try to collect 
a timetable element that does not cause any conflicts with any 
other elements that have been selected previously. 
For that reason, to construct the propose timetable the algorithm 
requires a comprehensive checking activity in order to prevent 
constraint violation when adding the selected element into the 
proposed timetable. With this effort all elements in the proposed 
timetable are conflict free to each other at any step. Pseudocode of 
the Ant System Algorithm can be written as in Figure 5. 
 
 
 
 
 
Figure 5. Pseudocode of the ant system algorithm. 
5. THE PROBLEM MODEL 
The course timetabling problem in this problem consists of four 
entities namely course, C = {c1, c2, … ci}, lecturer, L = {l1, l2, … 
lj}, time slot, T = {t1, t2, … tm} and room, R = {r1, r2, … rn}. 
Each course timetable requires one element of course, ci, one 
element of lecturer, l j, one or more element of time-slots, tk ... tm  
where k < m, and one element of room, rn
For the Ant System Algorithm, the problem is modeled as a 
bipartite graph G (V, E), where V is a set of vertices represent the 
entities course, lecturer, time-slot and room that involve in the 
problem. E is a set of edges which represents the possible 
relationship between those entities. Relations between course c
. 
The maximum sections of a certain course and the maximum 
teaching hours of the lecturer are taken as the hard constraint, 
while the expertise level and the priority level of time-slots for the 
lecturer are considered as the soft constraint. 
To employ the Genetic Algorithm for the course timetabling 
problem, the propose solution must be structured in the form of 
individual that consists of chromosomes. In this model, each 
chromosome represents a tuple <Course, Lecturer, Intervals, 
Room>, where each component is assumed as a gene that 
represents one of the entities.  
The reproduction process can be done straight forward based on 
the fitness value of each individual in the population. However the 
cross over and mutation process may cause one chromosome has 
its duplicate in the same individual, which means to worsen the 
individual. This unexpected result must be catered by other 
process to improve the individual. 
i 
and lecturer lj indicates lecturer lj is willing and capable to handle 
course ci, relation between lecturer lj and time-slot tm indicates 
availability of lecturer l j to conduct in time-slot tm, and relation 
between time-slot tm and room rn indicates the availability of 
room rn in the tm
 
 time-slot. The graph will be used by the ant to 
move among vertices to search tuples required by the Genetic 
Algorithm. By adding one vertex at both ends, each of which as 
nest and food, the graph as in Figure 6 is very similar to the 
original Ant System model. 
 
01:  Initialize Parameters and Pheromone Trail 
02:  Construct Ant Solution 
03:  Update Pheromone Trail 
04:  Perform centralize Action 
05:  If stopping condition is not met Go to step 02 
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  Courses Lecturers Time Slots Rooms
E1 E2 E3
Nest Food
 
Figure 6. Graph model for ant system algorithm. 
 
This computation model gives a freedom to choose a path that 
connect the nest to the food, through any vertex that construct a 
tuple <Course, Lecturer, Intervals, Room> as a candidate of 
timetable element. The element that represented by sequence of 
edges in the path between nest and food, will be selected based on 
the number of pheromone deposited by the ant that moves from 
nest to food. Therefore, before the path selection is performed, 
there should be a process directed by some heuristic factors to 
construct the pheromone trail [11]. 
Natural hard constraints that prevent a lecturer to do more than 
one job in a certain time-slots and the multiple used of a room in a 
certain time are represented by weight of the relation that is 
limited to 1. Hard constraints are handled by decreasing the 
weight of edges by 1 every time the edge is selected, so that there 
is no negative weight in the graph. The soft constraints that are 
preferable to be conformed are managed by an approach of the 
pheromone trail construction. 
Table 1. Course entity 
Course Section Credit Unit 
C00203 11 2 
C00258 14 2 
C00329 9 3 
C00330 10 3 
C00355 13 3 
 
6. EXPERIMENT AND RESULTS 
The data used for this problem consist of Courses, Lecturers, 
Time-slots and Rooms entities as well as relationship among them 
in order to construct a workable timetable. In this case study 2 
random data sets are used. The first consists of 50 courses, 100 
lecturers, 60 time-slots (12 time-slots/day for 5 days/week) and 20 
rooms, aim to construct 343 sections, while the other  having 114 
courses, 336 lecturers, 72 time-slots (12 time-slots/day for 6 
days/week) and 80 rooms, in order to construct 1729 sections. 
A sample of the input data format is presented in Tables 1 and 2. 
The number of section required to be opened for a certain course 
is indicated by ‘Section’ in Table 1. For example, course IIE203 
requires 4 sections to be opened and each section would require 2 
contiguous time-slots. The number of time-slots needed for each 
course is represented by ‘Credit Unit’.  The teaching load for each 
lecturer is indicated by the number of maximum sections the 
lecturer could fulfilled, while maximum total lecturing time for 
each lecturer is indicated by ‘Duration of Lecture’ as depicted in 
Table 2. 
Table 2. Lecturer entity 
Lecturer Load (Section) 
Max 
Hours 
L1002 5 13 
L1007 2 5 
L1008 5 14 
L1025 3 9 
L1033 4 10 
 
Data for time-slots are presented as T101, T102, …., , T511, 
T512.  For example, T101 represents the first time-slot on 
Monday while T512 represents the twelfth time-slots on Friday. 
There are 5 working days in a week and 12 time-slots in a day. 
Rooms are numbered from 1 to 20 since there twenty available 
rooms in this case. A sample of the relationship between Courses 
and Lecturers is depicted in Table 3 while Table 4 presents a 
sample of the relationship between lecturers and time-slots. 
Table 3. Lecturer entity 
Course Lecturer 
Max 
Section 
Expert 
Level 
C00203 L1003 1 2 
C00203 L1022 1 1 
C00205 L1008 1 1 
C00233 L1010 2 1 
C00252 L1045 2 3 
C00309 L1001 1 1 
C00312 L1094 2 1 
C00313 L1127 2 1 
C00316 L1104 2 2 
C00346 L1146 2 1 
 
In the program that is developed based on the Genetic Algorithm, 
the number of individuals in the population is set to 20. Both 
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  mutating and crossing over probability are set to 0.1. The program 
that based on Ant System Algorithm is set up so that the number 
of pheromone on the edges is limited in the range of 10 
(minimum) up to 1000 (maximum). The pheromone on each 
edges of success path will be increased by a number of 10 * q1 / 
(1 + q2), where q1 is the capacity of the destination vertex, and q2 
is the sum of out-degree of source vertex and in-degree of 
destination vertex. Evaporation rate is assumed constant as much 
as 0.1%. 
Table 4. Lecturer entity 
Lecturer Time-slot Unit Priority 
L1001 T101 3 1 
L1001 T201 3 1 
L1003 T101 3 1 
L1003 T501 3 5 
L1010 T404 2 4 
L1045 T204 3 2 
L1045 T503 3 5 
L1094 T401 2 3 
L1104 T106 3 2 
L1127 T401 3 4 
 
The results are averaged and compared to each other as well as to 
the result of Greedy Algorithm as in Figure 7. The vertical axis 
shows the average number of sections can be scheduled by each 
algorithm. 
7. CONCLUSION 
From the result, it can be seen that both Genetic and Ant System 
Algorithm show better result compare to a greedy algorithm in 
constructing course timetable using the proposed computation 
model. However, the improvement is getting less in a problem 
that having more data input.  
 
Figure 5. Result Comparisons of the Algorithms. 
 
Another thing can be seen from the experiments is that the result 
of Ant System Algorithm to the Greedy shows more improvement 
compare to the Genetic Algorithm. 
The experiment also shows that the more input data used as the 
input, in percentage, the less average sections can be scheduled, 
meaning that the more difficult to find the satisfying timetable. 
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ABSTRACT 
Keywords 
Now days, natural gas plays an important role as a source of clean 
energy. The addition of gas consumption generally will require 
the new design and construction of gas pipelines. In this regard, 
the pipe diameter optimization process by considering the 
technical specifications is a must. Using the obtained optimum gas 
pipeline’s diameter, the investment cost and gas operations can be 
minimized. Gas distribution pipeline network consists of nodes 
that represent points of consumers and suppliers connected by a 
pipe. Assuming the gas flow in a steady state, pipe networks are 
modeled into a nonlinear equation system from gas flow equations 
in the pipe. This model system solved by Genetic Algorithm to 
obtain the optimum gas pipeline’s diameter with an investment 
cost of the pipe system as an objective function and specification 
of pressure on a node as a constraint. The optimization process is 
optimization of pipe specifications which available on the market 
(ANSI / ASME) with 64 kinds of diameter with range from 3 to 
16 inch. At the end of the paper, a case study the optimization of 
gas pipe diameter in the region X is presented. From these case 
studies can be concluded that the Genetic Algorithm can 
determine the optimum pipe diameter which gives the lowest 
investment costs while still consistent to the technical 
specifications that have been determined. 
 
Genetic Algorithm, gas distribution pipelines, optimization of gas 
pipe diameter. 
1. INTRODUCTION 
Currently, natural gas plays an important role in providing clean 
energy for the community. With the increasing gas demand, 
network development required a new gas pipeline to meet the 
needs of consumers and to connect the dots of new customers. To 
perform the design and construction or expansion of gas 
distribution pipelines, pipe diameter optimization process must be 
done to minimize the investment cost. On the other hand, the gas 
company also has a responsibility to meet the needs of consumers 
with gas to the pressure and flow rates that have been agreed in 
the contract. Therefore, the optimization is an optimization 
performed with specific limitations for pressure and flow rate that 
has been agreed in the contract. 
This study focused on determining optimum pipe diameter and 
pressure distribution which gives the pipe’s minimum investment 
cost, and also perform economics calculations model (consisting 
of investment costs, coating costs, installation costs and 
operational costs of pipes). Optimization pipe diameter must also 
consider the balance of the pressure distribution on the pipeline. 
Gas distribution pipeline network is modeled as the pipes that 
connect some point the gas supplier to the consumer points 
assuming the gas flow in a steady state. 
2. METHODOLOGY 
The system model which used to represent the gas distribution 
system is a method of balancing the gas flow in the pipe. Stoner 
[1] was the first time using this model for large networks. Stoner 
proposed steady state model written from the substituted gas 
correlation into the flow balance model, thus the nonlinear 
equation system is obtained. Then the nonlinear equation system 
will be solved by Genetic Algorithm [2], [3]. Diameter 
optimization with Genetic Algorithm based on the specifications 
of pipe which is available on the market and the allowed pressure 
distribution (ANSI / ASME [4]). After getting the optimum pipe 
diameter, the economic model i.e. investment costs, coating costs, 
installation costs, and operational pipe costs will be calculated. 
 
The problems solved step by step follows the flowchart below. 
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As shown in the picture above, there are three main parts i.e. the 
Genetic Algorithm application to obtain the optimum pipe 
diameter, the calculation of economic models, and the application 
of Newton's method for calculating the pressure distribution. This 
paper is focused on explaining the application of Genetic 
Algorithm and cost calculation, while Newton's method for 
calculating the pressure distribution has been discussed in the 
previous paper [5]. 
2.1 Model Formulation 
The system model used to represent the gas distribution system is 
the flow balance method, i.e. the volume of gas flowing into the 
system must be equal to the volume of gas that came out of the 
system. Gas flow correlation used in this study is the Panhandle A 
correlation. 
A pipe connecting node i and node j has a length Lij (mile) and 
inside diameter IDij
𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑆𝑆𝑖𝑖𝑖𝑖 𝐶𝐶 𝐸𝐸  𝐼𝐼𝐷𝐷𝑖𝑖𝑖𝑖  2.6128��𝑃𝑃𝑖𝑖2 − 𝑃𝑃𝑖𝑖2��0.5394  𝑆𝑆 𝐺𝐺𝑔𝑔0.4606  𝑇𝑇0.5394  𝐿𝐿𝑖𝑖𝑖𝑖0.5394  
 (inch). Pipeline system is assumed in constant 
conditions or steady-state with the gas temperature T, specific 
gravity G, and pipe efficiency E. The flow from i to j is expressed 
as a positive flow. Gas flow rate has units of MMSCFD and gas 
pressure has units of psia. For horizontal flow, the Panhandle A 
correlation is given by [6], [7]: 
(1) 
with Qij is the flow rate of gas in the pipe which connecting nodes 
i and j. Pi and Pj are the pressure at node i and node j, 
respectively.
( )
5394,0
5394,0226182,2
ij
jiij
ij L
PPDK
Q
−
=
 C is a constant correlation. To simplify the problem, 
it is assumed that all segments of the pipe work in conditions of T 
= 60, G = 0.6 and E = 0.92. Thus Panhandle A correlation can be 
simplified to: 
 (2) 
with K = 8.2634*10-4. 
𝑓𝑓𝑚𝑚 = 𝑄𝑄𝑖𝑖𝑚𝑚 − 𝑄𝑄𝑚𝑚𝑚𝑚 + 𝑄𝑄𝑁𝑁𝑚𝑚 = 0 
Flow balancing model is built by applying the analogy of 
Kirchhoff's law in electricity, so for a point m, the continuity 
equation obtained as follows[4]: 
(3) 
the index of Q shows connectedness while the + / - indicates 
direction of flow. While fm is a nonlinear equation at nodes m and 
represents the flow imbalance at some point, so it is zero if the 
system is in a state of balance. If the gas pipeline has a 10 point 
must be connected by pipeline segment then 10 nonlinear 
equations will be obtained. 
 𝐶𝐶𝐼𝐼𝑃𝑃 𝑖𝑖𝑖𝑖 = 10.68�𝑂𝑂𝐷𝐷𝑖𝑖𝑖𝑖 − 𝑡𝑡𝑖𝑖𝑖𝑖 �𝑡𝑡𝑖𝑖𝑖𝑖 𝐿𝐿𝑖𝑖𝑖𝑖 𝐶𝐶𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝 52802000  
As mentioned earlier, the optimization process carried out to 
obtain the minimum investment with prescribed constrain of 
pressure. Investment formula is as follows. 
(4) 
With the cost of investment CIPij  pipe, outside diameter ODij, t ij  
is the wall thickness of the pipe between nodes i and j, and Cpipe
𝐶𝐶𝐼𝐼𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 10.68�∑ �𝑂𝑂𝐷𝐷𝑖𝑖𝑖𝑖 − 𝑡𝑡𝑖𝑖𝑖𝑖 �𝑡𝑡𝑖𝑖𝑖𝑖 𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑖𝑖 ;𝑖𝑖≠𝑖𝑖 �𝐶𝐶𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝 52802000  
 is 
pipe cost per ton. Total cost of investment in the whole system of 
pipes is as follows. 
(5) 
Lij is the length of the pipe between nodes i and j which already 
known. 
In addition, another economies models calculated by the 
following formula. 
Total of coating cost: 
∑
≠ jiji
ijcoat LC
;,  
(6) 
Ccoat is coating cost per mile. 
Figure 1. Step-by-step for solving the problem 
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Figure 2. Flowchart of Genetic Algorithm 
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Total of installation cost: 
∑
≠ jiji
ijijinst DLC
;,  
(7) 
Cinst is installation cost per inch per mile. 
0.04�10.68�∑ �𝑂𝑂𝐷𝐷𝑖𝑖𝑖𝑖 − 𝑡𝑡𝑖𝑖𝑖𝑖 �𝑡𝑡𝑖𝑖𝑖𝑖 𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑖𝑖 ;𝑖𝑖≠𝑖𝑖 �𝐶𝐶𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝 52802000 �+ 𝐶𝐶𝑐𝑐𝑡𝑡𝑡𝑡𝑡𝑡 � 𝐿𝐿𝑖𝑖𝑖𝑖
𝑖𝑖 ,𝑖𝑖 ;𝑖𝑖≠𝑖𝑖  
Total of operational cost, assumed 4% of total of investment cost 
and total of coating cost. 
 
(8) 
 
So, to minimize the total of pipe investment cost in steady state 
condition, nonlinear optimization problem below has to be solved. 
𝐶𝐶𝐼𝐼𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 10.68�∑ �𝑂𝑂𝐷𝐷𝑖𝑖𝑖𝑖 − 𝑡𝑡𝑖𝑖𝑖𝑖 �𝑡𝑡𝑖𝑖𝑖𝑖 𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖,𝑖𝑖 ;𝑖𝑖≠𝑖𝑖 �𝐶𝐶𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝 52802000  
Minimize 
(9) 
2 2 2
1 2
1( ) 0,
1 ( )
, ( ) ( ) ( ) . . . ( )n
F x
f x
wh ere f x f x f x f x
= =
+
= + + +
subject to 
 
(10) 
  
2.2 Computation Methods 
Genetic Algorithm (AG) is a random search algorithm based on 
natural selection and genetics mechanisms. AG developed by 
John Holland at the University of Michigan in 1975. 
 
AG working in a set of candidate solutions called population. 
Each candidate solution is called an individual in the population. 
Usually, the individual is represented by a binary string. Any 
individual or string is mapped in a fitness value that represents the 
individual's level of performance. Each individual in the 
population will be subject to an operation to improve his fitness 
value. The operation is the selection or reproduction, crossover or 
cross-breeding, and mutation. Genetic Algorithm can be described 
as flowchart below. 
 
 
 
 
 
 
 
 
The basic steps in a Genetic Algorithm are [8]: 
1. Generate randomly an initial population of 
chromosomes. 
2. Calculate the fitness, defined according to some 
specified criteria, of all the members of the population 
and select individuals for the reproduction process. The 
fittest are given a greater probability of reproducing in 
proportion to the value of their fitness. 
3. Apply the genetic operators of crossover and mutation 
to the selected individuals to create new individuals and 
thus a new generation. Crossover exchanges some of the 
bits (genes) of the two chromosomes, whereas mutation 
inverts any bit(s) of the chromosome depending on a 
probability of mutation. Thus a 0 may be changed to a 1 
or vice versa.  
 Then again step 2 is followed until the condition for 
ending the algorithm is reached.  
a) 
In this research, the properties of genetic algorithm is as follow 
Representation of the population 
 
It is known that the desired solution is the optimum diameter 
and pressure distribution. In population, the solutions are 
arranged like binary code in a matrix as follows. 
 
 
 
 
bit_varp and bit_vard are the number of bits which represent 
the pressure and diameter index, respectively. ΣPress is the 
number of nodes that will be determined pressure, and ΣDia is 
the number of pipe segments which will be optimized in 
diameter. The binary representation of diameter represents 
diameter specifications which available on the market (ANSI / 
ASME) with a diameter range from 3 to 16 inch (64 kinds of 
diameter).  
b) Operator selection, crossover, and mutation. 
 
Operator selection, crossover, and mutation performed for 
each part of the pressure and diameter. This operator is based 
on any probability value. 
c) Fitness function. 
 
Fitness function is formulated as follows. 
2 2 2
1 2
1min ( ) ,
1 ( )
, ( ) ( ) ( ) . . . ( )n
F x
f x
wh ere f x f x f x f x
=
+
= + + +
 
(11) 
Figure 3. Binary representation for the pressure and  
  diameter in population 
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with f is a nonlinear equation of continuity that has been defined 
previously (Eq. (3) and (4) for each node). 
 
AG is used to estimate the solution of the equation system from 
which f (x) = 0, so the best fitness value is when F = 0. 
 
After the best individual which has the lowest fitness in step “c” 
has been gotten, the total cost will be calculated. Then, the result 
is sorted in ascending order. The lowest of total cost will be saved 
as the best individual on population for the next iteration. This 
process will be conducted until the maximum generation.  
 
The last process of computation is the Newton’s method. This 
method is used to the last checking whether the result had been 
gotten from genetic algorithm convergent and balanced perfectly.  
The detail of the process could be found in the previous paper [5]. 
3. CASE STUDY 
 
In this paper, a developed model tested in the case of the X region 
with a network schematically as shown below. 
 
 
Node S1 is the point of suppliers, while nodes D1, D2, D3, D4, 
D5, D6, D7, D8, D9, D10 are the point of demand, and nodes J01, 
J02, J1, J2, J4, J6, J7 are the points of junction. Pressure data and 
flow rate can be seen in the table below. 
Table 1. 
The optimum size of the pipe diameter at each segment in the 
network will be determined, also the pressures at junction J01, J6, 
J7, J1, J4, J02, J2 and 10 will be determined. The pressures on the 
other nodes have been determined (according to the contract). 
Pressure data and flow rate at each node can be seen in the 
following table. 
No. 
Data inputs for pressure and flow rate on the 
network 
Node 
Pressure 
(psia) 
Flow Rate 
(MMscfd) 
1 S1 255 45.882 
2 J01 Unknown 0 
3 D7 247 -1.235 
4 J6 Unknown 0 
5 D8 240 -0.832 
6 J7 Unknown 0 
7 D9 221 -2.369 
8 D10 196 -16.209 
9 J1 Unknown 0 
10 J4 Unknown 0 
11 D5 250 -1.644 
12 D6 245 -1.273 
13 J02 Unknown 0 
14 D1 245 -6.284 
15 J2 Unknown 0 
16 D2 228 -8.502 
17 D3 225 -3.542 
18 D4 230 -3.994 
 
Table 2. 
While the data of pipe length at each segment is as follows. 
From node 
Length of each segment of data on the network pipe 
To node Distance (mile) 
S1 J01 1.0501 
J01 D7 0.1242 
J01 J6 1.6606 
J6 D8 0.15152 
J6 J7 2.3306 
J7 D9 0.3126 
J7 D10 4.7249 
S1 J1 0.57778 
J1 J4 1.3823 
J4 D5 0.28243 
J4 D6 4.5863 
J1 J02 0.65143 
J02 D1 0.1242 
J02 J2 2.3176 
J2 D2 0.1242 
J2 D4 1.1177 
J2 D3 0.5589 
 
- 
Data inputs for economics factor are as follows. 
Pipe cost 
- 
= US$ 2500/ton 
Coating cost = US$ 10/meter 
Figure 1. Schematic of gas distribution pipeline 
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  - Installation cost 
 
= US$ 20/inch/meter 
• Population = 50 
While input for Genetic Algorithm is as follows. 
• Persen_crossover = 90% 
• Persen_mutation = 1% 
• Max_generation = 3.000. 
Table 3. 
From the simulation results obtained as follows. 
No. 
Result of pressure distribution 
Node Pressure (psia) 
1 J01 246.6 
2 J6 234.2 
3 J7         219.3 
4 J1 249.6 
5 J4 248.5 
6 J02 244.2 
7 J2 234.3 
 
Table 4. R
From Node 
esult of the optimum pipe diameter at each segment 
To Node 
Inside 
Diameter 
(inch) 
Wall 
Thickness 
(inch) 
S1 J01 7.9 0.344 
J01 D7 6,065 0.28 
J01 J6 7.9 0.344 
J6 D8 4.062 0.219 
J6 J7 8.125 0.25 
J7 D9 6.249 0.188 
J7 D10 8.125 0.25 
S1 J1 8.249 0.188 
J1 J4 6.065 0.28 
J4 D5 6.001 0.312 
J4 D6 4.062 0.219 
J1 J02 8.125 0.25 
J02 D1 6.187 0.219 
J02 J2 8.249 0.188 
J2 D2 4.124 0.188 
J2 D4 6.065 0.28 
J2 D3 4.124 0.188 
 
From the optimum diameter above, the economies cost obtained 
as follows. 
 
Table 5. R
No. 
esult of the economies cost 
Item of cost Cost (US$) 
1 Investment 2,965,132.42 
2 Coating  396,032.68 
3 Installation 5,733,666.24 
4 Operation 1,344,466.04 
Total cost 10,439,297.38 
 
After getting the result of diamater optimization using genetic 
algorithm, to get more satisfying, we should check using 
balancing3 system software to calculate pressure distribution on 
each node. Balancing system software what we have is using 
combination between genetic algorithm and newton’s method [5]. 
After that, we should compare between the pressure given by user 
as input data on each demands and the result of balancing system 
software. We should run again if the result of comparation isn’t 
good enough.  
The result of pressure diameter of this case study is as follow.  
Table 6. R
No 
esult of the pressure distribution  
Node Name 
Pressure Rate 
(Psia) (MMscfd) 
1 J01 246.569 0 
2 J6 234.162 0 
3 J7 219.309 0 
4 J1 249.578 0 
5 J02 244.221 0 
6 J2 234.324 0 
7 J4 248.506 0 
8 S1 255 45.884 
9 D10 193.628 -16.209 
10 D9 219.147 -2.369 
11 D8 234.076 -0.832 
12 D7 246.549 -1.235 
13 D6 243.064 -1.273 
14 D5 248.426 -1.644 
15 D1 243.851 -6.284 
16 D3 229.99 -3.542 
17 D4 232.661 -3.994 
18 D2 229.439 -8.502 
 
The main interface of the software which has been resulted based 
on the model is as follow.  
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Figure 2. The main interface of the optimization software 
 
4. CONCLUSION 
Simple Genetic Algorithm can be helpful in finding an optimal 
inside diameter. The optimal inside diameter gives a minimum 
cost by
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ABSTRACT 
Strimko is a challenging logic numbers puzzle. It has simple rules 
and could become a model of complicated problem. In order to find 
the solution of the Strimko problem, research is conducted and 
software is developed through this research. 
 
The developed software is built based on heuristic search and 
genetic algorithm called hybridgenetic algorithm. If the heuristic 
search can not solve the problem, hybrid genetic algorithm will be 
executed. A single gene in a chromosome represents the index 
number of the empty cell, while sequence of genes in a 
chromosome represents sequence of empty cells to be solved.  
 
Testing of various numbers of grids in Strimko problem is done 
after the software is built. The result of testing shows that the range 
of the software’s finishing time is increased as the number of the 
grid in the Strimko problem increases. The range of the software’s 
finishing time are 1 second for 4 x 4 grids, 1 – 7 seconds for 5 x 5 
grids, 1 – 37 seconds for 6 x 6 grids, and 2 – 48 seconds for 7 x 7 
grids.  
 
Keywords 
Heuristic search, Genetic algorithms, Strimko 
1. INTRODUCTION 
 
Strimko is a logic puzzle with numbers, based on a well-known 
idea of Latin squares described in the 18th century by a famous 
Swiss mathematician and physicist Leonhard Euler. That puzzle 
has a simple rule, but can involve one’s complex logic to solve. 
The puzzle becomes even harder when the player have to choose 
more than one number possibility that can fill the grid in the 
Strimko, which decreases the chance of solving this puzzle 
completely. Based on that fact, an efficient method using the aid of 
the computer is necessary.  
Strimko is a logic numbers puzzle  and classified as a logic grid 
numbers. The concept of the puzzle is very simple. The Strimko 
puzzle problem with grids 5 x 5 is illustrated in Figure 1. It has 
three basic elements : rows, columns, and streams. Each element 
consists of five circles or grids. The content of each grid is a 
number, a member of {1,2,3,4 5 }. 
 
Figure 1. Strimko puzzle problem with grids 5 x 5 
2. 
The problem is only some of the grids are known, The goal is to fill 
others empty grids so that the three basic elements containing the 
whole set of specified numbers. Solving Strimko puzzle manually 
may need a lot of time. In this research, a software is created by 
using two logic rules in the heuristic search and hybrid genetic 
algorithm to solve the problem. 
HEURISTIC SEARCH 
 
Heuristic search is a search strategy to solve a searching problem. 
It guides the user in a searching process in the highest success 
chance and throw off the unnecessary process. The heuristic search 
that is used in this research are open single and hidden single. A 
strimko puzzle with n x n grid, there are n possible number to 
become a content of a blank grid. By applying heuristic search on a 
blank grid, the possible number to fill the blank grid can be 
reduced.  
 
In figure 1, the possible number to fill a grid in the second row and 
the third column can be reduced into  a single number that is 5. 
Therefore, the content of that grid will be 5. This rules is called 
open single logic rule [2]. This is a basic rule in the logic puzzle. 
However, In Figure 2, open single rule can not be applied. If the 
first stream is defined as grids, {(1,1),(2,1),(2,2),(3,1),(4,1)}, then 
the content of grid (3,1) can be either 4 or 5. However, 4 can also 
be used in  grid (2,1) or (2,2). But 5 can not be filled in other grids 
except in grid (3,1). This rule is hidden single rule [3].  
There are several logic rules that can be applied for solving 
strimko. However, they are quite complicated to be implemented in 
programming. This paper only uses the two rules above. The other 
rules will be represented with genetic algorithms that we called as 
hybrid genetic algorithm. This hybrid genetic algorithm is a 
modification of genetic algorithm by combining with heuristics 
search above to produce a better solution in term of time. 
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  Encoding, crossover and mutation that are used in this paper are 
respectively permutation encoding, cycle crossover and reciprocal 
exchange mutation.    
 
 
Figure 2. Hidden single rule in grids 5 x 5 
3. DESIGN AND ANALYSIS   
Given a strimko puzzle problem n x n grids. It means that there are 
n rows and n columns with n streams.  There are several 
terminologies to be introduced. Firstly, each grid located in ith row 
and jth
jnikg +−= *)1()(
 column is numbered with (1) 
. },...,3,2,1{ 2nk ∈   …….(1) 
 The content of )(kg  is noted as )(kv , },...,3,2,1{)( nkv ∈ . 
Secondly, two matrices are created, called M matrix and S matrix. 
The M matrix is to allocate the number of each grid related to the 
row and the column whereas S matrix to that of the streams. ijm  
and ijs  are elements of M and S matrix located in ith row and jth
ijm
 
column respectively.  represents the number of the grid 
)(kg . Where as ijs  represents the number of the grid of ith 
stream and jth
The problem is what is the value of 
 sequance of the stream. This representation can be 
seen in figure 3 and Table 1.  
)( ijmv  and )( ijsv  if value 
of some certain grids are known so that they satisfy equations  
∑∑
=
=
=
n
x
n
j ij
xmv
1
1
)( , ni ,...,2,1=      …………….(2) 
∑∑
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Figure 3. A strimko problem grid 5 x 5 
Tabel 1: M and S matrix for Figure 3. 
M Matrix of A 
1 2 3 4 5 
6 7 8 9 10 
11 12 13 14 15 
16 17 18 19 20 
21 22 23 24 25 
S Matrix of A 
1 7 8 9 15 
2 3 4 5 10 
11 16 18 21 22 
6 12 13 14 20 
17 19 23 24 25 
 
The heuristics algorithm to solve the problem is stated below : 
1. Generating all possible value to be put in each blank kth
)(kP
 grid 
without breaking all strimko rules, ,  by applying the 
mathematic model in Equation (5). 
)()()(},...,2,1{)(
111
iy
n
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n
x
iy
n
y
ij svmvmvnmP
===
−−−=   (5)  
2. Applying heuristic search by open single logic rule for all blank 
grid.   
3. Repeat step 1 to 2 until open single logic rule for all blank grid 
can not be applied. 
4. Applying heuristic search by hidden single logic rule for all 
blank grid.   
5. Repeat step 1 to 3 until hidden single logic rule for all blank grid 
can not be applied. 
6. If the problem has not been solved then hybrid genetic 
algorithms will be executed.  
 
Hybrid genetic algorithm is a modified genetic algorithm in which 
the content of each gene in a chromosome is not generated 
randomly but heuristically. A chromosome, labeled as string C, is 
segmented into n – a segments, where a is the total of the stream 
that has not an empty grid. The segment is ordered by the stream 
that has least empty grid. In each segment contains genes which are 
order by the number of the empty grid in that stream. C(x) is a xth 
gene in a chromosome that associate with a stream and an empty 
grid at that stream. If that empty grid, located in ith row and jth
).()( kgxC =
 
column, is g(k) according to (1)  then   
 
The process of valuing xth )(kv gene in a chromosome, that is , is 
started by determining the value of the first gene randomly but 
under all the possible values of that gene. Then, it is continuing by 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
69
  valuing other genes which are relating with that first gene by using 
the heuristic search. If the heuristic search cannot determine other 
values of the genes, the system will randomly determine the value 
of the most left gene that has no value. This process is done until 
there is no value available to a gene then the value of that gene and 
others unprocessed gene are set to 0. }1,0{)( ∈xw  is a sign to 
indicate the xth
z
 gene has not or has a value and if the length of a 
chromosome is  then the fitness of that chromosome is (5) 
z
xwz
fitness
z
x
∑
=
−
= 1
)(
        …… (6)  
If fitness value of a chromosome is one, it means that the 
chromosome is the best chromosome and as a solution of the 
problem.    
 
A certain number of chromosomes is generated in the first 
population. If there is no chromosome has fitness equal to one then 
the system will generate the next population by doing cycle 
crossover and reciprocal exchange mutation. 
4. EXPERIMENT RESULTS  
The system will 
continue doing hybrid genetic algorithm until a chromosome with 
fitness value 1 is found.  
Three experiments are exercised to analyze the software in solving 
the strimko problem. The first experiment is analyzing the genetic 
algorithm’s parameters. There are three genetics algorithm 
parameters, population, probability of crossover and also mutation. 
Given a specific strimko problem, we would like to know whether 
there is a best set of genetic algorithm parameter so that the time 
needed to solve the problem is the fastest. Each set of parameter is 
trying three times and each parameter is changed 10 times from 10 
to 100. Therefore 3000 experiments are conducted. The result of 
these experiments is tabulated in Table 2. From the table can be 
seen that there is no best set of parameters for each case. But, it is 
proven that the system work well.    
 
The second experiment is to determine the fastest time needed to 
solve the defined problem. From the first experiment in genetic 
algorithm’s parameters experiment, it showed that for 10% 
mutation, the best population was 20 and the percentage of cross 
over was 50%. From this set of parameter, twenty experiments 
were conducted to know the average time needed to solve the 
problem. Other conditions are also investigated and the result is 
tabulated in Table 3. 
 
The results of further investigation from the set of combinations 
were the average time to solve the problem was six seconds with 
standard deviation 7.9 second, while the worst was 7 seconds with 
standard deviation 7.4 second.  
 
The third experiment is to find out the relation between the average 
time needed to solve the problem and the size of the problem. For 
the size of grid 5 x 5, 6 x 6 and 7 x 7, software can solve the 
problem with maximum time 7, 37 and 48 second respectively.  
 
Table 2. Genetic algorithm’s parameters experiment  
 
Table 3. Time needed to solve a strimko puzzle  
base on Table 1  
Mutation 
probability 
 Time 
(second) 
needed in 
first 
experiment  
Time 
(second) 
needed in 
second 
experiment 
Time 
(second) 
needed in 
third 
experiment 
10% 11 10 11 
20% 8 11 12 
30% 12 15 11 
40% 11 16 11 
50% 9 15 10 
60% 11 13 15 
70% 11 16 13 
80% 11 12 15 
90% 13 15 15 
100% 14 11 14 
5. CONCLUSIONS 
There are 2 points that can be concluded from this research.  
1. Strimko puzzle can be solved using heuristic search or  hybrid 
genetic algorithm.  
2. Solving time range for Strimko problem is increased as the 
number of the grids in Strimko problem increases.  
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ABSTRACT 
The main targets of optimization problem in the stand alone hybrid 
generation system is to satisfy the load demand with high reliability 
and respect to minimum annual cost of system. This paper utilizes 
Genetic Algorithm (GA) method to determine the optimal 
capacities of hydrogen, wind turbines and microhydro unit 
according to the minimum cost objective functions that relate to 
these two factors. In this study, the cost objective function includes 
the annual capital cost (ACC) and annual custumer damage cost 
(ADC). The proposed method has been tasted in the hybrid power 
generation system located in Sirengge village in Central Java of 
Indonesia. Simulation results show that the optimum configuration 
can be achieved using 240 ton of hydrogen tanks, 0 wind turbines 
and 3 x 2.1 MW of microhydro unit respectively. 
 
1. INTRODUCTION  
Nowadays, renewable energy has been explored to meet the load 
demand. Utilization of renewable energy is able to secure long-term 
sustainable energy supply, and reduce local and global atmospheric 
emissions [1]. Microhydro (Hyd) and Wind Generation (WT) units 
are become the promising technologies for supplying the load 
demand in remote and isolated area. However, there are several 
weakness faced by such resources. One of the weakness is the 
power generated by wind and microhydro energy is influenced by 
the weather conditions. The variations of  power generated by these 
sources may not match with the time distribution of demand. In 
addition, the intermittent power from wind and microhydro power 
may result in serious reliability concerns in both design and 
opreation of microhydro and wind turbines system. For simplicity, 
to overcome the reliability problem, over sizing maybe can be 
applied. However, installing the components improperly will 
increase overall cost system.
Actually, there are several alternative ways to prevent the shortage 
power from these power. A back-up unit can be considered as a 
power supply whenever the isufficiency power is occurred. For 
instance, diesel generator is one of the alternative back-up power. 
However, the operational cost of diesel generator is considerably 
high, also utilization of diesel generator is not the good option due 
to the environmental concern. Menwhile, battery storage also can 
be considered for the back-up unit. However, the operational and 
maintenance procedures of battery are complicated. The last back-
up unit goes to utilization of fuel cell equipped with electrolyzer 
and hydrogen tank.
  
The most important challenge in design of such systems is reliable 
supply of demand under varying weather conditions, considering 
operation and investment costs of the components. Hence, the goal 
is to find the optimal design of a hybrid power generation system 
for reliable and economical supply of the load [2]. Several method 
has been done by another researcher, many papers offer a variety of 
methods to find the optimal design of hybrid wind turbine and 
photovoltaic generating systems [2-3]. In [2] and [4] Genetic 
Algorithm (GA) finds optimal sizes of the hybrid system 
components. In some leter research, PSO is successfully 
implemented for optimal sizing of hybrid stand-alone power 
system, assuming continuous and reliable supply of the load 
[3].
  
 
This paper proposes the method to find the optimal design of 
hybrid power generation system consists of microhydro, wind 
turbine and fuel cell in the system.
However, none of them working with the microhydro system. 
 The target is to find the optimal 
size of components respect with minimum total annual cost (ACS). 
In this way, genetic algorithm is utilized to minimize cost of the 
system over its 20 years of operation, subject to reliability 
constrain. Wind speed and stream flow data are available for 
Sirenggi village in Banyumas, Indonesia and system costs include 
Annualized Capital Cost (ACC), as well as costumers’ 
dissatisfaction cost. Next section briefly describes the hybrid 
system model.
 
  
2.  SYSTEM CONFIGURATION 
Block diagram of a hybrid Microhydro and Wind Turbines system 
is depicted in Fig.1. The typical daily load demand can be seen in 
Fig. 2. The hybrid system consists of 2 types of power generator; 
wind turbines unit and microhydro unit connected to the load 
system through the inverter. The storage system consists of 
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  electrolyzer, hydrogen storage tank and fuel cell required to store 
all excess power. Detailed component model and their 
specification, used in this study will be explained in the following 
sections.
 
  
 
Figure 1. System configuration 
 
Table 1. Specification of wind turbines 
Rated power 750 kW 
Cut-in speed 3 m/s 
Rated speed 12.5 m/s 
Cut-out speed 25 m/s 
Swept area of rotor 1,964 m2 
Efficiency 31.92% 
 
2.1. Wind Turbine Generator 
The output power of each wind turbine (W) unit is based on the 
rated capacity and the specification given by the manufacture. In 
this study, UGE wind turbine (UGE 750H) is considered as a 
power generator. It has a rated capacity of 750 kW and provides 
780 V DC at the output. The output power from UGE 750H can be 
described by the following equation.  
 (1) 
Where; ρ is air density kg/m3. A is swept area of rotor m2, 
t is wind speed (m/s), ηwt is efficiency of WTs, Vc is cut-in speed, 
vr is rated speed, vf is furling speed and Prated
2.2. Microhydro Output Power 
 is rated power of 
WTs. The specification of WTs as shown in Table 1. 
The electrical power generated by the hydro turbine can be 
determined using the following equation [5] 
  (2) 
Where, Hnet is the effective head, the actual vertical drop minus this 
head loss. It can be calculated using the following equation [5]: 
 (3) 
 
 
Figure 2. Load demand 
 
 
Figure 3. Wind speed data 
 
Meanwhile, Qt is the hydro turbine flow rate, the amaout of water 
flowing through the hydro turbine. It can be calculated using the 
following equation [5]. 
 (4) 
Where; QAv is the flow rate available to the hydro turbine (m3/s), 
Qmin is the minimum flow rate of the hydro turbine (m3/s),  Qmax is 
the maximum flow rate of the turbine (m3/s) 
Q
[5].  
       
min is the minimum flow rate, the minimum allowable flow rate 
through the hydro turbine, it is assumed that the hydro turbine can 
operated only if the available stream flow is equal to or exceeds 
this minimum value. It can be calculated using the following 
equation [5]: 
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   (5) 
Qmax is the maximum acceptable flow rate through the hydro 
turbine, expressed as a percentage of the turbine’s design flow rate 
[5]. This simulation uses this input to calculate the maximum flow 
rate trough the hydro turbine, and hence the actual flow rate 
through the hydro turbine. The flow rate profile can be seen in Fig. 
4.  
 (6) 
2.3. Electrolyzer 
Basically, electrolyzer work based on the water electroysis. A direct 
current is passed between two electrodes then submerged in water 
and decomposes into hydrogen and oxygen. Then, the amount of 
hydrogen can be collected from the anode side. Usually, the 
hydrogen produces by the electrolyzers at a pressure around 30 
bars. Also, the reactant pressures within a Proton Exchange 
Membrane Fuel Cell (PEMFC) are around 1.2 bar. For assumption, 
the electrolyzer is directly connected to the hydrogen tank. 
Transferred power from electrolyzer to hydrogen tank can be 
defined as follows [3]: 
 (7) 
Where, ηel is the efficiency of electrolyzer.  
 
Figure 4. Flow rate of microhydro turbine 
 
Table 2. Economic parameter considered for system 
optimization 
Nominal interest rate i’ (%) 8.25 
Inflation rate f (%) 8.17 
Project lifetime (years) 20.00 
Wind turbines lifetime (years) 20.00 
Hydrogen tanks lifetime (years) 20.00 
Electrolyzer lifetime (years) 20.00 
Fuel cell lifetime (years) 20.00 
Inverter lifetime(years) 20.00 
Cost of hydrogen (US$/kW) 1,500.00 
Cost of electrolyzer (US$) 2,000.00 
Cost of fuel cell (US$) 3,000.00 
Cost of microhydro of 2.1 MW (US$) 8,000,000.00 
Cost of wind turbine of 750 kW (US$) 1,000,000.00 
Cost of inverter (US$/kW) 800.00 
 
2.4. Hydrogen Tank 
The basic principle of energy stored in the hydrogen tanks is the 
same as in the battery banks. Every hour energy stored in the 
hydrogen tanks can be described by using the following equation 
[3]: 
 (8) 
Where, PHT is the power tranfered to the fuel cell. Here, it is 
assumed the hydrogen tanks efficiency is 98%. Meanwhile, the 
mass of stored hydrogen, at any time step t, is calculated as follows 
[3]: 
 (9) 
Where, the Higher Heating Value (HHV) of hydrogen is equal to 
39.7 kWh/kg. The energy stored in the hydrogen tanks can not 
exceed the constraint as follows [3]: 
 (10) 
2.5. Fuel Cell 
Fuel cells are electrochemical devices to convert the chemical 
energy of a reaction directly in to electrical energy. The output 
power produced by fuel cell can be determined by multiplying its 
input power and efficiency (ηFC). In this case the efficiency of fuel 
cell is assumed to be 50% [3]. 
 (11) 
2.6. Inverter 
Inverter is electrical devices to convert electrical power from DC 
into AC form at the desired frequency of the load [3]. 
 (12) 
Where, η inv 
                                                                
is inverter efficiency.       
3.  RELIABILITY AND COST 
In this study, the objective function is the annual cost of system 
(ACS). The ACS model is suitable to find the best benchmark of 
cost analysis. Annual cost of system convers the annual capital cost 
(ACC) and annual damage cost (ADC). The components to be 
considered are wind turbine, microhydro, electrolyzer, hydrogen 
tank, fuel cell and inverter. ACS is calculated in the following 
equation [1]:  
 (13) 
The annual capital cost of each units is calculated as follows [1]:  
 (14) 
Where; Ccap is the capital cost of each component in US$, y is the 
project lifetime in year. CRF is capital recovery factor, a ratio to 
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  calculate the present value of a series of equal annual cash flows. 
This factor is calculated as follows [1]: 
 (15) 
Where; i is the annual real interest rate. The annual real interest 
rate includes the nominal interest and annual inflation rates. This 
rate is calculated as follows [1]: 
 (16) 
Cost of electricity shortages (ADC) can be estimated in different 
concept. The values of ADC usually can be considered in the range 
of 5 – 40 US$/kWh for industrial users and 2 – 12 US$/kWh for 
domestic users. In this simulation, cost of custumer’s 
dissatisfaction, caused by loss of load is assumed to be 5.6 
US$/kWh [3]. 
3.1. Optimal Operation Strategy 
Basically, the optimal operation strategy contains of power flow 
simulation in order to supply the load demand. Here, the basic 
concept of strategy of system operation can be explain as follows.
If 
  
invloadR tPtP η)()( = , in this case the entire power 
generated by the renewable sources is supplied to the load through 
the inverter.
If 
  
invloadR tPtP η)()( > , the surplus power is consumed by the 
electrolyzer. However, if the excess power exceeds the rated 
capacity of electrolyzer, then the excess power will be dumped. 
If invloadR tPtP η)()( < , the insufficiency power will be 
supplied by the fuel cell. However, if the insufficieny power 
exceeds fuel cell capacity or the stored hydrogen cannot afford that, 
some fraction of the load must be shed. Then, the loss of load is 
occurred.
3.2. Optimization Procedure Using Genetic 
Algorithm  
  
The simulation method utilizes genetic algorithm (GA) to 
determine the optimal sizing of the hybrid system. The concept of 
GA is defferent from traditional searh and optimization method 
used to solve the engineering problems. The basic idea of GA is 
taken from genetic process in biology that used artificially to build 
searh algorithms. This technique is introduced to find the optimal 
solution based on natural selection. The main objective of the 
proposed method is to find the optimum size of the hydrogen tanks, 
number of wind turbines and number of microhydro. To procced 
this study, the annual data of flow rate of river, wind speed and 
load demand are initially set as the input. Then, the size of 
hydrogen tanks, wind turbines and microhydro are randomly 
chosen to be GA chromosomes. Each cromosome consists of three 
genes in form of ]//[ HydWTTH NNN y ;  
Where NHyT is the number of hydrogen tanks, NWT is the number 
of wind turbines and NHyd is number of microhydro. After setting 
the initial population, the annual power supply simulation are 
performed.  
 
Figure 5. Optimization process using GA 
 
 
Figure 6. Level of energy stored in the hydrogen tanks 
The simulation of annual power supply are repeated for each 
chromosome until it reaches the final generation as defined in the 
beginning of the simulation process. Each generation of the best 
chromosome is preserved and compared with the best chromosome 
obtained from the next generation. The best chromosome in the 
final generation is considered as the optimum parameter value of 
the hybrid system. In order to select the chromosomes subjected to 
the crossover and mutation for prcessing the next generation 
population, the roulette wheel method is considered as the selection 
process. In this simulation, the crossover and mutation probability 
are assumed as 0.75 and 0.015, respectively.
 
  
4.  APPLICATION AND RESULTS 
Genetic Algorithm based matlab m-file code has been developed to 
determine the optimal sizing of hydrogen-wind turbines-
microhydro system in Sirengge (Central Java of Indonesia). The 
daily load profiles are represented by a sequence of powers which 
is constant over step time of one hour as shown in Fig. 2. In this 
simulation, the daily load profile is repeated within a year time 
based simulation. Hence, during one year, there are not differences 
between the day and the others day. The wind speed data can be 
seen in Fig. 3. 
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  Meanwhile, the typical flow rate of turbines in Sirengge is shown in 
Fig. 4. Meanwhile, another data used for the optimization are 
shown in Table 2. In this simulation, GA parameters consists of 20 
populations, and 100 maximum generations. Each chromosome 
consists of 3 genes which represent the size of hydrogen tanks, 
wind turbine and number microhydro. The values of crossover and 
mutation probability are 0.75 and 0.015, respectively. These values 
are determined by trial and error in order to find the optimal value 
quickly.
The convergence curves of the GA for the system under study is 
shown in Fig. 5. It can be seen that the optimal values can be 
obtained closed to 70 generations. Hence, 100 iterations can be 
considered as a fair termination criterion. 
  
Table 3 shows the optimization result for the system under study. 
Here, the ACS value of proposed configuration is 2.3757 million 
US$. From the optimization process, the candidate of components 
used in this area consist of Hydrogen Tanks and Microhydro unit 
systems. It means that wind turbine is not selected to be installed in 
this area. From the Fig. 6, it can be explain that the possibility of 
power generated by microhydro system during the first month until 
the drought season is enough to supply the load demand. However, 
while the drought season the flow rate of river is very small and not 
enough to spin the hydro turbine. Hence, during the drought season 
the power stored in the hydrogen tanks used to supply the entire 
load demand. In this simulation it is assumed that the initial 
condition of energy stored in the hydrogen tanks is the minimum 
level.
In this model, the inverter capacity can be determined from the 
peak power demand and the efficiency of inverter. Meanwhile, the 
capacity of electrolizer is determined from the maximum power 
through the elctrolizer. Finally, the fuel cell capacity is determined 
from the maximum load demand minus maximum power generated 
by renewable sources.  
  
Fig. 7 depicts the impact of interest rate to the value of ACS. 
Increasing the interest rate will influence the condition of annual 
payment to the bank. By using the optimal size of components the 
proposed configuration never has the electricity interruption 
therefore the value of ADC as representation of interruption the 
value is zero. It means that the proposed configuration has 100% 
reliability.  
 
Figure 7. Impact of interest rate to the ACS value 
Table 3. Optimization results 
M
(ton) 
Tank N NWT PHyd 
(MW) 
EL P
(MW) 
FC P
(MW) 
INV ACS 
(US$ x 
1e6) 
240 0 3 4.2621 3.7534 3.7534 2.3757 
 
5.  CONCLUSION 
Genetic algorithm method to find the optimal size of hydrogen, 
wind turbines and microhydro system has been presented in this 
paper. From the simulation results it can be observed that 240 ton 
of hydrogen tanks and 6.3 MW of microhydro unit are suitable to 
be used for electrification in the Sirengge village. Finally, this 
proposed method also could be used as optimization tool to find the 
optimal planning stage for electrification  remote communities 
involving hydrogen-wind-microhydro hybrid system.
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ABSTRACT 
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Evolutionary algorithms have been shown to be very effective 
optimization tools for a number of engineering problems and 
specially practical optimization problems. The use of nonlinear 
finite element can assist greatly in achieving a safe design. 
However, commercially available finite element programs are not 
designed for optimization tools. Design feature which included in 
commercial structure analysis program usually used to check if 
the  member pass the code or not.  ‘Home-written’ structure 
analysis program can be designed to achieve this task, however it 
may suffer from serious drawbacks such as bugs, lack of user 
friendliness, lack of generality, and unproven reliability. A new 
approach is presented for the optimization of steel truss by 
combining evolutionary algorithms and commercial structure 
analysis program. The purpose of this approach is to create a 
program which combine SAP2000 structure analysis program 
with evolutionary Algorithm for optimizing truss structure.  
Strategies are discussed to model the chromosome and to code 
evolutionary to handle such constraints. Member grouping is 
created for reducing the problem size and implementing move-
limit concepts for reducing the search space. The implemented 
process is tested on 10 members of 2D steel structure, 25 
members of 3D steel structures and 36 members of 3D steel 
structure, where the results are compared with previous 
researches. Because of data size and number population, parallel 
computing method  used in this paper. It is concluded that this 
method can serve as a very useful tool in engineering design and 
optimization. 
 
Keywords 
Optimization, evolutionary algorithm, structure analysis program, 
steel structure, SAP2000. 
 
1. INTRODUCTION 
The use of  finite element method (FEM) which used by 
commercial FEM program can assist in achieving a safe design. 
However, commercially finite element programs are not designed 
for optimization. Design feature which included in commercial 
structure analysis program usually used to check if the  member 
and applied inner force pass the corresponded code or not. 
‘Home-written’ structure analysis program can be designed to 
achieve this task, however it may suffer from serious drawbacks 
such as bugs, lack of user friendliness, lack of generality, and 
unproven reliability [11].  
The application of genetic and evolutionary computation to the 
automated design of structures has followed several avenues. The 
first is topology and shape optimization, in which the applications 
have included elastic truss structures subjected to static loading 
[12]. There have also been research efforts devoted to developing 
algorithms for optimized structure topologies to satisfy user-
determined natural frequencies. The second major area of 
automated design using genetic algorithms has been their 
application for optimal member sizing for truss structures using 
linear elastic analysis with general stress criteria [12], or U.S. 
design specifications [1].  
The final major application of genetic algorithms has been the 
automated design of steel frame structures. The vast majority of 
these efforts have been restricted to the optimized design of planar 
structures using linear elastic analysis. However, recent research 
efforts have begun to utilize genetic algorithms to guide the 
design of steel framed structures where the structural analysis 
includes nonlinear geometric behavior and nonlinear material 
behavior with semi rigid connections. Excellent methods were 
combining commercial FEM program with genetic algorithm to 
find shortest member’s length [14] and combining commercial 
FEM program with iteration method to find required area of steel 
reinforced concrete plate [11].  
 
2. THEORIES 
In this section, SAP2000 Evolutionary algorithm and recent 
research will be described. 
 
2.1  SAP2000 Structure Analysis Program 
SAP2000 structure analysis program is well known as a Finite 
Element Analysis tool which already used for analyzing and 
modeling structure based on the relevant code such as AISC-
LRFD99 [4]. 
SAP2000 could process or import the file input with extension 
MDB, XLS, TXT and SDB. SAP2000 also could export analysis 
result and design to files with extension XLS, TXT and SDB. 
After input file being opened, SAP2000 will run analysis, save 
result and design all members. In the output file, we can get 
required data  such as frame stress, joint displacements and ratio 
of design criteria [3]. 
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  Design results data include the design stresses, stress ratios, 
effective lengths, optimal sections, area of reinforcing steel, and 
all other calculated quantities resulting from the design process. 
The main body of the form lists the design stress ratios obtained at 
various stations along the frame object for each design load 
combination. The SAP2000 automatically created code-specific 
design load combinations for this steel frame design.  
Ratio in this paper is the comparation between actual inner force 
and member’s capacity based on it’s material property (e.g., cross 
sectional area, Inertia, etc.) based due to PMM method and AISC-
LRFD99 Code. Ratio of design criteria has a value between 0 and 
0,95. If member has ratio 0,1 it means the member is overstrength, 
if the ratio is 0,92 the member is efective, if ratio is 1,3 it means 
the member is overloaded.  
In this paper, design criteria will be used as constraint and 
combined with EA for optimizing steel structure based on AISC-
LRFD Code. 
2.2  Evolutionary algorithm 
Genetic algorithm (GA), a member of Evolutionary Algorithm 
(EA), is a population-based global search technique based on the 
Darwinian evolutionary theory [9]. 
The preliminary approach of GAs is Simple Genetic Algorithm 
(SGA, see a pseudocode in fig. 1). SGA guides the evolutionary 
search by a single population Pi. The size of Pi is denoted by SP. 
Individuals are encoded in a string scheme associated with one of 
the codes of the binary, integer, and real. In the evolutionary 
search, the promising individuals Pi−sel and  Pi+1−sel are chosen 
from the population by a selection operation (roulette wheel, 
stochastic universal sampling, ranking, truncation, etc.). Then, the 
individuals chosen are applied to recombination and mutation 
operation (one point or multipoints crossover and mutation, 
uniform crossover, etc.). These evolutionary operations (mutation 
mut, crossover cr, and selection sel) are governed by their related 
evolutionary parameters Par (mutation and recombination 
probability rates, selection pressure, etc.). The population Pnew 
evolved by the application of these evolutionary operators is 
decoded. Then, the fitness values are computed by use of this 
population. The evolutionary search is executed to transmit 
(migration) the individuals (emigrant and immigrants) 
 
 
Figure 1. Psoudocode of Simple Genetic Algorithm [10].  
to the next populations until satisfying a predetermined stopping 
criteria (e.g., completion of a generation number NG). This is one 
big weakness in genetic algorithm that solving problem need a lot 
of generation and this can take time. 
Evaluation function was a base step for selection process. In this 
phase, strings were converted to function parameter, evaluate the 
objective function and then convert the objective function to 
fitness. In general optimization problem which for maximize 
problem, the fitness is equal to objective function [8], but for 
minimize problem, the fitness is equal to  
 
Eval (Vk) = 1/ Ckmax       (1) 
Where : 
Eval (Vk)  =  objective function 
Ckmax       = fitness 
To combine penalty function and objective function, penalty 
function  is added with objective function, so the objective 
function equation :  
)()()( xxx pfeval +=           (2) 
where x is chromosome, f(x) is objective function and p(x) is 
penalty function.   
For minimizing problem, penalty function are describe below :  
          
0)( =xp   if x is preferred solution  
        
0)( >xp    if  x is not preferred solution       (3) 
3. METHOD  
Problem in this paper is solved by studying behavior of FEM 
program, making GA which combine SAP2000-GA, making the 
parallel computing module, and running the program. Steps of this 
research described in figure below.  
Create module combining SAP2000 – 
Evolutionary Algorithm
Create module for Parallel Computing
Verifications
End
Start
 GA methode 
and Database  Interface 
programming
StudY SAP2000 and 
Language Programming 
Assembly modules
 
Figure 2. Flowchart to combine evolutionary  algorithm and 
SAP2000. 
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  The steps for optimizing steel structures are initialized by creating 
SAP2000 input file and then rechecking the geometry. Population 
is generated by creating more SAP2000 input files randomly. 
Randomly means the selected members defined randomly based 
on the provided materials. These populations are automatically 
analyzed by SAP2000 in parellel computing way. This parallel 
computing uses the beowulf cluster computing method (Fig. 3). 
Next, the GA processes are  continued until the stopping criteria is 
reached and finally the result is found.  
 
Figure 3. Beowulf concept for SAP2000-GA method to run in 
parallel computing [10]. 
 
3.1 Analyzed Steel Structure   
There are three models which will be optimized in this research. 
The first model is 2D 10-bar truss optimization problem [7]. This 
model are also been analyzed by Duan [7], Cai and Thiereut [5], 
Coello [6], Rajeev and Krishnamoorthy [12] (see Figure 4).   
 
 
Figure 4. The first model 10 elements truss [7]. 
 
The second model of steel structure was 25 bar truss with 
specified dead loads [7]. This type also researces with different 
methods like Duan [7], Cai and Thiereut [5], Coello [6], Rajeev 
and Krishnamoorthy [12](see Figure 5). 
 
 
Figure 5. The second model 25 elements truss [7]. 
The third  model (see Figure 6) is a 36-story irregular moment-
resisting steel space frame structure with cross-bracings and an 
aspect ratio of 4.7. 
 
 
Figure 6. The third model 36-story steel frame structure [1]. 
A minimum weight solution for the same example was presented 
by [1] and [2]. It has 1384 nodes and 3228 members. The 
structure consists of three 12-story sections. In the lower sections 
1 and 2, there are four groups of columns (Figure 6): corner 
columns, outer columns, inner columns in the unbraced frames, 
and inner columns in the braced frames. In section 3, only the first 
three types of columns are used. The beams in every floor are 
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  grouped separately. In sections 1 and 2 they are divided into three 
groups: outer beams, inner beams in braced frames, and inner 
beams in unbraced frames. 
The beams in section 3 are divided into two groups: inner and 
outer beams. In every three stories two different bracings are used 
with the same cross-section, one in the longitudinal direction and 
the other in the transverse direction. The inter-story drift is not 
limited. The dead  load and  the live load  intensities on each floor 
are 2.88 kPa (60 psf) and 2.38 kPa (50 psf), respectively. The 
lateral loads due to wind are calculated with a basic wind speed of 
113 km/h (70 mph), exposure C, and an importance factor of 1[1]. 
 
3.2 Define Objective Function   
Main objective optimization of the first and the second model 
steel structure  is minimizing structure’s weight subjected dead 
load with constrained  in member’s stress and node displacement.  
After that we can create fitness function as describe below.  
( ) ∑∑∑ ++=
n
i
i
n
i
i
n
i
iix gCgCLAf 21 21ρ
       
(4) 
  
where ρ  is material’s density, Ai is member’s cross section Area, 
Li is member’s length, C1&C2 are coefficient of constraint, g1i 
and g2i
 
 are penalty function due to following set of constraints: 
if  allowable stress > actual stress, then  g1i = 0, otherwise g1i = 
1. If allowable node displacement > actual displacement, then g2i 
= 0, otherwise g2i = 1. 
 
For the third case, the objective optimization is to minimize 
structure’s weight subjected specified load with constrained  in 
member’s ratio.  The fitness function for the third case is  
( ) ∑∑ +=
n
i
i
n
i
iix RCLAf 11ρ
           
 (5) 
 
where ρ  is material’s density, Ai is member’s cross section Area, 
Li is member’s length, C1
if allowable ratio  > actual ratio, then  R
 is Coeficient of constraint, R1i is 
penalty function due to following set of constraints: 
1i 
otherwise R
= 0,  
1i
 
 = 1. 
Analysis process of SAP2000 results frame forces and node 
displacements. Design results data include the design stresses, 
stress ratios, effective lengths, optimal sections, and all other 
calculated quantities resulting from the design process. Three type 
data above are included in tho output file of SAP2000. Data will 
be processed to produce fitness value as part of GA procedure.  
Before starting optimization process, coeficients used in eq. (4) 
and (5) must be defined experimentally. 
 
4. ANALYSIS AND RESULTS 
Two programs are created to solve the optimization problem. The 
first program is to optimize the  2D 10 elements and 3D 25 
elements model, and constrained on the  member stress and node 
displacements. The second program is to optimize the 3D 36 
stories steel structures, where the design criteria is based on 
AISC-LRFD99 and node displacements. Figure 6 shows the 
flowchart of those programs.  
Run SAP2000 in parallel 
computing
Selection, 
Crossover, Mutation, 
New Generation
Check stopping criteria
Yes
Start
Geometry check
Count 
fitness
Get result
End
Initialize 
population
Yes
No
No
Initialization
 
Figure 7.  Flowchart for steel structure optimization. 
 
After experimental study, it is found that the coeficient of 
objective function for the first and the second model is:   
( ) ∑∑∑ ++=
n
i
i
n
i
i
n
i
iix ggLAf 21 100001000ρ       (6) 
And for the third model: 
( ) ∑∑ +=
n
i
i
n
i
iix RLAf 1100000ρ
 
                                 (7) 
The next step is to run the program with GA parameters showed 
in Table 1.  
Table 1. Parameters used in SAP2K-GA method 
 The first Model 
The second 
Model 
The Third 
Model 
Population 100 100 200 
Generation 200 200 1000 
Cross over 0,8 0,8 0,8 
Mutation 0,07 0,07 0,07 
Member’s 
constraint 25 Ksi 40 Ksi AISC-LRFD99 
Node’s 
constraint 2 inches 0,35 inches NA 
Available 
options 
32 binary 
cross sectional  
options 
33 floating 
point cross 
sectional  
options 
269 cross 
sectional  
options in 
18groups 
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  All optimization are executed in parallel computing method by 
using Beowulf cluster configuration (see figure 3) with one PC for 
running GA process and 10 PCs for running SAP2000.   
 
Table 2. Comparison of (SAP2K-GA) with other techniques 
for the first truss model. 
 
Method 
Optdyn Conmin Coello Rajeev Sap2k-GA 
Weight (lbs) 5472-1 5563-2 5586-4 5613-5 5584-3 
A1 (inch2 25.70 ) 25.20 NA 33.5 33.5 
A2(inch2 0.10 ) 1.89 NA 1.00 1.00 
A3(inch2 25.11 ) 24.80 NA 22.00 23.20 
A4(inch2 19.93 ) 15.80 NA 15.50 18.20 
A5(inch2 0.10 ) 0.10 NA 1.620 1.00 
A6(inch2 0.10 ) 1.75 NA 1.620 1.00 
A7(inch2 15.40 ) 16.76 NA 14.20 18.20 
A8(inch2 20.32 ) 19.73 NA 19.90 21.39 
A9(inch2 20.74 ) 20.98 NA 19.90 21.50 
A10(inch2 1.14 ) 2.51 NA 2.60 2.20 
Optimization results of the  first model are compared with other 
techniques without any violation on member’s stress and node 
displacements specified. This could be seen that the result of 
SAP2000-GA method (5584 lbs weight) is at the third place if 
compared with the other methods (See Table 2).  
The optimization result for the second model shows that 
SAP2000-GA is at the third place with the total weight of 
structure 533,45 lbs and maximum deformation 0.15 inch (see 
Table 3).  
Table 3. Comparison of (SAP2K-GA) with other techniques 
for the second truss model.  
 
METHOD 
Chai 
&Thierut Rajeev Duan 
Der 
Shin 
SAP2K-
GA 
Weight (lbs) 487.28 545.86 562.78 485.17 533.45 
A1(inch2 0.10 ) 0.10 0.10 0.10 0.10 
A2(inch2 0.10 ) 1.80 1.80 0.30 0.80 
A3(inch2 3.40 ) 2.30 2.60 3.40 3.00 
A4(inch2 0.2 ) 0.10 0.10 0.10 0.10 
A5(inch2 2.00 ) 0.10 0.10 2.40 0.90 
A6(inch2 1.00 ) 0.80 0.80 1.00 0.90 
A7(inch2 0.70 ) 1.80 2.10 0.30 0.80 
A8(inch2 3.40 ) 3.00 2.60 3.40 0.34 
Displ. 
max(inch) 0.14 0.14 0.14 0.15 0.15 
 
The optimization result for the third model shows  that SAP2000-
GA is at the second place with the total weight of structure 
20922.8 KN (see Table 4). 
 
Table 4. Optimum structure weight obtained based on AISC-
LRFD99 Code  for the third model. 
No Type of Method Weight of Structure 
1 Adeli&Sarman(2006) 15410.1 KN - 15938.1 KN  
2 Adeli&Park (1997) 21513.2 KN  
3 SAP2k-GA 20922.8 KN 
 
5. CONCLUSION 
Two programs to optimize the steel structures have been created 
by combining SAP2000 and evolutionary algorithm by parallel 
computing The first model and the second model are analyzed 
based on the member stress and node displacement criteria and the 
third model is analyzed based on the AISC LRFD99. The result of 
this method is compared with other studies and shows that 
sap2000 successfully combined with GA  
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ABSTRACT 
Protein folds into a specific native three-dimensional structure to 
form its functionality. The prediction of a protein structure from 
its amino acid sequence is one of the most important problems in 
computational biology. One abstraction of the problem is so called 
Hydrophobic-Polar (HP) model, which is searching the maximum 
number of non-consecutive pairs of hydrophobic amino acid that 
stable conformation of low free energy. 
A Genetic Algorithms search procedure was developed for use in 
protein folding prediction. During the generation steps, a 
population of conformation of the protein is maintained, 
conformation are changed by mutation, and crossover in some 
parts of amino acid sequence are interchanged between 
conformation. The conformation of protein is represented by a 
sequence of moves on a cubic grid uses the HP-model. 
Employing the GA-based technique to predict the structures of the 
short proteins yield the optimal conformations with lower energy 
minimum than previously reported. Further improvement to the 
HP-model should include other characteristics of amino acids, as 
the realistic structure of the protein is not necessarily the optimal 
structure predicted. 
Keywords 
Genetic algorithm, HP-Model, protein structure prediction, 
protein folding. 
1. INTRODUCTION 
A protein is a chain of amino acid residues that folds into a 
specific native three-dimensional structure under natural 
conditions.  Functionality of a protein is mainly defined by its 3D 
fold. Protein folding is driven by a diversity of forces, including 
covalent, van der Walls, and hydrogen bonding. The variety and 
complexity of protein’s folds requires more advanced methods in 
the predicting the protein structure [5]. 
Currently, protein structures are primarily determined by 
techniques such as NMRI (nuclear-magnetic resonance imaging) 
and X-ray crystallography, which are expensive in term of 
equipment, computation and time. They also require isolation, 
purification and crystallization of the target protein. Therefore, 
computational approaches to protein structure prediction are very 
attractive. 
One computational approach in predicting protein structure is 
based on contacts of an amino acid sequence. Amino acids are 
divided into hydrophobic (H) and polar (P) ones. In the process of 
forming a tertiary structure, the hydrophobic amino acids tend to 
form non-covalent bonds since these leads to stable conformation 
of low free energy. The HP-model is a lattice model. The amino 
acids of a protein are placed on the vertices of a grid such that 
consecutive amino acids are placed on the grid side by side. In 
this approach, a fold of the protein into a square or cubic grid is 
searched that exhibits the maximum numbers of non-consecutive 
pairs of hydrophobic amino acids in direct contact [7].  
The protein folding problem is known to be NP-Complete in both 
two-dimensional and three-dimensional square lattices [1]. It has 
been shown that protein folding, at least on a lattice, is a member 
of the class of NP-complete problems. Therefore there is 
probability exists no general search algorithm that can be 
guaranteed to find the global free energy minimum for real 
proteins [8].  
A number of well-known heuristic optimization has been applied 
to the two-dimensional HP Protein Folding problem, including 
Evolutionary Algorithms [8], Monte Carlo (MC) algorithm [5], 
and Ant Colony Optimization algorithm [6]. A simple approach 
using Genetic Algorithm was also introduced to optimize protein 
structure [2]. It included some protein characteristics in more-
complex models to predict the three-dimensional chains of 
residue. 
In this work, we implementing the Hydrophobic-Polar model in a 
three-dimensional cubic lattice using a Genetic Algorithm (GA) as 
a tool to find the optimal conformation for given the amino acid 
sequence. The residue location on the grid is represented by 
absolute encoding of move sequences. The results are compared 
with real short-length proteins with known folding to justify the 
prediction. 
2. METHODS 
In implementing the GA for optimizing protein structure 
prediction, we prepared a protein representation scheme, designed 
a fitness measurement method, and chosen termination criteria. 
The computational effort was help by a GA program written in 
Java to conduct the prediction.  
2.1 Protein Representation 
The protein was usually characterized by a string of letters, which 
denote the amino acid residues. Based on its hydrophobicity, the 
string was translated into an array of letter 'H' (for hydrophobic 
residue) and letter 'P' (for polar residue) according to Table 1. 
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  Non-standard amino acid symbols, such as X and Z, were skipped 
in this translation. 
Table 1. Hydrophobicity of amino acid residues. 
Hydrophobic  Polar 
Amino Acid  Amino Acid 
Alanine A  Arginine R 
Glycine G  Asparagine N 
Isoleucine I  Aspartic acid D 
Leucine L  Cysteine C 
Methionine M  Glutamic acid E 
Phenylalanine F  Glutamine Q 
Proline P  Histidine H 
Tryptophan W  Lysine K 
Valine V  Serine S 
   Threonine T 
   Tyrosine Y 
 
We used a string of moves on the grid, to represent a protein 
conformation on the lattice. The moves being represented in an 
obvious manner as directions 'U' (up), 'D' (down), 'L' (left), and 'R' 
(right). It was also defined directions 'B' (backward) and 'F' 
(forward) to represent move away or toward the last step before, 
as illustrated in Figure 1.  
y
x
z
D
L
B
U
F
R  
Figure 1. Definition of moves. 
The binary representation for a protein is L*4 bits long, where L 
is the number of amino acid residues in the protein. A group of 4 
bits is decoded to an integer between 0 and 15 as genes. Some 
moves are redundant. Each move along the cardinal direction 
differs by one integer. 
2.2 Experimental Parameters 
Four GA parameters: initial population size, number of 
generations run, crossover rate, and mutation rate, are pre-
determined before the prediction to achieve best results. The 
initial population size was set to 1000. The optimal values were 
found to be 0.7 for the crossover rate and 0.001 for the mutation 
rate. The crossover operation is repeated until (N – 1) new 
accepted structures have been constructed to constitute the 
population of the next generation. The GA was run for 200 
generations 
The 20-residue long sequence HPHPPHHPHPPHPHHPPHPH is 
selected to benchmark the GA. The optimal energy for the 
sequence is -9, as reported by Unger and Moult [8]. 
We chosen a short-length protein, Kappa-Hefutoxins, a toxin 
found in scorpion venom, as test protein. Its known structure has 
been determined experimentally. The characteristic of the protein 
was downloaded from Protein Data Bank as structure file 1HP9 
[4]. The protein sequence is GHACYRNCWREGNDEETCKERC. 
2.3 Termination Condition 
In every step of generation the chromosome, we measure the 
fitness of a given structure. All non-viable protein structures, such 
as more than one residue laid on the same coordinate location, are 
eliminated from the chromosome. The algorithm terminates when 
the free energy evolved was reach the expected target, no other 
lower energy found in a period of time, or the generation step 
exceeds the CPU cut-off.  
2.4 Visual Analysis 
In order to analyze the results of the optimization, we developed a 
simple protein structure viewer in Java. This viewer consists of a 
Java program to translate the binary representation of a protein 
structure into a set of coordinates in three-dimensional integer 
space and a Java 2D API Graphics to graph these coordinates and 
the chain connecting them. 
3. RESULTS AND DISCUSSION 
In predicting the 20-residue long sequence, our GA found four 
structures with energy of -9 and one structure with lower energy 
-10. The folding of the later structure is represented in Figure 2. 
All the hydrophobic residues tend to be inside of a low energy 
structure, while the hydrophilic (polar) residues are forced to the 
surface. Low energy conformations are compact structures 
maintaining a hydrophobic core. The optimal conformation with 
energy -10 was found in this 3D HP-model. Contrarily, for the 
same 20-residue, the 2D HP-model protein structure prediction 
yielded the optimal conformation with lowest energy of –9, as 
discovered by some authors [2, 8]. 
 
Figure 2. Conformation of a protein with energy of -10. 
The Hefutoxins composed of four hydrophobic residues. It can be 
expected that the optimal structure of the protein have the lowest 
energy -3. The GA prediction found the structure of Hefutoxins 
with the optimal folding conformation as in Figure 3. This 
conformation shows a small protein molecule with a hydrophobic 
head and a long hydrophilic tail. The small amount of 
hydrophobic residues in Hefutoxins formed a planar protein rather 
than globular shaped as natively. 
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Figure 3. The optimal structure of Hefutoxins with energy of -
3. 
 
 
We observed that the predicted protein structure by the GA 
different than the real folding structure. In fact, the Hefutoxins 
will fold into a helical conformation in two separate amino acid 
chains. Such structure emerges early in the process, that is in the 
chromosomes’ generation before the optimal structure is reached. 
A structure with energy of -2 shows the closest shape as the real 
Hefutoxins’ conformation, as seen in Figure 4.  
   
(a) (b) (c) 
 
Figure 4. The tertiary structure of Hefutoxins (a), its backbone structure (b), and the predicted protein structure by the GA (c). 
 
Two pairs of non-consecutive hydrophobic residues are bind and 
leaves the other residues arranged in two helical chains. 
Comparing with the conformation of the 20-residu long protein, 
which is globular and has a global energy minimum, the structure 
of Hefutoxins exhibited an example of local energy minimum. It 
is not known whether the functional conformation of a globular 
soluble protein is necessarily at the global free energy minimum 
[3]. 
The main disadvantage of heuristic methods, as it is mentioned by 
some authors, is that they achieve good folding for short proteins 
only. Our GA is not implemented yet to predict the structure of 
longer protein, however we realized that the other characteristics 
of protein could influence the HP-model. Some of the 
characteristics are molecular size that hinders one residue being 
place close to other residues, and opposite charges between two 
residues that causing a fold. It is encouraging, without making 
major revision to our GA, to expand the HP-model to be 
implemented into a triangular grid, to achieve more realistic 
folding. 
4. CONCLUSION 
The three-dimensional HP-model approach to short protein 
prediction, employing Genetic Algorithms, improves the method 
to find the optimal conformation and predicts protein structure 
with lower energy minimum. The real conformation of short 
protein is not necessarily at the optimal structure predicted. We 
should include the other characteristics of protein in the HP-model 
and uses other form of grid to improve the folding algorithm. 
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ABSTRACT 
Course scheduling problem is hard and time-consuming to solve 
which is commonly faced by academic administrator at least two 
times every year. This problem can be solved using search and 
optimization technique with many constraints. This problem has 
been well studied in the past, and still becomes favorite subject for 
researchers. We will briefly discuss the convergence difficulty in 
our initial work on this subject using a modified hill-climbing 
search technique[8].  In this paper, an evolutionary algorithm is 
applied to solve the course scheduling problem and studying 
mutation techniques involved in the algorithm. 
Keywords 
Course Scheduling, Optimization, Evolutionary Algorithms 
Genetic Algorithms 
1. INTRODUCTION 
Building a course schedule is one of the main challenge at 
university that must be faced by academic administrator  every 
semester. This problem is considered as an NP-complete problem 
[2,3] which is quite difficult and time-consuming to solve. This 
problem has been the subject of extensive research effort due to its 
complexity and wide application such as school timetables [1], 
exam scheduling [3]  and course scheduling [2,5,8,9,11]. The 
importances of seeking for good technique to solve this kind of 
problem are realized by some educational institutions by organizing 
International Timetabling Competition1
A number of algorithms have been used to solve the course 
scheduling problem. The graph coloring heuristic techniques 
whereby course are assigned to rooms and time-slots one by one in 
. 
The university course scheduling problem is the task of assigning 
the academic events (such as lectures, tutorials etc) to room and 
time slots in such a way that taking consideration a predefined set 
of constraints.  Every university may have different constraints. 
However these constraints usually can be classified as two types, 
namely hard and soft constraints.  Hard constraint must not be 
violated to construct a valid or feasible schedule, while soft 
constraints are desired but not absolutely to be fulfilled. 
1 The International Timetabling Competition 2002 -
http://www.idsia.ch.. 
The International Timetabling Competition 2008 sponsored by 
PATAT and WATT (http://www.cs.qub.ac.uk/itc2007) 
 
particular order are the earliest approaches which are very efficient  
in small scheduling problem. The second approaches are the local 
search algorithm family that basically perform search in 
neighborhood of a known solution state rather than  exploring  
possible solution in wider search space. The most popular local 
search method are simulated annealing method [1] and tabu search 
method [5]. The third type is the evolutionary algorithms and 
genetic algorithms which is based on Darwinian evolutionary 
theory [3,9,11]. 
In the current work we use evolutionary algorithm to solve the 
course scheduling problem, focusing more deeply in reproduction 
mechanism. This paper is organized as follows: section two  
described the course scheduling problem based on constraints and 
its representation model. Section three discuses the algorithms and 
its applicability to the course scheduling problem. Section four 
discusses the experimental results and compares it to the previous 
work [8]. In the last section we present a conclusion and 
recommendation for future work. 
2. COURSE SCHEDULING PROBLEM 
2.1 Problem definition 
Despite of different constraints, definition of university course 
scheduling problem can vary depend on whether it is based on post 
student enrollment where a set of student attending each event are 
defined [2,9,11]  or based on curriculum for each faculty where 
scheduling takes place prior enrollment [10,11]. Since our 
university (i.e. University Al-Azhar Indonesia) conforms to the 
curriculum based scheduling, our work stick with it.  
Hence the  university course scheduling problem is defined as 
follows: There is a set of room which has a seat capacity and 
contains specific feature (i.e. laboratories), a set of course which is 
based on curriculum for each program and may have multiple 
section (i.e. credit unit where one course section occupy one time-
slot), a set of lecturer which has been assigned to specific course(s) 
and has a certain unavailable time-slot. A set of  events (i.e. 
classes), to be scheduled in a certain number of time-slots or time-
period and a room, is defined as combination of a specific course 
with assigned lecturer attended by certain number of student from a 
particular group (i.e. a student group come from a specific program 
and same grade). 
A feasible schedule is one in which all the classes have been 
assigned to a time-slot and a room whereby the following hard 
constraints are satisfied: 
1. rooms must not be double booked for classes at any 
feasible time-slot (classroom clashed) 
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  2. the room capacity must not be exceeded by the number 
of attending student 
3. the room has a feature (i.e. laboratory) required by the 
classification 
4. a lecturer can not teach more than one one class at the 
same time 
5. a lecturer can not teach any class in time-slot which is 
unavailable for him/her 
6. a student group from the same program and same grade 
can not attend more than one class at the same time 
7. a class with multiple section must be assigned in the 
same room contiguously. 
A number of soft constraints that should be minimized could 
introduced such as a lecturer should be assigned in his/her 
preference time-slot and room or parallel classes (i.e. the same 
courses taught by different lecturer) should be scheduled at the 
same time. However,  in the present work we will not take into 
account soft constraints. The main objective is first to find a 
feasible course schedule, and then this feasible schedule to be 
optimized with respect to soft constraints in the next phase. 
2.2 Scheduling Model 
Deducted from previous published works, there are also two 
different approaches were used to represent the scheduling model. 
In the first approach, the scheduling model is represented by  a two 
dimensional matrix where each row corresponds to room,  each 
column to a time-slot,  and then the matrix element contains a 
particular event or blank. This approach is usually used for post-
enrollment scheduling problems [2,3,9,11]. In the second approach, 
a scheduling model is represented directly by a triple  of <event, 
room, time-slot>. Note that an event in the second approach is a 
combination of course and initially assigned teacher. The second 
approach is found in the prior-enrollment scheduling publications  
[10,11]. 
Though these two different approaches corresponds respectively to 
two different scheduling problems, but none of the previous 
authors explained the correlation between the model and the 
problem, even Pawel Myszkowski [11] who considered both 
problem variations and used both approached respectively, 
The presented work invoke a quite different approach. Both kind of 
approaches (i.e. matrix and an array of tuple) are used for the sake 
of ease evolutionary mutation and fitness evaluation. Furthermore 
instead of using a two-dimensional matrix we explode it to three-
dimensional matrix by remodeling a one-dimensional column 
which represents time-slot into a two-dimensional matrix where 
each row represent day and each column as hour. In contrary to 
some previously published work [3,9], where the length of time slot 
can vary, here the size of matrix is predefined by the problem. 
Hence, the first hard constraint is completely satisfied (i.e. only one 
class is scheduled in each at any feasible time-slot). 
 
3. EVOLUTIONARY ALGORITHM 
Evolutionary algorithms are population based meta-heuristic 
optimization algorithm inspired by biological evolution that used 
mechanisms like mutation, crossover, natural selection and survival 
of the fittest in order to refine a set of solution candidates 
iteratively. The first version of the evolutionary algorithm 
introduced by Rechenberg (1965) where he began with a parent and 
a mutated one, whichever is the fittest became a new parent [7], 
hence only one species involves in every generation. In our 
previous work, we used the same strategy with exception that the 
number of mutant version is larger [8]. Although the convergence 
rate to the solution is found to be very fast  in the previous work, 
but this kind of local search is often stuck in a local optimum. In 
the current work, we will incorporate population for each 
generation in order to get the necessary diversity in the solution 
candidates. 
The matrix based and array of tuple based scheduling models 
defined in the previous section represent an individual chromosome 
where an element of matrix or a single tuple represents a gene as 
shown in figure 1. A kind of permutation encoding is used for  this 
purpose where each matrix element or each tuple representing a 
gene will contain an event or class index. Noted that a course 
taught in more than an hour will be presented in multiple section or 
multiple genes of same indexes. The permutation encoding in 
matrix form reveals a straight forward decoding, or strictly 
speaking no decoding is necessary. 
Using a permutation like encoding has another issue in the 
crossover mechanism, namely, we have to check whether genes in  
the half chromosome from one parent are also found in the other 
half chromosome from the other parent. This extra work requires a 
large computation effort. Therefore, a crossover-like mechanism 
within one chromosome is applied, namely swapping a sub-set of 
scheduled classes. However since this mechanism involves only 
one parent, precisely speaking it is a mutation mechanism. 
Initial population is generated by randomly mutating one very first 
chromosome as many as number of population. The first 
chromosome is constructed in such way that all events are 
scheduled in the schedule matrix and take into account that classes 
with multiple section are scheduled on the same room and 
Figure 1. Matrix based - and tuple based schedule 
model 
Fr 
Th 
We 
h1 
Mo 
Tu 
h2 h3 h4 h5 
r1 
r2 
r3 
one gene 
<class c> 
<room r> 
<hour h> 
<day d> 
<class c> 
<room r> 
<hour h> 
<day d> 
<class c> 
<room r> 
<hour h> 
<day d> 
<class c> 
<room r> 
<hour h> 
<day d> 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
87
  contiguously. Hence it fulfill the first and the seventh hard 
constraint in the previous section.  These two hard constraints are 
not only used  in constructing the first chromosome but also 
considered in the mutation mechanism, thus we name them fixed 
constraints. The algorithm used for constructing the first  
chromosome is based on greedy algorithm by course hours. 
Consequences of considering  fixed constraints in the mutation 
scheme, swapping column wise (changing hour) is prohibited 
because it would destroy the contiguity of  multiple section 
(multiple hour) classes. Swapping two classes with different 
number of sections (hours) is sometimes impossible in case 
insufficient time-slot for longer class in the new room and day to be 
placed. These two prohibited mutations are shown in figure 2. As 
in our previous work [8], only two mutation operators are used, 
namely swapping two arbitrary events (classes) and swapping all 
events that scheduled on two arbitrary days and rooms.  
The fitness of each chromosome depends on the amount of violated 
hard constraints. A value of 100 is added to the fitness if all event 
completely comply to one type of hard constraint. This maximum 
fitness value decreases proportionally with the amount of  
constraint violation. Every constraint will be evaluate separately for 
its fitness. Since there are 5 hard constraints left in our problem, 
the maximum total fitness value to be sought is 500. 
All chromosome in the population are ranked according to its 
fitness. A group of elite chromosome, i.e. the most fittest will be 
kept for the next generation. The number of this elite group is only 
a small fraction of the population size. The other survival will come 
from further evolutionary mechanism, namely selection of parents 
based on roulette wheel techniques, and then applying both 
mutating operators with certain probabilities on the selected 
parents. Replacement of the least fittest chromosomes by elite 
group finalizes a creation of new generation, and this process is 
repeated until maximum fitness (valid solution) is found. 
4. EXPERIMENTAL  ANALYSIS 
For experimental analysis purpose we take a relative small test set 
of 75 classes (179 course hours) to be scheduled in 4 rooms (192 
hour available time-slots). Using local search algorithms (i.e. 
modified hill-climbing search) from our previous work [8], this test 
set yields about 40% convergence failure. However, it need only 
less than 50 iterations or generation when it successfully converged 
as depicted in figure 3. The reason of high rate of convergence 
failure is lack of diversity and relatively narrow exploring area 
search in the used local search techniques which causes the process 
reaches local maximum quickly. 
 
Figure 3. Fitness variation as function of generations produced 
by modified Hill-climbing search [8]  
Incorporating a group of individuals or a population in the present  
work induces some parameters to be determined. Those parameters 
are number of population Np, probabilistic rates for mutation of 
swapping two classes Pc, and probabilistic rates for mutation of 
swapping two scheduled days/rooms Pd, and percentage of elitism 
Pe. The first three parameters influence the diversity force of the 
evolutionary algorithms while the percentage of elitism and 
together with selection techniques effect the force of pushing 
quality [4]. Effect of  population size is very clear, namely larger 
size yields more diversity. Percentage of elitism is more or less also 
quite predictable, namely too much elitism causes less diversity. In 
this study we took Np=200 and relative small elitism Pe=20%. 
The other two parameters, regarding mutations probabilistic, which 
can result in good convergence rates should be further studied to be 
chosen.   
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  Hence the objective of present experiment are studying mutation 
parameters. Fixing the probabilistic rate of swapping two 
scheduled days/rooms Pd=60%, effect of the probabilistic rate of 
swapping two classes Pc is studied. We run the program  a couple 
times until either the maximum fitness was found or the limit 
number of generation was reached for a certain value of  PC, and 
then repeat the process by varying the Pc. The following table 
presents the statistic results acquired from twelve runs for each 
parameters value of Pc. The values shown in the table are the 
number of generation needed before maximum fitness value was 
reached for four basic statistic parameters (I.e average, standard 
deviation, min and max) and the percentage of failure attempts 
from the first twelve runs. 
Table 1. Effect of probabilistic rate of swapping two classes on 
number of generations 
Pc 1 0.8 0.6 0.4 0.2 
Average 295 438 645 574 710 
Std Dev 191 469 498 301 292 
Min 156 179 240 270 352 
Max  871 1771 1620 1318 1176 
Failure 0 0 0 0 50.00% 
 
Fixing the probabilistic rate of swapping two classes Pc=60%  we 
vary the Pd as shown in the following table 
Table 2. Effect of probabilistic rate of swapping two scheduled 
day on number of generations 
Pd 0.6 0.4 0.2 0.1 0 
Average 645 267 186 344 551 
Std Dev 498 138 37 312 355 
Min 240 144 135 144 245 
Max  1620 630 256 1081 1190 
Failure 0 0 0 0 30.00% 
 
The results has shown that deviation and average generation 
significantly effected by these two parameters Pd and Pc. Mutation 
by swapping two classes (Pc) is required more than mutation by 
swapping two scheduled day. Furthermore, Pc less than 20% 
results in convergence failure rate above 50% , while Pd =0 (no 
mutation by swapping two scheduled day) still yields successful 
convergence about 70% from twelve attempts. This happened 
because the swapping two classes is the diversity force for 
exploitation in detail of successor solution state, while swapping 
two scheduled day for exploration in wider solution space around 
the successor. Our test has shown the Pd=20% and Pc=60% give 
the best result so far. 
Experimental results have also shown that the fitness value 
approaches quickly to the maximum value after about the average 
number of generations as depicted in figure 4. Thereafter the 
fitness curve flattens up until certain generation increases again to 
maximum values. This phenomenon is not found in another run for 
the same case (i.e. the same test set and same evolutionary 
parameters) where maximum fitness value is found at about 
average number of generations as pictured in figure 5. In this case, 
the fitness values is steadily increasing. 
Figure 4. Fitness variation as function of generations produced 
by successful run after 498 generations, for Pc=1.0, Pd=0.2 
where average number of generation is 198. 
Figure 5. Fitness variation as function of generations produced 
by successful run after 211 generations, for Pc=1.0, Pd=0.2 
where average number of generation is 198. 
5. CONCLUSION 
We have presented the evolutionary algorithm for solving of 
university course scheduling problem. This study has shown that 
the probabilistic rate of two mutation types has significant effect on 
successful rate of the algorithm. This evolutionary algorithm can 
find feasible or valid course schedules very good by using small  
probabilistic rates for mutation of swapping two scheduled 
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  days/rooms Pd and large probabilistic rates for mutation of 
swapping two classes Pc.   
The mutation by swapping two scheduled days/rooms which is the 
force for exploration in wider solution space around the successor 
can good replace the real crossover mechanisms between two 
parents. 
The mutation by swapping two classes is absolutely needed to 
ensure convergence. This is the force for exploitation in the vicinity 
of global optimum solution. Some experimental results have shown 
that this exploitation force need more time in one case than the 
others. 
For future work, we aim to take into account the soft constraints by 
introducing second stage local optimization. 
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ABSTRACT 
In this paper, we propose an adaptive appearance model for a 
visual tracking application. In appearance-base visual tracking, we 
solve the filter drift problem caused by the adaptation toward non-
targets. Simulated annealing method is proposed to give the 
adaptive property in appearance subspace learning so that the filter 
drift problem is able to be effectively avoided. Experimental results 
from real-video sequence illustrate the robust performance of the 
proposed idea. 
Keywords 
Computer vision, visual tracking, particle filter, appearance 
subspace learning 
1. INTRODUCTION 
Problems associated with visual tracking have been heavily 
investigated in the computer vision community. Despite many 
algorithms being suggested from this body of work, challenging 
issues remain when they are implemented in real-world 
circumstances. These challenges mainly stem a primary source: the 
design issue of the robust observation function. Among the many 
types of tracking frameworks, we focus on the appearance-based 
tracking because it is widely used and more dependent on these 
issues than other approaches. 
In the conventional particle filtering for visual tracking [1], we 
draw a set of particles from the predicted state density which is the 
distribution of predicted locations of the object. If theses predicted 
locations are not determined precisely, there will be distractions in 
the filter; the filter distractions will then gradually adapt to the non-
targets, resulting in filter drift. The main source of the filter 
distraction is an incorrectly cropped target appearance. In such 
cases, we can intuitively overcome this problem by exploring a 
sufficient number of samples in dense area. However, this method 
requires heuristics and a high computational cost. In previous 
research, the optimal importance function [2], and the 
discriminative observation system design approaches [3, 4] have 
been discussed both independently and together to solve this 
problem. 
In appearance-based tracking, the template (reference 
appearance) update is recently proposed that learns principal 
components (eigenspaces) from a set of observations [5]. To reflect 
Figure 1. Appearance-based tracker failure due to the 
inaccurate observation evaluation 
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  history of previous observation, subspace learning method for 
appearance has been proposed based on incremental principle 
component analysis (IPCA). Under the IPCA, particle filter (PF) 
has shown robust performance against temporal occlusion, 
illumination change, and pose change. However, IPCA-based PF 
suffers from distraction problem when the target appearance has 
changed rapidly or a set of samples does not include the correct one. 
When the filter starts to have distraction, then mis-aligned 
appearance occurs which leads to filter drift. In Figure 1, the filter 
gradually drifts when a sample set does not have the best fit one. 
To solve the problem, robust observation function is proposed. 
Adaptive property is incorporated in subspace update process by 
using simulated annealing. From simulated annealing, the 
accumulation error from mis-aligned appearance is reduced so that 
the distraction is alleviated in advance. 
The remainder of paper is organized as follows. Section 2 
describes the formulation of problem. Section 3 discusses the 
incremental visual tracking (IVT) [5] as a basic framework. 
Simulated annealing and proposed idea is explained in Section 4. 
Experimental results are provided in Section 5. Finally conclusion 
is made in Section 6. 
2. STATEMENT OF THE PROBLEM 
Let the state vector tx  represent components in the local 
coordinate based approach, in other words, x- and; y- position of 
the box center ( ),x yp p p=  , the scale of the box ( ),x yS S S= , the 
rotation angle φ , and the skew direction θ  of an object as 
described in Figure 1. Then, the aim of probabilistic tracking is to 
estimate tx  based on the probability density function of tx  given 
through the observation set { }1,...t tZ z z=  and described as two 
Bayesian recursion equations. 
 
Prediction: ( ) ( ) ( )1 1 ,t t t t t t tp x Z p x x p x Z d x+ += ∫  
Update: ( ) ( ) ( )1 1 1 1 1 .t t t t t tp x Z p z x p x Z+ + + + +∝       (1) 
 
In the prediction step, a set of bounding boxes (sample) are chosen 
from the state transition density ( )1t tp x x+ . The observation 
likelihood ( )1 1t tp z x+ +  is then evaluated with the probability 
distribution of the image patches with respect to the real 
appearance of the target. Note that the observation process in the 
appearance-based visual tracking is the warping of an image patch 
as illustrated in Figure 2. 
Because the motion of a target is often unpredictable, and the 
observation system is usually not explicitly described, the 
CONDENSATION algorithm (particle filter) [1] is extensively 
used to implement Bayesian recursions. Even though it is widely 
used due to its flexibility, however, improvements are necessary to 
achieve improved robustness and accuracy. In the appearance-
based tracking the CONDENSATION algorithm suffers from loss 
of tracks caused by the approximation error of observation 
likelihood.  
3. INCREMENTAL VISUAL TRACKING 
In computer vision applications, dealing with high 
dimensionality of state vectors and accurate calculations of the 
observation likelihood are very important but difficult issues in 
observation system design. In the local coordinate based 
appearance model, we have a six-dimensional state vector; 
therefore, it is almost impossible to construct a true observation 
likelihood distribution. 
To deal with the high dimensionality of appearance, we adopt 
the incremental PCA subspace learning method [5] for template 
learning. In IVT [5], the observation system is expressed as 
( )( )( )t t tz h I w x v= +                                        (2) 
where ( )tw x  describes the warping function of the given image 
I IN NI ×∈ℜ  at the center pixel location of coordinate ( ),x yp p p=  
of template (Figure. 1), h  is a real-valued function using the 
cropped image patch as an input argument and, tv  is normal 
observation noise. In the incremental PCA based observation 
function, we calculate the mean and M principal eigenvectors and 
incrementally update them for the reference template appearance. 
As such, if we let ( )tT x  and ( ) ,  1,..., ,i tg x i M= denote the 
Figure 2. Local coordinate based appearance model 
Figure 3. Filter distraction in IVT 
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  template mean and M  principal eigenvectors, we can represent 
the reconstruction error matrix for ( )( )tI w x as 
 
    
( )( ) ( ) 22 ,t i i tie I w x c g x= −∑                                       (3)  
where ( ) ( )( ) ( )( )
t
i i t t tx
c g x I w x T x= −∑ are the coefficients from 
the projection of the template mean to each principal eigenvector 
( )i tg x .  IVT has been proved robust when there are time varying 
changes in object appearance. 
However, the PCA based approach cannot reflect fast 
appearance changes due to the linear structure. Also, the 
incremental PCA based appearance model tends to experience a 
filter distraction and a temporal loss of track when there is an 
abrupt pose change in the object. To effectively adjust to sudden 
changes in appearance, a small batch size is required for PCA 
though temporal occlusion needs a larger batch size. Moreover, an 
adaptive change of the batch size does not offer a complete 
solution. 
4. OBSERVATION LIKELIHOOD 
APPROXIMATION VIA SIMULATED 
ANNEALING 
4.1 Observation likelihood approximation 
The filter distraction is a challenging task in the high 
dimensional state space because it is very difficult to efficiently 
identify the high likelihood region. In the appearance-based 
tracking, if the true appearance is not precisely approximated in the 
observation system, the filter will gradually adapt to the non-target 
or the estimate becomes biased. Therefore, many researchers have 
attempted to design a robust and accurate observation function [6, 
4, 7]. 
To investigate an efficient way of evaluating the observation 
likelihood in a high dimensional space, the layered sampling 
approach has been suggested in 3D articulated body motion 
tracking [7]. This process uses a set of stages to search for the high 
likelihood region of the state in the observation likelihood 
distribution. To this end, the annealing process has been introduced 
so that the most probable state can be locally identified in an 
efficient manner. In the cascade particle filtering [4], a type of 
observation evaluation process is proposed that had several 
different kinds of observers. Sparse and detailed features represent 
the respective earlier and later stages of weighting functions in 
layered sampling. In this method, each observation likelihood stage 
is evaluated using a different classifier, each with a different life 
span. 
Other approaches for solving the filter distraction problem have 
been suggested in literature. In the MIL [3] approach, authors 
consider bags of positively and negatively cropped samples 
(appearances) then tracks the object based on an online boosting 
algorithm. In [6], visual constraints were considered for penalizing 
samples of mis-aligned image patches by using an SVM crop 
classifier so that the filter avoids distraction; our tracker uses an 
annealing process for observation likelihood approximation. 
4.2 Simulated annealing 
      As discussed in section 4.1, filter distraction problem can be 
avoided by designing accurate observation likelihood function and 
finding its maximum. Due to the high dimensional state space 
(given image 240 by 320 pixel in Figure 3), finding out maximum 
is very difficult job. Fortunately, the region of interest can be found 
from the learned subspace so that the remaining job is to obtain the 
best cropped image patch which is best matched with the reference 
template. In original IVT, there is no such a mechanism so it takes 
time to recover from the filter distraction or in the worst case the 
filter drifts. As shown in Figure 3, when an object suddenly 
changes its pose, IVT temporarily experiences distraction. 
To solve this problem we propose to use the well-known 
optimization method: simulated annealing. In Figure 4, 3 layered 
weighting functions are displayed to show how to find the 
maximum in the state space. Distributions in the stage are slightly 
different from each other. At the beginning the initial distribution is 
very broad so as to cover overall search space while the last stage 
distribution is very peak to extract maximum. The relation between 
weighting function for l stage ( ),l Z Xπ  and the original function  
( ),Z Xπ  is given as 
 
( ) ( ), , ,ll Z X Z X
βπ π=                         (4) 
 
for 0 11 ... Lβ β β> > > > , and 1,...,l L= is the stage index. 
With annealing, the layered sampling can efficiently determine a 
best cropped sample and prevent the filter distraction.  
Figure 4. Illustration of the simulated annealing (3 stages) 
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  4.3 Accurate observation likelihood 
evaluation from annealing process 
Basically, in the IVT framework the observation likelihood is 
evaluated through Sum of Squared Error (SSE) between the 
reference template and each sample. SSE is represented with the 
equation (5). 
 
( )( ) ( )( )( )
2
,
,
i j M
SSE x n I w x n T
∈
= −∑      (5) 
 
where, n is sample index, i and j are pixel index of the image patch. 
Basically, weight for each sample in PF is calculated by using the 
normalized SSE. With SSE, proposed annealing-based observation 
function is provided in Overall algorithm. 
The whole procedure of the proposed method is summarized in 
‘Overall algorithm’. 
 
Algorithm 1. Observation process using simulated annealing 
 
   for l = 1,2,…L (number of stages) 
for n = 1,2,…N  (number of samples) 
          - ( ) ( )( ), , , 1 , 1~ ; , ,k l k l k l l k k lx n N x x z xπ− −   
: draw samples from Gaussian distribution for each stage 
         - Obtain the cropped image patches ( ),k lx n  from (3) 
          - ( )( ) ( )( )( )
2
, ,,k l k li j M
SSE x n I w x n T
∈
= −∑    
: evaluate SSE for each image patch sample 
End for 
( )( ), ,ˆ arg minMAP l k l
x
x SSE x n=  
  
: obtain the MAP estimate for current sampling stage 
, 1 ,ˆk l MAP lx x+ =
 
If ( )min SSE Threshold<  
          Terminate sampling 
        Else  
          Continue 
        End if 
End for 
( )( )( ),ˆˆk MAP Lz h I w x=  
: decide the current estimate of the state as the estimate obtained 
from the last stage 
 
5. EXPERIMENTAL RESULTS 
By incorporating termination condition (SSE threshold), 2 or 3 
layers are enough to adapt correct template observation based on 
the experimental results. In the initial stage, a set of samples are 
drawn from Gaussian distribution of relatively large variance which 
means sparse sampling. In the consecutive stage, annealing is 
reflected in the reduced variance of the Gaussian distribution. As 
illustrated in Figure 5, from a series of annealing process, the best 
cropped sample with the minimum value of SSE is chosen as the 
best observation of the current appearance of target. 
We test the proposed appearance observation model with real 
video sequences. Two video sequences are taken from [5] for the 
evaluation of proposed method. In ‘david’ sequence, moderate 
illumination changes and pose variation are incorporated in the 
appearance of object. From Figure 6, in IVT simulation, filter 
distraction occurred when the object changes the pose around 
#161~#181. Even if the IVT experiences distraction, after several 
sequences it recovers due to the flexibility of PF. 
However, when the observation that is best matched to the 
reference template is not chosen properly in severe situations then 
the filter gradually adapt toward the non-target. To verify this, 
more difficult test sequence ‘sylvester’ is used for performance 
evaluations of IVT and the proposed method. In ‘sylvester’ 
sequence, abrupt pose change is severe so that the filter distraction 
eventually leads to the tracking failure. Whereas the proposed 
method effectively handles the abrupt pose changes as shown in 
Figure 6. 
 
 
Figure 5. Illustration of the proposed algorithm in visual 
tracking (yellow box: best matched sample, green box: slightly 
mis-aligned samples, red box: bad samples 
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6. CONCLUSION 
A novel observation function is proposed for robust appearance-
based tracking. The most challenging issue of filter distraction is 
tackled by using simulated annealing method in observation 
function evaluation. From simulated annealing, the best 
observation (image patch sample) is efficiently selected in high 
dimensional state space. From the experimental results, the filter 
distraction due to sudden motion and illumination changes is 
alleviated by applying proposed method. 
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ABSTRACT 
Big2 is a card game that is very popular in East Asia and South 
East Asia. Strategy and probability to win this card game is very 
complex. Compare to chess and other board games, research of 
Artificial Intelligence algorithm to be implemented in card games 
such as Big2, is infrequent. For that reason, this paper proposed an 
approach that can be utilized in solving card games problem, 
especially Big2. There are three candidates that can be explored to 
solve Big2, Bayesian Network, Minimax, and Rule Based 
Systems. Based on the comparison of those three candidates and 
characteristics of Big2 card games, combination of Bayesian 
Network and Minimax algorithm is chosen to optimize the 
winning probability. The approach has been implemented in Java 
platform. Experiment shows that this approach has 23% higher 
probability compare to average winning probability of human 
player and compare to the approach using Greedy algorithm. 
Keywords 
Big2, Artificial Intelligence, Bayesian Network, Minimax, Java. 
1. INTRODUCTION 
Big2, one of the card games that is very popular in East Asia and 
South East Asia, is played by four (4) people. The rules are 
similar to Poker card game, but there are some differences [1]. 
Each player will have 13 cards, and the one who has empty card 
first, is the winner. Although there are an online Big2 card game 
that is played by around 10,000 players, there is not any game 
application to learn and to practice Big2, as we can find for 
Bridge [2]. Other advantage of having Big2 application with 
artificial intteligence (AI) approach is that we can conduct 
experiments to test other algorithms or approaches for card games. 
This will give benefit in research of advance searching strategy 
for intelligent agents. 
There are several artificial intelligence approaches that can be 
implemented to solve Big2, such as Bayesian Network, Minimax 
algorithm, and Rule Based System. Using Bayesian Network, the 
causal relationship between variables in the model can be shown 
[3]. From the relationship, we can calculate the probability of 
certain variable occurence depends on other variables probability. 
In Big2, the causal relationship represents card dombination of a 
player and the action he/ she must conduct.  
Minimax algorithm is the basic approach that is used by some of 
AI based games. This algorithm generates all of the possibilities 
for every step of each player. The possibilities are represented in 
decision tree model [4]. In Big2, we need a vast amount of 
resources to store every possibility of players’ step, until the end 
of the game. 
Rule Based System models the way human plays Big2. The 
inference process inside is used to draw a conclusion, or the 
choose an action in certain domain [5]. We can exploit this 
approach to imitate the process of Big2 expert plays the game. 
The problem is, we should choose the best approach to be 
implemented as Big2 solver. The three approaches have 
advantages and disadvantages. This paper analyzes the best 
approach, or combination of the approaches, based on the 
characteristic of card games. The choosen approach is compared 
to Greedy approach to analyze its performance. Greedy algorithm 
is often used as comparison to other complex algorithm.  
2. BIG2 CARD GAME 
This paper only discuss on variant of Big2 card game. This game 
is very much like poker game. There should be 4 players. Each 
player receives 13 cards in the beginning. The winner of this game 
is the first player who does not have any card left. Other players 
try to minimize their lost by having as minimum cards as possible 
while other player finishes. 
There are  three card formats that can be used in Big2, which are: 
a. Single 
Card format that consists of one card. The cards ranking from 
high to low: 2 > A > K > Q > J > T > 9 > 8 > 7 > 6 > 5 > 4 > 3. 
The order of suits from high to low: spades, hearts, clubs, 
diamonds. 
b. Pair 
Pair is the combination of two cards, which have the same value 
of different suits. 
c. Packet 
Packet is a format that consists of five cards. There are five types 
of this format, which are: straight, flush, full house, four of a kind, 
straight flush 
The game is started by the player who has 3diamond, and the 
format he plays must consist of 3diamond. Each player has 13 
cards at start. Each game divides into several ticks. A tick is a 
cycle the players play one format. Each tick is started by the 
player who wins the previous tick, except for the first tick which 
is started by the player who has 3diamond. When a player does 
not have a format to play, he has to pass. A tick is finished when 
all of the players pass. The winner of this game round is the first 
player who does not have any card left. 
The score of this game depends on the number of cards has been 
played by the player. For each card, a player receives 1 point. The 
game is over after several rounds or after certain points has been 
achieved, based on the arrangement made before the game started. 
Player who has highest points is the winner. 
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  3. ANALYZES OF THE BEST APPROACH 
In general, the Big2 game application requires two capabilities 
which are: 
a. Able to predict the opponent’s card; 
b. The application able to use the prediction and the card he has 
to decide the best move, which can increase the probability if 
winning the game round or minimize the probability of losing.  
Based on those two capabilities, analysis of the advantages and 
drawbacks of Bayesian Network, Minimax algorithm, and Rule 
Based System is carried out. 
3.1 Bayesian Network 
Bayesian Network is able to model the probabilities of opponent’s 
cards based on the moves he has played. With careful modeling of 
relationship between opponent’s movements, this ability satisfies 
the first capability required.  
Bayesian Network modeling also easier to understand since it 
shows the causal relationship between evidence during the game 
playing. With this structure, the variables that are conditionally 
independent can be exploit which will be very useful in 
computation efficiency [3]. 
Nevertheless, Bayesian Network model does not have the 
capability to optimize player’s movement based on the 
probabilities it has. We can predict the best movement of a player, 
but we need to have a very complex Bayesian Network model [6]. 
The model must represents the probabilities of every player and 
able to compute the probability of winning in each step. This 
ability does not suit to the nature of Bayesian Network. 
3.2 Minimax Algorithm 
Minimax algorithm is usually used to find the optimal move in 
game application, based on the opponent’s movement [6]. In Big2 
card game this approach can be exploited to predict the optimal 
movement of a player.  
Although Minimax algorithm is widely used by AI game 
developer, there are some drawbacks from Minimax algorithm 
with respect to Big2 card game. The first weakness is that 
Minimax Algorithm is not able to predict the opponent’s cards 
based on the movement he played. The capability that it has is 
predicting the combination of cards by assuming that every player 
has the same probability to have certain card. The computation to 
produce probability does not include heuristic or observation of a 
player’s strategy. 
The second drawback of Minimax algorithm is that it needs a very 
large search space [6]. For Big2 card game, card combination of 
13 cards is more than 40 possibilities. The nature of the game that 
is partially observed makes it more difficult to model it using 
Minimax algorithm only. Since each player does not know other 
players’ card, it has to model all the possibilities which affect the 
search pace. In the worst case, the search tree has 193 in depth 
and each node has two children nodes in average. In this case, we 
have to model a search tree which has 1,2554*1058
The third drawback of Minimax algorithm is that it assume each 
player has the same information and belief [4]. This assumption 
cannot be true since each player can have different information or 
belief. Minimax algorithm also assumes that each player has the 
capability of playing the optimal movement, which is also, cannot 
always be true. Each player has different background and 
capabilities in playing Big2. Human player is usually gambling 
and having the best result or the worst result. In Minimax 
algorithm, each player is assumed to choose the safest move and 
have in the middle result. 
 nodes. 
3.3 Rule Based System 
Rule Based System can be exploited to model Big2 card game, by 
representing the knowledge of Big2 expert in rule based. The 
expert system is used to predict opponent’s card by imitating the 
way an expert predict other players’ cards. With this approach, the 
first capability of Big2 card game can be implemented in Rule 
Based System. 
The drawback of this system is that it will not be able to reason in 
partially observed environment [5]. There are certain cases where 
the reasoning conducted in Rule Based System can yield wrong 
conclusion, when the knowledge is not carefully modeled. For 
that reason, the design of knowledge representation of Big2 card 
game in Rule Based System is more difficult and requires more 
resources compare to Bayesian Network. 
Another drawback of Rule Based System is similar to the 
disadvantage of Bayesian Network. Rule Based System is not able 
to choose the optimal move based on the prediction of opponents’ 
cards. The large number of possibilities enforce it to have large 
number of rules to be stored in the knowledge base [5].  
3.4 Comparison 
Based on the characteristics of each approach discusses in 
previous section, this section provides summary of the 
comparison between the three approaches. 
From Table 1, the conclusion is that we can not exploit just one 
approach to implement Big2 card game with capabilities 
explained in the previous section. In this situation, we can 
implement two out of the three approaches. The possibilities are 
combination of Bayesian Network + Minimax algorithm, and 
Rule Based Sysem + Minimax algorithm. 
In this paper, Bayesian Network + Minimax algorithm is choosen 
since Rule Based System requires an expert of Big2 card game to 
build the system. The expert is difficult to find, and without the 
expert we will not be able to verify and validate the knowledge 
base. Although Minimax algorithm is the only approach that has 
ability to choose the optimal move, there are some drawback of 
Minimax algorithm that has to be addressed. In the next section, 
the solution and the implementation of the choosen approaches 
are discussed. 
Table 1. Comparison of the three approaches 
Dimension Bayesian Network 
Minimax 
Algorithm 
 
Rule Based 
System 
Ability to 
predict 
opponents’ 
cards 
Yes No Yes 
Ability to 
choose the best 
move  
Not efficient Efficient Not efficient 
Easy to model 
the Big2 card 
game 
Clear and 
easy 
Clear and 
easy Difficult 
Processing time Fast, by exploiting Slow 
Fast, similar 
to Bayesian 
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  the causal 
relationship 
Network 
 
4. IMPLEMENTATION 
The combination of Bayesian Network and Minimax algorithm 
needs to be arranged. The arrangements are as follows: 
1. Specification of Bayesian Network 
This approach is used to predict the opponent’s card based on the 
movement he has made. The prediction includes: 
- Possibility that the opponent has the packet format; 
- Possibility that the opponent has the pair format; 
- Possibility of the smallest pair value the opponent has; 
- Possibility of the smallest single value the opponent; and 
- Possibility that the opponent will have another pass after the 
last pass he made, for the same combination card format with 
the smaller value. 
2. Specification of Minimax algorithm 
The specification of Minimax algorithm is as follows: 
- The algorithm is used to choose the best movement based on 
the card a player has, and the prediction of opponents’ card. 
- The algorithm uses the Bayesian Network output and 
calculate based on the probability of each card format 
combination. 
In Big2 card game, usually a player is not able to predict the exact 
value of the opponents’ card. A player can only predict that the 
opponent has bigger or smaller value compare to his card. For that 
reason, modeling in Bayesian Network needs certain card 
classification. Every format combination of cards is categorized 
into three values, which are control, moderate, and straggler. 
Control is a card combination which usually has a big value and 
has the possibility to make other players pass in their turn. 
Moderate is a card combination which usually has the medium 
value. Straggler is a card combination which has a small value 
and can be defeated by other players. 
The categorization for each card format combination is as follows. 
1. Single 
- Control: card 2 for every suit 
- Moderate: card Queen, King, and Ace for every suit 
- Straggler: other cards except the cards in previous 
categories 
2. Pair 
- Control: pair cards with value Ace and 2 
- Moderate: pair cards with value Jack, Queen, and King 
- Straggler: other cards except the cards in previous 
categories 
3. Packet  
- Control: combination of straight flush, four of a kind, and 
full house which is started by Jack as the threes 
- Moderate: combination of full house which is started by 3 
as the threes. 
- Straggler: combination of straight and flush 
4.1 Bayesian Network Implementation 
Based on the specification in previous section, the Bayesian 
Network is modeled. The structure can be built using either from 
observation, logic, and experiences; or learning from data. This 
research uses the first approach, since [6]: 
1. Human usually provides a better Bayesian Network structure 
compare to computer. Computer usually better in calculating 
the joint probability distribution.  
2. Structure obtained from machine learning usually not 
effective and hard to understand. 
There are two types of variables (nodes in Bayesian Network), 
which are: observed variables and hidden variables. Observed 
variables are variables that can be perceived by the intelligent 
agent in this application. This type of variables is represented by 
single line circle. The hidden variables are variables that cannot 
be perceived by the intelligent agent. This type of variables is 
represented by double lines circle. The hidden variables are 
variables that will be predicted by the application. 
There are several Bayesian Networks for Big2 problem modeling. 
The explanation in this section is only for pass condition. The 
evidences when a player is pass: 
1. “Tidak bisa jalan”: evidence where the player does not have 
card combination with correct format to play, and the value is 
true or false. 
2. “Nilai kartu”: evidence which shows the value of existing 
cards, the value is control, moderate, or straggler. 
3. “Jumlah kartu sendiri”: the number of cards the player has, the 
value is many, moderate, or few. 
4. “Nilai kartu sudah paling tinggi”: an evidence where the cards 
played has the highest value which is impossible to compete, 
the value is true or false. 
5. “Simpan kartu”: evidence where the player has the card 
combination to play, but the player choose not to play; the 
value is true or false. 
6. “Posisi terakhir”: evidence where the player who plays at the 
moment is right before the agent turn; the value is true or 
false. 
7. “Jumlah kartu lawan”: smallest number of opponent’s card, 
the value is many, moderate, or few. 
8. “Digunakan untuk format lain”: evidence where the player use 
the existing card for other combination, the value is true or 
false. 
9. “Control format ini”: evidence where the player has the 
control value for the format played, the value is true or false. 
Figure 1 depicts the structure for pass condition. The explanation 
of structure in Figure 1 is as follows. The possibility that a player 
cannot defeat the current card combination is based on the value 
of the current card combination, the number of cards he has left, 
and whether the current card combination has the highest value. 
The possibility that a player keeps a card combination that he can 
play is based on possibility that he does not have higher value, the 
position of the last player moved, the minimum number of 
opponents’ card. There are two reasons why a player wants to 
keep certain card combination; the card could be played as control 
combination, or the card could be played for other combination. 
 
Figure 1. Bayesian network for pass condition 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
98
  An example of inference process from the structure in Figure 1 is 
as follows. A player passes his turn, when a current card 
combination is struggler, he still has many cards in his hand, and 
the value of the current combination card is not the highest value, 
then the probability of “Tidak bisa jalan” decreases. From that 
evidence, the position of the last player is just before the agent, 
and the opponents have many cards, then the probability “Simpan 
kartu” increases. This evidence also affect the probability of 
“Control format ini” and “Simpan untuk format lain”, which will 
increase as well. The illustration of this inference process is 
depicted in Figure 2.  
 
Figure 2. Probability dynamics in pass condition 
Since Bayesian Network consists of structure and numerical value 
(joint probability distribution for every node), the conditional 
probability table (CPT) for the structure in Figure 1 must be 
completed. A node which does not have parents has the CPT 
when the value is true, while CPT of a child node has the value 
when it is true for all combination of its parents’ value. Only 
nodes with double line that have CPT. Since the nodes with 
double lines is hidden from agent’s sensor, the CPT of this nodes 
must be available. The CPT number of these double lines nodes is 
the input for Minimax algorithm. The value of nodes with singular 
line can be observed by the agent, and for that reason we do not 
need to compute the CPT. 
The CPT for every node (ei) is computed using the formula: 
 
Table 2. CPT of “Tidak bisa jalan” for single type 
Card 
value 
Number of 
agent’s 
card 
 Current 
card has 
the 
highest 
value 
Num
ber 
of 
obser
vatio
n 
Frequenc
y that the 
player 
cannot 
move 
Va 
lue 
Control Many T 20 0 1 
Medium Many T 20 0 1 
Straggler Many T 20 0 1 
Control Medium T 20 0 1 
Medium Medium T 20 0 1 
Straggler Medium T 20 0 1 
Control Few T 20 0 1 
Medium Few T 20 0 1 
Straggler Few T 20 0 1 
Control Many F 20 14 0.70 
Medium Many F 20 8 0.40 
Straggler Many F 20 3 0.15 
Control Medium F 20 18 0.90 
Medium Medium F 20 10 0.50 
Straggler Medium F 20 1 0.05 
Control Few F 20 18 0.90 
Medium Few F 20 11 0.55 
Straggler Few F 20 1 0.05 
 
Table 3. CPT of “Tidak bisa jalan” for pair type 
Card 
value 
Number of 
agent’s 
card 
 Current 
card has 
the 
highest 
value 
Num
ber 
of 
obser
vatio
n 
Freq 
that 
player 
cannot 
move 
Va 
lue 
Control Many T 20 0 1 
Medium Many T 20 0 1 
Straggler Many T 20 0 1 
Control Medium T 20 0 1 
Medium Medium T 20 0 1 
Straggler Medium T 20 0 1 
Control Few T 20 0 1 
Medium Few T 20 0 1 
Straggler Few T 20 0 1 
Control Many F 20 18 0.90 
Medium Many F 20 12 0.60 
Straggler Many F 20 5 0.25 
Control Medium F 20 18 0.90 
Medium Medium F 20 10 0.50 
Straggler Medium F 20 5 0.25 
Control Few F 20 19 0.95 
Medium Few F 20 13 0.65 
Straggler Few F 20 7 0.35 
 
 
Observation of Big2 played by human players must be conducted. 
The CPT of Bayesian Network for pass condition is computed for 
nodes: “Tidak bisa jalan”, “Simpan kartu”, “Digunakan untuk 
format lain”, and “Control format ini”. For each node, we need 
three CPT for single type, pair type, and packet type. CPT for 
“Tidak bisa jalan” node for single type is depicted in Table 2, and 
for pair type is illustrated in Table 3. 
The CPT for nodes “Simpan kartu”, “Digunakan untuk format 
lain”, and “Control format ini” also computed in the same 
operation, through observation and get the probability. 
Other structures with its CPT for double lines nodes that have 
been modeled for Big2 card game are as follows: Bayesian 
Network to defeat other player’s card (Figure 3), Bayesian 
Network when an agent starts a new tick (Figure 4), and Dynamic 
Bayesian Network for pass condition (Figure 5). 
For every node that is modeled as double lines circle, the CPT is 
computed using the same principal and computation as depicted in 
Table 2 and Table 3. 
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Figure 3. Bayesian network to defeat other player’s card 
 
Figure 4. Bayesian network when an agent start a new tick 
 
 
Figure 5. Dynamic bayesian network for pass condition 
 
4.2 Minimax Algorithm Implementation 
The Minimax algorithm is used the probability resulted from 
Bayesian Network to choose the best move in order to win the 
game. The minimax algorithm used in this research is MaxN
1. The game three is limited until 9 depths. This level is enough 
to predict three steps ahead, and still has the reasonable search 
space.  
 for 
multiplayer game. As mentioned in the third section, Minimax 
algorithm has drawback in large search space. For that reason, the 
simplification of the search three is urgently required. 
Alpha-beta pruning is not feasible in this approach, since there is 
no value balancing in this game. The simplifications that is 
implemented in this approach are: 
2. The limitation is not useful if it is built in the beginning of the 
game, since the Bayesian Network can not provide enough 
information, and there are numbers of possibilities to be 
considered. For that reason, Minimax algorithm is used in the 
middle of the game. In the beginning of the game, the players 
exploit heuristic to choose the best move without Minimax 
algorithm. The heuristic implemented in this research is 
Greedy algorithm.  
3. When computation in Bayesian Network provides high 
probability for certain evidence, the Minimax algorithm 
expands only the branch that has the evidence. Other branch 
in search three will not affect much in choosing the optimal 
move, since the probability is very small. 
The problem arises when there is a missing value in Bayesian 
Network, and the value is needed by Minimax algorithm. The 
solution of this problem is by using ‘default’ value for the missing 
value in Bayesian Network. The default value is obtained from 
observation, that is carried out during the making of Bayesian 
Network structure and CPT value.  
The example of Minimax usage in Big2 card game is as follows. 
1. Player A has  
2. Player B has a card left. 
3. Player C has player C has 10 cards left, and information 
from Bayesian Network is that the probability that 
player C will pass again for bigger pair value than pair 
5 is 0.925 
4. Player D has 3 cards left and now is leading.  
Player D starts the tick with pair 7. Agent will produce search 
three with Minimax algorithm as depicted in Figure 6. 
The square represents agent’s (player A) movement, the diamond 
represents player B’s movement, the triangle represents player C’s 
movement, the circle represents player D’s movement. From the 
tree in Figure 6 player A will choose to play pair 10 because it is 
considered as the best move. 
The implementation of the application uses Java language of IDE 
NetBeans 6.0 in Microsoft Windows XP environment. There are 
four players shown in the application, player 1 is an agent using 
the proposed approach, player 2 using Greedy, player 3 using 
Greedy, and player 4 is a human player. The application board is 
depicted in Figure 6. 
 
Figure 7. Game tree in Big2 card game 
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Figure 8. Application board interface 
 
5. EVALUATION 
Evaluation is conducted to figure out the performance of the 
selected approach, which is Bayesian Network + Minimax 
algorithm (BNM) for Big2 card game. The evaluation consists of 
4 games, each game has a player that implements BNM, two 
players that implements Greedy, and a human player who has 2 
until 6 years experience in playing Big2. 
The frequency of a player winning, in second place, third place, or 
fourth place is illustrated in Table 4. The point in each round 
collected by each player is depicted in Table 5. 
In each round, the winner received 4 points, the second place 
received 3 points, the third place received 2 points, and the last 
place received 1 point. In average, probability of each player’s 
point is 2,5. Since this evaluation is conducted in 40 rounds, the 
average point of each player is 100. BNM shows that it has 123 
point, 23% higher then the average, and it has highest winning 
frequency and points compare to greedy algorithm and human 
player. 
Table 4. Frequency of winning 
Ranking BMM Greedy1 Greedy2 Human 
1 3 0 0 1 
2 1 0 1 2 
3 0 1 2 1 
4 0 3 1 0 
 
Table 5. Statistics in each round 
Position BNM Greedy1 Greedy2 Human 
1 18 6 7 9 
2 11 11 8 10 
3 7 12 13 8 
4 4 11 12 13 
Total 
points 
123 92 90 95 
 
6. CONCLUDING REMARKS 
From the evaluation, Bayesian Network and Minimax algorithm 
have better performance compare to greedy algorithm and human 
player. This result increases the confidence that this approach is 
feasible to be implemented in card game, and as a benchmark 
approach in searching strategy. 
This is a preliminary research in applying Bayesian Network 
together with Minimax algorithm for card game. There are many 
things that could be carried out to improve the solution quality 
and performance, such as adding more variables in Bayesian 
Network model, changing card category based on the format of 
current card, and optimization of Minimax algorithm. 
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ABSTRACT 
Group Technology (GT) layout is a layout that combines 
advantages from product layout and process layout. Cell formation 
is the first step to apply it. In this research, Particle Swarm 
Optimization (PSO) algorithm is used for machine grouping, while 
degree of belongingness is used for grouping part families. The 
considered constraints are machine capacity, processing time, and 
demand of each part. Performance measure used as the objective 
function is generalized grouping efficacy. 
The model is implemented in 8 cases which have differences in 
number of machines, number of components, demand of each 
component, and processing times.  Each case is tested with several 
combinations number of parameter wmax (inertia weight 
maximum), c1 (self confidence), c2 (social confidence). 
The result shows that matrix size affect sensitivity model to 
parameter. Smaller matrix is not sensitive to PSO parameters. 
Larger matrix is sensitive to parameter c, where using large c 
results in difficulty to reach convergence but reach better global 
best faster than using small c. Parameters c1 = 1 and c2 = 2 show 
less iterations needed to reach global best. Based on the 
implementation, it can be shown that the model has better 
performance compared with Tabu Search and Genetic Algorithm.  
Keywords 
group technology, cell formation, PSO, meta-heuristic, layout 
1. INTRODUCTION 
Cell manufacturing is an application of group technology (GT) 
concept. It forms a cell which contains a group of machines to 
produce a group of components having relatively high similarity. 
Cell formation is done based on the information about the 
operations needed for each component. It may be represented in a 
binary matrix, where 1 means a component needs to be processed 
in a particular machine, while 0 is otherwise. 
The typical binary component-machine matrix assumes infinite 
capacity and abandones processing time, demand rate, and process 
sequence. It is actually possible that the load for a type of machine 
is too large to be done by a single machine of that type. The load is 
defined to be the capacity required by all components to be done on 
that type of machine. For a type of machine, it should be computed 
first how many machines of that type is needed. Suppose it is 
needed more than one machines for that type, those machines may 
be or may be not allocated to the same cells. 
The conventional cell formation algorithms such as Rank Order 
Clustering (ROC), Direct Clustering Algorithm (DCA), Cluster 
Identification Algorithm (CIA), Bond Energy Algorithm (BEA), 
do not consider machine capacity, processing time, and demand 
rate of each component. Thus, another cell formation algorithm is 
needed to accommodate those constraints. 
The conventional performance masures for cell formation such as 
grouping efficiency (η) and grouping efficacy (ﺡ) do not consider 
processing time. The measure that shows a more comprehensive 
performance of a cell formation is the Generalized Grouping 
Efficacy (ΓRgR) which considers processing time and demand rate of 
each component (Rogers and Shafer, 1995). 
This research develops a cell formation model considering machine 
capacity, processing time, and demand rate of each component, 
based on Particle Swarm Optimization (PSO). The previous 
researches of the same problem has been done by Tabu Search 
(Kelly, 2006) and Genetic Algorithm (Zolfaghari and Liang, 1998). 
2. RESEARCH OBJECTIVES 
The objectives of this research are: (1) Applying Particle Swarm 
Optimization (PSO) algorithm on cell formation considering the 
constraints of machine capacity, processing time, and each 
component’s demand rate; (2) Investigating the PSO parameters’ 
influence to the developed model’s performance; (3) Comparing 
the developed model’s performance with previous models based on 
Tabu Search and Genetic Algorithm. 
3. ASSUMPTIONS and LIMITATIONS 
The assumptions taken for this research are: (1) The processing 
time of each component has included loading, setup, run, and 
unloading time; (2) Duplicated machines are identical; (3) Demand 
rate’s change over time is insignificant; (4) The capacity required is 
average daily required capacity; (5) Increasing capacity is done 
only by adding machine(s). 
The problem limitations are: (1) Process routing is not considered; 
(2) Physical machines layout in a cell is not considered; (3) 
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  Transportation time is neglected; (4) The capacity needed to 
process each component does not exceed the machine’s capacity. 
4. GROUP TECHNOLOGY 
Group Technology (GT) is a concept that identifies and groups 
similar components into a family, such that the fabrication process 
of those families may become more efficient (Tompkins et al, 
1996). Cellular manufacturing is an application of GT concept. 
The basic idea is grouping machines into cell to process particular 
part families. The objective is such that the components processed 
in a cell spend most of the time inside its own cell and have 
minimal interactions with other cells, such that the production 
efficiency is increased. 
The key of a successful cellular manufacturing starts with the good 
cell formation. The absolute independence between cells is 
expected, but is relatively difficult to achieve in reality. When a 
component needs to be processed in cells other than where it 
actually belongs, it is called exceptional part and the machine 
processing it is called bottleneck machine. Such intercell 
movements results in the increase of work-in-process, material 
handling cost, and the decrease of production efficiency. 
Cell formation itself is a clustering problem, which is also a 
combinatorial problem. Meta-heuristics methods have been more 
and more used recently to solve such problems. 
5. PARTICLE SWARM OPTIMIZATION 
PSO is a meta-heuristic algorithm which is inspired by social 
psychology science. It was firstly introduced by Kennedy and 
Eberheart (Kennedy et al, 2001). The algorithm is based on social 
behavior of a flock of bird or a school of fish searching for food, in 
which they spread and finally converge to a point. The basic 
principles of PSO are (Kennedy et al, 2001): 
1. each particle has a particular position and velocity. 
2. each particle knows its position and its respective 
objective function value. 
3. each particle remembers its best position (personal best) 
and its respective objective function value. 
4. each particle knows the best position has been reached so 
far (global best) and its respective objective function 
value. 
5. each particle is able to follow its environment. 
6. in each iteration, the position change of each particle 
follows three patterns: exploring a new area, moving to 
the direction of its personal best, moving to the direction 
of global best. 
The steps of PSO algorithm are: 
A. Generating initial position and velocity 
The initial position and velocity for each particle are generated 
by the equations: 
ix0  = minx  + ( )minmax xxrand −         (Eq. 1) 
iv0  = 
( )
t
xxrandx
∆
−+ minmaxmin
   (Eq. 2) 
 
where: 
ix0   = position of particle i at iteration 0 
Xmin
X
 = minimum allowable position of any particle 
max
iv0
 = maximum allowable position of any particle 
  = velocity of particle i at iteration 0 
Δt  = period of time 
 
B. Updating velocity and position 
Velocity and position of each particle are updated 
continuously at each iteration by the equations: 
i
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 (Eq. 3) 
i
kx 1+ = tvx
i
k
i
k ∆+ +1  (Eq. 4) 
wk = β.wk-1 
 
 (Eq. 5) 
where: 
i
kv 1+  = velocity of particle i at iteration (k+1), or to reach 
position at iteration (i+1) 
i
kx   = position of particle i at iteration k 
wk
i
kp
  = Inertia weight at iteration k 
 = Personal best of particle i at iteration k 
i
kg  = Global best of particle i at iteration k 
β = decreasing factor 
c1
c
 = personal confidence rate (believes in itself) 
2 
r
= social confidence rate (believes in other particles) 
1, r2
 
 = random number between 0 and 1 
If a particle’s position falls outside the feasible region, then its 
position must be put back into the feasible region. There is a 
pulling back method introduced (Toyoda et al, 2006), in which: 
1. the particle is pulled back to the nearest point inside the feasible 
region 
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  2. the particle is pulled back to the nearest extreme point of the 
feasible region 
3. the particle is pulled back to the feasible solution and placed 
randomly inside it 
 
C. Decoding each particle and evaluating the respective objective 
function 
 
D. Stopping the search based on the stopping criterion, such as 
number of iterations or particle position’s convergence. 
6. DEVELOPING CELL FORMATION 
MODEL 
This section discusses the particle, its boundaries, and its 
performance measure. 
6.1 Particle Encoding 
The particle in PSO should be encoded uniquely and fully 
represents a solution uniquely as well. In this model, the particle is 
encoded using random key representation (Bean in Gen and Cheng, 
1997). The next example illustrates the particle encoding used in 
this model. 
Suppose there are 6 machines to be grouped into cells, so the 
particle contains 6 dimensions. Let there be a particle as follows: 
[ 1.34 1.35 2.56 2.47 3.45 3.12 ]  
The first digit of each dimension is taken as the keys: 
[ 1 1 2 2 3 3 ]  
The keys can further be translated this way. The machines 1 and 2 
are placed in cell 1, machines 3 and 4 in cell 2, machines 5 and 6 in 
cell 3. 
Such encoding, however, may result in same solution although the 
particles are different. The next table illustrates such problem. 
Table 1. Keys 
No Keys Cell 1 Cell 2 Cell 3 
1 [12321132] M1,M5,M6 M2,M4,M8 M3,M7 
2 [23132213] M3,M7 M1,M5,M6 M2,M4,M8 
3 [31213321] M2,M4,M8 M3,M7 M1,M5,M6 
 
To avoid the duplication, the keys are further evaluated. The key of 
machine 1 (regardless of its value) will be assigned to cell 1. If 
machine 2 has the same key with machine 1, it will go to the cell 1 
(which has been previously formed), otherwise it would form a new 
cell. The modified keys of the particles are shown in the next table. 
Table 2. Modified keys 
No Modified Keys Cell 1 Cell 2 Cell 3 
1 [12321132] M1,M5,M6 M2,M4,M8 M3,M7 
2 [12321132] M1,M5,M6 M2,M4,M8 M3,M7 
3 [12321132] M1,M5,M6 M2,M4,M8 M3,M7 
 
6.2 Solution Space Boundaries 
In this research, each particle jumping out from the feasible region 
is pulled back into the feasible region by the mirroring principle. 
The next example should make the principle clear. 
Let there be 5 machines to be grouped into cells. There is a particle 
at iteration k (k≠0) as follows: 
[1.6  2.8  11.5  6.8  3.4 ] 
Those 5 machines at most may be grouped into 5 cells, so the value 
of each dimension should be less than 5. Therefore it can be seen 
that 11.5 and 6.8 are outside the feasible region. The 6.8 value is 
too far 1.8 away from 5, thus it is mirrored back to become (5 – 
1.8) = 3.2. Thus, all values between 5 and 10 is mirrored. However, 
11.5 is pulled back to become (11.5 – 10) = 1.5, because it has 
started a new pair of mirrors, i.e. from 10 to 20. 
6.3 Required Machines Calculation and 
Component Assignment 
For each type of machines, the capacity required on that type for all 
components is calculated. If the result is larger than the capacity of 
a single machine of that type, it means that type of machine must 
be duplicated until the required capacity is fulfilled. Later, each 
duplicated machine is treated as independent machines. 
For duplicated machines, the component must be assigned to each 
machine. The assignment is done based on workload. Workload is 
obtained for each component, in which it is the multiplication of 
processing time and demand rate of each component. The 
assingment starts from the largest workload to one machine, then 
the second largest to the next machine, and so on. The purpose of 
such assignment is to achieve belongingness of a component to its 
cell as high as possible. Even if at the end there is an exceptional 
part, it is expected to be the component having small workload. 
6.4 Evaluating Exceptional Part on 
Duplicated Machines  
 Once the cells have been formed, exceptional parts may 
be detected. This step aims to eliminate exceptional parts (if exist) 
at duplicated machines through a re-assignment of workload as 
follows. For each exceptional part exists: 
1. Find the targeted cell of the exceptional part. The targeted cell 
is the cell in which the part has the highest degree of 
belongingness. 
2. In the targeted cell, find the type of machine needed by the part. 
All machines of that type are emptied from previous workload 
assignments. 
3. Sort all workloads from the largest, including the workload of 
the exceptional part. 
4. Assign the largest workload to the first machine. Next, assign 
the largest possible workload considering the remaining 
capacity of the first machine. If there are no more workloads 
able to be assigned to the first machine, go on to the second 
machine and repeat the assignment step from the largest, and so 
on. 
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  5. If at last there are workloads unable to be assigned, the 
corresponding parts must be exceptional parts. 
 
6.5 Performance Measure 
Generalized grouping efficacy is proposed to measure 
performance of a machine grouping (Zolfaghari and Liang, 2003): 
∑ ∑
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         (Eq 6) 
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 = total processing time outside cell, where 
and Ω∉Λ∉ ji r  
Mr
L
 = the number of machines in cell r 
j
t
 = demand rate of component j 
j
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Ω
 = maximum process time of component j 
r
Λ
 = components inside cell r 
r
6.6 Degree of Belongingness 
 = machines inside cell r 
To check how high a component’s belongingness to a particular 
cell, the degree of belongingness may be used. The component is 
assigned to the cell where it has the highest degree of 
belongingness. The degree Drj = 1 indicates component j is 
absolutely suitable to be inside cell r, while Drj = 0 indicates 
component j is absolutely unsuitable to be inside cell r. The 
formula: 
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Drj 
m
= degree of belongingness of component j to cell r 
rj 
h
= the number of types of machines in cell r required by 
component j 
rj 
M
= processing time of component j in cell r 
r
m
 = the number of machines in cell r 
j
H
 = total number of types of machines required by 
component j 
j
 
 = total processing time required by component j 
.  The right and left margins should be 1.9 cm (. 
7. CELL FORMATION ALGORITHM 
The complete algorithm follows the following steps: 
Step 1 : 
Determining the inputs: 
a. component-machine matrix consists of t jm
b. demand rate of component j, Lj 
, i.e. processing time 
of component j at machine m 
c. each machine’s available capacity per period 
Step 2 : 
Determining PSO parameters:  
a. number of particles, n 
b. maximum and minimum inertia weights, wmaks and w
c. particle’s confidence to itself, c
min 
d. particle’s confidence to other particles, c
1 
e. maximum interation, K
2 
Step 3 : 
maks 
Comparing machine’s available capacity and the workloads. For 
any type of machine, if the available capacity is not adequate, it 
must be duplicated until the workloads can be handled. If 
duplication is performed next go to Step 4, otherwise to Step 5. 
Step 4 : 
For duplicated machines, components are assigned based on the 
highest workload. The highest is assigned to the first machine, the 
second highest to the next, and so on alternatively. The component-
machine matrix must be revised, because now some machines have 
been duplicated and the components have been specifically 
assigned to each duplicated machine. 
Step 5 : 
Set K = 0 and i = 1 
Step 6 : 
Determine the upper bound and lower bound for particle’s position 
values. Generate the initial position and velocity of particle using 
Eq.1 and Eq.2, respectively. 
Step 7 : 
Decode particle’s position into modified keys, such that the number 
of cells and machine grouping are obtained. For the initial 
solutions, each cell must have at least a machine inside it. 
Step 8 : 
Allocate the components into the cells formed. Each component’s 
degree belongingness is computed with respect to each cell using 
Eq.7. A particular component is assigned to a particular cell in 
which it has the highest Drj. 
Step 9 : 
Evaluate exceptional part on duplicated machines. 
Step 10 : 
Compute the performance (generalized grouping efficacy) of 
current particle using Eq.6. At K=0, each particle’s performance 
automatically becomes its current personal best as well. 
Step 11 : 
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  Check whether i has reached number of maximum particle (n). If 
not, set i = i+1 and go back to Step 6. otherwise, go to Step 12. 
Step 12 : 
Find global best of all particles, i.e. the best generalized grouping 
efficacy has been reached by any particle so far. At K=0, the best 
personal best automatically becomes the global best as well. 
Step 13 : 
Change K into K + 1. 
Step 14 : 
Change i into 1. 
Step 15 : 
Update particle’s velocity using Eq.3 to move a particle from its 
previous position (use modified keys) to the current at this 
iteration. The new position is obtained by Eq.4. 
Step 16 : 
Decode the particle’s position into modified keys and obtain the 
machine grouping based on them. 
Step 17 : 
Allocate the components to the cells based on degree of 
belongingness. 
Step 18 : 
Evaluate the exceptional part on duplicated machines. 
Step 19 : 
Compute objective function value of the cell formed. Find the 
personal best of particle i by comparing the objective function 
value at iteration K and at iteration K-1. If larger, then the personal 
best is updated by the current objective function value, otherwise 
not. 
Step 20 : 
Check whether i has reached n. If not, update i into i+1, and go 
back to step 15. Otherwise, go to step 21. 
Step 21 : 
Among all personal bests at iteration K, find the largest value. If 
the current global best is less than that value, update the global best 
with that value. Otherwise global best remains. 
Step 22 : 
Evaluate all particles’ position. If all particles are at the same 
position, it is said to be at convergence and the algorithm stops. 
Otherwise, go to step 23. 
Step 23 : 
Check whether K is less than Kmaks
8. CASE IMPLEMENTATION 
. If yes, go back to step 13. If 
not, the algorithm stops. 
The developed algorithm is implemented to cases from previous 
researches (Kelly, 2006 and Zolfaghari and Liang, 2003) in order 
to compare the performances with other algorithms. 
8.1 Parameters 
The parameters used for implementation: 
• Kmaks
• w
( maximum iteration ) : 5000 
min
• w
 ( minimum inertia weight) : 0.1 
maks
• c
 (maximum inertia weight)    : 0.5, 0.9, 1.4 
1
• c
 ( particle confidence on itself )  : 0.5, 1, 2 
2
• n ( number of particles ) : 20 
 (particle confidence on other particles ) : 1, 2, 5 
Other determined values :  
• β = 0.875; based on [14]  
• [(Xmin – Xmax) / 2] for Vmin
• [(X
   
max – Xmin) / 2] for Vmax
• Convergence = 10 % of all particles have different 
positions.  
  
8.2 Case Description and Comparison 
There are 3 groups of case. Group 1 contains cases having 
relatively small matrix, the data is hypothetical. Group 2 contains 
cases from Kelly [5]. Group 3 contains cases from (Zolfaghari and 
Liang, 2003), which is also used by (Kelly, 2006). The grouping 
result of the model developed in this research is compared with 
cases in Group 2 and 3. 
Table 3. Case comparison 
No Component Machine Demand 
1a 10 8 Uniform 
1b 10 8 Various 
1c 10 8 Various 
2a 42 10 Uniform 
2b 42 10 Various 
3a 43 22 Various 
3b 40 24 Various 
3c 40 24 Various 
 
8.3 Implementation Result and Comparison 
It can be generalized that the best combination to obtain better 
global best is c1 = 2 and c2 = 5. The best combination for average 
iterations to obtain global best is c1 = 1 dan c2 = 2. The best value 
for w to obtain global best is 1.4. The performance, in terms of Γg
Table 4. Comparison of Γ
, 
of different models are also compared for cases in Group 2 and 3 
as follows. 
g
No 
 for Group 2 
PSO 
(average) 
PSO 
(std deviation) TS 
2a 0.641 0.008 0.491 
2b 0.677 0.021 0.556 
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  Table 5. Comparison of Γg
No 
 for Group 2 
PSO 
(average) 
PSO 
(std deviation) TS GA 
3a 0.549 0.011 0.408 0.397 
3b 0.633 0.005 0.619 0.532 
3c 0.559 0.020 0.562 0.464 
 
All material on each page should fit within a rectangle of 18 x 23.5 
cm (7" x 9.25"), centered on the page, beginning 2.54 cm (1") from 
the top of the page and ending with 2.54 cm (1") from the bottom.  
The right and left margins should be 1.9 cm (. 
9. CONCLUSIONS 
The conclusions of this research are: 
1. The PSO-based algorithm for cell formation developed in this 
research is as shown on Section 7. 
2. The influence of parameters to model performance varies by 
cases: 
a. in Group 1, c and w do not influence global best, but c 
influences the number of iterations to reach global best. 
b. in Group 2, w generally does not influence global best and 
iterations to reach it, while c does. 
c. in Group 3, w does not influence global best, while c 
generally influences global best and iterations to reach it. 
d. larger c1 and c2
e. there is no influence of interaction between w and c. 
 reach better global best but are difficult to 
reach convergence. 
3. The comparison with previous researches: 
a. in Group 2, the developed model’s performance is better 
than TS-based model of (Kelly, 2006), because Kelly did 
not evaluate exceptional parts in duplicated machines and 
the number of cells are fixed. 
b. in Group 3, the developed model’s performance is better than 
GA-based model of (Zolfaghari and Liang, 2003) and 
generally better than Kelly’s as well. 
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ABSTRACT 
Data Structure is one of the core subjects in most Information 
Technology Faculty which considered as a hard subject that many 
students failed to understand the content of this subject. Through 
some analysis, found out that this problem caused by the lack of 
student motivation towards this subject, the lack of ability in 
picturing the process behind this subject, and the failure to 
comprehend the topic about list which heavily related to many 
other topics. List topic apparently is a crucial elementary topic in 
data structure, in which the failure of understanding in this topic 
would make it impossible to understand the other subsequent 
topics.  In this paper, we offer an alternative way to presenting the 
topic about list in data structure using multimedia technology.  
Keywords 
List, Data Structure, Computer Aided Learning 
1. INTRODUCTION 
Data Structure is one of the subjects which most Information 
Technology Faculty adapted in their core curriculum. In data 
structure, students learn on how to organize data, save and 
manipulate them. Data structure would be the basic knowledge and 
prerequisite for many other advance subjects in Information 
Technology.  
As much as the important role of Data Structure as a core 
competency needed for any Information Technology scholar, this 
subject is apparently not easy to be delivered. The number of failed 
students of this subject in one university is nearly one third of all 
members of the class. These issues should be taken seriously since 
the lack of competencies in Data Structure subject would resulting 
in the lack of competencies in any other subjects related. 
Among many topics covered in Data Structure, topic about List 
stood up as the fundamental topic which applied and elaborated in 
many other topics. Having said that, some investigation also shows 
that student who failed on the topic of List would also failed on 
other topics.  
Based on those facts, this research is conducted to offer a better 
way to deliver the topic about List in Data Structure subject. From 
some study, the authors found that multimedia technology is a very 
powerful tool that can be used to create a clearer and more concise 
presentation. Thus, multimedia technology would be adapted in this 
research. However the scope of this research would only limited to 
the implementation phase only, since the result of this research was 
not yet applied to the students of Data Structure subject.  
2. LIST  
Nyhoff and Leestma (1992) identify list as a limited series of 
elements in data structure. List actually has been used in our every 
day life, for example people use shopping list to write down items 
needed to be bought, in the dentist waiting room, the nurse hold a 
list of the names in which she should call in sequence, a secretary 
has a list of activities should be done by her boss in sequence 
today, etc. Each list has some fundamental operations relevant with 
it, they are listed as follows: 
1. Create an empty list 
2. Check if a list is empty 
3. Traverse the elements of some parts of the list 
4. Insert new element to the list 
5. Delete elements from a list 
6. Check whether a list is full 
 
Since list is described as a sequence of elements, therefore there is 
an order of elements being placed on the list. There would be the 
first element, second element, and so on up to the last one. This 
ordering should be reflected on the implementation of the list.  
The easiest way to create a list with an implicit ordering rule is by 
using an array which by default has its own ordering method.  
Order 1 2 3 4 5 6 7 
Data a a b A z   
 
 
However easiness in creation is not a guarantee for the easiness in 
maintenance. To insert and delete an element to a list with implicit 
ordering rule required shifting of many other elements associated. 
For instance, if one need to delete the second element of the above 
list example, then the third element should shifted to the second 
place, the fourth to the third place, and the fifth to the fourth place, 
then the result would be something like this. 
Order 1 2 3 4 5 6 7 
Data a b a Z    
 
 
With the same manner, inserting a new element to the second place 
required shifting of the fourth element to the fifth place, the third to 
Figure 1. Implicit order of a list. 
 
 
 
 
Figure 2. List after deleting the second element 
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  the fourth place, and the second to the third place, before the new 
element injected to the second place. Maintaining a list in this way 
would be inefficient both in time and resource allocation.  
To address the problem arise with implicitly ordering list, there is 
another alternative way to explicitly show the order of a list. This 
kind of method known as linked list. Each part of a linked list 
consists of the data and the address of the next element. Thus, if 
one has located the address of the first element, he would be able to 
determine every other element consecutively through the end. A 
representation of a linked list is shown on the next figure. 
 
 
 
Linked list data structure can be implemented using array or 
pointer. In both case, a class should be prepared to save data and 
the next address.  
3. COMPUTER AIDED LEARNING 
As been predicted by Baldwin and Down in Education Technology 
for Engineering (1981), the cost of technology in education process 
now has been too little to be ever put into consideration. Thus, the 
issue right now is not whether an educational technology is 
affordable, but it is how to exploit it in an appropriate manner.  
The term Computer Aided Learning, or CAL in short, by itself 
covers both the educational parts in which the teacher set up and 
organize some teaching materials, and the technological parts in 
which a software and a computer used to aid the whole learning 
process. CAL typically aimed for some ambitions such as to cut 
down costs (by efficiently decrease the investments for other 
teaching materials and teacher working hours), to enhance the 
learning experience by closing gaps between theory and practice, 
and to serve the broaden coverage area. 
Reddi in Educational Multimedia, A Handbook for Teacher-
Developers (2003), describe multimedia in our world today as a 
compilation of text, graphic art, sound, animation and video 
elements. Whereas an interactive multimedia is a multimedia 
project which allow the alteration of presentation by the end user, 
in other words, the end user are able to change ‘what’ to be 
presented, ‘when’ is the time to presented, and ‘how’ is the 
presentation. 
The popularity of games development nowadays can be used as an 
indication on how multimedia presentation would be accepted in 
education world. Multimedia technology offer richer and clearer 
presentation, moreover the presentation looks better and could gain 
more interest from the students.  
Having said that, multimedia technology offer a better way to 
simulate process which hard to be presented in traditional way via 
speech and text only. This simulation would give a better 
explanation and let it stay longer in the memory. 
4. ANALYSIS OF THE PROBLEM 
Towards the low percentage of the number of students who fully 
accomplished the data structure subjects, a study has been made to 
find out the root problems behind those results. The examination 
has been conducted through a survey to some previous students. 
Some conclusion regarding the root cause of the problems has been 
drawn after the completion of the survey, those conclusions were: 
1. Students don’t have enough motivation towards the subject. 
This problem arises because this subject has been gained its 
reputation as one of the killer subject. Previous alumni used 
to address this subject as hard and difficult. This kind of 
addressing would inevitably lower the motivation of the 
student even before they ever have a touch of the subject 
itself. And this assumption is aggravated once they step in to 
the class and learn some early topics of this subject (one of 
them was the topic about List). 
2. Student’s background knowledge makes him/her incapable to 
picture the process behind some topics. Thus they hardly 
understand the explanation about the process.  
3. Some topics are considered prerequisite for other topics. 
Therefore the failure to handle one topic can devastate the 
chance to understand another topic. One topic related to this 
matter is List.   
5. DESIGN AND IMPLEMENTATION 
Based on investigation on the recent learning activities as stated 
above, a design for new presentation of “List” has been proposed. 
In addressing the lack of motivation problems, this presentation 
should be interesting enough and promote the clear concise 
explanation regarding the topic. Considering the difficulty of the 
student to picture the background process of the topic, this 
presentation should provide a step by step simulation of the 
process.  
The presentation of the List topic is started by the general 
explanation of list. After a brief introduction with the list, then the 
student would be conducted through two different paths one at a 
time. The first part is the presentation of the sequential storage for 
the implicit presentation of list order. The next part is created as an 
explanation for the linked list as an alternative way to construct a 
list. The linked list part is separated again into two sections, which 
are the usage of array for linked list and the usage of pointer for 
linked list.  
 
a • z • w • list 
data next 
 
data next data next 
Figure 3. Linked list representation 
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Figure 4. Introduction of List 
On the introduction of list, the explanation is supported by some 
animation and example to describe it more clearly. The 
implementation of list definition and example is shown in Figure 4 
above (the explanation is conducted in Bahasa Indonesia). 
The implementation of sequential storage then follows the 
introduction of lists. The presentation can be started with 
illustration of the list implementation by implicit usage of ordering 
method. The example of the data put inside the storage is picture 
by some coins which would be delivered to the sequential storage, 
as shown in figure 5. 
 
 
The implementation of the sequential storage is covering the whole 
operations that should be provided for the list. Each operation 
would be explained by the means of process simulation and step by 
step debugging of the algorithm at the same time. Thus student can 
see the effect of every command line of the algorithm. The active 
command line is recognized by the used of red color for the line 
(figure 6). 
 
 
 
The next section of the presentation is the linked list section. This 
part is divided into two parts. The first one is to explain the array 
based implementation of linked list. As the section previously, this 
part is also equipped with step by step execution of each line 
command and the simulation of the process behind it (figure 7). 
 
 
 
Implementation of pointer based linked list would be explained 
using a locomotive and wagons illustration and animation. Using 
this illustration student should be able to grab the understanding on 
how every element connected to each other and can be traverse 
starting from the locomotive as the head (figure 8). 
Figure 5. Illustration of sequential storage 
 
 
 
 
Figure 6. Insert process in sequential storage 
 
 
 
 
Figure 7. Traverse process in array based linked list 
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Just like the other implementation of list operations, this part 
would also provide a simulation as an addition to step into 
command line method, as shown in figure 9 below.  
 
 
Figure 9. Delete element in pointer based linked list 
6. CONCLUSION 
Creating a computer aided learning for topic about list in data 
structure is a challenging project. The previous study has shown 
some obstacles which made the learning process of this subject 
harder. However, this barrier apparently can be overcome by the 
means of multimedia technology. Multimedia technology has 
proven itself to be adequate to bring the learning experience to the 
higher level in which the student has the chance to gain a better 
understanding through a better simulation and representation of the 
instruction material. And it offer a more interesting way of learning 
as well. 
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ABSTRACT 
This paper presents an alternative hardware solution to be 
implemented on low cost microcontroller for mobile robot 
navigation. A  RAM based weightless neural network (WNN) 
was considered as the heart of the controller caused by the 
advantage of its ease and simplicity implementation in cheaper 
hardware. The structure of the WNN was well appropriate to 
realize the experiment for intelligent mobile robots. The 
hardware implementation gives massive parallelism of neural 
networks and good recognition and low cost modification.  
 
Keywords  
Weightless neural network, environmental recognition, random 
access memory, intelligent mobile robot 
1. INTRODUCTION 
Mobile robots must recognize their environment in order to 
perform their tasks on the dynamic world.  The recognition 
problem must be addressed to have robust performance because 
it cannot be ignored or avoided.  Sensors are the only mean to 
identify the state of the environment.  The problem of identifying 
the environmental state from sensor readings is often hard.  
Sensors usually have large amounts of noise in the readings they 
produce.  Individual sensor readings are usually uninformative. 
Autonomously recognizing in intelligent mobile robot is a 
prominent example of difficult realistic problems, and has long 
attracted the application of a wide range of powerful 
classification methods [18]. It is a very difficult problem needing 
a lot of computational power, and giving not so much accurate 
results in terms of robot pose estimation [19][20]. 
Mainstream artificial neural network (ANN) models are based on 
weighted-sum-and-threshold artificial neurons, as the pioneering 
Threshold Logic Unit, of McCullogh and Pitts [10]. The 
biological analogy behind this model lies on the mapping of the 
synaptic strength between the output produced and transmitted by 
the neuron’s axon and the input of a post-synaptic neuron, into 
pseudo-continuous numerical weights [11]. Nevertheless 
generalizations of artificial weighted-sum-and-threshold neurons, 
such as Sigma-Pi units, do exist, this means that the dendritic 
tree, the mostly noticeable morphological structure of the neuron 
cell, is not being taken into account in mainstream ANN 
paradigms [11]. 
Weightless neural networks (WNNs) are based on networks of 
Random Access Memory (RAM) nodes. WNNs are a variant of 
artificial neural networks that are trained to recognize a pattern 
based on lookup tables that store neuronal functions. They do not 
have multiplicative weights between nodes, hence the name [6]. 
The use of RAM nodes in pattern recognition problems is dating 
50 years by the work of Bledsoe and Browning [1]. These 
networks are typically used in pattern recognition applications 
because of their small size and computational requirements [4]-
[5]. Some years later, Aleksander introduced Stored Logic 
Adaptive Microcircuit (SLAM) and n-tuple RAM nodes as basic 
components for an adaptive learning network [12]. With the 
availability of integrated circuit memories in the late 70s, the 
WiSARD (Wilkes, Stonham and Aleksander Recognition 
Device) was the first artificial neural network machine to be 
patented and produced commercially [13][14]. Other WNN 
models followed, such as PLNs [15], GSNs [16] and GRAMs 
[17].  
Many researcher using this technique in mobile robot application 
indicates this technique maybe successful such as, 
[2],[3],[7],[8],[9],[20]. This paper demonstrates the potential 
technique of WNN in embedded mobile robot for recognizing 
and classifies the environment. In the paragraphs that follow, the 
WNN structure and application in mobile robot will be presented. 
Results of experiments that measure classification of 
environment will also be given. 
2. WEIGHTLESS NEURAL NETWORK 
2.1 Definition 
The main component of the WNN is the ensemble of class 
discriminator (Figure 1). A discriminator consists of a series of 
address spaces similar to Random Access Memory (RAM) 
components that are attached to each of the n-tuples, where the 
value of the n-tuple is employed as the address of the RAM 
location, being incremented when the network is trained.  The 
neuron inputs are connected in a random sequence to the feature 
vector, each neuron is a binary pattern recognition device. Each 
discriminator consists of M RAM-like neurons (weightless 
neurons) with n address lines, 2n
For an input vector of size K, the number of necessary neurons J 
of connectivity N that should be used to cover all inputs of the 
input vector should satisfy: J × N > K. This neuron group is 
called a discriminator and its response is produced by 
connecting an adder that sums the neuron outputs, counting the 
number of active neurons (neurons outputting “1”) in the group 
[6]. This response vector can be regarded as a feature vector that 
measures the similarity of an input pattern to all classes. In the 
WNN, a Winner-Takes-All-Block can be attached to the adder 
outputs to choose the discriminator containing the greater 
number of active neurons, pointing to the winning classes. Each 
pattern will produce a feature vector that describes its similarity 
to all classes. 
 storage locations (sites) and 1-
bit word length. Each RAM randomly samples n bit of the input 
pattern. Each pattern must be sampled by at least one RAM. 
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Figure 1. RAM Discriminator 
2.2 Neuron Architecture 
To implement the WNNs, the 8 bit data for each sensor was used. 
The WNNs have neuron structure as shows in Figure 2. The 
neurons are connected in groups (discriminators) that correspond 
to one of the possible classes of commands the neural network 
can choose.  The groups are connected to an output adder (o1, o2, 
…,on) that counts the number of active neurons in the group.  For 
each class of input patterns one discriminator is needed, which is 
trained solely on the input data of its own class. 
The different between two binary patterns is the number of bit 
positions in which they differ and this gives us a rough idea of 
how similar the two patterns are the measure of similarity to 
correlate the inputs to the neuron and a stored value.  Winner take 
all decision is chose the active neuron. 
 
 
Figure 2. Architecture of neurons 
The input address vector is presented to the network. The desired 
output of every cell in is the same as the desired output. If the 
desired output at the input layer is 1, the addressed location is 
incremented by one. If the desired output is 0, the location is 
decremented by one. The learning algorithm then involves 
calculating the address vectors for the next layer, moving towards 
the output 
During the recalling phase, again, the content of each addressed 
location, starting from the input layer, is interpreted as U 
(undefined), 0, or 1 as the counter value is zero, negative, or 
positive respectively. During recall, we can clearly see that the 
output of each cell might propagate forward an undefined output. 
In the output cell, we determine, for each U location addressed, 
the nearest address up to a Hamming distance measure of d to a 
defined location’s address (either 0 or 1). We continue to run 
through the training set in this way until all U’s are replaced by 
1’s or 0’s in the output layer. The size of d should be less than 
half the cell size. We have found that the overall classification 
result improves significantly. 
3. ENVIRONMENTAL RECOGNITION  
We considered the common target that there exist in real 
environment of mobile robot applications such as plane, edge, 
corner with angle 90 degree, acute corner with angle 60 degree. 
Length of plane is about 45 cm and other objects are of similar 
size. These objects at four distances: 10, 20, 30, 40 cm. Also 
angle between the head of mobile robot and these objects is 
assumed to be -30, -20, -10, 0, 10, 20, 30 degree. Fig. 2, show the 
environmental classification at these nine classes environment.  
The WNNs is designed to identify the current environment by 
recognizing typical patterns. To implement the network, 8 bit 
data from eight ultrasonic sensors is used to determine the 
direction of the obstacle. The combination of them appearance in 
the seven directions makes up different input pattern such as, 
front, right front, left front, right front side, right back side left 
front side and left back side. The winner-takes-all decision 
chooses that has more active neurons and encodes it. 
 
(a) U-Shape (b) Left Wall (c) Right Wall
(e) Wide Corridor(d) Open Space (f) Right Corner
(g) Narrow Corridor (h) Left Corner (i) Isolated Obstacle
 
Figure 3. Environmental pattern 
The patterns with a single far, medium, or near obstacle to train 
the neural network is used in this research. At a time the obstacle 
is placed in different directions and in difference distance. The 
WNNs then is taught that the obstacle at left side, right side or 
forward. Using this technique, the value distinguishing distance 
an obstacle has to be obtained first. In this experiment, the 
variable sensors are single byte that holds the sensor readings. In 
the evaluation phase, the WNNs by generating all the possible 
input combination. The number of possible combination is 2 8 = 
256 combination. Then, each output for all input possibilities was 
written to a lookup table, representing the neuron combination. 
The calculation of this value is based on the distance from an 
obstacle to the robot, Using on this calculation, the threshold 
values for distance of the robot are 00011110 (30 cm) indicates 
the obstacle is far, 00010100(20 cm) the obstacle is medium, and 
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  00001010 (10 cm) the obstacle is near and 01001011 (75 cm) no 
obstacle is detected. 
4. EXPERIMENTAL RESULT 
The designed WNN was evaluated in several experiments 
involeved with mobile robots navigation task. A 2.0 m x 5.0 m 
area containing walls corridor was created as mobile robots 
working domain.  A 112 bits WNN architecture was chosen with 
7 classes, 2 neurons per class and 8 bits per neuron. Seven classes 
indicate seven direction of the obstacle in the environment. The 
binary pattern or combination of 1 and 0s in the 168 bits WNN 
architecture defines the pattern of environment.  The contents of 
the neuron were initially either randomized or set to zeros and the 
effects of the training on such WNN were observed and the 
environmental recognition effects on training were investigated. 
     Table. 1 Critical class of environmental recognition 
Actual  
Place 
Distance 
(cm) 
Refe- 
Rence  
(hex) 
Result 
(hex) 
Convex 
(90 o ) 
20 12h 12h 
30 0bh 0bh 
40 05h 0dh 
Concave 
(270 o ) 
10 06h 00h 
20 0eh 00h 
30 00h 00h 
Plane 
(180 o ) 
10 03h 07h 
20 0ch 0ch 
30 15h 15h 
40 1eh 1eh 
Left-
corner 
(180 o ) 
10 03h 07h 
20 0ch 0ch 
30 15h 15h 
40 1eh 1eh 
Right-
corner 
(180 o ) 
10 03h 07h 
20 0ch 0ch 
30 15h 15h 
40 1eh 1eh 
Corridor 
(0 o ) 
10 03h 07h 
20 0ch 0ch 
30 15h 15h 
40 1eh 1eh 
U-shape 
(180 o ) 
10 03h  
20 0ch  
30 15h  
40 1eh  
 
Experiment is conducted to demonstrate the ability of a mobile 
robot to react to various unknown environment. The result is 
based on the environment classification. Table 1 has shown using 
10 experiment data, WNNs approach has achieve 94 % 
classification. How ever the poorest result was if the robot closes 
the object, where the scanning sensory sector of the robot was 
quite high and some noise has still interfered in echo signal. 
The performance of WNNs also can be seen from the pattern 
rejected besides the success in recognizing patterns.  The better 
quality of WNNs determined, also by the greater of rejected 
patterns from the recognition. Experiments is conducted as much 
as 10 times and taken the average value of a recognizable pattern 
number of environmental patterns expressed in the input changed 
from 4, ,and 9 patterns, while the neurons are used changed from 
at least 3 neurons to 10 neurons.  Percentage of success for the 
rejected pattern can be seen in the Figure 4.  
 
Figure 4.  Pattern rejected for 4 patterns and 9 patterns of 
environment 
Greater number of neurons gives better environment pattern 
rejected, up to 99% and 100%.  But, the usage of more neurons 
will increase memory usage in detection process.  In the future 
work the number of optimal neuron will be investigated for better 
generalization without memory saturation.  
5. CONCLUSION 
We have demonstrated the potential technique of WNNs in 
embedded mobile robot for recognizing and classify the 
environment 
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ABSTRACT 
Timing analysis, namely worst-case execution time (WCET) 
analysis, is a focal research theme in real-time systems feasibility 
assessment. Despite its high importance, it exhibits high 
complexity of analysis as the software gets more complex. High 
complexity and unpredictability in timing analysis arise as the 
program code contains a lot of possible paths, which are dependent 
on the input values. With the single execution path paradigm, 
timing analysis can be made simpler. Throughout this paper, 
Bubble Sort and Selection Sort algorithms are presented, modified 
in single path approach, and tested. The if-statements are the 
targets of this modification. The experiment shows that it is 
possible to generate single path codes without having to modify the 
low level code and the results signify improvements on the 
temporal predictability.   
Keywords 
real-time system, algorithm, flow control, genetic algorithm, static 
timing analysis 
1. INTRODUCTION 
The current development of computer technology actually conceals   
the   complexity of  the  underlying  systems.  Complex 
systems, e.g. aircraft navigation system and robotic control system, 
actually consist of sophisticated management and handling of real-
time actions. As computers become increasingly more powerful, 
people try to create more complicated applications that need real-
time scheduling and executions.  
For handling this real-time issue, real-time systems emerge to help 
schedule the actions that needed to be accomplished at the right 
moments. Therefore, predicting and determining the execution 
times of each action are very important to make the correct 
scheduling that meets all deadlines. This holds, especially for hard 
real-time systems, which are not tolerant to exceeding deadlines. In 
this case, worst-case execution time (WCET) measurement plays 
an important role in timing analysis as it presents the worst 
possible execution time of a program code. 
Unfortunately, WCET analysis becomes more complicated as the 
program gets more complex. The execution times of the program 
vary greatly, which is due to a variety of techniques applied to 
make computer hardware run more efficiently and many possible 
paths existing in a program code.  
Therefore, the single path execution paradigm [7] can be applied to 
algorithms to reduce the fluctuation of execution times, which then 
will ease the complexity of WCET analysis. However, if the 
algorithm is modified into a single path algorithm, the execution 
time can be longer because it offers one path for all kinds of input 
combination, including simple combinations that would have taken 
less time to execute. Therefore, choosing the correct methods for 
applying the single path execution paradigm is important if we 
want to realize a feasible real-time system and, yet, analyzable. 
The experiment explained in this paper is intended to observe this 
single path paradigm. Two sorting algorithms, i.e. Bubble Sort and 
Selection Sort, are taken as objects of the experiment. They are 
modified into single path algorithms to be less data dependent and 
more temporally predictable.  
The following sections will discuss about this single path 
experiment in greater details. Section 2 is dedicated for discussing 
the basic concepts of timing analysis, automated testing, and single 
path paradigm in relation to the sorting algorithms. Section 3 
presents the experimental setup and results, along with the 
evaluation. Finally, section 4 completes the paper with summary 
and conclusions. 
2. TIMING ANALYSIS IN REAL TIME 
SYSTEMS 
2.1 Timing Analysis 
In real-time systems, timing analysis is most likely to be the central 
point of attention. It is usually performed both in static and 
dynamic timing analysis, and the main objective is to find the 
worst-case execution time (WCET). In real-time system software, 
WCET gives a prediction of the longest execution time. This is 
really important because this execution time prediction will assess 
the feasibility of the corresponding real-time system software [15]. 
2.2 Static Timing Analysis and Dynamic 
Timing Analysis 
WCET is usually conducted in two ways: static and dynamic timing 
analysis [12]. Static timing analysis is accomplished by analyzing 
the program code thoroughly, while dynamic timing analysis is 
carried out by running the compiled code. Normally, static timing 
analysis provides a boundary value for dynamic timing analysis the 
static analysis indicates an execution time that is usually longer 
than the one obtained by actually running the program.  
Static analysis gives a possibility to measure the execution time of 
a program, without having to run it on a specific platform [12]. The 
execution time is determined by reading the program, analyzing its 
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  parts, and taking into account different possible input combinations 
with respect to their different effects on the program execution 
paths. It becomes increasingly more difficult as the program gets 
bigger and more complex.  
On the other hand, dynamic timing analysis is a simple way of 
measuring program performance, i.e. run the program and measure 
the execution time. However, the results usually vary and, thus, it is 
difficult to justify the accuracy of the measurement. Moreover, it is 
really dependent on the platform, on which the program is running. 
Nonetheless, it gives an idea of the actual execution time of the 
running program on a certain platform. If the measurement is done 
carefully and the results are interpreted thoughtfully by taking all 
possible aspects into account, the aptness of the program for real-
time systems can be assessed properly.   
2.3 Genetic Algorithm in Automated Software 
Testing for Timing Analysis 
The difficulty in performing dynamic timing analysis lies on 
producing good test sets that are powerful enough to explore all 
possibilities of the program execution. Manual method is tedious 
and, thus, not preferred in attempting for an accurate result. To 
address this problem, one may consider applying automated 
software testing to ease the burden, e.g. random testing, 
evolutionary testing, etc. Aside from the random testing, which is 
more likely to be not  deterministic and inconclusive due to its 
indefinite behavior, evolutionary testing based on genetic algorithm 
can be a good choice for automating the testing procedure and, yet, 
coming up with accurate testing results [6].  
In general, evolutionary testing exploits the potential of genetic 
algorithm, which involves several important parameters to choose 
and a number of steps to carry out. Imitating the process of 
evolution that is believed to have been happening in the nature, a 
genetic algorithm performs evolution on a population of bit strings 
that are usually called chromosomes. The steps carried out on the 
chromosomes consist of initialization, selection, recombination, 
and mutation. When implementing genetic algorithm, one should 
pay attention to some important parameters that determine the 
success of this method: population size, number of generations, 
crossover rate for recombination, fitness function, and mutation 
rate. 
2.4 Single Execution Path to Ease Timing 
Analysis 
As the program code becomes more complex, WCET analysis also 
becomes more difficult. The complexity of WCET analysis comes 
from both software and hardware sides [3]. A lot of possible 
sequences of actions in a program and the execution times needed 
for each one of them contribute to the complexity from the software 
side. This condition is made even worse by the presence of 
advanced hardware features, e.g. branch prediction and cache 
memory. They can also give bizarre effects due to their indigenous 
dynamic behavior, unless if they are made static [4] [5].  
To simplify the complexity of WCET analysis, single execution 
path transformation [2] can be considered as a good solution. It 
removes the above mentioned problems of software sides as it 
makes the program execute only a single possibility of path; thus, it 
only has one possible execution time. However, the resulted 
program often becomes far less efficient than the original one if the 
transformation is done improperly. For most cases, the program 
execution time becomes longer because it always takes one 
sequence of actions, even for some simple cases that do not need 
certain actions in the sequence.  
The experiment explained in this paper is intended to introduce one 
way of transforming if-statements that absolutely generate more 
than one execution path. For this purpose, two simple sorting 
algorithms with if-statements, i.e. Bubble Sort and Selection Sort, 
are modified to get rid of multiple execution paths. Those if-
statements make the two algorithms still somewhat dependent on 
the input values. This condition summons problems, when proper 
timing analysis needs to be done.  
There is some research done on various sorting algorithms, in terms 
of their appropriateness for real-time applications [13] [14]. Those 
previous experiments show that the algorithms that are less 
dependent on input data perform more stably. In other words, they 
have more predictable execution time.  
Some analyses and observations are also carried out to formulate 
good methods on algorithm modifications towards more 
predictable execution times [1] [2] [7] [8]. In [1] [2] [7], the 
algorithms are modified by transforming conditional statements 
into predicated instructions, i.e. conditional move. However, this 
involved changing the lower level assembly code as there was no 
compiler that could generate such instructions. Nevertheless, those 
experiments yielded quite promising results on single path 
paradigm as it has succeeded in making execution times more 
predictable.  
The following sections explain an experiment on Bubble Sort and 
Selection Sort algorithms. It shows a possibility of transforming 
input dependent algorithms into temporally predictable codes 
without even having to crack the low level code. 
3. EXPERIMENTAL WORK 
3.1 Bubble Sort and Selection Sort Algorithms 
and Transformations 
As explained in Sect. 2.4., both Bubble Sort and Selection Sort 
algorithms have if-statements that reduce the predictability of the 
timing analysis. This experiment attempts to remove the time 
unpredictability caused by the if-statement, so the final goal is to 
remove the if-statements at all. To perform this experiment, both 
algorithms are modified twice. In the first modification, the if-
statements are changed into if-else-statements, so it can be 
assumed that one of the two existing paths (if-path or else-path) in 
the branching statements is always taken. In this case, only the if-
path contains really essential instructions; the else-path is made as 
a dummy path for those input elements that do not exercise the if-
path. By doing this, the program will always take the longest path 
for any combinations of input values.  
In the second modification, aside from what is usually done for 
single path transformation [1] [2] [7], which involves the use of 
conditional move instruction by changing the assembly code of the 
program, this experiment applies a different transformation on the 
if-statements. In sorting algorithms, an if-statement usually 
compares two elements to decide whether to swap them or keep 
them on their original positions. The condition for taking decisions 
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  yields a Boolean value in binary: 0 or 1. If this condition is taken 
out and transformed into a calculation for generating a swapping 
index of the two elements, the if-statement can surely be 
eliminated. Thus, the code transforms into a single path code. The 
following excerpts show the second modification of the two 
algorithms. The modified parts are printed in bold. 
 
Figure 1. Bubble Sort and Selection Sort algorithms 
Therefore, the algorithms are tested in three different ways of 
implementation. In this case, the three versions of Bubble Sort 
algorithms are ordinary Bubble Sort, if-else-statement modified 
Bubble Sort, and Bubble Sort without if-statement, whereas the 
Selection Sort also has those three versions. 
3.2 Experimental Setup 
The algorithms are implemented in C and compiled by the GNU 
GCC compiler without allowing any optimizations to take place. 
The genetic algorithm is implemented according to the methods and 
genetic algorithm discussed in [6] and [9]. This genetic algorithm is 
performed in 200 generations with a population size of 50, 
crossover rate of 0.5 and mutation rate of 0.1. The intention is to 
produce test sets to feed the sorting algorithms, i.e. three versions 
of Bubble Sort and three versions of Selection Sort.  
The programs are executed under RTAI-Knoppix Linux 
environment on an Intel Core Duo machine running at 1.86 GHz. 
The RTAI used is from version 3.4 [10] [11] running on a Linux 
Kernel of version 2.6.17.11. In the program code, a subprogram is 
added to execute the program in a hard real-time environment on 
the kernel space to give even more assurance to the real-time 
execution. Additionally, the execution is given the highest priority 
among any other processes. 
3.3 Results and Evaluation 
The experiment is conducted in different numbers of array 
elements: 5, 10, 50 and 100 elements. Best case execution times 
(BCET), average case execution times (ACET), and worst case 
execution times (WCET) are taken for comparing the performances 
of the algorithms. Sorting operations for 5, 10, and 50 elements 
show that the six implementations give approximately the same 
level of performance. However, interesting results, as shown in 
Table 1. and Figure1, appear for the sorting operations with 100 
elements. 
 
Table 1. Execution times (in ns) of sorting operations on 100 
array elements 
Algorithms BCET ACET WCET 
BubbleSort1 72914.000 2890242.000 5290065.000 
BubbleSort2 106439.000 4734943.540 7338373.000 
BubbleSort3 104762.000 466467.660 1399621.000 
SelectionSort1 44419.000 2512579.980 3784006.000 
SelectionSort2 59505.000 2626309.800 4641379.000 
SelectionSort3 108953.000 201344.220 688077.000 
 
 
Figure 2. Comparison of the execution times in a bar chart 
The comparison of execution times of the ordinary versions of both 
Bubble Sort and Selection Sort show relatively big differences 
between best, average, and worst case execution times. These 
differences in execution times, usually called time jitter, are most 
likely to be inflicted by the advanced hardware features (Sect. 2.4.). 
This condition also occurs in the execution times of the first 
modifications of both algorithms, which deploy if-else-statements. 
On the contrary, the second modifications of both Bubble Sort and 
Selection Sort show relatively stable execution times compared to 
the first two versions.  
Conclusively, the attempt to completely omit the if-statements in 
the two algorithms, as it is done in the second modification, shows 
its predominant effect. It we assume that the hazardous effect on 
time analysis from if-statements is completely nullified, the source 
of time differences that are still evident might come from the other 
uncontrolled hardware features, e.g. caching. This indicates that the 
attempts to improve program execution time in software have to be 
also supported by hardware enhancement. On the other hand, the 
first modification that uses if-else statements seems to be not 
suitable and, thus, not preferable for single-path transformation as 
it still even suffers from branch ludicrous effects on execution 
times. 
4. SUMMARY AND CONCLUSIONS 
As it is difficult to assess the quality of timing analysis due to data 
dependent execution times imposed by different execution paths 
that can be taken by a program, having a single execution path will 
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  certainly resolve the jeopardy. With only one execution path, 
timing analysis can be far simpler and easier to do. By applying a 
correct transformation the algorithm, one can modify the code to 
have a single execution path without even touching the low level 
code.  
The experiment conducted on the ordinary versions of Bubble Sort 
and Selection Sort, together with two other modifications for each 
algorithm has shown that the single path transformation has been 
made possible to eliminate the serious effects of if-statement on 
execution times, due to the presence of branch predictions. Some 
time differences might still appear because of other possibilities, 
e.g. caching. Therefore, one should bear in mind that software 
efficiency techniques must also be accompanied by hardware 
improvement. Nonetheless, the alternative if-statement 
modification for single path execution has shown a significant 
improvement on the algorithms.  
There are many things that can still be observed in the future. 
Different algorithms, apart from the two algorithms presented 
above, will require different approaches for single path 
transformation. Therefore, a structured methodology needed for 
this single path transformation on various algorithms will still be 
an interesting topic for future work.  
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ABSTRACT 
Clustering is a method for partitioning a set of objects into 
homogeneous groups (clusters) based on a specified set of 
variables. Goals of this method is objects within a cluster are 
similar and dissimilar with the objects in other clusters. K-
Harmonic Means (KHM) is a clustering algorithm that can solve 
problems on the cluster center initialization of K-Means algorithm, 
but KHM still can not overcome local optima problem. Particle 
Swarm Optimization (PSO) is a stochastic algorithm that can used 
to find optimal solution to a numerical problem, but PSO has a 
problem at the convergence speed.  
To overcome these problems, there is Particle Swarm Optimization 
K-Harmonic Means (PSOKHM) algorithm which is a combination 
of KHM and PSO algorithm. In this final project, PSOKHM 
algorithm used to perform data clustering, and KHM and PSO 
algorithm as a comparison for evaluation of the cluster-based 
objective function value, F-Measure, and the running time. Trials 
conducted with 3 scenarios of 5 different data sets. From the result 
of the test obtained that, when viewed from the objective function 
and F-Measure value, PSOKHM able to give better. Meanwhile, if 
viewed from the running time, PSOKHM surpasses PSO but it is 
not better than KHM. 
 
Keywords 
Data Clustering, K-Harmonic Means, Particle Swarm Optimization 
 
1. INTRODUCTION  
Clustering is the process of grouping data objects into different 
classes, called clusters so that objects that are on the same cluster 
more similar and different from objects in other clusters. K-Means 
(KM) is one of the most popular algorithms used for clustering 
because of the feasibility and efficiency when dealing with a lot of 
data. Although the algorithm is easily implemented and can work 
quickly in many situations, KM algorithm has several weaknesses, 
including the results of the cluster is sensitive to the initial cluster 
centers and the results may lead to local optima [2].  
 
To overcome the problems that occur in the initial cluster centers, 
Zhang, Hsu, and Dayal (1999.2000) [8] proposed a new algorithm 
called K-Harmonic Means (KHM) , and then modified by 
Hammerly and Elkan (2002). The purpose of this algorithm is to 
minimize the harmonic average of all points on the entire data set 
to the cluster center. Although KHM algorithm can solve the initial 
problem, KHM still can not overcome local optima [2]. Particle 
Swarm Optimization (PSO) is a stochastic algorithm designed by 
Kennedy and Eberhart (1995), which was inspired by the behavior 
of a flock of birds [4].  
 
In this paper, the authors explore how the PSO algorithm helps 
KHM algorithm to move away from local optima. By using these 
two algorithms, a hybrid data clustering algorithm called Particle 
Swarm Optimization K-Harmonic Means (PSOKHM) was 
introduced. Based on test results on several data sets, obtained that 
the results of the PSOKHM algorithm is better than KHM and 
PSO. PSOKHM algorithm is not only overcome the local optima 
problem in KHM algorithm, but also increase the speed of 
convergence of PSO algorithm [2].  
 
This paper can be divided as follows: Section 2 introduces the 
KHM clustering algorithm. In section 3 explains how the PSO 
algorithm is used in the clustering process. Section 4 describes 
hybrid algorithm PSOKHM. Section 5 contains the 
implementations and test results of the 5 data sets, namely Iris, 
Glass, Cancer, CMC, and Wine. Then the last, section 6 contains 
conclusions. 
 
2. K-HARMONIC MEANS 
K-Harmonic means is one of center based clustering method 
introduced by Zhang in 1999 which later developed by Hammerly 
and Elkan in 2002. The purpose of this algorithm is to minimize 
the harmonic average of all points on the entire data set to the 
cluster center. In the K-Means, each data point added only to one 
centroid, which means that each data point only has relevance to 
the centroid where the data is inserted. In the local area with  high 
density of data points to centroid, centroid has the possibility can 
not move from one data point despite the fact that there are two 
nearby centroid. This second centroid may have worse local 
solution, but the global effect from replacement of the centroid 
might be useful for the clustering process to obtain better results 
[8]. 
 
In the KHM algorithm, the distance from each data point to all 
centroid is computed. The harmonic average is sensitive to the fact 
that there is two or more centroid is located near a data point. This 
algorithm is naturally exchange one or more centroid to an area 
where there is a data point that does not have a nearby centroid. So 
the better the results of cluster, the value of objective function will 
be smaller [8]. The following notation is used to formulate the 
KHM algorithm [2]: 
X = {x1,...,xn
C = {c
} : the data to be clustered 
1 ,...,ck
m(c
} : the set of cluster centers 
j |x i) : the membership function defining the proportion of data 
point x i that belongs to center cj
w(x
. 
i) : the weighting function defining how much influence data 
point xi has in re-computing the center parameters in the next 
iteration. KHM modul can be seen in Figure 1 and 2. 
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Figure 1. Flowchart KHM module sect.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Flowchart KHM module sect.2 
3. PARTICLE SWARM OPTIMIZATION 
PSO method was introduced by Kennedy and Eberhart in 1995. 
PSO uses set of particles, where each particle represents a candidate 
solution, to explore solutions that allow for optimization problems. 
Each particle is initialized at random or heuristic, then the particles 
are allowed to "fly". At each step of optimization, each particle is 
allowed to evaluate the ability and the ability of particles in the 
vicinity. Each particle can store solution that produces the best value 
as one of the the best candidates solution for all the neighboring 
particles. PSO initialized with a random matrix production. The 
rows in the matrix is called a particle[2]. 
 
These lines contain variable values. Each particle will move 
according to distance and speed. Update particle velocity (velocity) 
with the equation 1 and its position based on the best solutions to 
local and global equation 2 [4]. 
Vit+1 = ωV i t + C1*R1*(Pit – Xit) + C2*R2*(Pgt-Xit
X
) (1) 
i
t+1 = Xit + Vit+1
 
    (2) 
Variable i is the i-th particle in the flock, t is the number of 
iterations, Vi is the particle i velocity and Xi
 
 is the variable vector 
particles (eg position vector) of the i-th particle in N-dimensional 
problem. 
Pi is the local best solution of the i-particles are obtained, and Pg is 
the global best solution of all particles in which Pi and Pg obtained 
based on the best fitness value [4]. R1 and R2 is a random number 
between 0 and 1, ω is the weight of particles called innertia weight, 
C1 and C2
 
 are two constant numbers, often referred to as cognitive 
confidence coefficient [4]. 
PSO particle in the case of clustering is the matrix of data from each 
cluster centroid. PSO particle representation can be seen in Figure 3. 
 
 
 
Figure 3. Particle representation 
Where k is the number of clusters formed and d is the dimension of 
data. Fitness function used in this case is the objective function at 
the KHM algorithm [2]. PSO algorithm can be seen in Figure 4 – 
Figure 6.  
x11 x12 ... x1d ... xk1 xk2 ... xkd 
 
Input data set and 
parameters 
  1 
Compute the objective function based on  
 
KHM(X,C) =  
 
Initialize the centroid by selecting 
random from the data 
  2 
For each data point xi, compute the membership 
m(cj|xi) in each centroid cj based on : 
m(cj|xi) =  
    Start 
 
Input data set and 
parameters 
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Compute the objective function based on  
 
KHM(X,C) =  
 
Initialize the centroid by selecting 
random from the data 
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For each data point xi, compute the membership 
m(cj|xi) in each centroid cj based on : 
m(cj|xi) =  
    Start 
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Figure 4. Flowchart PSO module sect.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Flowchart PSO module sect.2 
 
 
 
 
 
Figure 5. Flowchart PSO module sect.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Flowchart PSO module sect.3 
 
4. PSOKHM ALGORITHM 
KHM is a clustering algorithm that can solve the problem of cluster 
centers initialization of K-Means algorithm. Although KHM can 
solve the initial problem, KHM still can not overcome local optima 
problem. To obtain the optimal solution, there is a stochastic 
algorithm called PSO, but the PSO algorithm has a problem at the 
speed of convergence. To overcome these problems, Fengqin Yang, 
Tieli Sun, and Changhai Zhang (2009) integrates the PSO algorithm 
with KHM, thus obtained hybrid clustering algorithm called 
PSOKHM. KHM PSOKHM algorithm using the four-times iteration 
of every eight generations of particles so that fitness values of each 
particle increases. Particle is a vector of real numbers of dimension 
k * d, where k is the number of clusters and d is the dimension of 
clustered data. Fitness function used for the algorithm is the 
objective function PSOKHM of KHM algorithm [2]. PSOKHM 
algorithm can be seen in Figure 7 and 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Input data set and 
parameters 
  1 
Compute the objective function based on  
 
KHM(X,C) =  
 
Initialize the centroid by selecting 
random from the data 
  2 
For each data point xi, compute the membership 
m(cj|xi) in each centroid cj based on : 
m(cj|xi) =  
    Start 
 
Input data set and 
parameters 
  1 
Compute the objective function based on  
 
KHM(X,C) =  
 
Initialize the centroid by selecting 
random from the data 
  2 
For each data point xi, compute the membership 
m(cj|xi) in each centroid cj based on : 
m(cj|xi) =  
    Start 
 
3 2 
if t passed iteration 
   
choose particle pc with the 
smallest KHMpc(X,C) 
Finish 
Assign data point xi to cluster j with 
the biggest mpc(cj|xi)  
Compute the F-Measure 
 
no 
yes 
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Figure 7. Flowchart PSOKHM module sect.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Flowchart PSOKHM module sect.2 
 
5. EXPERIMENTAL RESULTS 
Tests conducted on KHM algorithm, PSO, and PSOKHM with the 
following scenario: 
1. Trial with parameter p = 2.5 
2. Trial with parameter p = 3 
3. Trial with parameter p = 3.5 
 
Five data sets used as input for testing the system. The data sets 
used are Iris, Glass, Cancer, CMC, and Wine, where five data sets 
are stored in a similar file name with data extension. Data sets can 
be obtained from the website: ftp://ftp.ics.uci.edu./pub/machine-
learning-databases/. Characteristics of each data set can be seen in 
Tablel 1. In addition to the five data sets that have been mentioned 
above, there are several input parameters that can be seen in Table 
2. 
 
P parameter value used to test the system is 2.5, 3, and 3.5. The 
value of k parameters depend on how many classes of each data set 
that can be seen in the column number of classes (k) in Table 1. 
While the other parameters value of iteration, Swarm size, c1, c2, 
and Inertia according to Table 2. Parameter values were chosen 
based on studies of PSO parameters selection by Shi and Eberhart 
[6]. 
 
Each algorithm is run 10 times for each data set, then the quality of 
clustering results from the three algorithms compared based on  
1. Objective function value of KHM(X, C) is a sum of harmonic 
average between the data points with the centroid. The smaller 
the value of KHM (X, C), the better the quality of these 
clusters. 
2. F-Measure is the value obtained from the measurement 
precision and recall of a class cluster results with the actual 
classes present in the input data. Precision and recall can be 
obtained by the following formula [2]: 
Precision (i,j) = nij/nj
 
  (3) 
Recall (i,j) = nij/ni
Then the formula for calculating the value of F-Measure 
class i in cluster j is as follows [2]: 
 (4) 
F(i,j) = 
�𝑏𝑏2+1�.(𝑝𝑝(𝑖𝑖,𝑗𝑗 ).𝑟𝑟(𝑖𝑖,𝑗𝑗 ))
𝑏𝑏2.𝑝𝑝(𝑖𝑖,𝑗𝑗 )+𝑟𝑟(𝑖𝑖,𝑗𝑗 )  (5) 
 ni is the number of data in class i are expected as a result 
of the query, nj is the number of data in cluster j generated by 
the query, and nij
 To get F-Measure value of the data set with the number of 
data n, the formula used is as follows: 
 is the number of elements from class i which 
in cluster j. To obtain a balanced weighting between precision 
and recall, used the value b = 1. 
F = ∑ 𝑛𝑛𝑖𝑖
𝑛𝑛
𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗 {𝐹𝐹(𝑖𝑖, 𝑗𝑗)}𝑖𝑖   (6) 
The greater the F-Measure, the better the quality of these 
clusters [2]. 
Algorithm is implemented using Matlab 7.0 on Intel Pentium Dual 
Core 1.86 GHz with 1 GB of RAM.  
  
 
Input data set and parameter k, p, 
Swarm size, c1, c2, and Inertia 
Initialize particle as much as swarm size by 
selecting random from data 
Initialize velocity = 0 for each particle 
Gen1 = 0 
 
Do PSO Module for updates particle 
pc 
Gen2 = Gen2+1 
 
if Gen2 < 8 
For each particle pc 
use position of particle pc as initial 
centroid  
 
Gen2 = Gen3 = 0 
 
yes 
no 
1 2 
Start 
 
Assign data point xi to cluster j with the 
biggest mpc(cj|xi) 
Compute the F-Measure 
 
 
 
 
yes 
no 
yes 
no 
1 2 
Finish 
For each particle pc 
Update each centroid by running KHM 
module 
   
if Gen3 < 4 
if Gen1 < 5 
choose particle pc with the 
smallest KHMpc(X,C) 
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Table 1. Characteristics of data sets 
Name of data 
set 
No. of 
classes (k) 
No. of 
Features (d) 
Size of data 
set (n) 
Iris 3 4 150 
Glass 6 9 214 
Cancer 2 9 683 
CMC 3 9 1473 
Wine 3 13 178 
 
Using by 3 experiment scenarios, such as parameters p = 2.5, 3, and 
3.5 so resulted, F-Measure and the running time of three algorithms 
which can be seen in Table 3 until Table 5. Value of the bold is the 
best value and in italics are the second best. 
Table  2. Parameters value 
Parameter Value 
p 2,5 , 3, dan 3,5 
k Depends on data set 
Iteration 10 
Swarm size 20 
c1 1.49618 
c2 1.49618 
Inertia 0.7298 
 
If carried out t test and ANOVA of the results of objective function 
KHM (X, C), F-Measure, and the running time of three modules 
that are contained in Table 3 – Table 5, obtained the following 
results: 
a. Based on the confidence interval value of t test results on 
objective function KHM (X, C) in Figure 9, it was found that 
the results of the PSOKHM algorithm is better than KHM and 
PSO algorithm. From Figure 9 can also be seen that the 
difference results from the third objective function algorithms 
are not significant. This can be seen from the large P value. 
b. Based on the confidence interval value of t test results on F-
Measure in Figure 10, it was found that the results of the 
PSOKHM algorithm is better than KHM and PSO algorithm.  
Because F Measure is better if the value is larger, then the 
value of confidence intervals seen opposite. From Figure 10 
can also be seen that the difference in F-Measure results of the 
three algorithms is not significant. This can be seen from the 
large P value. 
c. Based on the confidence interval value of t test results on 
running time in Figure 11, it was found that the results of the 
PSOKHM algorithm is better than PSO algorithm, but even 
worse when compared with the KHM algorithm. 
 
 
 
 
 
 
 
 
 
 
 
Table 3. Results from the KHM, PSO, and PSOKHM module 
on five data sets with p = 2.5 
 
Table 4. Results from the KHM, PSO, and PSOKHM module  
on five data sets with p = 3 
 
 
 
 
 
 KHM PSO PSOKHM 
Iris 
KHM(X,C) 
F-Measure 
Running Time 
 
126.078 
0.868 
0.092 
 
155.417 
0.895 
3.615 
 
125.955 
0.871 
2.050 
Glass 
KHM(X,C) 
F-Measure 
Running Time 
 
1397.11
3 
0.579 
0.346 
 
2086.810 
0.549 
13.750 
 
1396.194 
0.579 
8.004 
Cancer 
KHM(X,C) 
F-Measure 
Running Time 
 
116341.
723 
0.800 
0.326 
 
147307.0
55 
0.767 
17.582 
 
115452.66
3 
0.826 
10.389 
CMC 
KHM(X,C) 
F-Measure 
Running Time 
 
187018.
21 
0.481 
1.270 
 
240311.9
8 
0.469 
45.456 
 
186946.87 
0.464 
25.814 
Wine 
KHM(X,C) 
F-Measure 
Running Time 
 
104909
0406.35 
0.649 
0.532 
 
1178075
510.12 
0.639 
7.628 
 
10491273
12.42 
0.648 
4.342 
 KHM PSO PSOKHM 
Iris 
KHM(X,C) 
F-Measure 
Running Time 
 
148.904 
0.849 
0.114 
 
178.793 
0.859 
7.895 
 
148.876 
0.871 
4.481 
Glass 
KHM(X,C) 
F-Measure 
Running Time 
 
1193.53
1 
0.534 
0.989 
 
1467.35
0 
0.558 
33.514 
 
1182.752 
0.537 
19.639 
Cancer 
KHM(X,C) 
F-Measure 
Running Time 
 
58404.3
97 
0.851 
0.356 
 
70215.0
25 
0.799 
40.459 
 
58256.86
4 
0.850 
23.092 
CMC 
KHM(X,C) 
F-Measure 
Running Time 
 
96201.4
77 
0.463 
2.678 
 
115027.
103 
0.482 
110.740 
 
96188.51
0 
0.477 
69.706 
Wine 
KHM(X,C) 
F-Measure 
Running Time 
 
7533858
5.310 
0.690 
0.939 
 
793464
05.488 
0.705 
22.185 
 
75338461
.109 
0.694 
12.637 
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Table 5. Results from the KHM, PSO, and PSOKHM module 
on five data sets with p = 3.5 
 
 
t-test results and anova for objective function 
analysis of variance 
 
t-test for KHM and PSO  
h=1, Confidence Interval = -95873776.709, -57917170.179 
t=test for KHM and PSOKHM: 
h=1, Confidence Interval= 65180599.861, 100458741.116 
t=test for KHM and PSOKHM: 
h=1, Confidence Interval=141435716.368, 177994571.498 
Figure 9. The results of t and Anova test to the objective 
function KHM (X, C) 
 
Figure 10. The results of t and Anova test to the F-Measure 
value 
From the results of ANOVA test on running time there are 
significant differences between the KHM algorithm with PSO 
algorithm and PSOKHM, this can be seen by the P value 
approaches the value 0. 
 
t-test results and anova for running time 
analysis of variance 
 
t-test for KHM and PSO: 
h=1, Confidence Interval = -33.075073, -32.851194 
t=test for KHM and PSOKHM: 
h=1, Confidence Interval=-19.015332, -18.874934 
t=test for KHM and PSOKHM: 
h=1, Confidence Interval=13.886324, 14.149676 
Figure 11. The results of t and Anova test to running time  
6. CONCLUSION 
After a series of tests and analysis of the system’s created, it can be 
concluded as follows: 
a. PSOKHM algorithm can solve the problems of data clustering 
with better performance than the PSO and KHM algorithm if 
seen on the results of objective function KHM (X, C) and F-
Measure. 
b. PSOKHM not only increase the speed of convergence of PSO 
algorithm, but also helps KHM algorithm to move away from 
local optima. 
c. When compared with KHM algorithm, PSOKHM algorithms 
require a longer time in the process of computing, so 
PSOKHM should not be applied if the time allowed very 
limited. 
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ABSTRACT 
In this paper, an implementation of starfruit maturity classification 
algorithm based on YCbCr color space in an embedded system is 
presented. The maturity of the starfruit is classified based on new 
color feature, which is the hue between red and green color 
components denoted as m. The RG hue is derived and represented 
based on YCbCr because the input data to main processing is 
YCbCr format. Field Programmable Gates Array (FPGA) is 
selected to be the main processor of the system because of the 
capability of parallel execution on the algorithm and also because 
of its low power consumption. The image data is transferred into 
the FPGA through ITU-R 656 Decoder with YCbCr 4:2:2 color 
systems. Firstly, the system will segment the starfruit image in 
order to remove the background by using fixed threshold value. 
Then, index maturity classification is performed using simple rule-
based classifier. In this work, classification accuracy of 90% was 
achieved and the result display on LCD. 
Keywords 
Real-time system; FPGA; Color features; CMOS; ITU-R 656 
Decoder; YCbCr; LCD. 
1. INTRODUCTION 
Malaysia has been the largest exporter of starfruit in the world 
since 1989 [1].The biggest starfruit farm has also been setup in 
Selangor in 2002 [2]. It becomes a special production because the 
fruit is not only popular among Malaysians but also to the other 
peoples around the world. In 2008, 3648.9 metric ton which is 
about RM 25.5 million of starfruit was exported to various 
countries over the world such as Europe country (Netherlands, 
France, Germany, Canada), country from Middle East (Saudi 
Arabia, Iran, Bahrain, Turkey), and Asian country (Singapore, 
Hong Kong, Indonesia). Until Jun 2009, the export record shows 
that about 901.509 metric ton (RM14.5 million) totals starfruit was 
exported from Malaysia [3]. 
The qualities of the fruits exported from Malaysia are well known 
because the production of the fruit is controlled under Malaysia’s 
Best food safety and quality regulation. All fresh producers must 
comply with the requirement set by the following standard where it 
was registered under Malaysian Standard fresh fruit 
(MS1127:2002 2nd
In 2008, Malaysia’s Best have reviewed the standard by including 
regulation on grading, packaging and labeling of agricultural 
product [5]. This regulation is aims for enhancing the quality of 
agriculture product. 
 Revision)[4]. 
Grade of the fresh starfruits can be divided into 3 which are Grade 
Premium, Grade 1 and Grade 2. From table 1, one of the important 
specifications for quality inspection is the maturity of the fruit. 
Quality inspection is a vital process to ensure only good qualities 
are being exported.  Traditionally, evaluation of starfruit is 
performed by humans. These manual operations are time 
consuming; moreover the accuracy of this operation cannot be 
guaranteed. The starfruit quality inspections are based on its taste 
and physical appearance. Malaysia is acknowledged to have the 
best taste of starfruit amongst the importer countries compared to 
other exporter countries [6]. 
Starfruit maturity can be determined using the color of its skin. 
Based on FAMA rules for maturity grading, there are 7 different 
maturities called index 1 to index 7. Previously, the number of 
indices was 6 and being reviewed to 7 in June 2006 [7]. The six 
starfruit indices are shown in table 2. In this work, 6 indices 
version is applied as most of current practice is still based on the 6 
indices. 
Table 1. Grade specification for starfruit 
Grade Specification Diffuseness 
Premium 
It must be the same 
verities, clean and fresh. 
The size and maturity is 
mostly equal. Without 
defect. 
Maturities < 3% 
Freshness < 5%  
Defect < 3% 
Flaw < 3% 
Size Equality < 5% 
1 
It must be the same 
verities, clean and fresh. 
The size and maturity is 
mostly equal. Minimum 
defect. 
Maturities < 5% 
Freshness < 5%  
Defect < 5% 
Flaw < 5% 
Size Equality < 10% 
2 
It must be the same 
verities, clean and fresh. 
The size and maturity is 
mostly equal. Without 
defect. Minimum defect. 
Maturities < 10% 
Freshness < 10%  
Defect < 10% 
Flaw < 10% 
Size Equality < 10% 
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  Table 2. 6 Indices of starfruit 
Index Explanation 
 
Index 1 
Dark green.  
Fruit is immature.  
Not Suitable for harvesting. 
Index 2 
Green with a little yellow. 
Matured. 
Suitable for harvesting for far export 
from sea. 
 
Index 3 
Green more than yellow. 
Matured. 
Suitable for harvesting for far export 
from sea. 
 
Index 4 
Yellow green. 
Far exporting using air transport. 
 
Index 5 
Yellow with a little green. 
Still can be sent for far export using 
air transport. 
 
Index 6 
Yellow. 
Not suitable for far exported. 
Local marketing. 
 
There are few of similar systems have been designed for fruits such 
as apples [8], orange [9], papaya [10] and other. Since each fruits 
have its own characteristics, it is difficult to design a general 
machine for all fruits. So, a specific machine has to design to solve 
this problem especially for starfruit because starfruit has a 
complicated shape which is unique as it has five ridges forming a 
star shape while the other fruits only have a flat surface or rounded. 
Due to this unique shape, it is necessary to see the starfruit in 
single view to classify the maturity because the color changes on 
the starfruit surface are average for all surface ridges.  
This paper propose an implementation of the 2 colors hue 
algorithm represented based on YCbCr color space in real-time 
system for quality inspection of starfruit using image analysis and 
vision technology. In the 2 section of this paper describe the overall 
system that will be design. The theory on the algorithm used in this 
work is in section 3. The system design is explained in section 4 
including the experimental setup for the current system and the 
result of the experiment is discussed in section 5. The conclusion of 
this paper is on section 6. 
2. OVERALL SYSTEM 
In previous work, starfruit automation on quality inspection which 
is a computer based prototype machine vision system was designed 
based on color of the starfruit [11]. The algorithm for the system 
also used Hue parameter as the classifier where color recognition 
was established using multivariate discriminant analysis. 
 
Figure 1. Overall system. 
In this work, a simplified version Hue is considered, which is based 
on 2-dimensional color mapping (RG Color) [12]. The Hue of RG 
color is derived by using YCbCr color space component. YCbCr 
color space components are considered in this design because the 
data sent from camera into FPGA is in YCbCr data format based 
on video data transmission [13]. The color classification are 
differentiated into six maturity indices which is the rule produced 
by FAMA. This design can be divided into 3 sub-system which are 
input (Image Acquisition), main processing system (FPGA), and 
output (LCD). The overall system depicted in figure 1. 
2.1 Image Acquisition 
In this paper, CMOS sensor has been selected because of it 
characteristics which are high noise immunity and low static power 
consumption. The size of the active image grabbed is 640x480 
pixels.  
The image acquisition tool used in this work is a digital color 
camera (Olympus). Image captured by the camera is then 
transferred to FPGA via analogue video (AV) through the ITU-656 
decoder. 
2.2 Field Programmable Gates Array (FPGA) 
A common configuration for very-high-volume embedded systems 
is the system on a chip (SoC) which contains a complete system 
consisting of multiple processors, multipliers, caches and interfaces 
on a single chip. SoCs can be implemented as an application-
specific integrated circuit (ASIC) or using a field-programmable 
gate array (FPGA). 
Implementation of the algorithm to system varies from Digital 
Signal Processing (DSP), Field Programmable Gate Array (FPGA) 
and Application Specific Integrated Circuits (ASICs) [14]. 
Considered the platform is the highest performances like ASIC but 
this type of system is hard to design and also too expensive. This is 
because ASIC design is not reprogrammable. 
Table 3. Comparison between DSP, FPGA and ASIC 
 DSP FPGA ASIC 
Examples 
TMS32
0, 
SHARC 
Altera, 
Xilinx - 
Ease of Development High Medium Low 
Complexity & Cost Low Medium Low 
Power Consumption Low Low Low 
Performance High Medium High 
Reprogrammable Yes Yes No 
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  Most of the design is using DSP and FPGA system platform for the 
image processing. The implementation on DSP platform is 
outstanding compare to the FPGA for processing a single pixel of 
image. However, this design is most suits for FPGA platform due 
to the benefit of parallel execution and algorithm. The FPGA based 
hardware implementation profits especially from the high 
parallelism in the algorithm and the moderate number precision 
required to preserve the qualitative effects of the mathematical 
models. Furthermore, different variants can be supported on the 
same hardware by uploading a new programming onto the FPGA. 
3. THE ALGORITHM 
For this classification system design, Hue is used as the input 
features to the classifier. In previous work, simplified Hue ( pm ) is 
used which is based on 2 color components [15]. The 2 colors Hue 
are represented by subtraction of red and green components as 
shown in Equation 1, where p  are the number of pixels within the 
region of interest. 
 
ppp GRm −=    (1) 
 
This paper representing the 2 colors Hue algorithm transform into 
YCbCr color space components. The YCbCr color space 
conversion formula to RGB color space is represented in Equation 
2. 

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
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

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     (2) 
From Equation 2, 
 
912.222596.1164.1 −+= ppp CrYR                   (3) 
616.135392.0813.0164.1 +−−= pppp CbCrYG          (4) 
 
By substituting Equation 3 and Equation 4 into Equation 1, 
 
528.358392.0409.2 −+= ppp CbCrm    (5) 
 
The pm  value in Equation 5 is the Hue of 2 colors, which is same 
with the subtraction of red and green colors in previous algorithm. 
 
Figure 2. Classifier model. 
 
The starfruit maturity classification process is based on the 
hypothesis where for each of the maturity index, certain area of the 
starfruit surface is supposed to have a distinctive range of the hue 
values that will differentiate between the six maturity indices. This 
hypothesis is described by the classification model shown in Figure 
2. Based on this hypothesis, two parameters are involved, which 
are the starfruit surface area ( Λ ) measures in area percentage and 
hue ( H ) as a hue value that separates two adjacent maturity 
classes.  
Figure 2 illustrates the hypothesis where two starfruits with 
adjacent maturity index are separated by a hue value. In this figure, 
the two starfruits are presented by their range of possible hue 
values and they are denoted by circle iC  and 1+iC . Figure 2 also 
shows that the two adjacent starfruits classes have partially overlap 
hue. This situation indicates that only a certain area on a starfruit 
can be used to determine its maturity index. 
Because of the two adjacent starfruit classes in Figure 2 are only 
partially overlapped, total areas of the iC  and 1+iC  on the left side 
of the hue line are always distinctive. Similar is the case on the 
right side of the hue line. As an example, if 70% of the iC  area lies 
on the left side of the hue line, total area of the 1+iC  on the same 
side should be less than 70%. Thus, percentage area as well as the 
hue value that separates the two maturity classes were 
experimented in order to find the values. 
As there are six maturity indices, there are five hue values that will 
separate the maturity indices. Thus, the five best values for the 
percentage area (desired areas) and the five best values for the hue 
(desired hues) were searched. The desired percentage areas are 
denoted as diΛ  and the hue values will be denoted as diH  
where 5,4,3,2,1=i . Next, few rules was constructed to classify 
the starfruits into its maturity index.  
Basically, the search for the diΛ  and diH  values are based on 
minimizing the class error denoted as Equation 6. The class error 
iHE ,,Λ  is denoted as equation 7. The minimum class error is used 
as it is a common measure of a quality estimator such as minimum 
square error (MSE) and minimum mean square error (MMSE) 
[16]. However, computation of the error in Equation 1 has been 
customized for the proposed classification model.   
( ) 












=Λ Λ−−−==Λ iHHdidi EH ,,)1...02.0,01.0,1()100...3,2,1( minargminarg],[
       (6) 
{ } { }∑ ∑ Λ>Λ+Λ≤Λ= +Λ HiHiiH QPE ,1,,,             (7) 
In Equation 7, arguments P{.}=1 and Q{.}=1 if the arguments are 
true and set to zero if otherwise. Thus, iHE ,,Λ  is actually the total 
number of samples that do not satisfy conditions in equation 7 for 
certain values of area ( Λ ) and hue    ( H ). Both samples in class 
iC  and 1+iC  are included in the class error computation as the 
classification model in Figure 2 involves both classes. Specifically, 
Hi,Λ  is quantified based on Equations 8 as below. In words, Hi,Λ  
will calculate the percentage area of a starfruit surface of class i 
that has hue value less than or equals to H.  
100, ×
≤
=Λ
i
i
Hi Cofpixeltotal
HCinpixelsofnumber            (8) 
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  Based on the five chosen values in each diΛ  and diH  from the 
training process, the starfruit maturity classification can be 
achieved using simple rule-based classifier as shown in Figure 3. 
diHΛ  in the classification rules are computed based on Equation 9. 
The classifications start with comparing 
1dHΛ  with 1dΛ  and stop 
when one of the rule arguments is true. If no argument is true, the 
starfruit will be classified as index 6.  
100×
≤
=Λ
i
dii
H Cofpixeltotal
HCinpixelofnumber
di
         (9) 
4. DESIGN AND IMPLEMENTATION 
4.1 FPGA Based Embedded System 
Figure 3 show the general block diagram for the starfruit maturity 
classification design.  Basically the system will be designed using 
hardware/software co-design technique [17]. The codes are then 
compiled to Verilog Hardware Description Language (HDL) [18]. 
A profiling will be done based on processing time for each stage.  
Verilog modules are design for all system architecture to benefit the 
parallel execution. 
From the digital camera, the image data transfer to FPGA trough 
ITU-R 656 decoder [19]. The YCbCr 4:2:2 data store first on the 
SDRAM before the pixels data calls by VGA for display. In this 
case, SDRAM is used as buffer with first in first out (FIFO) type 
of data control. The data reads from SDRAM which is YCbCr 
4:2:2 converted into YCbCr 4:4:4 before converted into RGB color 
space. The conversion of color space is done pixel by pixel for 
every frame.  
After the color space conversion, the outputs are 10-bits RGB for 
the VGA display. In this stage, the 8-bits MSB of RGB output 
form color conversion take as an input for the main processing. 
 
 
Figure 3. System architecture 
 
4.2 Implementation of the Algorithm 
The implementation of the algorithm is applied on main processing 
architecture by using Verilog HDL code for the FPGA. The 
implementation involved three stages of data flow, which are 
segmentation, feature extraction, and classification as shown in 
Figure 4. Also, note that this main processing is process a pixel of 
data in a time.  
Once the sensors detect a starfriut, segmentation for the region of 
interest (ROI) is preceding and this segmentation is based on pixels 
value with fixed threshold value [20], which is if the value of Cb 
less than 115, the pixels is within the ROI. If the pixels values 
satisfy the segmentation rule, the system proceeds with pm  
calculation otherwise the system proceed to the next pixel. pm  is 
calculated based on equation 5 with p  is the pixels number within 
the ROI. 
After the pm calculation, the system will directly compare 
the pm with the five fixed Hue value. If pm value is less than the 
fixed hue values, the pixel is counts as mH . Then, the 
dmHΛ calculation will be processed where 5,4,3,2,1=m . After the 
dmHΛ calculation, the system checks if one frame is done, otherwise 
the system will proceeds into next pixel data.  
 
 
Figure 4. Main processing flow 
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  Once a frame of image was processed, the value of dmHΛ  and dmΛ  
are compared and the classification will stop if the argument is 
true. If there are no argument satisfied the comparison, the system 
will classified the starfruit as index 6. Finally, the output is sent to 
LCD for display. 
5. RESULTS AND DISCUSSION 
The algorithm has been successful implemented on the FPGA 
using Verilog HDL code. After translating the MATLAB code to 
Verilog code using Quartus II 8.0, the program loaded into FPGA 
board using USB-BLASTER that provided in DE2-70 Educational 
Board and the program immediately running on the FPGA board. 
This current system can be assumed as on-line system because the 
image loaded from the camera is a streaming video image 15 
frame/second. The camera always send the image data frame into 
FPGA board and the image data always update even the image 
source from camera is a static image. This work was tested using 
starfruit image samples which are about 600 images with 6 
different indices. 
The classification results are shown in table 4. Based on the table, 
the results show that the error are highiest at index 4 and index 5. 
At index 4, most of the image was classified as index 3. This is 
because the starfruits image samples for index 3 and index 4 were 
almost same in color. The error in index 5 classified as index 6 
because the image samples for index 5 were more orange color for 
the starfruit images. 
6. CONCLUSION 
Vision technology is rapidly used in fruits inspection especially for 
it skin or surface color. With a new system designed for the 
inspection purpose, the quality of the fruit can be classified its 
maturity and separated easily for the export purpose to the around 
the world. This embedded system will advance the user by lowering 
cost of design and improving the performance in productivity. 
Compare to the computer based system; this system is less costly, 
expected performance and also low power consumption. 
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Table 4. Results 
Index % Correct % Error 
1 100 0 
2 89 11 
3 97 3 
4 81 19 
5 74 26 
6 99 1 
Average 90 10 
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ABSTRACT 
Choquet Integral Agent Networks (CHIAN) could realize the 
operational means embedding existing partial, qualitative 
knowledge and gray box representations for the information fusion 
mechanisms. However, the effectiveness of CHIAN for solving real 
world problems has some limitation, first, if it has to handle large 
number of input channels (n) where CHIAN requires (2n
Keywords 
) subset 
values to determine fuzzy measure (w). Second, if human 
knowledge should be embedded to each input channel of CHIAN 
agent. From the practical standpoint, these conditions are highly 
infeasible and are hardly implemented in many realistic problems. 
Thus, this study proposed a method to decompose the input 
patterns of network structure into some categories. The results 
showed the effectiveness of the proposed method. 
Choquet Integral Agent Network, Competitive Leaning 
Algorithms. Macroscopic and Microscopic Information, Fuzzy 
Measure. 
1. INTRODUCTION 
It is natural that human should seek to design and build 
machines that can recognize pattern. From automated speech 
recognition, fingerprint identification, optical character recognition, 
DNA sequence identification, and much more, it is clear that 
reliable accurate pattern recognition by machine would be 
immensely useful. For some problems, such as speech and visual 
recognition, our design efforts may in fact be influenced by 
knowledge of how these are solved in nature, both in algorithms we 
employ and in the design of special-purpose hardware [1]. Pattern 
recognition is the scientific discipline whose goal is the 
classification of objects into a number of categories or classes. The 
degree of difficulty of the classification problem depends on the 
variability in the feature values for objects in the same category 
relative to the difference between feature values for objects in 
different categories. The variability of feature values for objects in 
the same category may be due to complexity, and may be due to 
noise. There is no single classifier that works best on all given 
problems as explained by No-free-lunch theorem. Determining a 
suitable classifier for a given problem is however still more an art 
than a science. 
Many problems in real world are always accompanied by 
imprecision or uncertainty factors. Sometimes the information is 
far from complete, but a precise decision is required. In such 
situation, human can make a correct decision, while computer 
requires complex calculation to make a mathematical model of the 
problem. In this way, the development of flexible and intelligent 
information processing mechanisms based on human thinking 
mimicry is required for solving real-life problems. In this context, 
new types of various computing methods were proposed to cope 
with such aspects of information processing for the real world 
problems. These methods are called “soft computing” as a whole, 
and they are respectively attributed with specific features and play 
supplementary roles to each other. The developments of fuzzy 
logic, probabilistic reasoning, neural network and evolutionary 
algorithm motivated the researchers to explore the possibilities of 
building more humanlike machines using these tools. The 
synergisms of these tools might also improve the performance of 
the overall system to a great extent. It is a partnership in which 
each of the partners contributes a distinct methodology for 
addressing problems in its domain. In this perspective, the principal 
contributions of fuzzy logic, probabilistic reasoning, neural 
network and evolutionary algorithm are complementary rather than 
competitive [2]. 
As intelligent information processing mechanisms various soft 
computing methods have been introduced in recent years. Fuzzy 
Sets, Fuzzy Measure and Integrals, Neural Networks and Genetic 
Algorithms were introduced for coping with complexity, 
unexpected change, and incomplete knowing of the real world. The 
correlations between these issues were introduced by [3] as shown 
in Fig.1. This figure shows the triangle of these three issues to be 
approached facing to the real world problems.  
In this figure the symbols, i.e., C, U and I, stand for 
abbreviations of “complexity”, “unexpected change”, and 
“incomplete knowing” respectively. To cope with these issues, the 
descriptions follow as; 
1) for complexity of the real world problems limited human 
ability might employ macroscopic description using 
conceptualization, approximation and summarization, 
2) for unexpected change of time-spatial states of the real 
worlds adaptable human ability might employ flexible 
processing using elastic, plastic and / or floating thinking, 
3) for incomplete knowing about the real world experienced 
human ability might employ subjective knowledge like 
belief, intuition and emotion. 
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Allocating the existing representative methods into this 
framework, they can be distinguished by their own features which 
can work supplementary to each other. For advancing the 
computing methodology these methods have to be compromised at 
conceptual levels.  
In [4] a fusion of neural network concepts and Fuzzy Measure 
and Integral concepts as a flexible information fusion mechanism is 
studied. The developed method is based on the fact that theory of 
neural networks is designated to represent hidden mechanisms of 
information transformation in human, biological or natural 
phenomena. While it is attributed to high flexibility, however, it 
could not make them to comprehend the real mechanism in most 
cases. On the other hand, theory of fuzzy sets or theory of fuzzy 
measure and integrals are useful for enhancing their macroscopic 
comprehension of complex systems in the real world. For the 
problems being appropriate to neural networks approaches, he 
proposed to introduce a Choquet integral mechanism in the 
framework of fuzzy measure at every neuron unit instead of simple 
weighted sum mechanisms. Then the units may work more flexibly 
and more meaningfully as intelligent human information 
processors. As the results the proposed information fusion 
mechanisms, i.e., Choquet Integral Agent Networks (CHIAN) 
could realize the operational means embedding existing partial and 
qualitative knowledge and gray box representations for the 
information fusion mechanisms. The allocation of CHIAN is 
embedded in Fig.1. 
CHIAN has beneficial features to realize the operational means 
embedding existing partial and qualitative human knowledge, 
flexible model of the network, and gray box representation. 
However, the effectiveness of CHIAN for solving real world 
problems has some limitation, first, if it has to handle large number 
of input channels (n) where CHIAN requires ( )n2  subset values to 
determine fuzzy measure (w). Second, if human knowledge should 
be embedded to each input channel of CHIAN agent. From the 
practical standpoint, these conditions are highly infeasible and are 
hardly implemented in many realistic problems. In this case, the 
input patterns of network structure have to be decomposed into 
some categories. Though, the input grouping is not easy task, in the 
most cases, some prior knowledge and/or trial several experiments 
are required in this process. In this way, considering several issues 
for improving CHIAN as classifier will be described as follow  
• Some parts of the network are able to learn from the 
input data by exploring the input pattern.  
• The network is able to memorize the characteristic of 
training data, by exploit the locality information of 
input pattern.  
• Automatic generations of the hidden agents of CHIAN 
structure are developed by learning the input 
characteristics. 
 
2. GENERATION HIDDEN UNITS OF 
CHIAN BY USING COMPETITIVE 
LEARNING ALGORITHMS 
Learning from data is one of the essential capabilities of 
machine learning for copying human ability when interpreting the 
patterns of data. Clustering is one of the most primitive mental 
activities of humans, used to handle the huge amount of 
information they receive every day. Processing every piece of 
information as a single entity would be impossible. Thus, human 
tend to categorize entities into clusters. Each cluster is then 
characterized by the common attributes of the entities it contain. 
Clustering is a method which allows discovering similarities and 
differences among patterns and deriving useful conclusions about 
the patterns of data. In view of this fact, the clustering method is 
employed for categorizing inputs of CHIAN. 
Among the clustering methods, competitive learning algorithms 
are one of the effective unsupervised learning which can learn data 
without a teacher. This method has capability to learn the input 
pattern without known or assumed number of clusters. The learning 
adjustment is confined to the single cluster center that is most 
similar to the pattern currently being presented. As the result, the 
characterizations of previously discovered clusters that are 
unrelated to the current pattern are not disrupted.  
Competitive learning algorithms employ a set of 
representatives Jjw j ,...,1, = . The goal is to move each of them 
to regions of the vector space that are “dense” in vectors of X. The 
representatives compete with each other when a new vector 
Xx∈ is presented to the algorithm. The winner of this 
competition is the representative that lies closer to x . Then the 
winner is updated so as to move toward x , while the losers either 
remain unchanged or are updated toward x but at a much slower 
rate. The competitive learning scheme may be stated as follows; 
 (A) Initialization ←1w randomly Xx∈ as initial cluster 
centers. 
 REPEAT  
 Present randomly input vector Xx∈  
 (B) Determine the winning representative cw  
 (C) IF ||x-wc||>threshold AND J<J
J=J+1 
max 
wJ
 
=x  
(C) Macroscopic
(U) Flexible (I) Subjective
GA
NN
Fuzzy sets
F.measure
& integral
CHIAN
 
 
 
Figure 1. Features of flexible human intelligence and 
soft computing methods 
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   ELSE 
(D) parameters updating 
( ) ( ) ( )
( )



−




 −−+−
=
otherwise
 winner theis  if
1
11 jw
tjw
tjwxtjwtjw
η
 
 UNTIL convergence has occurred 
 (E) Eliminated cluster which have only a few members 
 Updating the rest of clusters 
In this algorithm, the initial cluster is given randomly by using 
a value of vector X. Then, the input vectors are presented in a 
different order, i.e., Nxxx ,,, 21  , 685 ,,, −Nxxx  for each 
iteration. The determination of the winning representative (part 
(B)) is carried out using the following rule; 
jcxjc
wx −=− min   (1) 
is similarity or dissimilarity measure, such as Euclidean 
distance, Mahalanobis distance, or etc. In case of similarity 
measure used, the min operator in this preceding relation is 
replaced by the max operator. The numbers of created 
representative (part (C)) are limited by maxJ  and given threshold 
depending on the application at hand. The updating of the 
representatives (part (D)) is carried out by equation: 
( ) ( ) ( )
( )



−




 −−+−
=
otherwise
 winner theis  if
1
11 jw
tjw
tjwxtjwtjw
η
 
  (2) 
where η  is the learning rate and takes values in [0,1]. According to 
this algorithm, the losers remain unchanged. On the other hand, the 
winner jw moves toward x . The size of the movement depends 
onη . In the extreme case where η =0, no updating takes place. On 
the other hand, if η =1, the winning representative is places on x . 
For all other choices of η , the new value of the winner lies in the 
line segment formed by ( )1−twj  and x . After the all cluster are 
found, then check whether the cluster have enough members or not. 
The clusters which don’t have enough members will be eliminated. 
Finally, the unassigned vectors are presented to the algorithm and 
are assigned to the appropriate cluster.  
For a better illustration, let us consider an artificial data example 
where the data consist of eight measurements as shown in Table 1. 
Therefore the categorizations data by competitive learning create 
two representatives. The data distribution and created 
representative data generating by competitive learning is shown in 
Figure 2. 
 
Table 1 Example of artificial data 
Data 1 2 3 4 5 6 7 8
Variable 1 2.0 6.0 5.0 2.0 1.0 5.0 3.0 2.0
Variable 2 5.0 4.0 3.0 2.0 4.0 2.0 3.0 3.0  
0 1 2 3 4 5 6 7 8 9 10
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10
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ur
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Figure 2. Using artificial data, the process for created two 
representatives is generated by competitive learning. The data 
is represented by blue square, while green and red pentagram 
represent the process of updating the representatives and the 
final value of the representative, respectively. 
 
3. ARCHITECTURE OF CHIAN WITH 
COMPETITIVE LEARNING 
ALGORITHMS (CHIAN-CL)  
To reduce subset of determined fuzzy measure, competitive 
learning algorithm is employed to categorize the input of CHIAN 
and the created representative’s data are set as connection strength 
of hidden units in CHIAN structure. This hybrid method, i.e., 
unsupervised and supervised learning called CHIAN-CL is 
proposed in this study for improving CHIAN performance. 
Architecture of the proposed network is shown in Fig. 3. The 
structure of CHIAN-CL consists of three layers, i.e., input layer, 
competitive learning hidden layer, and output layer. Each layer 
consists of units, i.e., input units, hidden units and output units. 
The i-th input unit receives normalized external input [ ]1,0∈iu  
( )INi ,,1 = to the network and outputs it as inputs to hidden 
units. Output [ ]1,0∈Iix of the i-th input unit is given by: 
 
Fig. 3. Architecture of CHIAN with Competitive Learning 
Algorithms 
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  iIi ux = ; ( )IN,,i 1=     (3) 
Output of hidden units is normalized by membership function 
( )OHHjk NkNj ,,1;,1,  ==µ . The Output of the j-th 
hidden unit is given by 
( )optionsxf HjHjk ,=µ [ ]( )1,0∈    (4) 
( )∑
=
−=
IN
i
IiHijHj xwx
1
2  HNj ,,1 =   (5) 
where ℜ∈Hijw represent the characteristics of input patterns 
which relates with connection strength of input units and the j-th 
hidden unit generating by competitive learning and options is the 
parameters of memberships function. A membership function is 
essentially a curve that defines how each point in the input space is 
mapped to a membership value (or degree of membership) between 
0 and 1. The various types of membership function are normally 
used including triangular, trapezoidal bell shaped, Gaussian curves, 
polynomial curves and sigmoid function [61]. The output of hidden 
units become inputs of output units, these output unit provide the 
networks output 
( ) ( ) ( )[ ] tjkt tjktjkjkjkk wdwcy ,1 ⋅−=⋅= ∑∫ −µµµ
[ ]( ) ONk ,,1;1,0 =∈  (6) 
where [ ]1,0∈jkw  is a collection of fuzzy measure that respecting 
of input pattern of the k-th output unit. The given desired system 
output is denoted by dk
ky
. In order to obtain a network that produces 
output  with respect to input iu , the values of Ojkw should be 
determined such that they will minimize the following error 
function: 
( )2
2
1∑ −= k kk ydE    (7) 
Then, the values of Ojkw  are modified iteratively by: 
Ojk
Ojk w
Ew
∂
∂
−= η∆    (8) 
where ( )1,0∈η is positive constant. The calculation of 
OjkwE ∂∂ is performed by the back-propagation algorithm [5]. 
 
4. THE EXPERIMENTS AND RESULTS 
4.1 Iris Problem 
The Iris flower dataset is a popular multivariate dataset that 
was introduced by R.A. Fisher [6] as an example for discriminant 
analysis. The dataset consists of 50 samples from each of three 
species of Iris flowers, i.e., Iris setosa, Iris versicolor and Iris 
virginica. The three examples of Iris flower is shown in Fig.4. Four 
features were measured from each sample; they are the length and 
the width of sepal and petal. The iris data distribution is shown in 
Fig. 5. It shows that the Iris setosa is linearly separable from the 
other two; the latter are not linearly separable from each other.  
In this study, classification of dataset is performed by the 
proposed method, i.e. CHIAN with competitive learning algorithm. 
In the initial stage, the input data is categorized by competitive 
learning to generate units in the hidden layer. The position of the 
created units is shown in Fig. 6. After the units of hidden layer are 
created by competitive learning, the data is transformed by (5) and 
then the result is normalized by membership function for preparing 
as input of output layer. The results of the transformed data are 
shown in Fig. 7. The classification accuracy is achieved in 97%, 
86%, and 80% for class one, two and three, respectively as shown 
in Table 2. 
 
 
Figure 5. Distribution data of Iris 
 
(a) (b) (c) 
Figure 4. Type of iris flower 
(a) I. setosa (b) I. versicolor (c) I. virginica 
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Figure 6. The created unit of hidden layer relates to 
the first and second variables.  
 
 
 
Figure 7. Distribution of data in hidden layer relates 
to the first and second units. 
 
4.2 Wine Problem 
Wine data are the results of a chemical analysis of wines 
grown in the same region in Italy but derived from three different 
cultivated [6]. The dataset consists of 59, 71 and 48 samples of 
class one, two and three, respectively. 
The analysis determined the quantities of 13 constituents 
found in each of the three types of wines, i.e., ： 
1) Alcohol  
2) Malic acid  
3) Ash  
4) Alcalinity of ash  
5) Magnesium  
6) Total phenols  
7) Flavanoids  
8) Nonflavanoid phenols  
9) Proanthocyanins  
10) Color intensity  
11) Hue  
12) OD280/OD315 of diluted wines  
13) Proline.  
 
The same process is done for wine data problem. The created 
representatives wine data are shown in Fig. 8. The transformed 
data is shown in Fig. 9. The classification result of wine problem is 
92%, 92% and 88% for class one, class two and class three, 
respectively, as shown in Table 2. 
 
Figure 8. The created unit of hidden layer relates to 
the first and the second variables. 
 
 
 
Figure 9. Distribution of data in hidden layer relates to the 
second and the third units. 
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  Table 2. The classification results of CHIAN-CL 
Dataset Class 1 Class 2 Class 3
Iris 97% 86% 80%
Wine 92% 92% 88%  
5. CONCLUSIONS 
CHIAN has a drawback if it has to handle huge amount features 
of data. In addition, each agent (unit) of CHIAN should have a 
meaning function i.e., embedding human knowledge is required 
before constructing the CHIAN for solving the problem, instead of 
black box function. CHIAN-CL as an improvement of the CHIAN 
is proposed in this study. CHIAN-CL explore characteristic of 
input pattern that improves capability of CHIAN for solving real 
world problems. Consequently, embedding human knowledge to 
the CHIAN structure becomes easier. The created hidden units of 
CHIAN-CL which have capability to learn characteristics of the 
input pattern vector have dual benefit, i.e., reduce dimensionality 
and feature extraction capability.  
The Iris and Wine dataset is one of the popular problems in 
which the data distribution is overlapping between classes. The 
experiment results show the effectiveness of the proposed method 
for solving these problems. Therefore, the proposed method is 
promising to solve the problem where the conventional CHIAN 
suffers from that problem conditions.  
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ABSTRACT 
Pranata mangsa has been widely used in the society especially 
those living in rural area in Java. The global warming has caused 
climate changes affecting the use of pranata mangsa to be not valid 
anymore. This study will design a new model of pranata mangsa 
for determining an effective cropping pattern to support the 
national food resilience using spatial temporal base. The design of 
spatial temporal-based updated pranata mangsa system will be able 
to solve the problem caused by the climate changes. It could 
reduce the failure risk and increase the production and local food 
availability. Apart from that, it could also reduce the risk of 
nutrition and food vulnerability.  
 
Keywords 
pranata mangsa, spasial temporal, food vulnerability 
 
1. INTRODUCTION 
As  a big and populated country, Indonesia is faced with a complex 
challenge in fulfilling the food needs. This phenomenon has 
triggered the food resilience policy as its central issue and the main 
focus of its agricultural development. Two main components of for 
realizing food resilience are improving the food needs along with 
the population increase and work opportunity for the society to 
obtain a decent income so for accessing the food. This food 
resilience policy could support the national food stability.  
 
The main problem for realizing the food resilience is due to the 
fact that the growth of food demand is faster than its supply. The 
fast growing demand is a result of population, economic and buyer 
power growth and also the taste changes. On the other hand, the 
national food production capacity remains stagnant due to a 
competition in empowering the land resources. Besides, it is 
affected by the stagnancy of land productivity growth and the 
availability of agricultural wmorkers. The imbalance of demand 
growth and national production capacity tends to increase the 
national food  supply obtained from import activity. This import 
dependency is closely related to national food supply stability [1].  
 
At the moment, national food resilience is not strong yet. There are 
still problems in most of the food resilience aspects such as the 
policy which is not consistently applied, inappropriate food 
management, and the weak anticipation taken for disaster either in 
rainy or dry season. If there is no acceleration done with the 
condition and development pace happening right now, then it will 
not take longer time to suffer from a significant deficit of rice 
production [2]. 
Farmers often suffer from losses resulted from the crop failure due 
to draught or flood. As it happened in Kerawang Regency, almost 
13,000 ha ricefield are damaged and failed due to draught. 
Meanwhile, there are 25,000 ha are failed to harvest due to flood 
[3].  
 
A part from that, recently it is common to hear that water in a dam 
is shrinking causing need for electricity and irrigation could not be 
met. The core of the problem is the fact that this phenomenon 
often recoccurs as a result of ignoring or not learning from the 
past. One of the solutions for this problem is by having a good 
water management which is dependent to the climate condition.  
 
Those natural phenomena are difficult to control and modify 
unless it is in a small scale. For optimizing those climate 
phenomena, information about climate condition especially its 
chance of having extreme climate such as long draought and flood 
and also climate forecast should be known as early as possible. 
This is for avoiding or minimizing the impacts resulted from those 
extreme climate [4]. 
 
Pranata mangsa is a traditional method  for Javanese in forecasting 
the weather based on natural phenomenon. Threfore, the user of 
this method should “remember” (in Javanese : titen), when to plant 
and when to crop. The accuracy level of this traditional forecast is 
often bias as there might be some missing natural indicators due to 
some natural destruction.  
 
Modern weather and climate forecast has not given any optimum 
result yet. Therefore, it is important to develop any method 
covering the instruments, modelling technique and also improving 
the human resources. Another effort for improving the accuracy 
level is by integrating the traditional method which is local and 
modern method which is already global. Integrating those two 
systems is not as easy as it seems to be and it should be 
continuously and carefully thought [4]. 
 
The traditional method of Pranata Mangsa has been really proved 
its existence and there are still some parties using it especially 
those people in rural area. The global warming has caused the 
climate changes and pranata mangsa use becomes invalid  [4]. 
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2. OBJECTIVES 
This study aims to design a new model of pranata mangsa for 
determining effective cropping pattern for supporting the national 
food resilience. Besides, It aims to reduce the crops failure risk, 
increase production and local food availability and to reduce the 
food and nutrition vulnerability Figure 1. 
Kelompok Pembelajaran Mandiri PPL 
Pranata Mangsa
Agrometeorologi
 
Figure 1. The position of updated pranata mangsa  
 
3. REVIEW OF LITERATURE 
3.1 Traditional Weather and Climate Forecast.  
There are some traditional weather and climate forecasts such as 
Pranata Mangsa in Java, Kala in Sunda, Porhalaan in Batak, and 
Wariga in Bali. This study focuses more on pranata mangsa.  
 
“Pranata mangsa” is from Javanese language. Pranata means 
procedure and mangsa means season. Mataram Kingdom, Sultan 
Agung created a Javanese Calendar by changing the calculation 
system of Saka year which is based on the moon revolution and its 
movement towards the earth just like the Hijriyah year. However, 
the year number follows the year number of Saka. He succeeded 
on integrating the method of Islamic and Javanese (Hindhu) [4]. 
 
Javanese calendar contains pranata mangsa. It is closely related to 
human characters, good day for trading, having business, wedding, 
moving house or when they should do a fasting day such  as 
sanger, taliwangke, samparwangke, sarik agung, dhendhan 
kukudan, etc. Pranata mangsa is also used for stating to plant, 
harvest, and to plant crops.  
 
Pranata mangsa in this study covers season division (mangsa), 
number of days, farmer activities, the seen characteristics (natural 
signs) in each of the seasons (Figure 2). The 365 days are divided 
into twelve seasons or known as “mangsa” in Javanese. Each 
season is different in its lenght ; Kasa (first): 41 days (23 June – 2 
August), Karo (Second): 23 days (3 August -26 August), to Sadha 
(the twelfth): 41 days(14 May-22 June) (third circle) [4]. 
 
Figure 2. Pranata mangsa (Source: Ki Hudoyo Doyodipuro, 
modified : www.xentana.com/java/calendar.htm) 
 
Those twelve seasons are classified into four general season (first 
circle) : they are dry season (88 days), labush (first transition : 95 
days), rainy (94/95 days), and mareng (second transition: 88 days). 
Farmer activities for each season rotates anti clockwise (second 
circle). It starts from first season with planting the crops, second 
season for plant growth until the twelfth season of harvesting in 
the rice field. Apart from farmer activities, pranata mangsa also 
gives the characteristics or natural phenomenon for each season. 
An example could be seen in the first season (22 June – 2 August), 
the natural phenomenon is that the wind from the north east to the 
south west, high temperature, small fountain, falling leaves, 
grasshopper and insects laying thier egg.  
 
Using pranata mangsa, farmers could plan when they have to start 
planting and when they are going to harvest. One example is that 
farmers could start planting paddy in the sixth and seventh seasons 
which are on November 10 – February 3. In those seasons there 
will be eind from the west to the east, damp temperature, cold, 
frequent flood and rain, rambutan and mangsoteen starts to reap 
especially in the sixt season. In this season birds are diffcult to get 
their food. Rice harvest could be predicted to take place in the 
tenth, eleven, and twelfth seasons. The naural phenomena in these 
seasons are strong and constant wind from the soouth east, little 
rain, birds starting to build their nest, and hot temperature [4]. 
 
3.2 Modern Weather and Climate Forecast  
1980s is the starting point of modern weather and climate forecast 
development especially in Indonesia. This forecast is often 
represented in forecast model either deterministic or statistic. To 
make forecast model needs many data and complex analysis which 
often creates a particular problem. With the computing 
development, data analysis along with its complicated 
mathematical calculation is not a problem any longer [4].  
 
For designing and developing climate and weather forecast needs 
surface data collection such as precipitation, temperature, 
dampness and pressure. It also needs data from far sensing such as 
NOAA (National Oceanic Atmosphere Administration) and GMS 
(Geostationary Meteorology Satellite). Sattelite data could record 
an area with a wide observation at simultaneously collected in one 
data scene. Therefore it could be used for observing climate and 
weather globally. Furthermore, it has high temporal resolution 
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  which could be obtained every hour or days. Weather and climate 
forecast using sattelite data has been developd by LAPAN [4]. 
  
Many kinds of modelling technique have been used as well 
ranging from the simplest one to the most complicated one. 
Generally , weather forecast modelling uses deterministic 
approach while season and climate forecast model uses statistic 
approach. There are several stockastic (statistic) models developed 
in Indonesia such as time series modeal (ARIMA, winter-additive, 
transfer function), fourier regression, fractal analysis, trend surface 
analysis, neural network, transformasi wawelet, MARS, ItsMARS, 
dan analisis regresi (e.g. Dupe 1999; Haryanto 1999; Boer et al. 
2000; Haryoko 1997; Zifwen 1999; Andriansyah 1998 dalam 
Sutikno, 2002). Meteorological and Geophysical agency uses 
probability method, harmonic series and analog method for 
forcasting the climate in Indonesia (Gunawan et al, 2001). 
 
Many analyisis techniques and model development have been 
done for increasing the forecast accuracy. Table 1 shows some 
weather and climate forecast along wiith the climate changes 
which has been developed in Indonesia until 2006 [4]. 
 
Tabel 1. Weather and climate forecast and climate changes 
have been developed in Indonesia till 2006 [3] 
 
 
There are some weather and climate changes forecasts adopted to 
develop in Indonesia. LAPAN has tried to develop a weather and 
climate forecast model using ITCZ model, anomali sea water 
surface temperature and  General Circulation Models (GCM) 
CSIRO 9 level (Adiningsih et al, 2000). Nowadays, a model using 
GCM data which is global has been developed to forecast weather 
or climate which is local using downscaling technique [5]. 
 
3.3  Spatial Data Model 
Spatial data is used and analysed using computer or known as 
spatial digital data take them as a model. Economic and Social 
Comminssion for Asia and the Pasific (1996) defines data model 
as a logic set or rules and characteristic of a spatial data. Data 
model represent the relation of real world and  virtual world [6].    
 
There are two models in spatial data, raster data model and vector 
data model. Both of them have different characteristics and the use 
depends on the dat input and the output. This model is a 
representative of the geographical objects recorded which could be 
reognised and processed by computer. Chang (2002) divides the 
vector data model into several parts (could be seen in Figure 3). It 
will be explained in the following section.  
 
DATA SPASIAL
MODEL DATA VEKTOR MODEL DATA RASTER
NON-TOPOLOGI TOPOLOGI
DATA SEDERHANA
(SIMPLE DATA)
DATA TINGKAT TINGGI
(HIGHER-DATA LEVEL)
TIN 
(TRIANGULATED 
IRREGULAR NETWORK)
REGIONS DYNAMIC SEGMENTATION
 
 Figure 3. Spatial data model classification  [6] 
 
4.  ANALYSIS RESULT AND DISCUSSION 
OF SYSTEM DESIGN  
4.1 System Analysis 
4.1.1 Functional Need 
The system for making updated pranatamangsa model to 
determine the effective cropping planning with spatial model will 
be in form of agricultural areal map. It has detailed specification as 
follows :  
- Could be used for inputting climatology data such as 
temperature, precipitation ,  and air humidity. 
- Could be used for inputting agricultural production data such as 
kind of production plan, and production result)  
- Could determine an object for finding its relation to other 
objects.  
- Could determine an area to analyze based on a particular object . 
- Could generate neighbourhood object relationship. 
- Could show a map containing information of an area division in 
a research object, climate of a particular area, cropping pattern 
which is appropriate to the the climate in that particular area. 
 
4.1.2 Process Analysis  
The processes in this system are as follows :  
1st
2
 Process : Setting Up, a process for determining data type used 
as a a parameter in the system and its relationship with the 
data in the map scale. 
nd
3
 Process : Generating Neighbour, a process for finding objects 
around an object inputted by the user. Neighbour Object  are 
located in a range inputted by the user. The output of this 
process will be saved in the neighbour data.  
rd
4
 ProcessProses 3: Generating  Association Rule, a process of 
object neighbour data relationship processing into association 
rule based on minimun support and confidence inputted by 
users. The output of this process will be saved in data rule.  
th
 
 Process: Reporting, a proses of showing implementation result 
containing information of areal division of the research 
object, condition of the climate in a particular area, and 
cropping pattern which is appropriate to the condition of that 
area.  
4.2 System Design  
4.2.1 Use case diagram 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
140
  
area coordinate data
area width data
air humidity data
rainfall data
temperature data
wind speed data
determine characteristic of the 
season
determine area border
determine the appropriate 
cropping pattern
show wind speed data
show rainfall data
Show air humidity data
Object area map
climate graphical data for each 
season
road data
, show temperature data
map of appropriate agricultural 
commodity for each season
Input geographical data
inc...
inc...
inc
Climatology data
inc...
inc...
inc...
inc...
Process to determine updated 
pranata mangsa inc...
inc...
inc...
Agricultural Climatology report
inc...
inc...
inc...
inc
Updated pranata mangsa report
inc...
inc...
U S E R
 
Figure 4. Use case diagram 
4.2.2 Class diagram 
Class describes states (attribute/property) of a system. It also offers 
a service for manipulationg of that states (method or function) 
Figure 5 shows the class diagram design for the updated pranata 
mangsa system for relating the data to produce a map of 
information about agricultural map, commodity of each area and 
its production, climate condition for each season and the most 
appropriate for a particular season.  
 
Figure 5. Class diagram 
4.2.3 Spatial Data Base 
Spatial data base is map of research object. This data base has 
several tables described as follows:  
- Climatology Table  
- Road Table  
- Village table 
- Rice field table  
- Commodity table  
- Production result table  
- Geography table  
 
4.2.4 System Architecture  
The application is built using MapServer as CGI program and has 
the following architecture :  browser (client)  sends a request  
(through internet or intranet) to the  web  server in a spatial request   
(location  [x,y], click cursor or layer status).  The request is then 
sent to the application server and MapServer  (CGI Program). 
After that, MapServer will read the MapFile, map data, and 
external data (if there is any and needed) to form a suitable picture 
as requested. Having the picture file renderred, this image file will 
be sent to the web server and then to forwarded to the browser 
client. The application architecture using Mapserver could be seen 
in Figure 5. 
 
 
Figure 5. System architecture  
4.2.5 Spatial Modelling using raser data model   
Raster data representing thematic map could be derived from data 
analysis result. The activity carried out are as follows [6] :  
- Classify the sattelite image to produce land cover . 
- Classify the value of the multispectral data into a particular 
category (such as vegetation type) and assigning value to that 
category.   
- Geoprocessing operation combined with many sources such as 
surface, raster , and vector data.  
- Using agricultural climatology raster data as the input for 
producing cropping pattern appropriacy map using updated 
pranata mangsa as seen in Figure 6. 
 
 
Figure 6. Raster model for planning effective cropping pattern.  
 
4.2.6 System Interface  
It is expected from the system built that it will solve the problem 
of climate change in pranata mangsa. In addition, it will be able to 
produce spatial based information which is more accurate and kind 
of commodity which is appropriate to the climate condition as seen 
in Figure 7.  
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Figure 7. Interface of updated pranata mangsa system for 
planning effective cropping pattern  
 
5. CONCLUSION AND SUGGESTION 
The design of updated pranata mangsa system could solve the 
problem emerging as a result of climate changes in the current 
pranata mangsa.  
 
The system is expected to be built and implemented to overcome 
the current problem  so that it could produce spatial based 
information which is more accurate and the commodity which is 
suitable to the condition of the area. 
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ABSTRACT 
Registration process for event or activity participant becomes 
important moment because the given information will become 
reference to give attribute and making a decision to the participant. 
Gender is one of important attribute to be given. Native people in 
an area or a place have characteristics in giving name to their 
children. Usually, name can represent his gender: man or women. 
By Knowledge based system and word pattern recognition his 
name, we can get relative conclusion or suggestion about his own 
gender.   
Keywords 
Gender, knowledge based, syllable pattern recognition. 
1. INTRODUCTION 
By information technology advancing, almost event or activity 
implement the technology to get faster and more accurate result. 
The events or activities give a responsibility to the registrar to fill 
the registration form. In the registration process, the given 
information seldom occurs incorrectly. The incorrect information 
may occur from system or long time registration process. In many 
online registration (e.g. mail.yahoo.com) have already given 
another form in word pattern recognition based on given name to 
be used in defining unique ID suggestion. 
Gender is one of human identity. This gender only have 2 (two) 
answer, man or woman. Thus, the incorrect information will be 
effect to next attribute which will be given to him. Every native 
people in an area or a place have name identity which are used to 
call or as a difference communication identity person to another 
person. In one area or place have characteristic how parent give 
their children name. For example in Palembang, person who has 
name “Yanti”, or “Tuti”, or “Santi” tend to a women gender. Thus, 
name with suffix ‘ti” tend to women gender with defined 
percentage. 
Pattern recognition is already used by many researchers, in image 
or text form. In that way, they can get some conclusions to define 
another decision or to give some suggestions.  In 2008, Xinyong do 
research about A Method for Evaluating the Sensitivity of Signal 
Features in Pattern Recognition Based on Neural Network. He used 
this algorithm to create a criterion function for evaluating the 
feature sensitivity [3]. And word pattern recognition also gives us 
some temporal conclusion, while he is a man or a woman by using 
neural network algorithm. 
2. HUMAN GENDER IDENTITY 
Gender is defined by FAO as ‘the relations between men and 
women, both perceptual and material. Gender is not determined 
biologically, as a result of sexual characteristics of either women or 
men, but is constructed socially. It is a central organizing principle 
of societies, and often governs the processes of production and 
reproduction, consumption and distribution’ [1]. Despite this 
definition, gender is often misunderstood as being the promotion of 
women only. However, as we see from the FAO definition, gender 
issues focus on women and on the relationship between men and 
women, their roles, access to and control over resources, division of 
labour, interests and needs. Gender relations affect household 
security, family well-being, planning, production and many other 
aspects of life [1]. 
Gender roles are the ‘social definition’ of women and men. They 
vary among different societies and cultures, classes, ages and 
during different periods in history. Gender-specific roles and 
responsibilities are often conditioned by household structure, 
access to resources, specific impacts of the global economy, and 
other locally relevant factors such as ecological conditions [1]. 
Gender relations are the ways in which a culture or society defines 
rights, responsibilities, and the identities of men and women in 
relation to one another [1]. 
3. CHARACTERISTIC OF A NAME 
A name is an important thing for people because of many reasons. 
A name represents as an identity and as a subject difference beside 
as an object of people to communicate each other. In giving the 
name for their children, parent have some reasons such as cultural 
reason, social status, religion, their hometown, or taken from 
famous people. The name also could be considered to a certain 
gender. i.e., the person who lives in Palembang may have the name 
such as “Santi”, “Fitriyanti”, “Tuti”, are tend to classify to woman 
gender. Otherwise, the name such as “Firman”, “Lukman”, 
“Lukman”, are classified to man gender. 
The name may consist more than one word and every word may 
contain more than one syllable. Certain syllable also could be 
considered as identity, i.e. the name with suffix “ti”, “ni”, “na” are 
tend to woman gender. Otherwise the name with suffix “to”, “di”, 
“man” are tend to man gender. 
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  4. KNOWLEDGE BASED SYSTEM 
Learning is an inherent characteristic of the human beings. By 
virtue of this, people, while executing similar tasks, acquire the 
ability to improve their performance. Machine learning can be 
broadly classified into three categories: i) Supervised learning, ii) 
Unsupervised learning and iii) Reinforcement learning. Supervised 
learning requires a trainer, who supplies the input-output training 
instances. The learning system adapts its parameters by some 
algorithms to generate the desired output patterns from a given 
input pattern. In absence of trainers, the desired output for a given 
input instance is not known, and consequently the learner has to 
adapt its parameters autonomously. Such type of learning is termed 
‘unsupervised learning’. The third type called the reinforcement 
learning bridges a gap between supervised and unsupervised 
categories. In reinforcement learning, the learner does not explicitly 
know the input-output instances, but it receives some form of 
feedback from its environment. 
4.1 The Back-propagation Training 
Algorithm 
 
 
(a) A typical neuron used in Back propagation algorithm 
 
 
(b) Schematic representation of the neuron shown in (a) 
 
 
(c) Training of a weight, Wp,q,k at the output (kth) layer. 
Figure 1. Attributes of neurons and weight adjustments by the 
back propagation learning algorithm[3] 
 
The back-propagation training requires a neural net of feed-
forward topology. Since it is a supervised training algorithm, both 
the input and the target patterns are given. For a given input 
pattern, the output vector is estimated through a forward pass on 
the network. After the forward pass is over, the error vector at the 
output layer is estimated by taking the component-wise difference 
of the target pattern and the generated output vector. A function of 
errors of the output layered nodes is then propagated back through 
the network to each layer for adjustment of weights in that layer. 
The weight adaptation policy in back-propagation algorithm is 
derived following the principle of steepest descent approach of 
finding minima of a multi-valued function.  
Typical neurons employed in back-propagation learning contain 
two modules (vide fig. 1(a)). The circle containing Σ wi xi denotes 
a weighted sum of the inputs xi for i= 1 to n. The rectangular box 
in fig. 1(a) represents the sigmoid type non-linearity. It may be 
added here that the sigmoid has been chosen here because of the 
continuity of the function over a wide range. The continuity of the 
nonlinear function is required in back-propagation, as we have to 
differentiate the function to realize the steepest descent criteria of 
learning. Fig. 1(b) is a symbolic representation of the neurons used 
in fig. 1(c). 
In fig. 1(c), two layers of neurons have been shown. The left side 
layer is the penultimate (k –1)-th layer, whereas the single neuron 
in the next k-th layer represents one of the output layered neurons. 
We denote the top two neurons at the (k-1)-th and k-th layer by 
neuron p and q respectively. The connecting weight between them 
is denoted by wp,q,k. For computing Wp,q,k(n+1), from its value 
at iteration n, we use the formula presented in expression[2]. 
)arg)(1()arg(' OutettOutOutOutettF −−=−∗=δ  ........... (4.1) 
jpkqkqp Outw ,,,, ηδ=∆  .......................................... (4.2) 
kqpkqpkqp wnwnw ,,,,,, )()1( ∆+=+ ..................... (4.3) 
where: 
)(,, nw kqp = the weight from neuron p to neuron q, at nth step, 
where q lies in the layer k and neuron p in (k-1)th
kp,δ
 layer counted 
from the input layer; 
= the error generated at neuron q, lying in layer k; 
jpOut ,  = output of neuron p, position of layer j. 
For generating error at neuron p, lying in layer j, we use the 
following expression[2]: 
).)(1( ,,,,,, kqp
q
kqjpjpjp wOutOut ∑−= δδ  ........... (4.4) 
where: 
{ }321 ,, qqqqε  
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  For training a network by this algorithm, one has to execute the 
following 4 steps in order for all patterns one by one. 
For each input-output pattern do begin 
1. Compute the output at the last layer through forward calculation; 
2. Compute δs at the last layer and propagate it to the previous 
layer bu using expression (4.4); 3.Adjust weights of each neuron 
by using expression (4.2) and (4.3) in order; 4.Repeat from step 1 
until the error at the last layer is within a desired margin. 
End For; 
5. KNOWLEDGE UPDATING PROCESS 
In this system, Machine learning is knowledge based system which 
is updated from external input, and the steps are: 
1. The initial condition of machine has no information yet (empty 
data); 2. External input is person name which is used initial 
knowledge. Is the name classified to a man or woman gender?; 
3.For each given gender suggestion, the system will accept the 
external input as an addition knowledge to the system.  
Start
 EK = “Person Name”
Knowledge = 0
CK = CK + EK
CK = Knowledge
End
Continue?
Yes
No
CK = Current Knowlegde
EK = External Knowledge  
Figure 2. Knowledge updating process 
6. SYLLABLE PATTERN RECOGNITION 
PROCESS 
In each specific area, every parent will give the name of the child 
based on the customs and cultures in the area. The name given by 
parents has a pattern based on a word. The processes of pattern 
recognition that a word will be done in this study are: 
1. Words separation; 2.Word syllable separation; 3.Search words 
and syllables in the database; 4.Retrieval of gender information for 
each syllable found; 5.Giving weight value to each syllable based 
on the amount of data found; 6.Calculation of weighted average of 
each syllable; 7.Gender information advisory. 8.Gender 
information verification as a new external input (knowledge 
updating). 
Start
 EK = “Person Name”
Knowledge = 0
CK = CK + EK
CK = Knowledge
End
Continue?
Yes
No
CK = Current Knowlegde
EK = External Knowledge
Find Word in CK
Give Weight
Points for each
word
Weight Average
Suggestion
 
Figure 3. Syllable pattern recognition process 
7. CONCLUSION 
The conclusions are: 
Provision of gender information can be made based on the name of 
people. In general, the naming can be based on the geographic 
location. .Giving weight value of each syllable is based on the 
number of syllables discovery in the data previously saved. 
Weighted average gives advice based on gender information 
included names. Gender information can be used as one factor for 
the provision of attributes or subsequent decisions. 
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ABSTRACT 
This paper presents a novel approach for the problem of tracking a 
moving target in a dynamic environment. The robot has to move 
such that it keeps the target visible for the longest time possible 
while avoiding collision with moving obstacles. The solution 
consists of three interacting components which perform: tracking, 
collision avoidance and motion selection. For collision avoidance, 
an adaptive collision risk value is computed. This risk represents 
the likelihood of the pursuer colliding with any of the moving 
obstacles using the occluding and collision risks, the decision 
maker decides on the next safe move. Experimental results 
confirmed the robustness of the proposed algorithm for tracking in 
a dynamic environment amidst obstacles.  
Keywords 
Target tracking, dynamic environments, collision avoidance. 
1. INTRODUCTION 
A recent study estimated the number of robots world-wide that 
were in operation in 2007 to be close to 6.5 million [4]. Today, the 
use of robots is not restricted to factories and highly structured 
environments any more. Robots today perform daily-life tasks 
like, vacuum cleaning and grass mowing. They also guide people 
in museums and hospitals assist the elderly and blind and work as 
security watchmen. In fact, applications of robots are not 
restricted to the aforementioned, and are continuously increasing 
in number and type. This expansion puts today’s robots against 
two main challenges. Namely, the ability to perform more 
complex tasks and to work in unpredictable and unknown 
environments. This paper considers the task of target following, 
which is a natural task performed by humans. It also assumes that 
moving objects exist around the robot performing the tracking 
task, which reflects the nature of our daily-life environments. 
Having robots with such a capability opens the door for many 
applications in several domains such as medicine, security, and 
home entertainment.  
The paper is organized as follows: Section 2 surveys previous 
work on tracking in dynamic environments. The problem is then 
further described and formalized in Section 3. Collision advisor 
and decision maker components are explained in Sections 4 and 5, 
respectively. Simulations and results are discussed in Section 6 
and the paper then ends with a section for conclusions and 
possible future work. 
The importance of this study is of two fold. The first is that it 
addresses a lively problem that has applications in various 
domains and the second is that it contributes to filling the gap in 
current research on the problem of autonomous tracking. Current 
research assumes that tracking occurs in a static environment, 
where the target is the only moving object in the environment. 
This assumption allows concentrating on finding a solution for the 
tracking problem. However, it is very restricting as most 
application domains are in dynamic environments. 
The proposed solution in this paper is based on an architecture 
that is made of three distinct but interacting components. These 
components are called the occlusion advisor, collision advisor and 
decision maker. The occlusion advisor is dedicated for tracking, 
the collision advisor for collision avoidance and the decision 
maker for motion selection. The robot moves in the environments 
trying to minimize two risks: the risk of losing the target and the 
risk of colliding with a moving object 
2. PREVIOUS WORK 
Research related to the problem of tracking in dynamic envi-
ronments can be categorized into two groups: work done on 
tracking in static environments and work done on motion planning 
in dynamic environments. The following is a survey of work in 
these groups. 
The problem of tracking in a static environment is formally 
defined and analyzed using Game Theory, [13]. In other works, 
such as [15], the problem is modeled as a motion planning 
problem of a rod, of variable length. It was shown that the 
problem of tracking a target around one corner is completely 
decidable, [2]. However, the decidability of the general problem 
in a cluttered environment was found to be at least NP complete, 
[16]. In [3], the environment is divided into decidable and 
undecidable regions and heuristics were used to approximate the 
bounds of the decidable regions. 
All of the above mentioned results are of theoretical significance 
for the problem of autonomous tracking. However, practical 
solutions are also reported. In [7] a tracking algorithm is 
introduced that maximizes the target’s shortest distance to escape. 
Similarly, [1] uses a greedy local strategy that is based on a 
different risk function, which tries to achieve balance between not 
losing the target while keeping the target visible for the longest 
time.  
A plethora of algorithms have been introduced to address the 
problem in dynamic environments. For obstacles with a 
predictable motion track, several extensions of available planning 
algorithms in static environments are proposed. For example, the 
joint time-configuration space idea, [8], and the velocity 
decomposition technique, [11].  
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  Online algorithms also exist which assume that the motions of the 
obstacles are not known in advance. Some adopt a plan-then-fix 
strategy, like the D* [12] and the DRRT [6] which repeatedly 
observes the environment and fixes an initial RRT plan by adding 
and removing nodes. A similar approach is used with the PRM 
[9]. Other algorithms adopt a plan-then-improve strategy. A rough 
plan is initially created and then is improved over time to adopt 
for the changes in the environment, [17]. Such planners are called 
anytime planners since they are ready to give a plan any time.  
Several algorithms for motion prediction using different 
techniques are reported. For example, Kalman filters [10], 
Brownian models [14] and auto-regressive models [5] have been 
proposed to produce predictions based on an observed short 
history of the obstacle’s movements. Other approaches also 
follow a learn-then-predict approach [18]. In such approaches, the 
environment is first observed and motion patterns are recorded 
online. A model is then created based on the observed data and is 
used to produce predictions on-line. In other works, such as [18], 
the motion patterns are clustered and prediction is done by 
mapping the newly observed motion patterns to the closest cluster. 
The representative of this cluster is then used to produce a 
prediction. Some other techniques (e.g., [19]) learn motion 
patterns on-line. However, the learn-then-predict model is not 
always suitable since it restricts the application to previously 
known environments. It follows the intuition that objects usually 
do not move randomly, but seek to reach goals.  
Previous work has addressed the two distinct problems: tracking 
in static environments and motion planning in dynamic 
environments separately. This paper studies the effect of ad-
dressing both problems together and how the performance of the 
robot is affected while tracking in a global dynamic environment 
amidst randomly moving obstacles.  
3. PROBLEM DESCRIPTION  
We use the terms pursuer and evader to refer to the robot and the 
target respectively. Both, the pursuer and the evader are assumed 
to be rigid objects that are not restricted by any constraints other 
than having the same velocity bound. The evader is assumed to 
move at random in the environment and the pursuer has the ability 
to detect the evader and the dynamic obstacles.  
Let p and e denote the pursuer and evader respectively. Without 
loss of generality, we assume p and e to be points moving in the 
configuration space. We refer to a time step in the tracking 
problem with , where 0 ≤ k ≤ T  . The current state of the 
pursuer at time  is denoted by  . It belongs to the state space 
of the pursuer χp . Similarly, the current state of the evader is 
denoted by  and it belongs to χe
At each time step, the pursuer and evader choose an action 
; the evader’s state space.  
 and 
from their respective action spaces  and . Tracking takes 
place in the Euclidean workspace  . This workspace is 
cluttered with a set of static obstacles which occupy the space 
, and the free part of W is referred to as . Thus, W = 
. The set of dynamic obstacles in W is referred to as 
O. At each time step, we are interested only in dynamic obstacles 
that are currently visible to the pursuer (Ok
We say a point q is visible to p if and only if it can be connected 
to it with a straight line l. Two constraints govern l. First, it should 
lie completely inside 
).  
. Second, the length of l should be less 
than ρ, where ρ is the maximum reachable distance by the 
pursuer’s sensors. We are now able to define  as the 
visibility region of p. Any point can be connected to p with l. Note that our definition of  prohibits the intersection of l with 
obstacles in  and not in O. This means that we assume in our 
problem that dynamic obstacles do not cause occlusion. Another 
important note is that when tracking starts, we assume that the 
evader is initially detected, i.e. . It is now possible to define 
our tracking problem as a decision problem over the triplet {Ω, D, C}, where:  
• Ω is the problem state space. It represents all possible 
combinations of evader and pursuer states with possible 
states of dynamic obstacles. At time tk the problem state is 
denoted as ωk and it captures ,  and the states of each 
obstacle in O at that time instance. 
• D is the set of possible decisions. A decision  made 
at time  is a choice of action that the pursuer makes 
after observing Ω.  
• C is the set of possible consequences. A consequence 
 is a result or an outcome that occurs when the 
pursuer makes the decision . 
Depending on the goal which the pursuer would like to achieve, it 
will have a preference for some consequences over others. Based 
on this preference, the pursuer should choose its decisions from D 
at each time step. More specifically, each consequence c has a 
utility value that quantifies to what extent the pursuer likes the 
consequence. This utility is defined as the function  over the 
decision that caused this consequence. We use the notation   to 
denote preference between decisions and pronounce    as 
 is preferred to . We say dk ≥ d’ k only if .  
The goal of the pursuer in our tracking problem now becomes to 
choose  at each time step such that:  
 
Our tracking problem is now clearly dependent on how we define 
the utility function U. Roughly speaking, U should award more 
decisions that make the pursuer less susceptible to loosing the 
evader and less susceptible to colliding with a dynamic obstacle at 
the same time. In the following, we give two general definitions 
for U depending on the tracking goal which the pursuer aims at.  
4. THE COLLISION ADVISOR  
Our solution is intuitively divided into three separate components. 
The first component helps the pursuer evaluate the tracking status. 
The second helps to evaluate the safety status, and the third 
component helps to make a motion decision (i.e., where to move 
next). We refer to these components as the ”occlusion advisor”, 
the ”collision advisor” and the ”decision maker” respectively.  
At each time step, the robot will observe the current state of the 
environment and two risk values are produced. The first is by the 
occlusion advisor and it represents the likelihood of losing the 
evader and the second is by the collision advisor and it represents 
the likelihood of colliding with a moving obstacle. The decision 
maker then uses these two risk values to choose a control action 
that is best in terms of tracking effectiveness and robot safety. 
Next, we discuss in detail the collision advisor component.  
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  When dealing with unknown dynamic obstacles, it is very useful 
to be able to predict the future movements of these obstacles. This 
allows planners to create plans that are safer and less likely to 
change. In fact, motion prediction is a natural task that we 
perform in our daily life as we move around and avoid colliding 
with other moving entities like people and cars. In the collision 
risk function to be introduced in the next section, we assume that 
a motion prediction algorithm exists and is used by the pursuer.  
4.1 Risk Computation Algorithm  
In a general environment, occasionally the pursuer is expected to 
find itself among several dynamic obstacles moving in arbitrary 
directions. Notice that such dynamic obstacles are assumed to be 
non-cooperative. The risk function to be introduced in this section 
will help the pursuer measure the risk of colliding with any of the 
moving obstacles in similar scenarios.  
Assume that a robot is placed at some room and due to some 
unknown error it starts moving around itself randomly. To be safe 
from being hit by this robot, the intuitive behavior is to keep away 
from it. The farther, the better, and the direction does not matter 
since it is not known where the robot will move next. Consider on 
the other hand the case of crossing a road. Cars move in one 
direction and to be safe from being hit by a moving car, one has to 
avoid being in front of it. Therefore, it is usually safe to get close 
to the car from its sides and its rear. These two scenarios depict 
the difference between the case of predictable and unpredictable 
obstacle motions. In the first case, it is not possible to predict 
where the malfunctioning robot is going to move next, so it is 
required to maintain a clearance distance from the robot in all 
directions. However, it is possible in the second case to predict 
where the car will move next, so a clearance distance can be 
maintained based only on the direction of the predicted motion. 
Hence we distinguish between two risk types: random risk and 
prediction risk.  
Random risk is independent of the motion direction of the 
obstacle. It represents the likelihood of colliding with an obstacle 
regardless of where this obstacle is moving. Such a risk can be 
represented as follows:  
 
where d is the distance to the obstacle,  is the maximum 
distance possible to the obstacle and m is a scaling factor. This 
equation creates a normalized risk value, where a closer distance 
to the obstacle yields a higher risk value.  
Prediction risk, on the other hand, is dependent on where the 
observer anticipates the obstacle will move next. If the observer 
knows for sure the very location of the next move, then the risk 
will be 1 at that location and 0 everywhere else. However, it is 
usually not possible to predict the exact location of the next move. 
There is always a degree of uncertainty based on the amount of 
information available and the prediction method used.  
We model prediction risk as a circle around the prediction point, 
where the radius of this circle depends on the confidence in this 
prediction. If the prediction is guaranteed to be correct then the 
radius is 0, otherwise the radius of the circle will grow 
proportional to the lack of confidence. Therefore, prediction risk 
can be modeled using the following equation:  
 
where  is the distance to the prediction point,  is the 
maximum distance possible to the prediction point, and 
confidence is a value between 0 and 1 that represents our belief in 
the validity of the prediction. 
4.2 An Adaptive Risk Function for Collision  
Generally speaking, both random and prediction risks should be 
considered when avoiding dynamic obstacles. In our mal-
functioning robot example, both risks exist, but prediction risk is 
dominated by random risk since we have no confidence in our 
predictions. In the car example, prediction risk is dominant, 
however, random risk should not be completely neglected as the 
car may for some reason choose to reverse its motion or take a 
sharp turn. These two cases represent two extremes where one 
risk dominates the other. In the normal case where motion is not 
completely random and not completely structured, both random 
and prediction risks should have a say.  
We represent our collision risk function for one dynamic obstacle 
as a weighted sum of these two risks, where increasing the weight 
of one risk causes a decrease in the weight of the other. 
 
The weight factor λ may be interpreted as the prediction 
confidence. The more the observer is doubtful about its pre-
dictions the more significant the random risk should be and vice 
versa. When the observer has no confidence at all in the 
predictions, only random risk will be functioning, whereas when 
the observer is totally confident of its predictions only the 
prediction risk will be functioning. For the other cases, the overall 
risk will be a balance between the two. The  value is an 
aggregation of the individual  values for each of the dynamic 
obstacles. A pessimistic risk computation like the one used for 
aggregating the risks of the occluding vertices may also be used. 
4.3 Confidence, Error Rates and Adaptation  
What remains in the definition of the risk function is to identify 
how confidence is computed. It is intuitive to think of confidence 
as a function of the errors reported by the prediction model. The 
confidence factor is inversely proportional to the amount of 
prediction errors. For this reason, we introduce the two terms 
prediction error and prediction error rate.  
The prediction error measures how bad a single prediction is, 
whereas the prediction error rate measures how bad a prediction 
model performs in general. If dist() is a function that measures the 
distance between two points, then prediction error can be 
computed as follows: 
 
where pred is the predicted location of the obstacle, actual is the 
location to which it has moved and orig is the original location of 
the obstacle. This function penalizes predictions that are far from 
the actual location to which the obstacle has moved. The penalty 
is relative to the distance actually traveled by the obstacle.  
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  The error rate(er) can now be computed by taking the average of 
all of the prediction errors computed for predictions done in a 
certain environment. The error rate can be different for the same 
prediction model over different environments. This is because the 
model can succeed at predicting the motion of certain types of 
obstacles and fail at predicting others. Therefore, the error rate 
should be computed for each environment separately. Confidence 
now becomes the inverse of the error rate and the collision risk 
function for one dynamic obstacle becomes as follows:  
 
The error rate can also be computed incrementally. The observer 
begins moving with an error rate of 1, which causes the collision 
risk to be completely dependent on the random risk part of the 
function. As the observer moves and makes predictions, the error 
rate is updated and more weight is given to the prediction risk 
according to the success made at these predictions.  
Such incremental computation of the error rate allows the 
observer to adapt to changes in the behavior of the obstacles in the 
environment. For the example, consider the case when a set of 
obstacles moves in a predictable manner for some time and then 
start moving in an unpredictable way, the incremental 
computation of the error rate will allow the observer to rely on 
prediction risk more at the beginning and on random risk more 
later on. 
This incremental computation also gives room for the application 
of learning algorithms. If a learning algorithm is used to learn the 
motion patterns of obstacles in the environment and this algorithm 
enhances the prediction model over time, the incremental 
computation will allow the observer to rely more on the prediction 
risk as the prediction algorithm performs better over time. 
Figure 1 illustrates the concept of random and prediction risks and 
shows how they change over time with the change of the error 
rate. In (a), the error rate is very high so random risk is dominant. 
As we move through (b), (c) and (d), the prediction risk becomes 
more visible as the error rate drops. More illustrative examples are 
provided in the next section. 
5. DECISION MAKING  
The goal of the pursuer is to track in a dynamic environment. The 
goal of the pursuer is to choose the decision  that has the 
maximum utility possible, . The utility of a decision  
depends on the consequence produced by this decision. A 
consequence in our case is basically a new pursuer configuration. 
The worst consequences possible are those that prevent the 
pursuer from seeing the evader or those that cause collision with a 
dynamic obstacle. Decisions causing such consequences should 
have a utility value of 0. The utility of other decisions is based on 
the collision and occlusion risks caused by these decisions. For 
the case of maximizing escape time ( ), it can be redefined 
as: 
 
where overallRisk is a normalized aggregation of the two main 
risks: occlusion risk ( ) and collision risk ( ). 
  
Figure 1. An illustration of the adaptive collision risk function. 
The darker regions represent higher risk and the predicted 
location is marked with a cross. 
6. SIMULATION RESULTS  
In this section, we show some simulation examples for the use of 
the introduced risk function in computing collision risk. The 
application used for simulation allows the user to choose a 
location for the observer and the number of dynamic obstacles. 
The application then moves the obstacles in the environment and 
performs two tasks. The first is a measurement for  at the 
location of the observer, where this measurement is printed 
numerically along with the error rate to the console. The second is 
a computation for  at each point in the environment. The 
computed values are not printed to the console but are given a 
shade of red to represent the risk value. Lighter red means less 
risk and vice versa.  
For simulation purposes, we used a simple prediction model. This 
model considers only the previous three moves of the obstacle, 
computes the acceleration and estimates the next move 
accordingly. The following are several screen shots for several 
runs of the simulator with different error rates and distributions of 
the dynamic obstacles. The computed collision risks and error 
rates are shown in the figure captions. 
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• Corners in the environment: the higher the number of 
corners is, the harder tracking becomes. This is because the 
evader has more escape choices and the pursuer has to take 
them all in mind.  
• Density: it is the percentage of the environment that is 
occupied by obstacles. The higher the density is, the harder 
tracking is. This is because the pursuer has less motion 
choices in a dense environment.  
• Dynamic obstacles: the higher the number is, the harder 
tracking becomes. This is because the pursuer has to 
perform more collision avoidance motions, which may 
negatively affect the tracking process.  
We have performed several simulations to investigate the impact 
of the above parameters on the tracking process in three different 
environments. Namely, the first is with high density and few 
corners, the second is with moderate density and corners, and the 
last one is with high density and corners. For each of these 
environments, the simulations were conducted repeatedly after 
adding 0, 10, 20, and 30 randomly-moving obstacles. 
Table 1 summarizes the results of the 12 simulation sets. The table 
shows the pursuer’s reaction in the dynamic environments. Each 
dynamic simulation is carried out 30 times. For each run, the table 
reflects the number of collisions between the pursuer and the 
dynamic obstacles on average in the 30 runs. The table also shows 
the percent of time, on average, for which the evader remained 
visible to the pursuer in the 30 runs. The results confirmed the 
validity and robustness of the proposed system. 
But why can’t the pursuer avoid all collisions despite of having an 
adaptive collision avoidance advisor? In many simulation runs, 
the pursuer succeeds to complete the tracking task without any 
collision. However, in other runs, it may collide with some 
dynamic obstacles. This is attributed to either of the following 
reasons. The first one is the fact that any dynamic obstacle moves 
in a straight line until it collide with a static obstacle or 
environment boundary, then it will bounce in a new random 
direction. This abrupt motion may lead to a collision if the pursuer 
is close by. Second, the pursuer may be trapped among several 
dynamic obstacles to the extent that collision becomes inevitable 
even if motion prediction is correct. This is because dynamic 
 
Figure 2. The shape of the collision risk function in six different scenarios. 
Table 1. Summary of simulation results 
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  obstacles are assumed to be non-cooperative and, therefore, such 
obstacles may head to the pursuer. The third reason is due to the 
degree of trade-off between safety and tracking. This is inherent 
in the definition of the overall risk function which assigns weights 
for the collision and occlusion risks. In reality, sometimes it is 
acceptable to allow collisions during tracking. This depends on 
the type of pursuer used (fragile, flexible, solid, etc.), type of 
dynamic obstacles present (soft, hard, etc.), and type of 
application in hand. It is fair to compare our robot pursuer with a 
human pursuer. A human pursuer tracking in a cluttered 
environment like a show room is also susceptible to collisions 
with objects/humans in the environment. The criticality of these 
collisions relies on the situation and the type of people/objects 
with which collisions occur. In fact, it is almost impossible to 
completely avoid collisions and, therefore, the goal should always 
be to minimize these collisions as much as possible. 
7. CONCLUSIONS  
In this paper, a novel approach for the problem of tracking a 
moving target in a dynamic environment is presented. The 
solution has three interacting components: tracking, collision 
avoidance and motion selection. The collision advisor produces an 
adaptive collision risk value which guides the pursuer to avoid 
colliding with the moving obstacles present in the environment. 
To compute this risk factor, , visible dynamic obstacles, to 
the pursuer, along with a short history of their random motion 
track are made available. This risk represents the likelihood of the 
pursuer colliding with any of the moving obstacles. Based on this 
risk and the occlusion risk, the decision maker component 
evaluates the criticality of the tracking situation. The proposed 
solution is validated using a comprehensive set of simulations, 
which show that transition from tracking in static environments to 
tracking in dynamic environments can be done without much loss 
in robot safety or tracking ability. 
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ABSTRACT 
Finding interesting rule in the sixth strategy step about threshold 
control on generalized relations in attribute oriented induction, 
there is possibility to select candidate attribute for further 
generalization and merging of identical tuples until the number of 
tuples is no greater than the threshold value, as implemented in 
basic attribute oriented induction algorithm. At this strategy step 
there is possibility the number of tuples in final generalization 
result still greater than threshold value. In order to get the final 
generalization result which only small number of tuples and can be 
easy to transfer into simple logical formula, the seventh strategy 
step about rule transformation is evolved where there will be 
simplification by unioning or grouping the identical attribute. Our 
approach to measure interesting rule is opposite with heuristic 
measurement approach by Fudger and Hamilton where the more 
complex concept hierarchies, more interesting results are likely to 
be found, but our approach the simpler concept hierarchies, more 
interesting results are likely to be found and the more complex 
concept hierarchies, more complex process generalization in 
concept tree. The decision to find interesting rule is influenced with 
wide or length and depth or level of concept tree. 
Keywords 
Attribute oriented induction, Concept tree, Heuristic Measurement. 
1. INTRODUCTION 
Attribute oriented induction approach is developed for learning 
different kinds of knowledge rules such as characteristic rules, 
discrimination or classification rules, quantitative rules, data 
evolution regularities [1], qualitative rules [2], association rules 
and cluster description rules [3]. Attribute oriented induction has 
concept hierarchy as an advantage where concept hierarchy as a 
background knowledge which can be provided by knowledge 
engineers or domain experts [3-5]. Concepts are ordered in a 
concept hierarchy by levels from specific or low level concepts into 
general or higher level and generalization is achieved by ascending 
to the next higher level concepts along the paths of concept 
hierarchy [8]. 
DBLearn is a prototype data mining system which developed in 
Simon Fraser University integrates machine learning 
methodologies with database technologies and efficiently and 
effectively extracts characteristic and discriminant rules from 
relational databases [9,10]. Since 1993 DBLearn have led to a new 
generation of the system call DBMiner with the following features: 
a. Incorporating several data mining techniques like attribute 
oriented induction, statistical analysis, progressive deepening 
for mining multiple-level rules and meta-rule guided 
knowledge mining [11] data cube and OLAP technology [12].  
b. Mining new kinds of rules from large databases include 
multiple level association rules, classification rules, cluster 
description rules and prediction. 
c. Automatic generation of numeric hierarchies and refinement 
of concept hierarchies. 
d. High level SQL-like and graphical data mining interfaces. 
e. Client server architecture and performance improvements for 
larger application. 
f. SQL-like data mining query language DMQL and Graphical 
user interfaces have been enhanced for interactive knowledge 
mining.  
g. Perform roll-up and drill-down at multiple concept levels with 
multiple dimensional data cubes. 
DBMiner had been developed by integrating database, OLAP and 
data mining technologies[12] which previously called DBLearn 
have their own database architecture. Concept hierarchy is stored 
as a relation in the database provides essential background 
knowledge for data generalization and multiple level data mining. 
Concept hierarchy can be specified based on the relationship 
among database attributes or by set groupings and be stored in the 
form of relations in the same database [11]. Concept hierarchy can 
be adjusted dynamically based on the distribution of the set of data 
relevant to the data mining task and hierarchies for numerical 
attributes can be constructed automatically based on data 
distribution analysis [11]. 
For making easy the implementation a concept hierarchy will just 
only based on non rule based concept hierarchy and just learning 
for characteristic rule. Characteristic rule is an assertion which 
characterizes the concepts which satisfied by all of the data stored 
in database. Provide generalized concepts about a property which 
can help people recognize the common features of the data in a 
class. For example the symptom of the specific disease [6].  
For doing the generalization there are 8 strategy steps must be done 
[4], where step 1 until 7 as for characteristic rule and step 1 until 8 
for classification/discriminant rule.  
a. Generalization on the smallest decomposable components 
b. Attribute removal 
c. Concept tree Ascension 
d. Vote propagation 
e. Threshold control on each attribute 
f. Threshold control on generalized relations 
g. Rule transformation 
h. Handling overlapping tuples 
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  2. PROBLEM IDENTIFICATION 
In the sixth strategy step about threshold control on generalized 
relations, there is possibility to select candidate attribute for further 
generalization and merging of identical tuples until the number of 
tuples is no greater than the threshold value, as implemented in 
basic attribute oriented induction algorithm [4]. At this strategy 
step there is possibility the number of tuples in final generalization 
result still greater than threshold value. In order to get the final 
generalization result which only small number of tuples and can be 
easy to transfer into simple logical formula, the seventh strategy 
step about rule transformation is evolved [4] where there will be 
simplification by unioning or grouping the identical attribute [2,4]. 
Based on the above explanation then there are problems like : 
a. Which one the best attribute for further generalization ? 
b. Which one the best attribute for further simplification ? 
Our implementation attribute oriented induction characteristic rule 
has been implemented with Java programming language and 
MySQL database with 50.000 records, while data example and 
concept hierarchy refer to [4,6]. Based on concept hierarchy in 
[4,6] we have 4 concept trees, they are : 
a. Figure 1 is concept tree for major. 
b. Figure 2 is concept tree for category. 
c. Figure 3 is concept tree for birthplace 
d. Figure 4 is concept tree for  GPA. 
Comp
Math
Physic
Biology
...
Literature
Music
History
...
ANY(major)
Art
Science
 
Figure 1. Concept tree for major 
 
Freshman
Sophomore
Junior
Senior
MA
MS
PhD
ANY(Category)
Undergraduate
Graduate
 
Figure 2. Concept tree for category 
Burnaby
Victoria
...
Edmonton
...
Bombay
...
Nanjing
...
British Columbia
Alberta
...
India
China
...
ANY(Birthplace)
Canada
Foreign
 
Figure 3. Concept tree for birthplace 
 
0.0-1.99
2.0-2.99
3.0-3.49
3.5-4.0
ANY(GPA)
Poor
Average
Good
Excellence
Figure 4. Concept tree for GPA 
Figure 5 show the result when program was run to find 
characteristic rule for graduate student with threshold 2 and stop 
after the fifth strategy step about threshold control on each 
attribute.   
 
Figure 5. Result for threshold=2 after threshold control on 
each attribute  
Based on generalization steps for characteristic rule, when the 
number of distinct tuples still greater than threshold control then 
the next strategy step which is the sixth strategy step must be 
done[4]. At explained before because there is possibility the 
number of tuples still greater then the seventh strategy step must be 
done. Table 1 until 6 show the possibilities the final generalization 
include with the rules.  
 Table 1.  Further generalization on major attribute and 
unioning on birthplace attribute 
Major Birthplace GPA Vote 
ANY Canada {Excellent, Good} 21599 
ANY Foreign Good 10800 
birthplace(x) Є Canada^GPA(x)Є{Excellent,Good}[66.66%] V  
birthplace(x) Є Foreign ^ GPA(x) Є Good                  [33.33%] 
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  Table 2.  Further generalization on major attribute and 
unioning on GPA attribute 
Major Birthplace GPA Vote 
ANY Canada Excellent 17999 
ANY {Foreign,Canada} Good 14400 
birthplace(x) Є Canada ^ GPA(x) Є Excellent     [55.55%] V 
GPA(x)         Є Good                                           [44.44%] 
Table 3.  Further generalization on birthplace attribute and 
unioning on major attribute 
Major Birthplace GPA Vote 
{Art,Science} ANY Excellent 17999 
Science ANY Good 14400 
GPA(x) Є Excellent                                     [55.55%] V   
major(x) Є Science ^ GPA(x) Є Good           [44.44%] 
Table 4.  Further generalization on birthplace attribute and 
unioning on GPA attribute 
Major Birthplace GPA Vote 
Art ANY Excellent 7200 
Science ANY {Excellent,Good} 25199 
major(x) Є Art        ^ GPA(x) Є Excellent              [22.22%] V 
major(x) Є Science ^ GPA(x) Є {Excellent, Good} [77.77%] 
Table 5.  Further generalization on GPA attribute and 
unioning on major attribute 
Major Birthplace GPA Vote 
Art Canada ANY 7200 
Science {Canada, Foreign} ANY 25199 
major(x) Є Art ^ birthplace(x) Є Canada              [22.22%] V 
major(x) Є Science                                               [77.77%] 
Table 6.  Further generalization on GPA attribute and 
unioning on birthplace attribute 
Major Birthplace GPA Vote 
{Art,Science} Canada ANY 21599 
Science Foreign ANY 10800 
birthplace(x) Є Canada                                            [66.66%] V 
major(x)        Є Science ^ birthplace(x) Є Foreign   [33.33%] 
3. DEPTH AND LENGTH OF CONCEPT 
TREE 
The final generalization results in table 1 into 6 have the equal 
interesting rule, the same important and the best result will depend 
on user’s interest. In order to find the best final generalization from 
six final generalization results in table 1 into 6, where 
automatically can be built by program application.  Our approach 
to measure interesting rule is influenced by heuristic measurement 
approach by Fudger and Hamilton where the more complex 
concept hierarchies, more interesting results are likely to be found 
[7]. Opposite with Fudger and Hamilton approach, in our approach 
the interesting rule can be found in the simple concept hierarhies. 
The simpler concept hierarchies, more interesting results are likely 
to be found and the more complex concept hierarchies, more 
complex process generalization in concept tree. The decision to 
find interesting rule is influenced with wide or length and depth or 
level of concept tree:   
a. Depth or level of concept tree, where simple depth or level in 
concept tree will have simple generalization process in 
concept tree, but the more depth or level in concept tree will 
have more generalization process in concept tree. 
b. Wide or length of concept tree or amount of concepts per level 
in concept tree, where simple concepts will have simple 
generalization process in concept tree, but the more concepts 
will have more generalization process in concept tree. 
Figure 6. Depth and length of category concept tree 
For example, figure 6 shows category concept tree has 3 levels and 
each of level has wide or length of concepts where level 3 as the 
highest level must have 1 concept, the next level 2 has 2 concepts 
are undergraduate and graduate and the last level 3 has 7 concepts 
are Freshman, Sophomore, Junior, Senior, MA, MS, and PhD.  
To find the interesting rule based on above explanation then 
formula (1) will be used to measure concepts in generalization 
process against concept tree in order to find interesting rule and 
will be run on each of attribute in process selection generalization 
process as the sixth strategy step. The simple value as the most 
interesting value, the highest value as further generalization and the 
next bigger value as further simplification for unioning or grouping 
by attribute. 
  (1) 
where : 
 n    = Maximum depth /level of concept tree  
CRi
CT
 = Amount distinct concepts per level in attribute 
i 
Table 7 shows the depth and length of concept trees which refer 
concept hierarchy in [6] 
= Amount concepts per level in Concept Tree   
Table 7. Depth and length of concept tree 
Depth 
/level 
Length / Amount of Concepts Total 
Concepts category major birthplace GPA 
1 7 11 11 40 69 
2 2 2 5 4 13 
3 1 1 2 1 5 
4   1  1 
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  Total 
Conce
pts 10 14 19 45 88 
 
For the next explaining will strengthen our approach with variance 
variable CR as amount concepts in generalization process. The 
same as before the generalization process for finding characteristic 
rule for graduate student with threshold value 2 but with different 
CR as amount of concepts.  
Table 8 an example table which shows the result program as shown 
in figure 5. As a result the highest value as further generalization is 
birthplace attribute with formula value 0.682 and the unioning 
based on the next bigger value is major attribute with formula 
value 0.546 and the interesting attributes is GPA attribute with 
formula value 0.217 as the lowest value. Thus, the further 
generalization is on birthplace attribute and unioning on major 
attribute and table 3 as the interesting generalization relation. 
Table 8. Amount of distinct concepts per level attribute for 
graduate characteristic with threshold=2 
For suppose there is the same highest formula value for attribute 
major and birthplace as shown in table 9, then there is a problem to 
decide attribute for further generalization and unioning because of 
equality formula value. Decision will be based on previous term 
where simple wide or length and depth or level of concept tree 
value will have a simple generalization process but in other hand 
many wide or length and depth or level of concept tree value will 
have many generalizations processes. As a result because 
birthplace attribute has 4 levels which more than major attribute 
with 3 levels then further generalization is on birthplace attribute 
with formula value 1 and the unioning on the next bigger value is 
on major attribute with formula value 1 and the interesting 
attributes is on GPA attribute with formula value 0.75, table 3 for 
example the result.  
Table 9. Formula execution where there are the same highest 
formula value 
If suppose the equality value happens on the same level attribute as 
shown in table 10 where major and GPA attribute have the same 
level then based on previous term where simple wide or length and 
depth or level of concept tree value will have a simple 
generalization process, then the selection will be decided based on 
multiplication non zero Amount distinct concepts (CR). The 
highest value multiplication concepts will act as further 
generalization and the next value as unioning and as result further 
generalization on GPA attribute where it has result 160 for 
multiplication 40*4*1, unioning on major attribute where it has 
result 22 for multiplication 11*2*1 and the interesting attribute is 
birthplace with formula value 0.859, table 5 for example the result.  
Table 10. Formula execution where there are the same level 
and highest formula value 
If suppose the equality has the same level and multiplication result 
as shown in table 11 where major and GPA attributes have the 
same level and multiplication result, then the selection will be 
decided based on the left or the first attribute. As a result further 
generalization on major attribute where it has result 22 for 
multiplication 11*2*1 as the first attribute, unioning on GPA 
attribute where it has result 22 for multiplication 2*11*1 as the last 
attribute and the interesting attribute is birthplace with formula 
value 0.859, table 2 for example the result.  
Table 11. Formula execution where there are the same level 
and multiplication result 
The previous equality value example is on the highest formula 
value and table 12 is an example when the equality is on the lowest 
formula value. Based on previous guidance then further 
generalization on birthplace attribute as highest formula value 0.75 
and unioning on GPA attribute with formula value 0.667 which has 
the highest multiplication amount distinct concepts 160 for 
multiplication 40*4*1. The interesting attribute is major with 
formula value 0.667 which has the same value with GPA attribute 
but has less value multiplication amount distinct concept 22 for 
multiplication 11*2, table 4 for example the result.  
 Major birthplace GPA 
Depth/Level 
 
1 2 3 1 2 3 4 1 2 3 
CR=Amount 
concepts 
7 2  8 5 2  6 2  
CT=Amount 
concepts 
11 2 1 11 5 2 1 40 4 1 
CR/CT 0.636 1 0 0.727 1 1 0 0.15 0.5 0 
Σ(CR/CT)/n 1.636/3=0.546 2.727/4=0.682 0.65/3=0.217 
 Major birthplace GPA 
Depth/Level 
 
1 2 3 1 2 3 4 1 2 3 
CR=Amount 
concepts 
11 2 1 11 5 2 1 10 4 1 
CT=Amount 
concepts 
11 2 1 11 5 2 1 40 4 1 
CR/CT 1 1 1 1 1 1 1 0.25 1 1 
Σ(CR/CT)/n 3/3=1 4/4=1 2.25/3=0.75 
 Major birthplace GPA 
Depth/Level 
 
1 2 3 1 2 3 4 1 2 3 
CR=Amount 
concepts 
11 2 1 7 4 2 1 40 4 1 
CT=Amount 
concepts 
11 2 1 11 5 2 1 40 4 1 
CR/CT 1 1 1 0.636 0.8 1 1 1 1 1 
Σ(CR/CT)/n 3/3=1 3.44/4=0.859 3/3=1 
 Major birthplace GPA 
Depth/Level 
 
1 2 3 1 2 3 4 1 2 3 
CR=Amount 
concepts 
11 2 1 7 4 2 1 2 11 1 
CT=Amount 
concepts 
11 2 1 11 5 2 1 2 11 1 
CR/CT 1 1 1 0.636 0.8 1 1 1 1 1 
Σ(CR/CT)/n 3/3=1 3.44/4=0.859 3/3=1 
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  Table 12. Formula execution where there are the same result 
at lowest value formula 
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 Major birthplace GPA 
Depth/Level 
 
1 2 3 1 2 3 4 1 2 3 
CR=Amount 
concepts 
11 2 0 11 5 2 0 40 4 0 
CT=Amount 
concepts 
11 2 1 11 5 2 1 40 4 1 
CR/CT 1 1 0 1 1 1 0 1 1 0 
Σ(CR/CT)/n 2/3=0.667 3/4=0.75 2/3=0.667 
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ABSTRACT 
In order to compose a song, composer needs to have many kinds of 
instruments to produce his composition. Therefore, an assisting 
tool that can represent instruments to compose a song is necessary. 
This software was developed to provide that assisting tool. This 
software was developed using JFugue Java API which could 
represent music in the form of programming language. The 
software used the Object Oriented Programming (OOP) concept 
and was programmed with java and NetBeans IDE 5.5 as the 
compiler. This software provides 16 tracks, 127 type of 
instruments, note setting (including octave, duration, and chord), 
and tempo setting. It is also can read, write, and save file in MIDI 
format. 
Keywords 
Composer, JFugue, Music. 
1. INTRODUCTION 
In designing and creating a song, a song composer needs various 
music instruments to produce his music composition. The 
limitation of the various music instruments availability will be an 
obstacle. In this case, we need a tool to simulate music instruments’ 
voice. This tool is very useful in helping us to create a music 
composition.  
In this research we try to produce an application program, MIDI 
Composition Tools which can be used to not only represent various 
music instruments, but also play the created music composition.  
JFugue is an open source Java API (Application Programming 
Interface) without MIDI’s complexity. JFugue represent music in 
programming language form [6]. JFugue supplies feature such as 
Music String to write musical note, harmonic musical note, music 
instruments, duration, and track, MIDI file operation.  
Originally, JFugue represent music in string object which contain 
11 music instructions as mention in Table 1. 
Table 1. Music string 
Music string Explanation 
Tone and brake C, D, …. 
Sharp, flat, Neutral Sharp, flat, neutral 
Octave 0-10 
Chords complete 
Duration 1 – 1/128 
Melody and harmony  
Tier (slur)  
Measure Default: instrument piano 
Instrument 128 
Track/ channel  16 
Tempo  0 – 255 default 120 
 
2. DESIGN AND IMPLEMENTATION 
This MIDI Composition Tools aplication program contains four 
sections as shown in the main aplication form in Figure 1. 
• Compose, receive an input from user, translate it become a 
pattern in Music String form. 
• Create MIDI File, to change Music String into MIDI File. 
• Load MIDI File, to read MIDI file and change it into a pattern 
in Music String. 
• Play Music, to play music, both pattern produced by 
Composer section and pattern produced by Load MIDI File 
section. 
 
 
Figure 1. Main form 
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  The main classes used in this application program are: 
• Pattern, class which has a function to receive an input in 
string form. User pass this input and then the program will 
convert it become Music String. 
• Player, class which has a function to convert Music String 
produced by class Pattern becomes audio signal. Beside 
function to convert Music String, this class also has a 
function to save and to read MIDI file. This class use library 
file from java, java.io.* and javax.sound.midi.* 
• TrackOb, class which used to arrange Music String, on/off 
track state, and instrument from a track. 
• NotOb, class which used to arrange musical note will be 
added in a track. 
• DurationOb, class which use to arrange the duration of 
musical note will be added in a track. 
• ChordOb, class which use to arrange a chord addition in a 
track. 
3. EXPERIMENTS 
To run this software, Java 5.0 or the newer version is required as 
platform to compile java programming. This application is package 
as MIDI Composition Tools.jar. We had done two kinds of 
experiments, Input system and Music String system experiment 
and MIDI file system experiment. 
Input (Composer) system experiment and Music String system 
Music note filling is done by press the ”tombol not balok” button. 
Then, a musical note will be added into the music string. This 
button has a tooltips which will inform us this button’s task, as 
shown in Figure 2. 
 
 
Figure 2. Input (composer) music string 
 
MIDI File system experiment 
This experiment had been done by saving the music string into 
MIDI file, reopening the MIDI file and playing it. This procedure 
can be done using the program or other player, as shown in Figure 
3 and Figure 4. 
 
 
Figure 3. MIDI file reading 
 
 
Figure 4. MIDI Player when file “123.mid” is sounded. 
4. CONCLUSION 
We had done some experiments and survey on the result. We 
conclude that JFUGUE JAVA API supports all features which 
needed in music composition, except double-sharps and double-
flats. The usage of differ music instruments can be done easily by 
copying the music string. Then, we can edit the music string 
according to the chosen music instrument’s characteristic. After the 
editing process, it put in different channel. The tenth channel (V9) 
is the only channel which can produce non-chromatic percussion 
voice, drum.  
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ABSTRACT 
Traffic jam detection system is a kind of system that can detect 
traffic in multiple locations. It requires the interaction with a 
system that requires an algorithm to meet the specific 
requirements. This paper presents a mobile-based interaction for 
detecting traffic jam using decision support system. The 
objectives of this application are to give the user the better online 
information of traffic flow of whole Jakarta through mobile 
application and to assist the user for making the decision of 
choosing an appropriate road. So, the user or the one who needs 
the information of the current situation on specific roads in Jakarta 
will be aimed by utilizing this application. 
In this paper, we propose a mobile-based interaction for detecting 
traffic jam to provide decision-making using Dijkstra's shortest 
path algorithm. This algorithm will be used to establish the 
application in order to set the shortest path that can be passed by 
the traveler or the user. All of the paths will display the 
information of various circumstances in which can determine the 
present state of traffic. This information directly assists the user to 
avoid traffic congestion and to make a decision to choose the 
appropriate road. 
 
Keywords 
Decision Support System, Dijkstra's shortest path algorithm, 
Mobile-based Interaction, Traffic Jam  
 
1. INTRODUCTION 
An increasing number of vehicles and imprecise controls of traffic 
in Jakarta have become major issues that create congestion. The 
traffic congestion causes loss in productivity, consumes a lot of 
gasoline, diminishes air quality, creates a variety of safety 
hazards, often discourages tourism, and reduces business 
information [1]. All of these problems are required to be solved so 
that the traffic congestion can be reduced. 
 
There are several different types of solution that have been taken 
to reduce traffic congestion in Jakarta, such as employs traffic 
policemen in important traffic points, attempt to lay more 
pavements to avoid congestion, etc. But with the advent of 
technology and increment of traffic flow, several approaches with 
less involvement of human have been taken. Contemporary 
approaches emphasize better information and control to use the 
existing infrastructure more efficiently [2]. In contemporary 
approaches, image processing, computer vision or robot vision, 
etc are highly recommended. In these types of solutions, 
involvement of computers provide many promising approaches 
because information feed through mobile applications or web 
networks can simply provided. Because of this, we are proposing 
an innovative method in detecting traffic congestion using mobile 
application.  
 
In Indonesia, we can get the online information of traffic flow on 
certain location through some websites. One of the websites is 
http://lewatmana.com. In this website, the information of traffic 
flow will be obtained through cameras that are placed in important 
traffic points. This information will be updated every two hours. 
Therefore, the people who are connected to the internet network 
can use this application and choose an appropriate road to avoid 
congestion.  
 
In this paper, we want to describe mobile-based interaction as a 
new generation of traffic jam detection system that has 
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  tremendous potential to improve decision support system. This 
application will support real-time maps that can be viewed or 
accessed and provide the information of the current situation on 
specific roads in Jakarta. It also presents a better management 
decision making to the user or the traveler. So, the user not only 
can avoid traffic congestion but also can choose the appropriate 
road with a mobile phone. This new and improved application is 
necessary to develop an innovative traffic jam detection system. 
 
This paper is structured as follows. The second section presents 
the path (graph theory) and the algorithm, Dijkstra's shortest path 
algorithm, that we used to establish the mobile application. The 
third section discusses the modeling of mobile-based interaction 
for detecting traffic congestion. The fourth section shows the final 
comments and conclusions.  
 
2. RELATED WORKS 
There are many approaches that can be used to solve the shortest 
path problem. Some researches have been using various 
algorithms, such as Dijkstra's shortest path algorithm. The 
Dijkstra's shortest path algorithm is still considered strong. The 
development of this algorithm is also still continued [5]. There are 
several approaches to perform the development of this algorithm 
through a hierarchical model [1]. So that, this algorithm can be 
adjusted to the real-weighted undirected graph. The Dijkstra's 
shortest path algorithm have an ability to create an efficient 
processing phase with a linear structure for single-source the 
shortest path through computation time O (m log a). Therefore, 
this algorithm has a powerful potential to solve the problems of 
traffic congestion which form a path which is the collection of 
graphs. 
 
The traffic network can be supported by Arc-flag approach [2], 
which is one of result of the development of The Dijkstra's 
shortest path algorithm. This approach will be done by doing the 
partition through a graph. Then, each region will be marked. The 
mark describes that the region has a maximum number of edges of 
the graph. This kind of concept can be used to solve the traffic 
congestion problem in Jakarta through the unstructured road 
development. So, we can apply the main path in every certain 
location that has a number of edges.  
 
For the certain locations that have a potential to cause traffic 
congestion can be presented using graph cut. The graph cut can be 
done through computing min-marginals approach. It will be 
implemented by labeling the calculated random field path 
efficiently based on dynamic graph [3]. This algorithm leads us to 
get a polynomial running time. However, planar algorithm [7] is 
also quite promising. The condition of highway in Jakarta 
overlapping must be changed into two-dimensional planar shape. 
After that we can do the cutting edge. 
 
The algorithm that is used to search the shortest path also has to 
be described in a real map. To achieve this algorithm, we required 
a technique that can be performed with the Scalable Vector 
Graphics and Tiny Line SVG approaches for flexible display [8]. 
This approach supports generalization on the schematic map. By 
using the technique and combination software such as J2ME as 
software that supports connected limited device configuration [9], 
can be applied to the developed mapping application model. 
 
3. METHODOLOGY 
3.1 Data and Process 
To build this application, we need information of traffic flow. The 
information can be obtained through cameras that are placed in 
important traffic points, such as Arteri Pondok Indah, Mampang, 
Jati Bening, etc. All of the places that have been mentioned have a 
potential to cause traffic congestion. The data of current situations 
on specific roads of whole Jakarta will be sent to the server to be 
processed and display through interface form or in the mobile 
application device. This interface will consists of specific 
parameters of congestion level in Jakarta. The illustration of the 
data process can be seen in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.1.1 Redesign Map 
Google maps application is quite enough to describe the 
information of current situation on specific roads in Jakarta. 
However, the Google maps of the city of Jakarta have to be 
redesign so that it could compatible to our new application. If 
Google maps only give the information of certain roads, we have 
to redesign the information by changing the interface of the maps 
with using different colors as parameters of traffic congestion. We 
will use four different colors, such as red, blue, yellow, and 
purple. The color red is used to describe the state of traffic jam in 
which the vehicles are stopped. The color blue is used to show the 
certain roads that the vehicles are moving very slowly. The color 
yellow shows that there are an excessive number of vehicles on 
road. And the color purple that we used is to describe a condition 
of less number of vehicles on road. In this paper, the density range 
of vehicles on road will not be included as parameters of traffic 
congestion. We will only describe each edge with certain 
condition through its specific color . 
 
3.1.2 Conversion 
After redesigning the maps, we are going to change it into a 
graph, except in the interface, to represent a realistic pattern of 
certain roads in Jakarta. Then, the Dijkstra's shortest path 
 
Figure 1. Flow of the data process. 
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  algorithm will be used to determine the shortest path from the 
graph. In our new application, as mentioned earlier, each graph 
will be synchronized to the real condition of roads in Jakarta. For 
instance, we will manually describe the crossroad as a node and 
the road as an edge that describe in figure 2. 
 
The value of a single edge is based on the length of the path. As 
same as the graph theory, each of the edge has its own value. In 
this case, we give the biggest value to the longest path (road). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Each of the edge represents the certain road that has a possibility 
to be passed by the vehicles. Besides, we also need to convert the 
highway and the divided highway into a graph. It can be divided 
into the directed and undirected graph. We will convert the 
highway into directed graph or digraph. A directed graph or 
digraph is a pair G = (u, v). It means that an edge is related with 
two vertices (nodes) and considered to be directed from U to V. 
Meanwhile, the divided highway will be converted into undirected 
graph. The undirected graph is a graph in which edges have no 
orientation. It means that the edges are not ordered pairs, but sets 
{u, v} of vertices. The roads in Jakarta can be converted into 
undirected graph.   
 
For the red path, as we mentioned earlier, the traffic jam is the 
unavoidable part of road. The red path will be removed from the 
path. We propose cut edges method. We choose the cut edges 
method in order to stabilize a number of different sub graphs. 
Furthermore, the cut edges method also can quest optimum 
solution for each function in polynomial time [4]. 
 
3.1.3 Quantification 
 
The quantification process is used to represent the condition of the 
roads in whole city into quantitative value. Every condition that 
has various degree of the traffic jam will be quantified into 
different values. The quantitative value will be valuable according 
to the colors, such as the color purple is become the first value, 
the color yellow is become the second value, etc. For the color 
red, traffic jam condition, it can’t be included into the graph. We 
provide the quantification process using cut edges algorithm [11]. 
3.2 Algorithm Development 
To apply the shortest path, we use one of greedy method, 
Dijkstra's shortest path algorithm, where has been required to 
input value of the first node as initial position and value of the 
second node as destination. 
 
Normally, the shortest path can be 
obtained from the shortest distance of road and the current 
situation of road without traffic congestion. We multiply the 
distance of each edge with the quantification result. Thus, the 
value of the path can be provided using our formula. 
    (1) 
 
   (2) 
 
Formula (1) shows W, the weight of each selected edge, which is 
depended by i. The value of i is the variable array that defines the 
index of each edge. W is calculated by multiplying E as a length 
of the edge between the cross road by Cn, the constant number 
that is depended by n as the index of constant number. The index 
of constant number will be defined as the condition which have 
been quantified, from 1 until 4. The condition is retrieved from 
the quantification process. The purple color has value 1, yellow 
color has value 2, blue color has value 3, and red color has value 
4. So, the value of Cn
 
 depends on the condition of the way.  
Formula (2) is used to count the value of sub path that will be 
used to find the shortest path. Pi is the value of each path that will 
be selected. The sigma symbol means the iteration of Wi
 
 that is 
determined by K. The K value is the total number of selected 
vertexes. It is the subset of all of the vertexes in the graph.  
In this paper, we modify the 
 
Dijkstra's shortest path algorithm to 
obtain the three selected shortest paths in order to provide the 
decision making and risk evaluation to the users. We assume that 
the users will not obviously take the first selected shortest path. 
The users probably will consider to take another path to avoid the 
traffic congestion. Therefore, we provide two other paths that can 
be chosen. When one of the path has been selected, the program 
will be repeated. However, the program will remove one of the 
edge that is connected to the node which has other alternative 
edges  in the selected path. The program will repeat until the 
initial node can not be passed through its edge. The resulting 
value of each path can be obtained through formula (2).  
After we get the value of each path, we will specify the three 
minimum values in order to provide the best three paths that can 
be passed. The best three paths will be processed to obtain the 
percentage of each selected path through its edges. We will 
generate the paths that have the same condition, such as, the paths 
which have value 2. Then, we can determine the percentage of 
each constant number by multiplying the length of the edge by the 
constant number and then compare the result directly with the 
value of the each selected path. 
 
   (3) 
 
   
a)                 b) 
 
Figure 2. Conversion the map to be a graph form. a) The 
Cilandak map from maps.google.com. b) The graph result 
from conversion map. 
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    (4) 
 
   (5) 
 
 (6) 
 
   (7) 
In words, in order to obtain RC, the percentage of each constant 
number, we will multiply the total number of Ei, the length of the 
edge, by Cm,
 
 the constant number, and then devide the result with 
the value of the each selected path. m represents the index of the 
condition of each selected path. m is the subset of n. L is the total 
number of selected edges which have the same constant number. 
We can provide three paths (shortest paths) to the user from the 
best of three combinations that have been chosen, but not always 
there are three suggestions, if the algorithm only find 2 or less the 
suggest path, the visual only display 1 or 2 way. It depends on the 
condition of traffic. The following pseudo-code gives a brief 
description of the working of the Dijkstra's shortest path algorithm 
[10]. 
 
Procedure Dijsktra (V: set of vertices 1... n {Vertex 1 is the 
source} 
Adj[1…n] of adjacency lists; 
EdgeCost(u, w): edge – cost functions;) 
Var: sDist[1…n] of path costs from source (vertex 1); 
{sDist[j] will be equal to the length of the shortest path 
to j} 
Begin: 
Initialize 
{Create a virtual set Frontier to store i where sDist[i] is 
already fully solved} 
Create empty Priority Queue New Frontier; 
sDist[1]←0; {The distance to the source is zero} 
forall vertices w in V – {1} do {no edges have been 
explored yet} 
sDist[w]←∞ 
end for; 
Fill New Frontier with vertices w in V organized by 
priorities sDist[w]; 
endInitialize; 
 
repeat 
v←DeleteMin{New Frontier}; {v is the new closest; 
sDist[v] is already correct} 
forall of the neighbors w in Adj[v] do 
if sDist[w]>sDist[v] +EdgeCost(v,w) then 
sDist[w]←sDist[v] +EdgeCost(v,w) 
update w in New Frontier {with new priority 
sDist[w]} 
endif 
endfor 
until New Frontier is empty 
endDijkstra; 
 
There are many crossroads in Jakarta. It means that the program 
will process many nodes to gain the shortest path. So that, the 
computational complexity tends to be very difficult to be defined. 
To increase the computational process, we will restrict the region 
of the graph through the Arc-Flag Approach [5].      
 
3.3 Visualization 
We plan to build our application using Java 2 Mobile Edition 
(J2ME). The combination of Connected Limited Device 
Configuration (CLDC) and Mobile Information Device Profile 
(MIDP) 
 
can provide a solid Java platform for developing 
applications to run on devices with limited memory, processing 
power, and graphical capabilities. So, the application that 
developed can run in the small network like GPRS or 3G. CLDC 
defines the base set of application programming interfaces devices 
like mobile phones, pagers, and mainstream personal digital 
assistants. We can use these privileges to optimize the design and 
application systems.  
The design, which is the first form of our application, can be 
shown in figure 3. In this part, we display a map that can be a 
random map, with image magnification capability. The capability 
of obtaining magnifications is 1 to 3 times. We only offer to 
magnify the image by three times because the mobile applications 
have a limited ability in memory and loading data through the 
GPRS or 3G network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) 
 
b) 
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The right side in our application will show the information of 
index or parameters of traffic congestion through various colors, 
as we mentioned earlier, the color red, blue, yellow, and purple. 
While the lower part will give a search facility, it is used to search 
an alternative path (road). The user can enter the initial position, 
the place where the user is located, and the final destination. 
Every data that has been input will be sent to our server through 
internet network. Then, all of the data, the certain location and its 
current situation (through the camera and other data from internet 
network) will be processed using Dijkstra's shortest path 
algorithm. 
In the second form of our application, we propose the result which 
is the three best paths (roads) with the optimum way that can be 
passed by the user. Three best paths will be showed with green 
color. The first path is a recommended road that the system 
suggested to the user. It is the shortest path without congestion or 
the highest value. Then, the following path, the system will 
suggest another path that has lower value through the algorithm. 
In each selected path, we will describe the percentage of path 
(road) condition which is including the color blue, yellow, and 
purple. For example, the color blue has 0%, the color yellow has 
100%, and the color purple has 0%. It means that this path shows 
the condition of an excessive number of vehicles on road. . Every 
path in this system can be visualized using the map application by 
choosing one of the paths (click the navigation button in the 
center).     
4. CONCLUSIONS 
The Dijkstra's shortest path algorithm is very useful in resolving 
problems of traffic congestion. Combining the algorithm with 
map visualization techniques and software that supports the 
CLDC can provide visualization effects and flexible system. 
Our new application of detecting traffic jam can be accessed and 
implemented in mobile application through internet network. It 
can assist to provide the information about traffic points with 
traffic jam and facilitate the users to choose the appropriate 
alternative path (route) to avoid congestion. Using GPRS, this 
application can help the users to save their valuable time and 
reduce the cost for using the GPS.  
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Figure 3. Design our application. a) The first preview with 
index parameter. b) The first shortest path. c) The second 
shortest path. d) The third shortest path. 
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ABSTRACT 
The airline gets revenue while their aircraft are flying. There are 
many things that influence the plane on the ground, for example: 
the time needed for passengers to get off the plane, baggage 
loading and unloading, fueling, boarding time, etc. This paper 
presents a few strategic model boarding for reducing seat and aisle 
interference and for reducing boarding time. Mixed Integer Non 
Linier Programming is used for generating boarding model. 
ProModel is used for simulating and the result are time and sum 
of seat and aisle interferences. Airbus-320 is used to apply this 
simulation model. Some of the things that affect the boarding 
strategy model are the number of rows, number of groups and 
number of passengers that included for each group. The 
simulation result show that 6 group boarding model reducing 
57,1% for interferences and 6,82% for boarding time over 
traditional pure back to front boarding model. 
Keywords 
Boarding, MINLP, transportation. 
1. INTRODUCTION 
For commercial airlines, one of the factors that determine the 
efficiency operational of aircraft is the transition time (turnaround 
time). the transition begins from arrival to departure of an 
airplane. Factors that influence the transition time on the aircraft 
included the time passengers to get off the aircraft, loading and 
unloading baggage, fueling, aircraft maintenance, boarding time 
etc.  
Boarding time is one of the factor that can influence the efficiency 
operational of a flight. Boarding time is difficult to control by the 
flight service providers due to limitations in control of the 
passengers. 
Because of that, it is necessary for the researcher to find out the 
optimal boarding strategies to improve the efficiency. After 
finding the optimal strategy then it is necessary to do simulations 
for modeling the boarding situation. 
Research on boarding, has been carried out by several previous 
researchers. According to Van Landeghem and Beuselinck [3],  
many factors that determine the turnaround time, such as: loading 
and unloading of goods and passengers, checking passengers, fuel 
filling. In this paper also discussed some kind of boarding 
strategies. Bazargam [1] also discusses a few boarding model with 
linear programming approach. 
This paper presents a few strategic model boarding for reducing 
seat and aisle interference and for reducing boarding time. Mixed 
Integer Non Linier Programming is used for generating boarding 
model. ProModel is used for simulating and the result are time 
and sum of seat and aisle interferences. Airbus-320 is used to 
apply this simulation model. Some of the things that affect the 
boarding strategy are the number of rows, number of groups and 
number of passengers that included for each group. 
The purpose of this research is choosing the optimal   boarding 
model, where the number of seat and aisle interference is 
minimum and so is the time.  
Section 2, 3 and 4 define mixed Integer NonLinier Programming 
(MINLP), Neos Server and Airbus A-320. Section 5, 6 and 7 
define seat interference, aisle interference and Penalty value. 
Section 8 and 9 formulated model boarding and design system. 
Section 10 experiment and implementation then finally section 11 
concludes this paper. 
2. MIXED INTEGER NONLINIER 
PROGRAMMING (MINLP) 
Mixed Integer Nonlinear Programming (MINLP) is a variety of 
forms of Nonlinear Programming problems that combined with 
Integer Programming. MINLP is a natural approach to formulate 
the optimization problem [3]. 
Algorithm that can be used to solve the problem on mixed integer 
nonlinear programming is branch and bound algorithm [2]. 
3. NEOS SERVER 
Solution for optimization problems with many variables (> 300) 
cannot be solved using AMPL student version. One solution to 
solve the problems with this many variables is to use Neos Server. 
Neos Server is a server that serves the optimization problem in a 
way to upload a file that contains the mathematical AMPL model 
optimization. 
AMPL will read the model from *. mod files and data from the *. 
dat files and will be completed in accordance with the solver who 
has previously selected.  
The file contains a model of mathematical models created by the 
programming language AMPL and Gams. Data files contain data 
that will be input to the model. As for modifying the output of the 
proposed solution, users can use command files [4]. These files 
can be uploaded via the website server Neos 
(http://neos.mcs.anl.gov/neos/). 
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Figure 1. Website NEOS server 
 
MINLP Solver is a solver that available on the Neos Server, it  
solve mixed integer optimization problems with constrain (Mixed 
Integer Nonlinearly Constrained Optimization). 
4. AIRBUS A-320 
Airbus A320 is an aircraft that can accommodate 150 passengers, 
consisting of 12 passengers in business class and 138 passenger in 
economy class.  
In general, the column marked letter A, B, C, D, E and F 
(economy class) and A, C, D and F (business class). For economy 
class, A and F is a seat near the window (window), B and E are 
the middle seats (middle), while C and D is an aisle seat (the 
aisle).  
 
Figure 2. Layout kabin A320 
Line in the cabin starts from 1 to 26, which consists of numbers 1 
to 3 is the business class and 4 to 26 is the economy class.  
Conventionally, boarding process is dividing passenger into 
groups. Boarding process will filled the seats from back to front 
[8]. In this study, this model is called the BF model (Back to 
Front). Where in this model, fill the back seat first can reduce the 
interference.  
Variable N represents the set of rows and M = (A, B, C, D, E, F) 
represents the set of column. Given a number to each row i in N 
and j in M seat position, then each individual position chairs can 
be identified by using a pair (i, j).  
By including the group's position on the chair, it can be 
established boarding strategy. For example the problems boarding 
the plane, if each pair (i, j) is inserted at the boarding group k, k in 
G which represents a set of groups. Further defining the decision 
variables x i, j, k = 1 if the seat (i, j) be included in the group k and 
xi, j, k
5. SEAT INTERFERENCE 
 = 0 for values other than, where I in N, j in M and k in G. 
1.    Seat Interferences 
Seat interference is interferences that occur when passengers who 
will sit near windows and the passengers in middle or aisle 
already sit. [8]. If x indicates passengers who join a group, then 
the scenario that may occur are: 
a. Three passengers were in the same group and will occupy a seat 
on the right or left (xxx). The model is as follows: 
 
 
Figure  3. Seat  (xxx) 
b. Two passengers were in a group and followed by the other 
passengers in the after group (xx_x). If k, l in G where k <l, 
then the model is as follows: 
  
 
 
 
 
 
Figure  1. Seat  (xx_x) 
c. One passenger in a group for one section and row, followed 
by two passengers on the same line and in the later group 
(x_xx). The model is as follows: 
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Figure  2. Seat  (x_xx) 
 
d.   Three passengers in the group different are assigned a seat in 
the row and the same section (x_x_x). If k, l, m in G where k 
<l <m, then the model is as follows:: 
 
 
 
 
 
 
Figure 6.Seat  (x_x_x) 
6. AISLE INTERFERENCE 
Aisle interference is interference that occurred in the aisle, while 
passengers who will sit on the next line was blocked by 
passengers who will sit on this line, because passengers who will 
sit on this line, put his baggage into kabin or seat interference 
occurs[8]. 
 
Figure  1. Aisle Interferences 
If x and y are passengers on the different groups, Aisle 
Interference is as follows : 
a. Passenger within group 
Aisle Interference will happen, if minimal one passenger is 
blocked by other passenger in the same group. These 
scenarios are divided become three parts:  
i. Passenger will sit at the same row and the same side 
(xy_sr_ss). 
At this scenario, if u,v  L, R where u ≠ v, then the 
model is as follows :  
 
 
 
 
ii. Passenger will sit at the same row and the different site 
(xy_sr_ds). 
At this scenario, if u, v  M where u  L and v  R, then 
the model is as follows: 
 
 
 
 
iii. Passenger will sit at the next row (xy_hr). 
This Skenario will happen when the next passenger in 
the same group will sit at the further sit. If a, b  N, then 
the model is as follows: 
 
 
 
 
b. Passenger berween group 
Aisle Interference will happen, if minimal one passenger is 
blocked by other passenger in the different group. These 
scenarios are divided become three parts:  
i. Passenger will sit at the same row and the same side 
(xy_sr_ss). 
At this scenario, if k, l  G, where k < l, then the model is as 
follows:  
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ii. Passenger will sit at the same row and the different site 
(xy_sr_ds). the model is as follows : 
 
 
 
 
iii. Passenger  will sit at the next  row (xy_hr). the model is 
as follows : 
 
 
7. PENALTY VALUE 
Penalty value is used to give weight to the value of mathematical 
models that will be made. In this case, to determine the penalty 
values is done by calculating the value of seat and aisle 
interference probability. 
 
Table 1.  Seat Penalty 
Penalti Susunan Boarding 
E (No. of 
interferen
ce) 
 [window, middle, aisle] 1,5 
 [window, middle]  [aisle] 0,5 
 [window, aisle]  [middle] 1,5 
 [middle, aisle]  [window] 2,5 
 [window]  [middle, aisle] 0,5 
 [middle]  [window, aisle] 1,5 
 [aisle]  [window, middle] 2,5 
 [window]  [aisle]  [middle] 1 
 [middle]  [window]  [aisle] 1 
 [middle]  [aisle]  [window] 2 
 [aisle]  [window]  [middle] 2 
 [aisle]  [middle]  [window] 3 
 
Table 2. Aisle Penalty  
Penalti Keterangan E (No. of 
interference) 
 Within group 1/s1 
 Between group 1/(s1 s2) 
 
8. MODEL BOARDING INTERFERENCE 
 
Minimize 
 
Z =  
 
 
 
… (xxx) 
 
 
 
 
 
 
 
… (xx_x) 
 
 
 
 
 
 
 
… (x_xx) 
 
 
 
 
 
 
 
 
 
 
 
… (x_x_x) 
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… (within group) 
 
 
 
 
 
 
 
… (between group) 
 
Subject to: 
 
 
 
 
 
 
 
 
9. DESIGN SYSTEM 
Neo Server Program Analisis Pro Model
*.mod
*.dat
Model 
Boarding
Jumlah 
Interferences
Model Biner 
Boarding
Rata-rata jumlah 
Interferences
Rata-rata waktu 
interferences
In this research, Neo Server is used to solve the optimization 
problem. Neo Server Results is a boarding model. This boarding 
model is analysis program input. Analysis program result the 
number of interferences and also binary model of boarding. 
Boarding binary model stored in the form of *. xls. *. xls file is 
input for the Pro Model simulation program. Pro model simulated 
100 times and result average number of interferences and the 
average boarding time. 
Figure 8. Design system 
 
10. EXPERIMENT AND IMPLEMENTATION 
The experiment is done by using analysis and simulation 
programs. The data is used in this experiment process is data 
boarding strategy model that has been generated from NEOS 
SERVER.  
From the results of analysis and simulation shows that the 
solutions given from MINLP 6 model better than the BF 6 model 
(Back to Front). 
From the calculation analysis, MINLP 6 reduces 43.89% number 
of interferences compare with BF 6 Model. 
From the ProModel simulation shows that MINLP 6 reduce the 
number of interferences 57,1% better than BF 6 Model. And 
MINLP 6 Model reducing 6.82% boarding time better than BF 6 
model. 
From evaluations that have been presented, MINLP 6 model can 
be recommended as one of the alternative strategies to improve 
the efficiency of boarding time Airbus A320 aircraft. Futhermore, 
this model can be implemented in actual boarding system for 
Airbus A-320. 
 
Figure 9.  MINLP model 
 
Figure 10.  BF model (Back to Front) 
 
Table 3.  Result of model MINLP and BF using             
analisys program 
  BF3 BF4 BF5 BF6 MIN
LP3 
MIN
LP4 
MIN
LP5 
MIN
LP6 
 Nr. Seat Interferences 
 Busin
ess 
3 3 3 3 3 3 3 3 
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  (1xx) 
 Econo
my 
(xxx) 
69 69 69 69 66 51 16,5 0 
 xx_x 0 0 0 0 0,5 3 8 4,5 
 x_xx 0 0 0 0 0,5 3 9,5 3 
 x_x_x 0 0 0 0 0 0 0 0 
Nr. Aisle Interferences (within group) 
 xy_sr
_ss 
5 7 9 11 4,884
06 
5,956
52 
4,921
57 
2,104
4 
 xy_sr
_ds 
8 11 14 17 7,855
07 
9,956
5 
9,745
1 
6,730
7 
 xy_hr 67 64 61 58 67,13
04 
65,04
35 
65,16
67 
67,58
2 
Nr. Aisle Interferences (between group) 
 xy_sr
_ss 
0 0 0 0 0,000
84 
0,011
34 
0,059
4 
0,065
0 
 xy_sr
_ds 
0 0 0 0 0,001
05 
0,011
34 
0,061
10 
0,066
32 
 xy_hr 1 1 1 1 1 1,015
12 
1,205
31 
2,164
44 
T. Seat 
Interfere
nces 
72 72 72 72 70 60 37 10,5 
T. Aisle 
Interfere
nces 
81 83 85 87 80,871 81,99 81,16 78,71 
Total 
Interfere
nces 
153 155 157 159 150,87 141,99 118,15 89,21 
 
Table 4. Simulation result of model MINLP and BF using 
ProModel 
 BF3 BF4 BF5 BF6 
Avg. Seat Interferences 70,76 72,11 73,36 72,22 
Avg. Aisle Interferences 53,41 53,36 52,74 52,27 
Avg. Total 124,17 125,47 126,1 124,49 
Avg. Boarding Time 1436,76 1460,68 1473,69 1491,68 
 MINLP3 MINLP4 MINLP5 MINLP6 
Avg. Seat Interferences 70,95 59,38 36,96 10,46 
Avg. Aisle Interferences 52,8 51,89 49,1 42,94 
Avg. Total 123,75 111,27 86,06 53,4 
Avg. Boarding Time 1431,02 1434,66 1430,6 1389,89 
 
11. CONCLUSION 
1. Mixed Integer Nonlinear Programming can be used to 
produce a model boarding. 
2. Analysis calculation results show that the MINLP 6 model 
is 43.89% better than BF 6. 
3. Promodel simulation results for sum of interference shows 
that MINLP 6 model  is 57.1% better than BF 6 model. 
4. For boarding time, MINLP 6 model is 6.82% better than the 
BF 6 model 
Further Research  
1. Boarding model can be formulating using quadratic. 
2. It would be better if this new boarding model can be 
implemented in real aircraft. 
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ABSTRACT 
A series of experiments has been conducted to show that efficiency 
improvement in Galois Field (GF) operators does not directly 
correspond to the system performance at application level. The 
experiments were motivated by so many research works that 
focused on improving performance of GF operators. Numerous 
variants of operators were formed based on various combination of 
operation types (multiplication, division, inverse, square), 
representation basis (Polynomial, Normal, Dual), and processing 
types (serial, parallel). Each of the variants has the most efficient 
forms in either time (fastest) or space (smallest occupied area) 
when implemented in an FPGA chip. In fact, GF operators are not 
utilized individually, rather integrated one to the others to 
implement algorithms, mostly in cryptography and error correction 
applications. The experiments based on the implementation of 
Rijndael Cipher 128-bit using VHDL by means of two synthesis 
tools: the Xilinx ISE 8.2i and the Altium ProChip Designer 
concludes that application performance mainly depends on the 
composition and distribution of the operators as well as their 
interaction and interconnection within the system architecture.   
Keywords 
Galois Field, Rijndael, VHDL, FPGA. 
1. INTRODUCTION 
Galois Field (GF) arithmetic plays an important role in modern 
communication system, particularly in two important aspects of 
information exchange, i.e. security and data correctness. GF is 
utilized in cryptography algorithm [1][2] and error correction codes 
(ECC) [3][4]. Performance of applications in these two fields is 
determined by the efficiency of GF arithmetic operators involved in 
the system [5]. There has been found in the literatures research 
efforts in improving GF operators’ efficiency, e.g. multiplication 
[6], division [7] and inversion [8]. In fact, GF operators are not 
performing their functions individually and independently, rather 
they are parts of a functional integration at system level. Is operator 
efficiency beneficial to the application level performance?  
This paper reports an experimental result of implementing Rijndael 
encryption and decryption algorithms based on six variants of GF 
operator. The purpose of the experiment is to obtain an Rijndael 
configuration whose throughput is the most optimum. The Rijndael 
algorithm was implemented using VHDL by means of two 
synthesis tools: the Xilinx ISE 8.2i and the Altium ProChip 
Designer.   
2. PREVIOUS RESEARCH 
Similar to the ordinary algebra, GF algebra has a number of 
arithmetic operations, such as: addition, subtraction, multiplication, 
division, inversion, square and square root. Variants of GF 
arithmetic operators are characterized by: 
1. operation types: multiplication, division, inversion, square or 
square root 
2. representation basis: standard/polynomial (PB), normal (NB) 
or dual (DB) 
3. processing types: serial or parallel 
In digital circuit, GF addition and subtraction are simply 
implemented by exclusive-OR logic operation. The advance of 
digital technology has shifted performance measurement 
mechanism from the running time of software algorithm [9] to 
VLSI complexity, i.e. the number of components and their total 
delay [6]. 
The first circuit structure of GF arithmetic was proposed by 
Berlekamp in 1982, i.e. polynomial and dual based multiplication 
[10]. Normal based multiplier was introduced firstly by Massey-
Omura in 1986 [11], which is known afterward as MO multiplier. 
In 1988, Mastrovito proposed a more modular multiplier with 
higher regularity of the structure that suits systolic cells in VLSI 
[12]. However, speed, size and modularity of Mastrovito's 
multiplier depend much on the irreducible polynomial P(x) used to 
generate the field elements. By selecting the right P(x), parallel 
multiplication has at most 2m2-1 gates and occupies 55% of the 
space required for implementing Bartee and Schneider's algorithm 
[9]. In 1991, Mastrovito's dissertation reported an experimental 
investigation on multiplication using more than one representation 
basis [13]. It was concluded that PB multiplier is the most versatile 
form for the most arithmetic computational problems GF(2m) in 
VLSI. In addition, PB solution also posses conversion cost that can 
compensate the efficiency gained by the other representation basis 
[14] and occupies a half space of the one required by MO 
multiplier. Mapping problem for interbasis conversion is the 
concern of Wu et al. [15] which introduced an efficient conversion 
method from PB to NB specifically for squaring. Furthermore, 
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  Sunar et al. proposed conversion matrix for any form of generator 
polynomial [16].  
Several improvements of multiplication algorithm were also 
reported by Afanasyev [17] and similarly by Hasan et al. [18] that 
proposed a modification of the architecture by defining the 
irreducible polynomial as all-one polynomial (AOP). By applying 
the AOP, Hasan claimed the complexity of multiplication decreases 
by 50%. Meanwhile, Lee-Lim also reported a performance 
improvement by applying circular dual basis (CDB) [19]. Lee's 
method is very efficient for trinomial with composite GF((2n)m
A comprehensive study on GF arithmetics was reported by Paar's 
dissertation [21], in which he proposed a decomposition algorithm 
from GF(2
) 
where m is primary relative over n, or gcd(m,n) = 1. However, 
defining certain form of irreducible polynomial is considered as 
limitation, inflexible and low reusability [20].   
k) to GF((2n)m) where k = n.m, called composite field. 
In addition, Paar also explored inversion after the first algorithm 
introduced by Itoh-Tsujii in 1988 [22]. Further Paar's research in 
[23] reported composite field multiplication and inversion in 
GF(28
Combination of serial dan parallel processes were reported by Choi 
et al. [27] that introduced hybrid multiplier by forming irreducible 
polynomial x
). Composite field implementation in FGPA showed 
component saving by 25% and acceleration by 10% [24]. The 
composite field inversion requires 29% of AND and XOR gates 
compared to the standard one. Rudra [25] and Jutla [26] also 
developed a method for linear transformation of GF binary 
elements to composite field representation.   
m + xn
Previous implementation of Rijndael cipher has been reported, such 
as improvement of arithmetics efficiency based on composite field 
by Rudra et.al. [25], optimization of transformation using Look Up 
Table by Lee [29][30], and performance improvement of  
SubBytes algorithm specifically on S-Box module by Rijmen [31].  
 + 1 where n ≤ m/2. This hybrid multiplier has 
flexible structure to compromise space and time complexity and is 
proven having less complexity than Wu and Hasan multiplier [15]. 
Several other methods were proposed to support hardware 
implementation, such as Huang-Wu [28] that has systolic array 
architecture approach to ease the testing process.  
3. MOTIVATION 
Previous research focused on efficiency improvement of GF 
operators to obtain better performance in term of speed or occupied 
space when implemented in digital circuits. However, literatures on 
GF-based implementation at system level are merely experience 
sharing with specific features without any analysis on the 
consequences of GF operator variants involved in the system. 
Based on the available literatures, the experiments were designed to 
answer the following research questions: 
1. Can performance improvement gained at operator level be 
obtained linearly at the application level? 
2. How can GF-based circuit optimization be achieved at 
application level? 
3. Will an application take benefit by employing all best variants 
of GF operators? 
4. METHODOLOGY 
A set of experiments was designed to examine whether the best 
variants of GF operator can be combined to construct the most 
efficient application. In other words, what configuration of GF 
operator variants can produce an application with the greatest 
throughput. Arithmetic operator types were taken as suggested by 
the algorithm of Rijndael cipher 128-bit. The operators were 
implemented as the most efficient variant from each combination of 
two parameters: representation basis (PB, NB or DB), and 
processing structure (parallel or serial). For further reference in the 
next discussion, we use six variants of operators as follows: 
 Table 1. GF operator variants 
Variant Structure Basis 
1 Parallel Polynomial 2 Serial 
3 Parallel Normal 4 Serial 
5 Parallel Dual 6 Serial 
 
The Rijndael cipher is implemented into six versions, each of which 
was constructed based on the variants in Table 1. They were 
implemented using structural VHDL and synthesized with Xilinx 
ISE 8.2i and Altium ProChip Designer. The synthesis process 
results in maximum combinational path or total delay that defines 
the maximum frequency possibly supplied to the system. Hence, 
the system throughput can be calculated based on the data capacity 
proceeded per time unit, expressed in Mega Byte per second 
(MBps). Throughput is then used as an indicator of the system 
performance. An optimal configuration is defined as the one having 
biggest throughput among the six versions of the system. 
5. GF OPERATOR ARCHITECTURES 
This section briefly discusses the six variants of GF operator, in 
particular the one widely used in encryption and decryption 
processes, i.e. the multiplication. Variant 1 of multiplier 
implements Mastrovito's circuit in [12]. Multiplication is 
proceeded partially in variant 2 by the circuit shown in Figure 1. 
Variant 3 and 4 are realized based on the NB multiplier in [13]. 
Multiplier variant 5 and 6 are implemented using parallel and serial 
structure in [13].  
The implementation of six variants of multiplier results in delays 
shown in Table 2. It can be seen that the parallel multiplier in dual 
basis has the biggest combination delay. The best variant is the one 
having the smallest delay, i.e. polynomial based parallel multiplier 
or variant 1. 
6. RIJNDAEL CIPHER  
This session describes the implementation of Rijndael cipher with 
focus on hardware structure involving GF algebra. Decipher is a 
reverse process of cipher and vice versa. More details on analytic 
theory and algorithm's philosophic background, its strength and 
weakness as well as limitation are covered in [32]. 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
171
  
Figure 1. Serial PB multiplier GF(2m
 
) 
Table 2. Delay of GF(24
Structure 
) multiplier in ns 
Tools PB NB DB 
Parallel Xilinx 12.69 13.49 17.61 Altium 11.37 11.94 14.25 
Serial Xilinx 15.96 15.18 15.31 Altium 15.24 16.26 15.14 
   
According to Rijndael encryption scheme, one block of data is 
converted to ciphertext by means of a number of transformation 
algorithms. A temporary result of internal process in delivering 
ciphertext is called State. State is represented in a square of byte 
arrays. It has four rows and a number of columns. Number of 
columns is defined using a variable that equals to block length 
divided by 32. This session describes the implementation of 
Rijndael cipher with data block and key length of 128 bits.   
Encryption algorithm is arranged in several steps of computation 
such as shown in Figure 2. In initial phase (iteration 0), State is 
computed by XORing data block and the cipher key. Furthermore, 
State is going through 10 iterations consisting of computation 
phase SubBytes (SB), ShiftRows (SR), MixColumns (MC) and 
AddRoundKey (ARK). Specific for the 10th
Detail of internal process in each block within Figure 2 has been 
discussed in [31]. This paper presents the structure of Rijndael's 
blocks and their throughput as consequences of GF operator 
variants selected in the implementations. 
 iteration, State skips 
the MC process. In each iteration, result of MC is XORed with 
Round Key which is unique for corresponding iteration. The Round 
Key is produced by Round Key Generator from a number of 
transformations over the cipher key. 
6.1  SubBytes 
SubByte (SB) transformation is a byte non-linear substitution, 
operates on each State independently. Substitution table (known as 
S-Box) is invertible and built with composition of two main steps, 
i.e.: multiplicative inversion and Affine transformation. GF(28) 
inversion can be accomplished in either parallel or serial. Direct 
parallel inversion for GF(24) has been discussed in [12] with 
subfield in [13]. Affine transformation delay is duration time 
required by XOR operation. Considering additional cycles for 
Affine transformation, throughput of SubBytes is obtained as 
shown in Table 3.  
 
Figure 2. Rijndael Cipher process 
 
Table 3. Throughput SubBytes in MBps 
Structure Tool PB NB DB 
FullPar Xilinx 105.56 92.00 80.88 Altium 113.56 98.40 86.36 
Parallel Xilinx 102.40 149.20 n.a. Altium 112.00 162.80 n.a. 
Serial Xilinx 116.60 131.40 120.48 Altium 125.60 135.08 130.68 
 
6.2 ShiftRows 
In ShiftRows (SR), the row of State is shifted in cyclic or left 
rotated with offset varies from 0 to 3. SR is directing input bytes to 
different row of output bytes. Implementation delay equals to zero 
or 'cost-free' since there is no gate involved.   
6.3 MixColumns 
In MixColumn, column of State is considered as a polynomial of 
GF(28) and multiplied by modulo of x4
c(x) = '03'x
+1 with specific polynomial: 
3 + '01'x2
MixColumns delay is duration time of multiplication which is 
implemented in parallel or serial. In this case, there are 
multiplication with constant operands, i.e. 01, 02 and 03. 
Performance evaluation is conducted over the throughput of 
MixColumns if the multiplier is implemented in one of the six 
variants in Table 1. Result of throughput measurement using 
Xilinx and Altium tools is shown in Table 4.  
 + '01'x + '02' 
Table 4. MixColumns throughput in MBps 
Structure Tool PB NB DB 
Parallel Xilinx 819.6 746.8 620.0 Altium 897.2 814.0 669.6 
Serial Xilinx 842.0 554.8 858.4 
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  Altium 907.2 570.4 931.2 
 
6.4 AddRoundKey 
This is a simple process, i.e. XORing State with the Round Key 
resulted from RKG in corresponding iteration. Delay of this 
process comes from the XOR gates. 
6.5 Round Key Generator 
RKG is to produce Round Key for each iteration. The original 
cipher key is only for iteration 0, and then used by RKG for 
delivering Round Key in iteration 1. Round Key 1 is processed for 
delivering Round Key in iteration 2, and so on. Circuit delay is the 
duration time required for multiplicative inversion. Round Key 
Generator has similar structure with SubBytes involving only 
inversion and XOR. Performance measurement of ARK can be 
seen in Table 5. It is shown that normal based inversion variant has 
the highest performance as demonstrated in [33].  
Table 5. Throughput Round Key Generator in MBps 
Structure Tool PB NB DB 
FulPar Xilinx 211.12 183.96 161.84 
 Altium 227.16 196.80 172.72 
Parallel Xilinx 117.08 186.76 n.a. 
 Altium 128.20 203.44 n.a. 
Serial Xilinx 118.44 134.96 122.64 
 Altium 127.56 138.72 133.00 
  
6.6 Rijndael Cipher Performance 
The overall performance of Rijndael encryption requires a uniform 
of symbol representation basis. For that reason, the best 
performance must be identified for every representation basis. As 
summary, Table 6, Table 7 and Table 8 show the best throughput 
of the Rinjdael's modules, each for the three representation basis.   
Table 6. The best throughput of SubBytes 
Tool Modul Architecture Thrghput ∆×clk 
Xilinx 
SymbSerial Serial PB 116.60 2.11×65 
SymbSerial Parallel NB 149.20 21.42×5 
SymbSerial Serial DB 120.48 2.33×57 
Altium 
SymbSerial Serial PB 125.60 1.96×65 
SymbSerial Parallel NB 162.80 19.66×5 
SymbSerial Serial DB 130.68 2.15×57 
 
Table 7. The best throughput of MixColumns 
Tool Modul Architecture Thrghput ∆×clk 
Xilinx 
Serial Multp PB 842. 0 2.11×9 
Parallel Multp NB 746.8 21.42×1 
Serial DB 858.4 2.33×8 
Altium 
Serial Multp PB 907.2 1.96×9 
Parallel Multp NB 814.0 19.66×1 
Serial Multp DB 931.2 2.15×8 
 
Table 8. The best throughput of Round Key Generator 
Tool Modul Architecture Thrghput ∆×clk 
Xilinx 
FullPar Inv PB 211. 12 75.79×1 
Parallel Inv NB 186.76 85.68×1 
FullPar Inv DB 161.84 98.87×1 
Altium 
FullPar Inv PB 227.16 70.44×1 
Parallel Inv NB 186.76 78.64×1 
FullPar Inv DB 172.72 92.64×1 
 
Round Key Generator (RKG) runs in parallel with three iterative 
processes, they are: SubBytes (SB), ShiftRows (SR) and 
MixColumns (MC). Results of those parallel processes are XOR-
ed with Add Round Key (ARK) to produce new State that becomes 
the input for next iteration. Hence, number of cycles required in one 
iteration is defined by the biggest one of the two processes whose 
period follows the slowest module. Throughput is calculated based 
on parallel processes in four columns; in this case the total data is 
16 bytes.  
Table 9. The highest throughput of encryption 
Tool Basis ∆/clk #total clk ∆(ns) 
Thrghpt 
(MBps) 
Xilinx 
PB 75.79 65+9+1 5684.25 2.82 
NB 85.68 5+1+1 599.76 26.68 
DB 98.87 57+8+1 6525.42 2.45 
Altium 
PB 70.44 65+9+1 5283 3.03 
NB 78.64 5+1+1 550.48 29.07 
DB 92.64 57+8+1 6114.24 2.62 
 
It is shown in Table 9 that encryption performance is very low 
since it has to accommodate the delay of RKG which is built in 
parallel structure. It is therefore required to build a serial structure 
of RKG as long as the number of cycles in total does not exceed the 
number of cycles accumulated by SB, SR and MC. PB and DB can 
have operational structures in serial per symbol with serial 
operators. Whereas NB should have serial structure per symbol 
with parallel operators. In this case, serial operator results in 
number of cycles exceeds the number of cycles for encryption. 
Performance of serial structured RKG is presented by Table 10.  
Table 10. Throughput Round Key Generator (RKG) serial 
Tool Modul Architecture Thrghput ∆×clk 
Xilinx 
Serial-Serial Inv PB 29. 61 2.11×64 
Serial-Parallel Inv NB 46.69 21.42×4 
Serial-Serial Inv DB 30.66 2.33×56 
Altium 
Serial-Serial Inv PB 31.89 1.96×64 
Serial-Parallel Inv NB 50.86 19.66×4 
Serial-Serial Inv DB 33.25 2.15×56 
 
By changing RKG structure from parallel to serial, performance of 
the system increases. It is evidently shown by the increasing 
throughput of the application significantly in Table 11. It can be 
seen that Rijndael cipher with normal based representation has the 
highest throughput. This fact is shown consistently by both Xilinx 
and Altium tools. It proves that the most efficient at PB operators 
does not deliver the most optimal Rijndael application. 
Performance degradation of RKG modularly in fact improves the 
throughput of integrated system in the application. 
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  Table 11. Throughput of Rijndael cipher with serial RKG 
Tool Basis ∆/clk #total clk ∆(ns) 
Thrhpt 
(MBps) 
Xilinx 
PB 2.11 65+9+1 158.325 101.06 
NB 21.42 5+1+1 149.94 106.71 
DB 2.33 57+8+1 153.78 104.04 
Altium 
PB 1.96 65+9+1 147 108.84 
NB 19.66 5+1+1 137.62 116.26 
DB 2.15 57+8+1 141.77 112.86 
  
7. OPTIMIZATION BY THE SYNTHESIS 
TOOL  
Experiment results show that employing the best operators does 
not automatically produce the most efficient application. This 
phenomenon is shown consistently by Xilinx and Altium synthesis 
tools. Simple and common logic saying that parallel process is 
faster than serial does not hold. This is caused by the fact that the 
synthesis tool does some improvement or limited optimization to 
the VHDL structural design.  
Multiplication and inversion are obviously the dominant process in 
Rijndael encryption. Examination on the results shows that 
multiplication with fixed bit operands is optimized by removing 
unnecessary components in the system. For specific configuration 
of Rijndael cipher, P(x) and g(x) are fixed during the system 
lifecycle. g(x) is one of the operand performing as a(x) in Figure 1. 
Fixed values of pi and gi cause the content of block Ei in Figure 1 
can be simplified becoming the circuits shown in Figure 3. All 
combination of ai and pi result in internal block Ei without any 
AND gate. By omitting AND gates, Xilinx saves significantly the 
delay so that the minimum period is 2,5 ns. Hence, processing 4 bit 
requires 10 ns, which is faster than parallel multiplication delay 
12.69 ns.   
Figure 3. Internal component of Ei in PB serial multiplier for 
(a) ai=0; pi=0  (b) ai=0; pi=1  (c) ai=1; pi=0  (d) ai=1; pi
It is examined that optimization was not applied to parallel 
multiplications although they also have constant operands. It is due 
to the fact that the tools optimize constant bit only, whereas 
parallel multiplier signal is implemented as an m-bit bus.  
=1 
DB multiplier is superior over the PB and NB variants in term of 
fully serial delivery of the product. With constant values of P(x) 
and A(x), DB serial multiplier delivers the product bit by bit as the 
operand bi
With constant P(x) = x
 enters from MSB to LSB. Therefore, variant 6 saves 1 
cycle compared to variant 2 and 4 that delivering the product after 
the whole cycle for m-bit completes. For that reason, variant 6 
based system can proceed addition serially as the product is 
delivered from index m-1 to 0.  
4 + x + 1, optimization steps applied to 
serial DB multiplication is shown by Figure 4. In general this 
finding supports several statements in the literature that 
multiplication with constant operands can be more efficient [10]. It 
was examined as well that optimization does not apply to serial NB 
multiplier. In serial NB multiplication, the values of both operands 
change dynamically during the lifecycle of the system due to the 
rotation of internal registers.  
 
Figure 4. DB serial multiplier with constant P(x)  
8. CONCLUSION 
This paper reports that an optimal performance of Rijndael cipher 
does not always require the best variants or the most efficient GF 
operators. Combining all operators, each of which is the most 
efficient variants, is not a simple mechanistic conversion process. 
Obtaining synergic efficiency at system level requires careful 
considerations on several factors such as: the operator composition 
and distribution, interaction between them and types of internal 
process within the system. In addition, when implemented in 
FPGA, efficiency improvement is also contributed by synthesis 
tools that optimize serial operators whose operands are constant. 
This explains why the experimental results show the superiority of 
serial based system over parallel ones.   
It is interesting to examine further the consistency of this 
optimization in other GF based applications, such as error 
correction codes. Explorative experiments are required for Rijndael 
AES with cipher-key 8-bit [34] or RS(255,223) 8-bit such as the 
one used by NASA [35]. Hypothetical prediction suggests that 
higher performance ratio would be obtained by serial variants over 
the parallel ones. It is because of additional combinational path in 
parallel operators that results in bigger delays. Meanwhile, serial 
operators requires only several additional cycles with constant 
minimum periods.   
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ABSTRACT 
Many methods of primer design have been proposed to provide 
feasible primer sets for polymerase chain reaction (PCR) 
experiments. However, most of these methods is time consuming  
to design optimal primers from large quantities of template DNA, 
and they are usually fail to provide a specific size of PCR product. 
Particle swarm optimization (PSO) has been applied to solve all 
kinds of problems and proved to be effective. In this paper, a 
piecewise linear chaotic map (PWLCM) is proposed to determine 
the value of inertia weight of PSO (PWLCPSO) to design feasible 
primers. The primer sets for Homo sapiens RNA binding motif 
protein 11 (RBM11), mRNA (NM_144770), and Homo sapiens 
tripartite motif-containing 72 (TRIM72), mRNA 
(NM_001008274) were designed by PSO and PWLCPSO. Five 
hundred runs were performed on different PCR product lengths and 
the melting temperature was calculated by different methods. A 
comparison of the results obtained from PSO and PWLCPSO 
primer design showed that PWLCM provided better primer sets 
than PSO primer design. 
Keywords 
Polymerase chain reaction (PCR), primer design, particle swarm 
optimization (PSO), piecewise linear chaotic map (PWLCM). 
1. INTRODUCTION 
Polymerase chain reaction (PCR) is a common technology used for 
fast mass duplication of DNA sequences [Mullis and Faloona 
1987]. It has been widely applied on the fields of biology and 
medicine. A feasible primer set is essential for PCR performance. 
However, it is a tedious work to design a feasible primer set from a 
template sequence manually.  Numerous primer design constraints, 
such as the length, length difference, GC content, melting 
temperature (Tm), difference of melting temperature (Tm-diff
At present, many primer design methods have been proposed to 
design primer sets. Kämpke et al. implement dynamic 
programming [Kämpke et al., 2001] to design primers. The 
advantageous of this method is able to provide multiple primers 
from multiple target DNA sequences. However, it takes a relatively 
long time to obtain a suitable primer set. Chen et al. based on 
thermodynamic theory to evaluate the fitness of primers and 
developed a succinct web-based tool called PDA for primer design 
[Chen et al., 2003]. Wu et al. proposed a genetic algorithm (GA) 
to design optimal primer set imitating nature’s process of evolution 
and genetic operations on chromosomes [Wu et al., 2004]. Hsieh et 
al. used automatic variable fixing and redundant constraint 
elimination to tackle the binary integer programming problem 
associated with the minimal primer set (MPS) selection problem 
[Hsieh et al., 2003]. Wang et al. employed a greedy algorithm to 
generate a MPS that is specifically annealed to all open reading 
frames (ORFs) in a given microbial genome to improve the 
hybridization signals of microarray experiments [Wang et al., 
2004]. Miura et al. identified the specificity-determining 
subsequence (SDSS) of each primer and examined its uniqueness 
in a target genome [Miura et al., 2005]. In our previous study,  we 
applied a memetic algorithm (MA) [Yang et al., 2009] and particle 
swarm optimization (PSO) method [Yang et al., 2010] to search 
for feasible primers. 
), GC 
clamp, dimer, hairpin and specificity need to be considered that  
makes difficulty to find a feasible primer set artificially. Manually 
primer design is unsuitable due to the complexity of processes 
involved. Accordingly, it is preferable to design primer sets using 
automatic computation. 
PSO has been applied to all kinds of problems and yielded 
promising results during the past decade. PSO, developed by 
Kennedy and Eberhart in 1995 [Kennedy and Eberhart 1995], is a 
population-based stochastic optimization technique that simulates 
the social behavior of organisms, such as birds in a flock, and 
describes an automatically evolving system. However, many 
studies in the literature report the premature convergence of PSO 
and that the process may get trapped in a local optimum easily 
when handling complex multimodal problems [Hsieh et al., 2009; 
Liang et al., 2006; Van den Bergh and Engelbrecht 2004; Yang et 
al., 2007]. Chaos is ergodic and stochastic, and contains elements 
of certainty. By following chaotic orbits, a global optimum or a 
good approximation may eventually be reached with high 
probability in a dynamic system. In this paper, we use a piecewise 
linear chaotic map (PWLCM) to determine the value of inertia 
weight of PSO, named PWLCPSO, to improve the performance of 
the primer design. Different PCR product lengths and melting 
temperature calculations are used to evaluate and compare the 
performances of PSO and PWLCPSO. 
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  2. PROBLEM DESCRIPTION 
This section describes the primer design problem. Let TD be the 
template DNA sequence, which is made up of base-nucleic acid 
codes of the DNA, i.e., ‘A’, ‘T’, ‘C’, or ‘G’. TD
 
 can then be 
defined as follows: 
} ,G''or  C''or  T''or  A''|{ +Ζ∈∈∀= iBBT iiD        (1) 
where, B represents the base-nucleic acid sequence made up of the 
base-nucleic acid codes of the DNA; i is the index of the position 
on TD, and Z+ 
The primer design problem now consists of finding a pair of sub-
sequences in T
represents the region of positive integers. 
D
 
 for satisfying various constraints. One sub-
sequence is called the forward primer and the other is called the 
reverse primer. The forward primer and the reverse primer are 
defined as follows: 
} ,  },G'' ,C'' ,T'' ,A''{|{  e +Ζ∈≤≤≤∈∀= iTFiFBBP Dsiif        (2) 
} ,  },G'' ,C'' ,T'' ,A''{|{ er +Ζ∈≤≤≤∈∀= iTRiRBBP Dsii        (3) 
where, Pf is the forward primer, and Fs and Fe denote the start 
index and the end index of Pf in TD. Pr is the reverse primer, and 
Rs and Re denote the start index and the end index of Pr in TD. 
Together, Pf and Pr
B
 are called a primer pair. The anti-sense 
sequence of B is called . This anti-sense sequence B  is the 
reverse of the complementing sequence of B. 
In Fig. 1, the symbols are described as the length of the template 
DNA is Tl, the minimum PCR product length is Pmin, the 
maximum PCR product length is Pmax, the start position of the 
forward primer is Fs, the length of the forward primer is Fl, the 
PCR product length between the forward primer and the reverse 
primer is Pl, the length of the reverse primer is Rl, the random 
range of Fs is Fs_Range, and the length from Fs to the template 
DNA end is PRange. In order to determine a primer pair, a vector 
given by Fs, Fl, Pl and Rl is used. We define this vector Pv
 
 as: 
Pv = (Fs, Fl, Pl, Rl)         (4) 
 
Figure 1. Parameters of the template DNA and primer set. 
 
Table 1. parameters used in Figure 1. 
Parameter Description 
F Start position of the forward primer s 
F Length of the forward primer l 
P PCR product length between forward primer and reverse primer l 
R Length of the reverse primer l 
Fs_ Random range of FRange s 
P Minimum PCR product length min 
P Maximum PCR product length max 
P Length from FRange s  to the template DNA end 
T Length of template DNA l 
  
The reverse primer start index can obtain by calculating the 
following equation: 
Rs = Fs + Pl − Rl
Therefore, the forward primer (P
         (5) 
f) and the reverse primer (Pr) can 
both be obtained through Pv. This vector Pv is the prototype of a 
particle used in the PSO, and later sections will employ Pv
3. PRIMER DESIGN METHOD 
 to 
perform primer design. Table 1 summarizes the parameters used in 
Fig. 1. 
The flowchart of the proposed method is shown in Fig. 2. Seven 
separated processes of 1) initialization of particle swarm; 2) 
determination of initial inertia weight; 3) evaluation of fitness value; 
4) judgment of termination condition; 5) finding pbest and gbest; 
6) updating of inertia weight using PWLCM; and 7) updating of 
velocity and position of each particle, are described below. 
3.1 Initialization of particle swarm 
Initially, ten particles Pv = (Fs, Fl, Pl, Rl) are randomly generated 
as an initial particle swarm without duplicates. Fs is randomly 
generated between 1 and (Tl − Pmin + 1). Fl is randomly generated 
between the minimum length of the primer and the maximum 
length of the primer. In the present study, the minimum length and 
the maximum length of the primer was set to 16 bps and 28 bps, 
respectively. In order to limit the PCR product length, a random Pl 
is generated between Pmin and Pmax. Rl was randomly generated in 
the same way as Fl. Each particle is given a velocity (v). This 
velocity is randomly generated within 0~1. 
 
Figure 2. Flowchart of the proposed algorithm for PCR primer 
design. 
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  3.2 Determination of initial inertia weight 
Since chaos is highly sensitive to its initial conditions, small 
differences in the initial conditions yield widely diverging outcomes 
and can make long-term prediction impossible [Kellert 1993]. This 
inertia weight is subsequently updated and fine tuned by a chaotic 
system. In this study, an initial inertia weight of 0.8 which is 
commonly used in PSO to test the performance of PWLCPSO. 
3.3 Evaluation of fitness value 
The fitness function is an important core used to evaluate the 
fitness value of each particle in order to check whether the 
candidate primers satisfy the design constraints or not. Various 
primer design constraints are used as estimated values of the fitness 
function, and the produced fitness value is minimized. 
For a longer primer, its specificity may be better, and a relatively 
high Tm is required. On the other hand, for a relatively short primer 
which specificity might be worse. Hence, neither a primer that is 
too long nor too short is suitable. A primer length between 16 bps 
and 28 bps is considered feasible for a PCR experiment [Wu, Lee, 
Wu and Shiue 2004]. In this study, the primer length constraint is 
not included in the fitness function, because Fl and Rl are always 
limited between the minimum length and the maximum length of 
the primer under the setting constraint conditions. The fitness value 
is provided by the following fitness functions, which are made up 
of Lendiff(Pv), Tm(Pv), Tmdiff(Pv), GCproportion(Pv), GCclamp(Pv), 
dimer(Pv), hairpin(Pv) and specificity(Pv
 
), each of which is 
described below: 
)(*50))(
)()( )((*10
  ))()()((*3)(
vv
vvdiffv
vclampvproportionvdiffv
PyspecificitPhairpin
PdimerPTmPTm
PGCPGCPLenPFitness
++
+++
++=
            (6) 
The weights of components in the fitness function are 3, 10 and 50 
based on their importance. A larger weight indicates that the 
constraint is more important, and vice versa. The weights can be 
adapted freely by users according to the different experimental 
conditions. 
 
In the different primer length, less than or equal to 3 bps of 
difference between the forward primer and the reverse primer is 
considered optimal [Wu, Lee, Wu and Shiue 2004]. The Lendiff(Pv) 
function is used to check this condition. An appropriate Tm in a 
primer is experimental range of 50-62oC. The Tm(Pv) function is 
used to check whether the melting temperature of a primer pair is 
between 50oC and 62oC. The Tmdiff(Pv) function is used to check 
whether the Tm difference between the forward and reverse primer 
exceeds 5oC. A lower Tm difference indicates a better primer pair. 
In this study, we use Wallace formula [Wallace et al., 1979] to 
calculate the melting temperatures (Tm) of primers. The 
computational formula for Tm
2*T)#A(#4*C)#G(#  )( +++=PTmW
 is: 
        (7) 
 
where, P represents the forward primer or reverse primer, #G 
represents the number of ‘G’, #C represents the number of ‘C’, #A 
represents the number of ‘A’ and # T represents the number of ‘T’. 
The suffix W represents the formula which was proposed by 
Wallace. 
Furthermore, we also use a more elaborate equation proposed by 
Bolton and McCarthy [Sambrook et al., 1989] to calculate the 
melting temperatures (Tm
||675/ - content) (GC*0.41
 ])[Na16.6(log  81.5 )( 10
P
PTmBM
+
+= +
) of primers. The equation takes the ionic 
strength, G and C content and the length of the primer into account 
below. 
       (8) 
where, P represents a primer and | P | represents the length of 
primer P; [Na+
An appropriate GC proportion in a primer should be in the range of 
40-60%. The GC
] is the molar salt concentration. The suffix BM 
represents the formula which was proposed by Bolton and 
McCarthy. 
proportion(Pv) function calculates the ratio of 
nucleotide G and C that evaluates the GC proportion in a primer. In 
order to ensure a designed primer has a tightly localized 
hybridization bond, the GCclamp(Pv) function is used to check 
whether the 3’ terminal end of a primer is G or C. Furthermore, the 
dimer(Pv) function is used to check whether the forward primer 
and the reverse primer anneal to each other or anneal to themselves. 
The hairpin(Pv) function is used to check if a primer anneal to 
itself. The annealing of primers is detrimental to the PCR 
experiment. Finally, the specificity(Pv
3.4 Judgment of termination condition 
) function is used to judge 
whether the primer reappears itself in the template DNA sequence, 
and thus it ensures the specificity of the primer. The PCR 
experiment is more easily successful if the primer is specific which 
means it is annealed to a specific position within a template 
sequence. 
When gbest has achieved the best position, the proposed method is 
terminated, i.e., its fitness value is 0, or when a maximum number 
of generations have been reached. When the termination condition 
is reached, gbest is the optimal solution of the primer design. 
3.5 Finding pbest and gbest 
In PSO, each particle has a memory of its own best experience. 
This is true for PWLCPSO as well. Each particle needs to find its 
personal best position and velocity (called pbest), and all particles 
must determine the global best position and velocity (called gbest). 
If the fitness of a particle Pv in the current generation is better than 
the fitness of pbest in the previous generation, pbest will be 
updated to Pv in the current generation. If the fitness of a particle 
Pv is better than gbest in the previous generation and is the best 
one in the current generation, gbest will be updated to Pv
3.6 Updating of inertia weight using PWLCM 
. Based on 
pbest and gbest, each particle adjusts its direction and moves to 
close the target in the next generation. 
The inertia weight of PSO is used to balance the global and local 
search ability. A large inertia weight facilitates a global search 
while a small inertia weight facilitates a local search [Shi et al., 
2001]. In order to adjust the search ability, the inertia weight is 
changed dynamically using a chaotic system. In this paper, a 
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  piecewise linear chaotic map (PWLCM) [Xiang et al., 2007] is 
used to generate chaotic sequence for updating inertia weight. The 
chaotic map determines the value of inertia weight described below. 



∈−−
∈
=+
)1 ,[)(,     )1/())(1(
) ,0()(,                   /)(
)1(
ptwptw
ptwptw
tw        (9) 
where the value of w at (t+1)th iteration is represented by w(t+1); p 
is set as 0.7. 
3.7 Updating of velocity and position of each 
particle 
In each generation, all particles change their position and velocity. 
Equations (20) and (21) give the updating formulas for each 
particle. 
)(        
)(
22
11
current
i
g
i
current
i
p
i
current
i
next
i
ssrc
ssrcvwv
−××+
−××+×=        (10) 
next
i
current
i
next
i vss +=       (11) 
 
In equations (10) and (11), nextiv  is the updated velocity of the ith 
particle; currentiv  is the current velocity of the ith particle; c1 and c2 
are the acceleration coefficients; w is the inertia weight; r1 and r2
p
is
 is 
a uniform random value which is randomly generated within 0~1; 
 is the personal best position of the ith particle; gis  is the global 
best position of the particles; currentis  is the current position of the 
ith particle; nextis  is the updated position of the ith particle. When 
a particle is overshooting the ranges of Fs, Fl, Pl and Rl
4. RESULTS AND DISSCUSSIONS 
 after 
updating, a preventive mechanism which uses a random process to 
reset their correct position is performed. 
4.1 Data sets and environment 
Two template sequences of Homo sapiens RNA binding motif 
protein 11 (RBM11), mRNA (NM_144770), and Homo sapiens 
tripartite motif-containing 72 (TRIM72), mRNA 
(NM_001008274) were tested using PSO and the proposed method 
PWLCPSO for primer design. Five main parameters, namely the 
number of iterations (generations), the number of particles, the 
inertia weight w, and the acceleration coefficient c1 and c2 were set 
in the PSO and PWLCPSO primer design methods for the 
computational simulations. These respective values were 100, 10, 
0.8, 2 and 2. Five hundred runs in total were performed using the 
PSO and PWLCPSO primer design methods, with PCR product 
lengths in 150~300 bps, 500~800 bps and 800~1000 bps, and Tm
4.2 Comparison of the primer design results 
 
calculated by the Wallace formula and the Bolton and McCarthy 
formula. The in silico simulated environment used a Pentium 4 
CPU 3.4 GHz and 1GB of RAM under Microsoft Windows XP 
SP3. 
The results obtained from PSO and PWLCPSO primer design 
methods for Homo sapiens RNA binding motif protein 11 
(RBM11), mRNA (NM_144770), and Homo sapiens tripartite 
motif-containing 72 (TRIM72), mRNA (NM_001008274) with 
different product lengths and Tm
The average accuracies of 78.2 % and 75.6% were reached when 
PWLCPSO primer design method with the Wallace formula was 
used for NM_144770 and NM_001008274 primer design with 
different product lengths. However, the average accuracies only got 
up to 67.5% and 61.1% when PSO was used under the same 
circumstances. The accuracies of PWLCPSO primer design method 
are thus 10.7% and 14.5% higher than for PSO primer design 
method for the two test template sequences. Furthermore, the 
average accuracies reached 72.7% and 65.6% when PWLCPSO 
was used with T
 calculations are shown in Table 2 
and Table 3, respectively.  
m
The PWLCPSO primer design method also outperformed the PSO 
primer design method in terms of the average running time with 
different T
 calculation by the Bolton and McCarthy formula. 
The average accuracies only got up to 57.3% and 39.8% when PSO 
was used under these conditions. The accuracies of PWLCPSO 
primer design method were thus 15.4% and 25.8% higher than the 
accuracies of PSO primer design method for both test template 
sequences. 
m
4.3 The effect of PWLCM for inertia weight 
 calculations. The computationally simulated results 
show that the performance of the proposed PWLCPSO method is 
superior to the performance of PSO on the primer design problem. 
Chaos is a deterministic, random process found in non-linear 
system with a greatly sensitive to its initial conditions. Small 
differences in initial conditions yield widely diverging outcomes 
making long-term prediction impossible [Kellert 1993]. 
Mathematically, chaos may be considered a source of randomness 
since its simple deterministic dynamical behavior. PWLCM is a 
chaotic map with a simplicity in representation, efficiency in 
implementation, as well as good dynamical behavior [Xiang, Liao 
and Wong 2007]. A uniform invariant density function is known on 
its definition intervals [Baranovsky and Daems 1995]. In this study, 
the PWLCM is used to generate chaotic sequences for updating the 
inertia weight. Since PWLCM has widely range of parameter 
choices ergodic in (0, 1) with uniform distribution of w, it was 
introduced to control the movement of the particles. This may 
allow us to eventually reach a good approximation of the optimal 
results with high probability. 
5. CONCLUSION 
Primer design is an important issue in the related fields of 
molecular biology. The qualities of primers always influence PCR 
experiments. Although, many primer design methods and tools 
have been developed, most of them are inefficient falling short of 
the better qualities of primers. PSO is considered an efficient 
algorithm widely applied to solve various optimization problems. 
However, PSO tends to get trapped in a local optimum easily when 
applied to complex problems. In this study, PWLCM embedded in 
PSO is proposed to improve the performance of primer design. 
The proposed PWLCPSO designs optimal primers with various 
primer constraints, such as primer length, primer length difference, 
GC proportion, PCR product length, melting temperature (Tm), 
melting temperature difference (Tm-diff), GC clamp, dimers 
(including cross-dimer and self-dimer), hairpin and specificity used 
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  to appraise the fitness values. Each constraint was given a suitable 
weight based on its significance. Through the evolution of a fitness 
function, more feasible primer sets could always be obtained using 
PWLCPSO method than PSO. The proposed primer design method, 
PWLCPSO, could be a valuable tool for biologists and researchers 
involved in the related research fields. 
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Table 2. Accuracy and running time for PSO and PWLCPSO primer design methods. Computationally simulated results for Homo 
sapiens RNA binding motif protein 11 (RBM11), mRNA (NM_144770) using the Wallace formula and Bolton and McCarthy 
formula with PCR product lengths in 150 ~ 300 bps, 500~800 bps and 800~1000 bps. a, accuracy (%); t, running time (ms). Boldface 
indicates highest values. 
Tm Wallace's formula  formula and primer 
design methods 
Bolton and McCarthy formula 
PSO PWLCPSO PSO PWLCPSO 
PCR product length a (%) t (ms) a (%) t (ms) a (%) t (ms) a (%) t (ms) 
150~300 bps 68.0 371562 80.0 309328 56.0 435235 74.0 364843 
500~800 bps 69.6 387406 81.6 314250 58.4 424687 71.0 354219 
800~1000bps 65.0 395454 73.0 347328 57.4 425094 73.0 347328 
average 67.5 384807 78.2 323635 57.3 428339 72.7 355463 
 
Table 3. Accuracy and running time for PSO and PWLCPSO primer design methods. Computationally simulated results for Homo 
sapiens tripartite motif-containing 72 (TRIM72), mRNA (NM_001008274) using the Wallace formula and Bolton and McCarthy 
formula with PCR product lengths in 150 ~ 300 bps, 500~800 bps and 800~1000 bps. a, accuracy (%); t, running time (ms). Boldface 
indicates highest values. 
Tm Wallace's formula  formula and primer 
design methods 
Bolton and McCarthy formula 
PSO PWLCPSO PSO PWLCPSO 
PCR product length a (%) t (ms) a (%) t (ms) a (%) t (ms) a (%) t (ms) 
150~300 bps 64.6 370812 85.0 267375 45.0 463844 74.8 359250 
500~800 bps 66.8 362219 89.8 234203 45.2 489078 70.0 375750 
800~1000bps 52.0 454219 52.0 456078 29.2 544641 52.0 456078 
average 61.1 395750 75.6 319218 39.8 488188 65.6 397026 
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ABSTRACT 
This paper measures the performance and load distribution among 
PC nodes in heterogeneous computer cluster system. The method 
used in this research is creating a program to count the value of Phi 
and modifying a module called MPI (Message Passing Interface). 
The computer cluster system tested  in this research consists of five 
PCs on local area network. In conclusion, the computer cluster 
reduce processing time significantly for high iteration workload 
(10,000,000 iterations) but it is not effective for low iteration 
workload (5,000 iterations). For high workload, the performance of 
5 nodes cluster is 3.8 times faster than 1 node cluster. However, for 
low workload, the performance of 5 nodes is 0.12 time slower than 
1 node cluster. 
Keywords 
1.INTRODUCTION 
Computer Cluster, Workload, Time Consumption. The smallest 
error 
This computer cluster method is a group of computers connected to 
each other to work together in a local area network in order to solve 
a problem faster than a stand alone computer. Computer cluster 
sometimes called parallel computers also, because of its work in 
parallel to solve the problems simultaneously. 
In the development of increasingly advanced computer technology, 
in terms of computer speed, speed of RAM, processor speed, an 
old computer could be useless in the future time. The latest modern 
computer purchased today could be an old stuff in a matter of 
months or years due to the emergence of new generation processor. 
Therefore, today's popular alternative is a cluster computer 
(computer group) or a parallel computer (parallel computers). 
Researchers from ITS and Hiroshima University [6,7]  have 
designed and implemented grid computing using Globus toolkits 
and Condor. In their research they used Message Passing Parameter 
(MPI) as communication protocol between nodes. And researchers 
from Dublin City University [8] performed clustering in solving 
problems in computer vision. In addition, they used 
ParallelKnoppix with MPI too.   
2. COMPUTER CLUSTER  
2.1 Parallel Processing  
Parallel processing is the use of more than one CPU to run a 
program simultaneously. Ideally, parallel processing makes 
program run faster because more CPU is used. 
 Parallel computing is to perform computational calculation using 2 
or more CPU / processor in a computer or in different computers, 
in this case each instruction is divided into a few instructions and 
then sent to all involved processors. The distribution of computing 
process is performed by a module called Message Parsing Interface 
(MPI). 
 Parallel processing includes: 
− Information processing that underlines on elements data 
simultaneously. 
− Intended to accelerate the computation of computer system 
and to increase the amount of output that can be produced in 
certain periods.  
− Information processing that focused on manipulation of data 
elements owned by one or more process in order to solve a 
problem. 
 
 
Figure 1. Single/Serial Computation [5] 
 
 
Figure 2. Parallel Computation [5] 
 2.2 Hardware 
In building a computer cluster, firstly, we prepare the hardware to 
be used. The most important part of the computer cluster is 
computers and network devices. Because hardware is the core of 
computer cluster system, hardware should be able to work in a long 
time without stop or terminate. Hardware capabilities will be forced 
to work on maximum and stable. 
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  Before we build a cluster computer, we should know the 
components. Main board is a place to put the components of other 
devices. Stability and compatibility main board is important, 
otherwise we will face trouble when installing components. 
Another significant hardware is processor. We use processors in 
accordance with the needs of the calculation or computing in cluster 
system. Other components that are considered to have great 
influence in the settlement computing is RAM or 
memory. Components of media data storage or hard disk is a place 
for the operating system and data to be stored. The next thing we 
need is a network card. This component is to connect and 
communicate between computers on the network. In addition we 
can use one monitor and one keyboard to control all the computers 
in cluster system through Local Area Network . 
2.3 Heterogeneous 
We built a computer cluster using Linux operating system and 
Message Passing Interface (MPI) with five computers 
interconnected by a switch with UTP straight cable. The 
specification of these computers or nodes are : 
[1] Node1: Intel Pentium 4 1.7Ghz, 512MB RAM and 40GB 
Harddisk 
[2] Node2: Intel Pentium 4 2.0Ghz, 512MB RAM and 40GB 
Harddisk 
[3] Node3: Intel Pentium 4 2.0Ghz, 1GB RAM and 40GB 
Harddisk 
[4] Node4: Intel Pentium 4 3.0Ghz, 512MB RAM and 40GB 
Harddisk 
[5] Node3: Intel Pentium 4 3.0Ghz, 512MB RAM and 40GB 
Harddisk 
Figure 3 below is computer cluster topology that we have built. 
 
Figure 3. Network Topology cluster system 
2.4 Software 
Figure 3 show Network topology in used because it is the most 
simple topology and easy installation. UTP cables used to connect 
all computers through a switch hub in local area network (LAN). IP 
Address for each computer can use a private Internet address. In 
this case , we provide IP addresses ranging from 192.168.1.1 for 
node1 and so on until 192.168.1.5 to node5. All nodes have subnet  
255.255.255.0. 
The operating system that we use is Red Hat Linux 7.2 kernel 
2.4.7-10. Furthermore, a module or software is needed, message 
passing interface (MPI). MPI is a parallel programming 
environment that very crucial in this case. After all hardware were 
installed properly, the next step is configuration. Actually, there are 
some software or operating systems to implement cluster computer, 
for example Globus, Condor, ParallelKnoppix,  Amoeba, Angel, 
Chorus, GLUnix, Guide, Hurricane, Mach, Masix, Mosix, etc.  
In this research, we used Red Hat operasting system and MPI with 
MPICH-1.2.5. For connection between nodes, we required a remote 
shell that can access all computer resources from the outside 
(remote) node. For this purpose we used rsh (remote shell) to 
communicate or configure nodes. 
2.4.1 
 Message Passing Parameter (MPI) a language-independent 
communication protocol used to program parallel computers. Both 
point-to-point and collective communication are supported. MPI "is 
a message-passing application programmer interface, together with 
protocol and semantic specifications for how its features must 
behave in any implementation."MPI's goals are high performance, 
scalability, and portability. MPI remains the dominant model used 
in high-performance computing today. 
Message Passing Interface 
 MPI is not sanctioned by any major standards body; nevertheless, 
it has become a de-facto standard for communication among 
processes that model a parallel program  running on a distributed 
memory system. Actual distributed memory supercomputers such 
as computer clusters often run these programs. The principal MPI-
1 model has no shared memory concept, and MPI-2 has only a 
limited distributed shared memory concept. Nonetheless, MPI 
programs are regularly run on shared memory computers. 
Designing programs around the MPI model (contrary to explicit 
shared memory models) has advantages over NUMA architectures 
since MPI encourages memory locality.  Although MPI belongs in 
layers 5 and higher of the OSI Reference Model, implementations 
may cover most layers of the reference model, with socket and TCP 
being used in the transport layer.  Most MPI implementations 
consist of a specific set of routines (i.e., an API) directly callable 
from Fortran, C and C++ and from any language capable of 
interfacing with such routine libraries (like C#, Java or Python). 
The advantages of MPI over older message passing libraries are 
portability (because MPI has been implemented for almost every 
distributed memory architecture) and speed (because each 
implementation is in principle optimized for the hardware on which 
it runs). MPI uses Language Independent Specifications (LIS) for 
the function calls and language bindings. The first MPI standard 
specified ANSI C and Fortran-77 language bindings together with 
the LIS. The draft of this standard was presented at 
Supercomputing 1994 (November 1994) and finalized soon 
thereafter. About 128 functions the MPI-1.2 standard in its present 
definition.    
At present, the standard has got a couple of popular versions: 
version 1.2 (shortly called MPI-1), which emphasizes message 
passing and has a static runtime environment, and MPI-2.1 (MPI-
2), which includes new features such as parallel I/O, dynamic 
process management and remote memory operations. MPI-2's LIS 
specifies over 500 functions and provides language bindings for 
ANSI C, ANSI Fortran (Fortran90), and ANSI C++. 
Interoperability of objects defined in MPI was also added to allow 
for easier mixed-language message passing programming. A side 
effect of MPI-2 standardization (completed in 1996) was 
clarification of the MPI-1 standard, creating the MPI-1.2 level.  
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  2.4.2 Testing With Program 'Hitung' 
A program 'hitung' was modified using parallel programming in 
order to prove whether all the cluster nodes can run the program 
simultaneously. The program used C language and compiled using 
mpicc command. The file result embedded in all nodes.  This 
example program already exists in the package MPICH program. 
Because this system is a distributed computer system, so  that must 
be the same file and in the same directory. By running the 
command “~$mpirun -np  5 hitung” then the output will 
appear as Figure 4. 
 
 This program is a modified version of the MPI package. The 
Original one only count once process by displaying the value of 
error and processing time. In modification code of this program, 
this program loop the process and then compare the results of 
calculation to be taken with the smallest error values, the iteration 
of n times and processing time to complete the counting process. 
To test this program, we use a program to calculate Phi. This 
program will calculate the smallest error value by comparing 
several calculations of data obtained.  This is the procedure.  
Figure 4. Result output program hitung for 5 processor 
double f(double a) 
{ 
    return (4.0 / (1.0 + a*a)); 
} 
h = 1.0 / (double) n; 
sum = 0.0; 
for (i = myid + 1; i <= n; i += numprocs) 
{ 
x = h * ((double)i - 0.5); 
sum += f(x); 
} 
mypi = h * sum; 
2.4.3  Task Distribution 
 Task distribution is performed automatically by MPI. When there 
is a big task, then MPI will divided and distributed them into all 
nodes.  
Table 1. Task Distribution 5 nodes 
  node1 node2 node3 node4 node5 
Task 
1 2 3 4 5 
6 7 8 9 10 
11 12 13 14 15 
Table 1 describes task distribution, task 1,6,11 performed by node1 
and task 2,7,12 performed by node2 and so on.  
3. RESULT AND DISCUSSION 
 With MPI, the processor's workload would be divided at each 
node.Table 2 is result of monitoring the processor load on node1 to 
node5 when program 'hitung' was run for iteration until 15,000,000 
iterations. 
Table 2. The results of processor workload monitoring. 
 
 If node1 runs MPI program using only 1 node, then the processor 
load 90% till 94%. While other nodes do not join to run MPI 
program, load processor is between 0% to 3%. Node1 decrease 
processor load when running MPI program using 2 nodes with 
node2 is 86% to 94%. While on node2 reach 81% to 89%.  
When running MPI program using the 3 nodes on node1, node2 
and node3, node1 decrease in the load on the processor back to the 
78% to 90%. On node2 while also decreasing the load on the 
processor that is 73% to 80% and 87% node3 reached up to 98%.  
When running MPI programs using the 4 nodes on node1, node2, 
node3 and node4, node1 decrease in the load on the processor back 
to the 72% to 88%. On node2 while also decreasing load on the 
processor 69% to 85%. In node3 decrease the load on the processor 
85% to 93% and 82% node4 reach up to 89%.  
 And when running MPI programs using all the nodes, the load 
decreased node1 processor that is at least 68% to 84%. On node2 
also decrease the load on the processor that is 66% to 80% and the 
decrease node3 processor load is at 76% to 89%. In node4 decrease 
load on the processor 74% to 82% and 80% node5 reach up to 
88%.              
The smallest error we can get using 5 nodes on cluster computer 
shows in table 3 with iteration added value is 10 and iteration 
maximum is 5,000. 
Tabel 3. The Smallest Error and Time Consumption with min 
iteration 5,000. 
From the manual calculation results, we obtained Phi value by  two 
iteration is 3.1510. In the same way we can do this  action for n 
times to obtain the smallest error value. 
When using 2 or more nodes with more than one task, PC cluster 
will automatically divide tasks into another node. 
N
o
d
e 
 Itera 
tion  
Time Smallest  Error 
1 5,000 3.487530 sec 0,0000000333332920 
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  2 5,000 3.501618 sec 0,0000000333332690 
3 5,000 3.508167 sec 0,0000000333332690 
4 5,000 3.508390 sec 0,0000000033333336 
5 5,000 3.918370 sec 0,0000000033333336 
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Figure 5.Time Consumption With Min. Iteration  
 
When minimum iteration (5,000) was applied to program 'Hitung', 
both time consumption and smallest error are almost similar. 
However, when 5 nodes were taking part in cluster computer and 
trying to finish a small task, time consumption was higher than 
before. And it is cause the smallest error is not significant different. 
For instance, with 2 nodes in cluster system, with 5,000 iterations, 
it takes time 3.501618 seconds. And while 5 nodes, it takes time 
3.918370 seconds. It means that with adding 3 nodes it only faster 
0.416752 second or 11.9%. 
Table 4. The Smallest Error With Max. Iteration 10,000,000 
N
o
d
e 
Time Iteration Smallest Error 
1 
72.848994 
sec 8,700,000 0,0000000000000018 
2 
36.792878 
sec 5,700,000 0,0000000000000009 
3 
24.762437 
sec 3,500,000 0 
4 
18.761777 
sec 3,000,000 0,0000000000000027 
5 
15.141196 
sec 4,600,000 0 
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Figure 6. Time Consumption With Max. Iteration  
Table 4 shows that there are significant different time consumption 
between 2 nodes and 5 nodes in cluster with maximum iteration 
(10,000,000). When 2 nodes in cluster, with 5,700,000 iteration, it 
takes time 36.792878 seconds, but when 5 nodes in cluster, it takes 
time only 15.141196 seconds. It means reduce time consumption 
until 21.651682 seconds or about 58.84%. 
4. CONCLUSION 
In cluster computer system when there is a process, then the 
process will be directly distributed to all nodes dependent on 
(command: ~$mpirun-np n mpi) option used, for example 2, 3, 4 or 
5 nodes. CPU load changes do not occur when node2 clustering 
process 0% to 3% to 81% to 89% when plated on the 2 nodes. The 
load CPU of each CPU (5 nodes) up to 68% to 84%. This is 
because the tasks are divided into the CPU which is connected in a 
computer cluster, while if the PC to work independently CPU load 
reaches 100%. CPU Load smallest occurs when using a 5 node, 
and the largest CPU load occurs when using 1 node.  
5. REFERENCES 
When program 'Hitung' performed in small or minimum iteration, 
more node do not decrease time consumption. As consequently, the 
smallest error do not significant different from the others. It caused 
by delay on network process. However, when in high or maximum 
iteration, more node could decrease time consumption.  
[1] Hiraki Laboratory, 2008, OS Projects [online], available 
http://www-hiraki.is.s.u-
tokyo.ac.jp/members/nobukunifull.html [Accessed 8 
November 2009] 
[2] Red Hat Documentation , 2001, The Official Red Hat Linux 
x86 Installation Guide [online], available: 
http://www.redhat.com/docs/manuals/linux/RHL-7.2-
Manual/install-guide/ [Accessed 8 November 2009] 
[3] Amar, 2008,  Boot Loader [online], available: 
http://amaronly.blogsome.com/2008/01/15/bootloader/ 
[accessed 8 November 2009] 
[4] Supriyadi, Andi, 2007,”Choosing Network Topology and 
Hardware in Designing Computer Network”, 
http://www.litbang.deptan.go.id/warta-
ip/pdffile/4.andidhani_ipvo l16-2-2007.pdf [accessed 8 
November 2009] 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
185
  [5] Blaise Barney, “Introduction to Parallel                                                               
Computing”,                                         
https://computing.llnl.gov/tutorials/parallel_comp/ , 
13 September 2007 
[6] M. Hariadi, Arief Kurniawan, Nur Kholis M, Tohru 
Kondo,”Design and Implementation Grid Computing 
Environment Using Globus Toolkit”, Seminar on Intelligent 
Technology and Its Application, ITS, Surabaya, 2008  
[7] Arief Kurniawan, M. Hariadi, Lukmanul Hakim, Tohru 
kondo,”Design and Implementation of High Throughput 
Computing Environtment Using Condor”, Seminar on 
Intelligent Technology and Its Application, ITS, Surabaya, 
2008  
[8] Ade Jamal, Pandriya Sistha,”Performance Data 
Communication  Broadcast Collective on PC Cluster”, 
Seminar on Computing in Science and Nuclear Technology 
XVII, Batan, 2006 
[9] Andrew Fiade,”Performace Analysis of Cluster Between 
Globus and Alchemi”,Thesis, Faculty of Computer Science, 
University of Indonesia, 2008 
 
 
 
 
 
 
 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
186
  Reduced Space Classification Using Kernel 
Dimensionality Reduction for Question Classification in 
Public Health Question-Answering 
Hapnes Toba 
Maranatha Christian University 
Bandung, Indonesia / University of Indonesia Depok, 
Indonesia 
hapnes.toba@eng.maranatha.edu / 
hapnes.toba@ui.ac.id 
Ito Wasito 
Information Retrieval Laboratory 
University of Indonesia 
Depok, Indonesia 
ito.wasito@cs.ui.ac.id 
ABSTRACT 
One of the major problems in Question Answering System is how 
to classify a question into a particular class that further will be used 
to find exact answers within a large collection of documents. Kernel 
Dimensionality Reduction (KDR) is an alternative method that can 
be used for features reduction, and in the same time classify 
question type by using the most effective m-dimensional features in 
its vector space. In this experiment we used question-answer pairs 
data from public health domain and word (unigram) features 
construction. This research shows that KDR correct rate 
performance is better than SVM after a head-to-head comparison 
from 100 observations. 
Keywords 
Kernel Dimensionality Reduction, Reproducing Kernel Hilbert 
Space, Supervised Machine Learning, Question Classification, 
Question Answering System 
1. INTRODUCTION 
Question answering system (QAS) is a form of information 
retrieval that used a natural language question as its input and 
returns explicit answers in the form of a single answer or snippets 
of text rather than a whole document or set of documents. One of 
the most challenges in QAS is how to classify a question into a 
particular class that further will be used to find exact answers 
within a large collection of documents. Two major approaches has 
been widely used in question classification, i.e. the pattern-based 
and machine learning approach [1]. While the pattern-based 
approach try to identify a question in its syntax form which can be 
resource intensive [2], on the other hand machine learning 
approach try to approximate in which class a question can be 
classified by using an already trained classifier [3], [4], [5]. 
 
The widely used algorithm in question classification using the 
machine learning approach are mainly based on supervised 
classification using the Support Vector Machines (SVM) [6], [7],  
[9], and Maximum Entropy [3], [4], [8] to analyze the semantic 
and syntactic structure. Due to the data sparsity and features 
selection problem in both algorithms, it is hard to choose the best 
features in a particular question class. In this paper we will 
introduce that Kernel Dimensionality Reduction (KDR) algorithm 
can be used to reduce word matrix features and in the same time 
classify question type using the most effective m-dimensional 
features in its vector space. The rest of this paper is organized as 
follow: section 2 will give an exploration of KDR and the feature 
selection method. Our research design will be described in section 
3, followed by the experiments and their results in section 4. Some 
discussions, conclusions and future works will be presented in 
section 5. 
2. METHODS EXPLORATIONS 
2.1 KDR with Reproducing Kernel Hilbert 
Spaces 
KDR is based on a particular class of operators on reproducing 
kernel Hilbert spaces (RKHS) [10]. A Hilbert space is an extension 
of a vector space. It requires the definition of an inner product on 
the vector space [15] which enables it to be called an inner product 
space. An example of an inner product on a finite vector space 
between any vector x and y is: 
 
The KDR algorithm relates dimensionality reduction to conditional 
independence of variables, and use RKHS to provide 
characterizations of conditional independence and thereby design 
objective functions for optimization. The hypothesis is to find 
effective subspace that can be formulated in terms of conditional 
independence. In particular, it is assumed that there is an r-
dimensional subspace S ⊂ Rm such that the following equality 
holds for all x and y: 
 … (1) 
Let (A,B) be an m-dimensional orthogonal matrix such that the 
column vectors of A span the subspace S (so A is m × r), and 
define U=ATX and V=BT
Eq. (1) is thus equivalent to: 
X. Because (A,B) is an orthogonal 
matrix, we can derive that p(X(x))=p(U,V(u,v)) and 
p(X,Y(x,y))=p(U,V,Y(u,v,y)).  
 … (2) 
In this way, the effective subspace S is the one which makes Y and 
V conditionally independent given U [10] (see Figure 1). 
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Figure 1. Representation of Dimensionality Reduction [10] 
Another important viewpoint on the equivalence between 
conditional independence and the effective subspace is the mutual 
information condition that holds the dimensionality reduction. It is 
known that: 
 … (3) 
where I(Y,X) is the mutual information between X and Y. 
Because Eq. (1) and (2) implies I(Y,X)=I(Y,U), the effective 
subspace S is characterized as the subspace which retains the entire 
mutual information between X and Y, or equivalently, such that 
I(Y|U,V|U)=0. This produces again the conditional 
independence of Y and V given U. 
KDR uses covariance operator on RKHS to produce an objective 
function for dimensional reduction. If there is a set Ω consisting of 
feature vectors in its columns, RKHS is produced by using the 
kernel that has the following reducing property: 
<f,i(.,x)>H=f(x)for all x the elements in the vector space 
and all f the functions (or features in this sense) in H, the 
reproduced space. Fukumizu et. al. in [10] uses the Gaussian kernel 
i(x1,x2)=exp(-||x1-x2||2/2σ2). We will have thus 
(H,i) which is a reproducing kernel Hilbert space of functions on 
a set of random vectors in Ω with a positive definite kernel 
i:Ω×Ω→R and an inner product <.,.> in H. The vector space 
that has been reproduced by the kernel function need to be further 
processed to guarantee the conditional probability and linear 
independency of the reduced kernel. This is achieved in KDR by 
using the cross covariance operator ΣYX from H1 to H2 that 
defined by the relation: 
 … (4) 
This relation implies that the covariance of f(X) and g(Y) is 
given by the action of the linear operator ΣYX and the inner 
product. Interested readers should refer to [10] for the complete 
mathematical proofs. 
2.2 Feature Selection 
The features in the m-dimensional space of documents are usually 
formed by its textual features. Information retrieval research 
suggests that word stems can be used effectively as representation 
units of a document. Such word stems are derived from the 
occurrence form of word by removing case and flections 
information [11]. This leads to an attribute-value representation of 
text. Each distinct word wi (unigram feature) corresponds to a 
feature with term frequency TF(wi,x), the number of times word 
wi
Refining this basic representation, it is better to scale down the 
dimension of feature vector with their inverse document frequency 
IDF(w
 occurs in the document x, as its value.  
i) [12], which can be calculated from the document 
frequency DF(wi) which is the number of documents the word 
wi occurs in: 
 … (5) 
Where n is the total number of documents. In this research we 
assume that a question is comparable as a document, and thus we 
called our feature as inverse question frequency of wi, IQF(wi
Our word matrix representation will have i-rows, that equal the 
number of questions and j columns, which equal the number of 
features (see Figure 2). The problem with such representation is the 
sparsity of data in each feature (j-th column) that represent the 
occurrences of a term in the all i-questions. It is reasonable that not 
every word should be appeared in all questions. This kind of 
problem will be useful to evaluate the performance of KDR and 
compare it with other comparable supervised method, in this case 
the support vector machines. 
).  
IQF-1st … IQF-jth
row 1-st
.
.
.
row i-th  
Figure 2. Matrix Representation of Questions 
2.3 Support Vector Machines 
Support vector machines (SVM) are based on the Structural Risk 
Minimization principle from computational learning theory [13]. 
Joachims in [14] described the idea of SVM as structural risk 
minimization that try to find a hypothesis h for which we can 
guarantee the lowest true error. The true error of h is the 
probability that h will make an error on an unseen and randomly 
selected test example. An upper bound can be used to connect the 
true error of a hypothesis h with the error of h on the training set 
and the complexity of H (measured by VC-Dimension), the 
hypothesis space containing h. Support vector machines find the 
hypothesis h which (approximately) minimizes this bound on the 
true error by effectively and efficiently controlling the VC-
Dimension of H. The SVM will thus in particular define the 
criterion to be looking for a decision surface that is maximally far 
away from any data point [16]. This distance from the decision 
surface to the closest data point determines the margin of the 
classifier. This method of construction necessarily means that the 
decision function for an SVM is fully specified by a subset of the 
data which defines the position of the separator. These points are 
referred to as the support vectors [16, 17] (see Figure 3). 
Both KDR and SVM are promising to be compared because each 
method can handle the text classification properties, i.e.: high 
dimensional input space, few irrelevant features, document vectors 
are sparse, and most text categorization problems are linearly 
separable [14]. 
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Figure 3. Maximization of margin of the support vectors [16] 
3. EXPERIMENTAL SETTING 
3.1 Algorithms and Tools 
During the experiments the following algorithms and tools are 
used: 
1. KDR algorithm ( Fukumizu 2004); 
2. SVM Linear and RBF Classification ( 2004-2007 The 
MathWorks, Inc) ; 
3. KNN Classification ( 2004-2007 The MathWorks, Inc). 
3.2 Data  
We used questions from the public health domain. We downloaded 
the question-answer pairs from the Singapore Ministry of Health 
FAQ pages1
After we downloaded the FAQ, to obtain the version in Bahasa 
Indonesia, we used the Google translation tools
 in the topics of swine flu (H1N1-2009) and gastric 
flu. In total there are 92 questions from those two topics (73 
questions about H1N1 and 19 questions about gastric flu). The 
reason we have chosen those topics based on the assumption, that 
topics that share the same context (in this sense the “flu” context), 
will share the same features. This assumption is important to form 
an objective orientation when we try to classify a test question in 
classifier that was constructed from the same (randomize) dataset. 
2
3.3 Performance Evaluation 
. The translation 
that we obtained was not directly used for the research. We 
reconstructed first some of the grammar and unmatched contextual 
terms that is used in daily Indonesian. After we have the final 
version of the translated FAQ in Bahasa Indonesia, we use Perl 
programming language to convert the FAQ into the feature matrix 
as described in section 2.2. We have thus for the feature matrix 92 
rows and 1137 columns as features. 
In the benchmarking step, we trained first a classifier using the 
Linear and RBF SVM classification, and then tested it with random 
test data from a subset of the row data.  
The complete procedures of the benchmarking steps are: 
1 http://www.pqms.moh.gov.sg/apps/fcd_faqmain.aspx (menu: 
Illness and Diseases), accessed on February 2010 
2 http://www.google.co.id/language_tools?hl=id 
1. Using the whole matrix representation, we trained the data 
with SVM to separate two distinct classes using the [train, 
test] composition of [90, 10]. 
2. We tested the SVM classifier with the random generated test 
data from number 1, and find the correct rate for each 
composition in 100 runs.  
3. We use the correct rate to evaluate the performance of each 
classifier, as follow: 
 … (6) 
4. We saved the test-indexed question which will be used as the 
supervision vector in the KDR method. 
5. We reduced the features matrix representation using KDR 
using the 2-dimensional reduction, 100 iterations and 0.1 
learning rate. 
6. Use the result of the already reduced KDR matrix as the input 
vector for the SVM training. In this step we use the concept of 
“build classifier in the reduced space”, as also described in 
[10]. 
7. We use the saved test-indexed question (number 4) as the 
same test data for KDR classification.  
8. Compare the results of the original SVM and the enhanced 
KDR results. 
In our research, besides comparing the whole matrix, we also 
compare the KDR with “manual”-reduced SVM. This “manual”-
reduced SVM, is a reduced matrix that was formed by selecting the 
two most occurrence words that occur in all question classes after 
we applied the stemming and removed the stop words, and used 
them as the features. To compare the resulting KDR classification, 
we also took the KNN classifier [18], with K=2 and K=5, to see 
how close the distance among the classified question-answer pairs.  
To compare the consistency of the KDR and the SVM 
classification, we used the head-to-head comparison over 100 
evaluation runs on both methods, i.e. we run the experiment 100 
times for each method and then count how many times a method 
outperforms the other. We also compute the mean and standard 
deviation for each method to see the performance in overall 
evaluation runs. 
4. EXPERIMENTS AND ANALYSIS 
We have run our experiments according to the setting which is 
described in Section 3. 
4.1 KDR Iterations and Dimensions 
The purpose of this experiment is to see the impact of KDR 
number of iterations and dimension construction. We run an 
experiment that used 50, 100 and 500 iterations to construct a 
dimension of 2, 5, 10, 15, 20, 50, 100, 125, 150 and 500. The 
result of this experiment can be seen in Figure 4. 
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Figure 4 Performances of KDR Iterations and Dimensions 
From Figure 4, we can see that the performances of 2- and 10-
dimension reduced matrix are the best for all iterations. This 
indicates that KDR can still perform it best in a small number of 
dimension (features) which is important in the benchmarking steps 
(cf. section 3.3). We can also see from Figure 4, that the correct 
rate patterns are almost identical for each iteration. This result 
indicates that the number of iterations has no direct impact to the 
number of dimensions. Figure 5 plots the impact of number of 
iterations (Blue = H1N1, Yellow = gastric).  
 
Figure 5. Vector Distribution of KDR Classification (50, 100, 
500 and 1000) 
The number of iterations indicates how fast the learning rate closer 
to a convergence area in each training-classification session. Based 
on the results in this experiment, we choose the 2 dimensions and 
100 iterations as our default setting in the benchmarking steps. 
4.2 SVM and KDR Classification 
We used the SVM classification with linear and RBF function 
(sigma = 1). The resulting “mean value” correct rate classification 
of each random generated [90, 10] composition for all 1137 
features in four series of 100 training-classification runs can be 
seen in Table 1. For the “manual” reduced SVM, the most 
occurrence words that occur in both classes H1N1 and gastric flu 
are the word “flu” and “virus”. 
Table 1 SVM Results for All Features 
RBF Sig=1 Linear RBF Sig=1 Linear
0.8933 0.8867 0.8967 0.8822
0.8911 0.8744 0.8844 0.8933
0.8811 0.8978 0.8922 0.8689
0.8900 0.8878 0.8967 0.8856
SVM all features SVM Most 2-Words (flu-virus)
 
Result in Table 1 shows that “all features” SVM Linear 
classification performed better than when we choose only “several 
selected features”. To compare the performance of Linear and RBF 
SVM from Table 1 against the KDR algorithm, we run KDR 
experiment with 2-dimensional features in 50, 100, and 500 
iterations in four series of 100 training-classification runs, which 
further classified using the RBF and linear SVM classifier. The 
“mean value” of the correct rate in these experiments can be seen in 
Table 2. Results of these KDR experiments show again that the 
iterations number does not give any direct impact to the correct rate 
(cf. section 4.1). 
Table 2. KDR Performance 
RBF Sig=1 Linear RBF Sig=1 Linear RBF Sig=1 Linear
0.9783 0.9783 0.9722 0.9783 0.8261 0.9783
0.9722 0.9783 0.9783 0.9722 0.8056 0.9722
0.8701 0.9565 0.8701 0.8837 0.9565 0.913
0.8837 0.8701 0.9588 0.9565 0.8701 0.8837
KDR (2-dim, 100 iter)KDR (2-dim, 50 iter) KDR (2-dim, 500 iter)
 
Interpretation plot from the result in Table 1 and 2 can be seen in 
Figure 6a and 6b.  
 
Figure 6a. Comparison of Correct Rate RBF Linear SVM 
(right) on Different Train-Test Composition 
Those figures give us an insight that KDR reduction matrix which 
is trained using the RBF-SVM and linear-SVM has given an 
almost identical correct rate patterns during the 4 series of training-
classification runs. Such result is also hold for the original “all 
features” and the “manual” constructed features. 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
190
  
 
Figure 6b. Linear SVM (right) on Different Train-Test 
Composition 
4.3 Effectiveness of KDR 
To see how effective the dimension reduction in KDR, we also 
plotted the “manual” constructed 2-dimension features and the 
KDR 2-dimension. The plot can be seen in Figure 7a and 7b. 
 
Figure 7a. 2-“Manual” Selected Features Linear SVM  
 
Figure 7b. KDR 2-dim 100- iterations Classification 
Figure 7a & 7b give an indication that KDR is very effective to 
classify a huge number of features into a much smaller dimensions. 
KDR (Figure 7b) has produced better classification than the 
“manual” selected features (flu-virus in Figure 7a). 
4.4 KDR and KNN Classification 
The comparison of KDR and KNN gives another view of the KDR 
classification. Besides the reduced dimension that has been 
achieved with KDR, it also produces the classification that 
comparable with KNN. We used the data from the “manual” 
reduced features for our 2-NN and 5-NN classification. Figure 8 
shows the plot of our experiment with 5-NN Euclidean Distance 
Classification compare with KDR (100 iterations). The x and y-
axis the vector value estimations of the classifications.  
Figure 8 shows us that the distance between KDR classified vectors 
is much closer than the KNN classification. In other words, this 
means that KDR can classify the features in the right classification 
although the distances between the features are very close one to 
another. 
 
Figure 8. Comparison of Euclidean Distance (K=5) with 
“manual” selected features (flu-virus) and KDR (100 
iterations) 
4.5 Overall Performance Evaluation 
To observe the consistency of KDR, we evaluated the correct rate 
performance of SVM Linear and RBF with all features, SVM 
Linear with manual constructed features (virus-flu), against the 
KDR-2-dim-100 iterations, in 100 training-classification runs with 
10% holdout test data. The overall performance of the evaluation 
runs can be seen in Table 3. The graphical interpretation of each 
method in this evaluation can be seen in Figure 9.  
 
Table 3. Overall Performances in 100 Evaluation Runs 
SVM Lin SVM RBF SVM Man KDR
Mean 0.882222 0.878889 0.813333 0.958889
Std Dev 0.080248 0.080674 0.073872 0.060457
Mean + 0.96247 0.959563 0.887205 1.019346
Mean - 0.801974 0.798215 0.739462 0.898432  
 
Because the value of mean +/- the standard deviation of each 
method is overlapping (see also Figure 9), the result is not 
conclusive. We need thus to evaluate the head-to-head comparison. 
This comparison gives an insight about the performance of each 
method in each evaluation run. We will see how many times a 
method outperforms the other. 
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Figure 9. Correct Rate over 100 Evaluation Runs 
The result of the head-to-head comparison of 100 observations can 
be seen in Table 4. 
Table 4. Head-to-Head Comparison 
Comparison Lin RBF Man KDR
Lin 0 66 86 37
RBF 34 0 90 39
Man 14 10 0 13
KDR 63 61 87 0  
Each row in Table 4 gives the number of “winning” or equal 
correct rate of each method against the other. We can see from 
Table 4 that KDR classification outperforms the other methods. 
The “manual” constructed features perform the worst in each 
method; it indicates that such subjective selected features should be 
strengthened with some other features which will give better 
classification. 
5. CONCLUSIONS & FUTURE WORKS 
We found that KDR can be used as a promising alternative method 
to classify questions in Question Answering System. An important 
viewpoint is that KDR can effectively classify questions even with 
only very view features (words), i.e. 2-dimensions (cf. Section 4.1). 
KDR can also determine the best effective features in the vector 
space. The classifications of questions using the features reduction 
that KDR has determined in most of the time are better than the 
“manually” constructed features and the original “all feature” 
matrix (cf. Section 4.2 and 4.3). During the head-to-head 
comparison, we found that KDR outperforms significantly the 
SVM classification in many cases. This indicates that the features 
reduction that has been produced by KDR is very effective to be 
used in classification of questions (cf. Section 4.4 and 4.5). 
As future works, we are going to apply KDR to strengthen the 
question classification and answer validation method in our 
ongoing research to build an Indonesian Question Answering 
System. In this sense, we are going to build a KDR classifier that 
can be used to anticipate a set of important features (words) from a 
question which could be classified into more than one question 
class (multi-labeling). The classification that produced by KDR 
will be important to find the real context of the question. 
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ABSTRACT 
Many students assume that physics which is learned at school is 
considered as a difficult and boring subject. This condition happens 
because of conventional teaching and lack of visual aids. As a 
result, the subject is considered boring, not attractive, and difficult 
to understand. This software is developed to make the student to be 
more enthusiastic in dealing with physics, not only in schools but 
also in their personal computer. 
This software can help the student in order to learn about 
kinematics of rectilinear motion and swing pendulum. This 
software is developed using Borland Delphi 7.0 as interface, 
Macromedia Flash MX as material delivery, and Microsoft Access 
as database. This database is used to save the question in the quiz 
to make it possible to be changed. 
Based on the polling result, it is concluded that 80% of the senior 
high school students 10th and 11th
Keywords 
 grade agreed that materials in 
this software is more attractive from the aspect of text layout, 
picture, and supporting simulation. Besides, 90% of senior high 
school students said that this software could increase the 
motivation in learning physics. 
Computer Aided Learning, Interactive Software,  Physics, 
Rectilinear Motion, Pendulum Swing. 
1. BACKGROUND 
In our daily life, we do motion, such as walk, run or we do motion 
with tool, such as drive a car. Some motions have certain 
characteristics. For example, a stright forward with a constant 
speed. Although very familiar and simple, high school students 
have some difficulty to understand motion because it can’t be 
imagine easily. To cover this problem, this research designs a tool 
to help the high school student learning motion by simulating the 
motion.  
This tool is a Computer Aided Learning (CAL) software. 
Commonly, CAL supports students tutorial on a certain topic, so 
they can learn by themselves. Since the CAL wants to provide a 
complement material for students, CAL needs something doesn’t 
teached at school. To learn physics well, student want to do some 
experiments. In this way, CAL will help students to see motion, 
instead imagine it.  
In our developed software, we mean it as an interactive learning 
method. This software will allow students read tutorial about 
motion, do an evaluation test, practice motion calculation based on 
newton laws, and simulate the motion based on some given input.  
This kind of learning method has been developed in education 
recent decades. Some survey on the advantages using this method, 
said that CAL will increase student’s interest on the topic[1]. 
Usage tools such as CAL also makes the education more effective 
and efficient than conventional education. It because Cal not only 
gives student material on the topic of interest, but also show picture 
and simulation which can explain more detail than words. 
Actually, CAL is developed based on human’s study method. Some 
students would like study by reading books while the others by 
seeing and doing something[2]. Some students will satisfy just with 
knowing while the others will satisfy with doing. CAL is a tool 
which help students learning by knowing and doing so they will 
understand the topic wholely. 
2. LINEAR MOTION 
Linear motion is motion on a stright path[3],[4]. There are two 
major kinds of linear motion, uniform linear motion and non-
uniform linear motion. Uniform linear motion has constant 
velocity. Non-uniform linear motion has constant acceleration. The 
total distant the motion gains can be calculate using eq 1 while the 
one of non-uniform linear motion can be calculate using eq 2. 
tvss .0 +=                            (1) 
Where s is the distant reached by the moving object and s0 is the 
original position before the object moves. v is velocity, t is time 
needed by the moving object to finish the distant. 
2.0
2
1 attvs +=                 (2) 
Where v0 is velocity before the object moves with acceleration. 
The acceleration itself can be calculated using the equation below. 
 
 0
0
tt
vva t
−
−=                (3) 
Where vt is velocity at observed time t while t0 is starting time 
when the non linear moving begins. Actually, non linear moving is 
horizontal moving. This kind of moving can be expanded become 
vertical moving, such as something falling from above and 
parabolic moving, such as throwing something above, and after 
that thing reaches the peak position, it will fall down. The 
expanding moving can be calculated using the generic equation 
below. 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
193
  
l 
m 
α2sin2.2
2
g
vS ox =               (4) 
gvSy o α2sin
2
=   (5) 
Where sx and sy are the distant at horizontal and vertical direction 
respectively. g is gravity and α is the degree if the object moves in 
parabolic direction.  
 
3. SWING MOTION 
3.1 Single Pendulum 
Swing motion is a motion of an object with distinct mass to left and 
right direction[5],[6]. For example, a ball swing using a thread as 
shown in Figure 1.  
 
 
 
 
 
ln Figure 1, θ represents angle between pendulum with vertical line 
in degree. l is thread’s length, in meter. To calculate the 
pendulum’s position while swing, is used vector i and j as vertical 
and horizontal direction representation[5]. The pendulum’s 
position can be calculated using equation 6. While period and 
frequency of the swing can be calculated using equation 7 and 8 
respectively. 
Figure 1. Single pendulum. 
position = l sin θ i − l cos θ j          (6) 
lg
π2period =     (7) 
frequency = lg
π2
1   (8) 
where g is earth’s gravity. The Force of swing pendulum will be 
calculated using equation 9. 
 F = m.g.sin 
 
θ   (9) 
3.2 Double Pendulum 
Double pendulum is two pendulum in one thread. They are tied 
sequently, as shown in Figure 2[6]. Double pendulum’s motion 
represents one of chaotic motion in simple physics. Double 
pendulum in this CAL is focused on motion with undumping 
factor. It means motion without any external force works on it.  
 
Figure 2. Double pendulum 
 
To detect the position of first and second pendulum, used equation 
10 and 11. Each position will be represent using vector. x1 and y1 
is position of first pendulum, x2 and y2 is position of the second 
pendulum. l1 is thread’s lenght from base to first pendulum while 
l2 is thread’s length from first to second pendulum.  
 
 
4. ANALYSIS 
This CAL is designed for students to learn by themselves. They can 
make their own schedule, when they will finish their tutorial, they 
can test their ability by doing the evaluation test by theirselves. If 
they failed in mastering a distinct part, they can re-learn the part 
without annoying anyone else. None will wait other student’s 
understanding in the studying process. 
 
Firstly, this CAL wants to accomodate all the student learning 
behaviours. They will learn not only by reading the material but 
also hearing the explanation and seeing some support pictures. In 
this CAL, we adopt S-O-R method. In this method, studying 
process is started with receiving information, manipulating that 
information and finally, producing the result[7]. Information is 
given in text and voice form. Information is arranged based on 
what-why-how concept[8]. Firstly, give the definition, then, inform 
the background about the topic, explain equations which are related 
with, and finally, show how the equations work. After receive the 
information, student will be guided to manipulate the information. 
Through showing some examples and their calculations, and also 
simulate some equations, student will be supported to manipulate 
information they received before. The last step of S-O-R method is 
producing the result. This step is done by giving them some test to 
evaluate their understanding on the topic.  
 
x1 
 
11sinθl     
    
y1 
 11cosθl−                 (10) 
x2 
 
11sinθl + 22sinθl    
    
y2 
 11cosθl− 22 cosθl−              (11) 
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  5. EXPERIMENTS 
We had done some experiments to test the simulations. Figure 3 
shows the interface of linear motion simulation menu. First user 
must input the velocity. Then the software will run a ball rolling on 
a linear line. While it rolls, we will see the distant it reaches each 
second. In this experiment, we input velocity 5 m/s. This 
simulation is done for five times. It reaches a distinct distant. Then, 
the time it needs to reach the distant is calculated using stopwatch, 
the result are: 
Experiment 1 = 21.08 s 
Experiment 2 = 21.14 s 
Experiment 3 = 20.23 s 
Experiment 4 = 20.10 s 
Experiment 5 = 20.78 s 
The average time is 20.65 s, while according to the equation, it 
should be 20 s. The error is less than 5%. 
 
Figure 3. The interface of linear motion simulation menu. 
 
To test non-uniform linear motion, we set time with 25 s, 
acceleration 2 m/s2
Figure 5 shows the result of simulation on parabolic motion. Used 
velocity 100 m/s, 30 degree when thraw the ball, the time needed to 
finish the path is 5.10204 s and the maximum height is 312.5 m 
this result is same with the calculation using equation 4 and 5. The 
last simulation, simulation on swing pendulum is shown by Figure 
6. Swing pendulum simulation is done by inputing the degree 
formed while the ball swings. 
 and velocity 10 m/s. This simulation can be 
seen in Figure 4. 
 
 
Figure 4. The interface of non-uniform linear motion 
simulation menu 
 
Figure 5. The interface of  parabolic motion simulation menu 
 
Figure 6. Interface of swing pendulum simulation menu 
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  6. RESULT 
The motion simulation makes an error in calculating the time, but 
the error is not significant, 1-2 seconds different than the ideal 
calculation. It is caused by the ordering of time checking in the 
program. Therefore, this CAL can help students to learn motion 
more interesting and clear. Using questionaires result, we can 
conclude that they learn better using our CAL than using 
conventional method. 
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ABSTRACT  
Building a timetable or academic schedule is one of the duties a 
faculty officer regularly does. There are huge numbers of 
combination a timetable could be built, but one or a few of them 
is desirable. A good timetable should accommodate constraints 
that might be emerged due to some interests. Constraints to be 
considered are (1) the nature of the timetable, (2) university 
requirements and (3) lecturers’ preferences. It is granted that 
there are no calculated solutions violate the nature of the 
timetable. It is done by forceful action in the making of 
solution. To extend the flexibility of the software, it is proposed 
to make constraints customizable.  The violation of university 
requirements and lecturers’ preferences could exist in some 
solutions, but of course these solutions are considered not 
optimized and hence not chosen. Finding the best (or at least 
good enough) timetable could be considered as a non-linear 
problem since it is solved in various ways. Particle Swarm 
Optimization (PSO) is then proposed to solve this problem. 
PSO objective function is to minimize the value of the 
timetable. Every violation of the constraints will make the 
objective function burden some penalties. To put the problem 
into the PSO domain, it needs problem mapping. This paper 
explains how this timetable problem could be mapped onto 
PSO, and solved satisfactorily.  
 
Keyword 
timetable, customizable constraints, problem mapping, PSO. 
 
1. INTRODUCTION 
University Timetabling Problem is one of the changeling yet 
interesting problem to be solved. This paper shows the works 
based on our university timetabling mechanism. Lecture is 
simply viewed as combination of lecturer, subject and class. 
One subject can be divided into many classes, and we will call 
it lecture. One class is taught by one lecturer. Session is timeslot 
with fixed length during which lecture is taught. There are at 
most five sessions in a day. Lecture could be defined as a 
combination of subject, class, and lecturer which occupies 
classroom and session. The undergraduate program 
accomplished within eight semesters normally. It means there 
are eight staging-semesters under which multiple relevant 
subjects to be placed. Each subject goes into one certain 
staging-semester. Subjects taught in 14 weeks in a semester. 
The proposed timetable is intended to be valid for one semester. 
The creation process of complete timetable is then simply 
viewed as inserting lectures into cells of sessions and 
classrooms until no more lectures left (see Table 1). Cell is 
viewed as a smallest unit container with fixed position and 
sequence. A cell is occupied by lecture that taught by one 
lecturer in a certain classroom at a certain session in a certain 
day. 
Table 1. Template of complete timetable 
    classroom1 classroom2 classroom3  …….. 
Monday 
  
  
  
  
session1 lecture1       
session2 lecture2 lecture3     
session3        
session4         
session5     lecture 4   
Tuesday 
  
  
  
  
session1         
session2       lecture n 
session3         
session4         
session5        …….. 
…….      
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Timetable creation process is subjected to several constraints. 
There are three types of constraints which is called the nature 
of the timetable, the university requirements and the lecturers’ 
preferences. The nature of the timetable is some intrinsic 
characteristics any timetable would have. The university 
requirements are some mandatory conditions from the 
university regulation that any timetable would follow. The 
lecturers’ preferences are some choices made by lecturers any 
timetable would provide. 
There are various solutions can be explored from such a 
problem. Some solutions would be candidate solutions that fit 
the constraints. By this step, particle swarm optimization (PSO) 
takes place. Reference [7] explains that PSO is a population 
based approach using a set of candidate solutions, called 
particles, which move within the search space. The trajectory 
followed by each particle is guided by its own experience as 
well as by its interaction with other particles. The algorithm is 
explained in [2], [3] and [5]. A solution could be viewed as a 
particle that has an objective value. Group of solution make up 
swarm. Changing the position of cell the lectures are placed, or 
the order of how the lectures are placed is supposed to mean 
changing the objective value of the particle. It is wise to notice 
that some terms are exchangeable (only different in context) 
such as particle, solution and timetable. 
In order to get precise model of the problem, a particular 
mechanism for mapping the problem into a PSO problem is 
then proposed. Such mechanism will be explained in chapter 
four. 
 
2. RELATED WORKS 
Many scientific works try to solve this problem in various 
methods. One approach is using graph coloring in same 
university as we do research [4]. The result was still 
unsatisfactorily because of its lack of customization of 
constraints. Another method being proposed was taboo search 
[1]. This paper assumed a uniform timeslot and fit classroom 
for lectures. The paper proposes approach with ‘pillar’ in it to 
generate timetable. A pillar is an aggregate sessions. This is 
used to construct simpler model than weekly-based lectures. 
Weekly-based lectures are considered complex because of some 
lectures have different nature of how to be taught. The result is 
good nevertheless some suggestions are taken into 
consideration later. One of the suggestions is to customize the 
constraints. Another scientific work [6] had just prepared the 
data warehouse to be explored. The data warehouse is useful 
when we want to dig some more information about anything not 
come yet. Timetable could be generated from some data already 
clean and consistent. 
 
3. CONSTRAINTS TO BE CONSIDERED 
There are three types of constraints: nature of the timetable, 
university requirement, and lecturers’ preference.  The nature 
of the timetable is as follows: (1) no two or more lecturers teach 
in the same session in a day, and (2) a lecture can only occupy 
one classroom at a certain session. University requirements to 
be satisfied are as follows: (1) lectures with one class only and 
come from same staging-semester could not be placed 
altogether in the same session in a certain day, (2) no more than 
three lectures that come from same staging-semester are taught 
in one day, (3) a lecturer could not teach more than three times 
a day (4) a lecturer teaches at least four days a week. 
Preferences to be considered are as follows: (1) preferred 
sessions and days the lecturer wants to teach, (2) prevented 
sessions and days the lecturer does not want to teach, (3) how 
frequent (how many sessions) the lecturer wants to teach in a 
day. Usually we do not change the nature of the timetable, but 
we do change the requirements and preferences as requested. 
That is why it’s called customizable constraints.  
 
4. PROBLEM MAPPING  
How this timetable problem puts into PSO method is a 
separated action from PSO itself. A particular mapping 
mechanism is required to set timetable problem into PSO 
method.   
The followings are the problem mapping: 
(1) A certain timetable is considered as one solution, which 
is represented by a multi-dimensional particle in the PSO 
method. Particles are the agent for guiding the solution 
searching process. 
(2) A cell of sessions-classrooms is represented by a particle 
dimension. If there are n cells of sessions-classrooms, 
then there would be n-dimension of searching space. Cell-
1 is represented by dimension-1; cell-2 is represented by 
dimension-2; and so on. 
(3) The sequence of how lectures to be inserted into cell of 
sessions-classrooms is represented by the position value 
of a particle at each dimension. 
(4) The creating of a new timetable solution is represented 
by the moving of a particle into a new position. PSO 
mechanism will lead particles moving towards a better 
and better solution. 
(5) The objective function is how to minimize the value of a 
timetable. The value of a timetable also incorporates a 
penalty for measuring how far the problem constraints 
are violated. It will eventually find solutions which are 
free from constraints violation at the end of PSO iteration 
process. 
The mechanism of how a particle is transformed into 
timetable is as follows: 
(1) Label each lecture with unique integer. Call the number as 
the ID of the lecture. Never change this ID number. 
(2) Label each cell of sessions-classrooms with unique 
integer. Call the number as ID of the cell. Never change 
this ID number. 
(3) Make sure the number of cells (C) is equal or greater than 
the number of lectures (L). In case of C is greater than L 
then make some dummy lectures so that the both number 
are equal. In case the C is less than L then the solution is 
impossible, unless more classrooms are added. 
(4) Mark each lecture with unique real number which is 
corresponding with the value of each dimension of a 
particle position. Call the number as index of the lecture. 
(5) Sort lectures according to their indices ascending then 
insert them into timetable starting from lecture with 
smallest index until all lectures completely inserted into 
timetable, i.e. lecture with the smallest index to be 
inserted at the first cell, lecture with the second smallest 
index to be inserted at the second cell, etc., lecture with 
the largest index to be inserted at the last cell. (see Figure 
1) 
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Figure 1. How a particle is transformed into timetable 
The mechanism of how a particle is moving to find solution 
is as follows: 
(1) Initialization: generate random position of m particles. 
Each particle consists of n-dimensional particles 
(2) Transform each particle into timetable (see Figure 1). 
Then calculate the objective function of each timetable, 
assign the particle objective value equals to the 
corresponding timetable’s objective. 
(3) Use PSO mechanism to update personal best and global 
best position. Then, move the particles into a new position 
by updating first theirs velocity based on the personal and 
global best position. 
(4) Return back to Step (2) until several iterations needed. 
(5) Transform the global best position as the best timetable 
found by the iterations using the procedure described in 
Figure 1. It may not serve as the optimal timetable 
solution, but it is a good enough timetable solution.  
 
Class Diagram 
The implementation of idea of PSO is simply formed as a class 
diagram seen below. The PSO package encompasses all classes 
that make up the PSO method works. Some classes are omitted 
in order to stress the design of scheduler and its mapping into 
PSO. See Figure 2. 
 
Figure 2. Class diagram PSO and its applications 
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5. RESULT  
The result shows that there are solutions for some constraints. 
Some others do not have any optimized solution. More 
constraints to be taken care, more likely solutions not 
optimized. Obviously lecturers’ preferences could violate the 
university requirements as a test entry (of course, this is not 
going to happen in real cases). In this case the solution will 
definitely not be optimized. In our test that handles constraints 
from 15 lecturers’ preferences and all university requirements 
(lecturers teach 3 days a week minimum, no more that two 
lectures with same categorized-semester taught in same session) 
failed to be optimized. It is because of no more acceptable cells 
of sessions-classrooms available  
Table 2 shows the instance of timetable with prevented session-
5 in all days. It takes two rooms to hold the all lectures offered. 
In order to confirm some aspects, the info lied in the cell could 
be used. It is formatted: Subject, Class, Lecturer Code, and 
Staging Semester. It is confirmed that the nature of the 
timetable, university requirements and lecturers’ preference 
remain fulfilled. 
 
Table 2. Instance of timetable with last session avoidance 
TIME TABLE 
 Day  Ses Room 3216 Room 3217 
Monday 
1 Mathematical Logic, A, PA, 1 Data Mining Techniques, A, ERN, 7 
2 Information System, A, AJS, 4 Web Programming, A, KA, 3 
3 Statistics, B, PA, 2 Algorithm and Programming, C, IW, 1 
4 Digital System, A, EDJ, 2 Database, A, IW, 4 
Tuesday 
1 Intro. Information Technology, A, KA, 1 Network Analysis and Design. A, YSP, 7 
2 Algorithm and Programming, B, PM, 1 Artificial Intelligent, A, SYT, 3 
3 Statistics, A, ERN, 2 Electronic Physics, A, EDJ, 1 
4 Calculus, A, FSP, 1 Advanced Data Structures, A, PM, 3 
Wednesday 
1 Corp. Mgmt Inf. Systems, A, YSP, 7 Database, C, EDU, 4 
2 Algorithm and Programming, A, EDU, 1 Informatics Economy, A, YSP, 5 
3 Calculus, C, PA, 1 Modeling and Simulation, A, SYT, 7 
4 Computer Graphics, A, SYT, 5 Advanced Computation, C, PRN, 3 
Thursday 
1 Advanced Computation, A, FSP, 3 Database, B, IW, 4 
2 Algorithm and Programming, D, FSR, 1 Data Structure, A, EDU, 2 
3 Intelligent Decision Systems, A, PM, 7 Computer Architecture, A, EDJ, 3 
4 Image Processing, A, BYD, 7 Intro. Mobile & Wireless Systems, A, TS, 4 
Friday 
1 Mathematical Logic, B, ERN, 1 Operating Systems, A, KA, 3 
2 Object Oriented Programming, A, BLS, 4 Optimization Techniques, A, FSP, 7 
3 Operation Research, A, PM, 7 Calculus, B, PA, 1 
4 Inf. System Strategic Planning, A, BLS, 7 Advanced Computation, B, AJS, 3 
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ABSTRACT 
The growing television and advertising industries have led to the 
tremendous amount of television video commercial (TVC) data 
stored in many data repositories of many organizations. TV 
broadcasting, advertising, production houses, and marketing 
research agencies are to name of a few. These companies 
constantly use information from TVC data for various purposes 
such as: business intelligence, advertisement tracking, copyright 
control, etc. The previous techniques to manage image database is 
not based on visual features but on textual annotation of images. 
Image database is indexed by textual description, i.e. keywords, 
captions, time of creation, etc.  to facilitate queries [1,2]. However, 
the fast growing TVC databases have made manual annotation of 
images become expensive tasks. 
With the advance of video warehouse technology, it is expected 
that a large volume of TVC database can be organized and 
analyzed to produce previously hidden information for decision 
making process. Although there are a vast number of published 
works in video mining, little has been said about video mining on 
TVC data warehouse.  For that reason, this paper proposes a 
multidimensional database as the first step in TVC video mining.  
The difference of this multidimensional database design from other 
related works is the focus given to both key low-level visual 
features and metadata for TVC video mining.   
Keywords 
Multidimensional database, TVC data warehouse. 
1. INTRODUCTION 
The growing television and advertising industries have led to the 
tremendous amount of video data of TV program and television 
video commercial (TVC or TV Ad) to be stored in data repositories 
for further analysis of many organizations. TV broadcasting, 
advertising, production houses, and marketing research agencies 
constantly use information from TVC data for various purposes 
such as: business intelligence, advertisement tracking, copyright 
control, etc. Unfortunately, information needed for such decision 
making process in many organizations is only supported by textual 
metadata information system [3].   
The current rapid increase of video data volume has made manual 
annotation of images for information-retrieval or information 
extraction become expensive tasks. With the advance of video 
warehouse technology, it is expected that a large volume of TVC 
database can be organized and analyzed efficiently. Features 
extracted from video content are expected to give additional value 
to knowledge mining to produce previously hidden information for 
decision making process. 
Video data is a particular type of multimedia data. The later covers 
audio data, image data, video data, sequence data, and hypertext 
data which contain text, text markups, and linkages [2]. With that 
view, technology for video data warehouse and video mining can 
adapt multimedia data warehouse and multimedia mining 
technology. 
Video data warehouse has received increasing attention following 
successful application of multimedia data warehouse in many areas 
such as: multimedia mining [4], multimedia document sharing and 
reused [3], spatial image mining [5, 6], medical data analysis [7], 
and color image retrieval [8].  Although there is a plethora of 
reports on video data warehouse, little attention has been given to 
application of this technology for multidimensional analysis of 
TVC data.  
For that reason, the purpose of this paper is to propose a design of 
TVC multidimensional database as the first step in 
multidimensional analysis of TVC data such as video mining. The 
difference of the proposed design from related works is the focus 
given to key low-level visual features as input for many potential 
video mining objectives. 
The remaining of this paper is structured as follows. Section 2 
describes previous works. Section 3 presents the proposed 
multidimensional database structure. Section 4 describes data 
mining on TVC data cube and TVC data warehouse. Section 5 
explains some TVC data mining examples followed by Section 6 as 
conclusion.  
2. PREVIOUS WORKS 
TVC is defined as “a form of advertising in which goods, 
services, and ideas are promoted via the medium of television” 
[9]. Following the prominent definition of data warehouse in [10], 
TVC data warehouse can be defined as:  a subject-oriented, 
integrated, non-volatile, and time variant collection of TVC data in 
support of management’s decisions process.  
The key features of TVC data warehouse are: 
1) Subject-oriented: The TVC data warehouse is organized 
around television video commercial (TVC) including: a 
number of visual low-level features, promoted 
product/service, targeted customers, clients, and airing time. 
2) Integrated: The TVC data warehouse is constructed to 
facilitate multiple heterogeneous source and format of TVC 
data. 
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  3) Nonvolatile: TVC data are permanently stored in the data 
warehouse which only support initial loading data and access 
of data functionalities. 
4) Time-invariant: The TVC data are stored to provide historical 
information. 
The advance in video data warehouse technology is highly 
influenced by the advance of multimedia data warehouse 
technologies. Many technologies applied to video data warehouse 
currently are adapted from previous research on multimedia data 
warehouse. Among those prominent works in multimedia data 
warehouse, Zaiane et.al in [4] studied a multidimensional database 
model to discover web access pattern from weblog in which 12 
dimensions are investigated. These dimensions, among others, are: 
the size of image/video, width and height of frame, color, edge 
orientation, time of image/video creation, format of image/video 
data. However, the design of the proposed multimedia database is 
not appropriate for TVC video mining as the proposed design 
neither included important metadata, i.e. Brand, Target Audience 
Psychographic, Target Audience Social Economic Status, etc. nor 
main visual features, i.e. shape and texture features.  
Stefanovic et.al in [5] investigated a spatial data cube for spatial 
data mining with the following dimensions: nonspatial dimension 
(i.e. temperature and precipitation); spatial-to-nonspatial 
dimension (i.e. state); and spatial-to-spatial dimension (i.e. equi-
temperature region). This multidimensional model is not suitable 
for video mining as temporal attributes of video data are not 
included. 
You and Liu in [8] investigated multidimensional data model for 
image retrieval with the following dimensions: interesting points, 
global color histogram, color moments, mean values of wavelet 
coefficients in different directions (global, vertical, horizontal, and 
diagonal).  Despite inclusion of some low-level visual features in 
the model, the lack of important features such as shape and texture 
causes the model provide only limited support to video analysis. 
Following the advance of multimedia mining technologies, video 
mining have been focusing on the following objectives:   
1) Special pattern detection [11,12,13,14,15], which detects 
some predefined special patterns;   
2) Association mining [14,16], which identifies association 
among video units;  
3) Video clustering and classification [17,18,19], which clusters 
and classifies video units into different categories.  
Such video mining applications are potentially applicable to TVC 
database. 
In developing conceptual model of a TVC data warehouse, a 
multidimensional model as described in [2] is used. The model 
comprises of five key components as follow.  
First, facts and dimensions: 
1) Fact represents “atomic information elements in a 
multidimensional database which consists of quantifying 
values stored in measures and a qualifying context 
determined through dimension level” [20].   
2) Dimension represents “the perspectives or entities with 
respect to which an organization wants to keep records” [2].  
Dimensions together with their respective concept hierarchies 
allow to build a multi-dimensional data cube which is used to 
aggregate the values for all attributes in each dimension 
domain. 
Candidate for data dimensions are image attributes which have 
been used for  content-based retrieval including: color, shape, and 
texture [2]. 
Second, data cube which represents various data view in multiple 
dimensions.  
Third, concept hierarchy to facilitate data abstraction along any 
given dimension such as drilling-down and rolling-up.   
Fourth, measure of a data cube which represents “a numerical 
function that can be evaluated at each point in the data cube 
space by aggregating the data corresponding to the respective 
dimension-value pairs defining the given point” [2]. 
Finally, data schema to represent a TVC multidimensional 
database which are: star, snowflake, and fact constellation (galaxy) 
data schema [2].  
Following design methodology proposed by [2], some 
consideration in designing TVC multidimensional database is as 
follow: 
1) Business process to be addressed is typical TVC video mining 
performs by advertising and television broadcasting 
organizations. TVC video mining under considerations is: 
special pattern detection, association mining and video 
clustering and classification. 
2) The grain of the business process is key-frame level operation 
in which atomic level of data will be stored in the fact table of 
TVC data warehouse. 
3) The selected dimensions and measures are those which 
support TVC video mining objectives under consideration. 
3. PROPOSED MULTIDIMENSIONAL 
DATABASE STRUCTURE 
Based on the data warehouse design methodology described in [2], 
the proposed TVC data warehouse is designed as a single 
repository of TVC data.                      
Information stored in the TVC data warehouse represents image 
content of each key-frame of TVC data and global TVC 
information. 
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Figure 1.  Star schema of the proposed TVC data warehouse 
Based on the previous works, the selected low-level visual 
features are as follow: 
1) Color is described by normalized HSV color-space 
histogram which is described by the following attributes: H 
16 bin, S 4 bin, and V 4 bin histograms; and dominant color. 
The Color dimension has been explored in [14]; while, 
dominant color has been studied in [21, 15]. 
2) Camera movement whose value can be: pan left-slow, pan 
left-medium, pan left-fast, pan right-slow, pan right-
medium, pan right-fast, zoom in, zoom out-slow, zoom out-
medium, zoom out-fast, and still. The importance of this 
dimension has been presented in [14]. 
3) Semiotic features is described by attributes: portion of 
recurrent color, portion of saturated color, and portion of 
slanted lines (lines whose slope is neither horizontal nor 
vertical). This dimension is based on the work reported in 
[22]. 
4) Camera shot size whose value can be: loose shot, medium 
shot and tight shot. Selection of this dimension is based on 
research reported in [23]. 
5) Texture is represented by 24 values of mean and standard 
deviation of Log-Gabor transform coefficient with 4 scale 
levels and 6 orientations as proposed by [24]. 
6) Shape is described by 7 invariant moments: φ1, φ2, φ3, φ4, 
φ5, φ6 and φ7
In addition to those image content-based features, some 
additional dimensions are added for TVC mining. The main 
dimension which characterize TVC are: (i) Product, (ii) Airing 
Time, and (iii) Talent Category. Following the features proposed 
in [26] for segmenting advertisement  audience, the proposed 
multidimensional database design has included the following 
dimensions: (i) Target Audience Psychographic, (ii) Target 
Audience Social Economic Status (SES), (iii) Target Audience 
Age, and (iv) Target Audience Gender. The fact and dimensions 
of multidimensional database are illustrated in Figure 1. 
 as described in [25]. 
4. DATA MINING ON TVC DATA CUBE 
AND TVC DATA WAREHOUSE 
OLAP and TVC data cube provide analysis environment which is 
very useful for extracting hidden knowledge from the TVC data 
warehouse. The key OLAP and data mining operations are as 
follow: 
1) The drill-down operation navigates from general to specific 
concept. A drill-down along product hierarchy, for example, 
presenting the number of TVC grouped by version from the 
number of TVC grouped by Product name. The roll-up is the 
reverse operation of drill-down. It navigates from specific to 
general. 
2) The slice operation performs a selection on one dimension of 
the given cube. For example, the selection of Month on the 
AiringTime dimension. The dice operation performs a 
selection on two or more dimensions of the given cube. For 
example, dicing the data cube on two dimensions: Product 
and AiringTime dimensions. 
3) The main video mining functions as described in [2] are: 
TVC characterization, class comparison, association, and 
classification. 
4) Characterizing TVC in the data warehouse is to find rules 
that summarize general characteristics of the TVC. For 
example: TVC for a particular Product Category (i.e. 
Cosmetics & Decorative), particular Brand (i.e. Kao, Blue 
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  Bland) and particular Version (i.e. Fasting) can be 
summarized by a characteristic rule. 
5) Class comparison of TVC in the data warehouse is to find 
discriminant rules which discriminating between different 
classes of TVC. For example: comparison TVC of 
Cosmetics & Decorative and Cigarettes product categories. 
6) Association rule is to find association or correlation 
relationship among item data in TVC data warehouse. For 
example, correlation relationship between visual features for 
each Brand. 
7) Classification is to build a model for each given classes 
based on the features in the TVC data warehouse and 
generating classification rules. 
8) TVC Video Copy Detection: to identify whether a given 
TVC originated from another TVC by means of photometric 
or geometric transformations [27]. 
Similarity between two key frames represented by 
multidimensional vectors can use various metrics, i.e.  Euclidian 
Distance as described in [25]. 
5. TVC MINING EXAMPLE 
The proposed design of multidimensional database in this paper 
will be used for TVC mining. The design of TVC data warehouse 
is expected to support the following typical descriptive inquiries:  
1) Show a diagram represents TVC spending trend (in Rp) by 
product category and year. As an example, the typical output 
is illustrated in the following figure. 
 
Figure 2.  Diagram of TVC spending by product 
category 
2) Show all TVCs in product category=”Toiletries” which have 
visual similarity in terms of color, shape, and texture 
features with TVCs: Brand=”Pepsodent”,  and 
Version=”Father&son”.  Output example1
1,2,3 This figures are based on fictitious/not real data. 
 is illustrated by 
the following figure. 
 
Figure 3.  TVC with visual similarity with TVCs of 
Brand=”Pepsodent”,  and Version= ”Father&son” 
3) Show all possible (if any) video copies or those video 
obtained from TVCs of product category=”Food”, 
Brand=”OkeJoly”, Version=”Happy kids”.  
A hypothetical example2
Table 1. List of video copy from TVC of  Product 
Category=”Food”,  Brand=”OkeJoly”,  and 
Version=”Happy kids”. 
 is illustrated by the following 
figure. 
Brand Version 
JolySweet Mom&kids 
BCD Drink Vacation 
 
4) What kind of association that exists between TVC 
Brand/Version and color-based semantic as proposed by 
[22].  A hypothetical example3
Table 1.  Association between color-based semantic and 
product category 
  is illustrated by the 
following table. 
 
Brand/Version Color-based Semantic 
Pepsodent/Father&Son Happiness 
Gudang Garam/Biker Suspense 
Molto/Baby Relax 
6. CONCLUSION 
This paper has proposed a design of multidimensional database 
to support Data Mining from TVC data warehouse. The 
information stored in the TVC data warehouse combines content-
based visual features and metadata for TVC video mining. The 
soundness of this design needs empirical data which will become 
the next step of this work.  
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ABSTRACT 
Computer has been successfully used as learning aid systems for 
the past few years. The learning systems are designed in such a way 
that they are easy to use and effectively convey information. Many 
researchers have been trying to enhance the design of the learning 
systems.  For example, using color [8] or animation [14, 15, 16]. In 
this paper, we try to apply sound to enhance the learning system, 
more specifically to enhance the comprehension of sorting 
algorithms. We believe that with the combination of sound, color 
and animation, we can convey information more effectively in a 
learning system. We have conducted an experiment to test the 
learning system, and the study’s result indicate that sound do assist 
students in learning. 
Keywords 
Algorithm Animation, Information Visualization. 
1. INTRODUCTION 
The audio channel is the primary medium of communication 
between human, however, it is rarely used between human and 
computer. The communication between human and computer is 
dominated by the visual channel. Many researches have been done 
in this area, but not the audio channel. The audio channel is still 
under-exploited. Sound is mostly used only as a flat beep to alert 
user of a particular event. This is an area in transition, and audio is 
a useful option in many design situations. 
 
With the advances of technology, most of computer systems now 
have their own sound system. There are no other excuses not to 
explore the audio channel because of the hardware limitation. 
Computer systems are now capable to produce digitized sound, 
thus enable them to produce almost any sound needed [1]. 
 
Sounds can be interpreted at several levels [2]. For the specific 
function, many researchers are also interested in using sound for 
learning, such as teaching English by associating a particular audio 
signal with all verbs [3]. Moreover, some techniques that focus on 
sound in workstation-based interactive algorithm-animation 
systems had also been proposed by Brown [8].  
 
Algorithms animation is a form of a program visualisation, “the 
use of the technology of interactive graphics and the crafts of 
graphic design, typography, animation, and cinematography to 
enhance the presentation and understanding of computer programs. 
Program visualisation is related to but distinct from the discipline 
of visual programming which is the use of various two-
dimensional or diagrammatic in the programming process” [9]. It is 
concerned with illustrating the behaviour of a program by 
visualizing the fundamental operations of the program as it runs. 
Developers of algorithm animations believe that algorithm 
animations are useful to be used in learning how the algorithms 
work [12]. Some learning systems have been developed using 
graphics and animation in order to help explain how the algorithms 
work.  Najork [15] proposed the use of full-fledged interactive 
algorithm animation that includes a rich set of libraries for creating 
2D and 3D animations.  In contrast, Stasko, et al [16] has proven 
that algorithm animations were not as helpful as was hoped. Brown 
stated that algorithm animation can be enhanced by using color and 
sound [8]. The combination of animation, color and sound can be 
very powerful to enhance the user interface. Sounds can effectively 
convey information. In this paper, we explore ways to use sound in 
the interface to enhance the comprehension of sorting algorithms. 
2. OBJECTIVES 
The main aim of this research is to apply the particular tones to 
some sorting learning systems, including Bubble, Selection, 
Insertion, Shell-Metzner, and Quick Sort, in order to enhance their 
user interface comprehensibility. More specifically, some sorting 
techniques are to be understood and studied first, followed by their 
implementation using Delphi. In order to apply sound to those 
processes, it is needed to understand about how to use the sound 
through the user interface. 
3. USING SOUND IN USER INTERFACES 
Different with visual messages where we have to see the message 
to understand it, audio messages are received regardless of where 
one is looking. This is very important when visual channel is 
focused elsewhere, or when the task does not require constant 
visual monitoring. When the amount of information to be conveyed 
is high, pushing the visual channel to the limits, the audio channel 
can also be used to carry some of the information, thereby reducing 
overall load. 
3.1 Structuring Sound 
Blattner, et al, mentioned in his article [6] that different approaches 
have been employed when using sound for auditory data display, on 
the one hand, and for messages or audio cues, on the other. This is 
because auditory data display has been concerned with the mapping 
of data points (in an n-dimensional space) to audio output., while 
the use of sound for messages or cues has been more concerned 
with the syntax and semantics of the audio output.  
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  Auditory display techniques are used, for the most part, to enable 
the listeners to picture, in their minds, real-world objects or data. 
There is a lot of leeway for the interpretation of how this may be 
successfully achieved; human factors studies are required to 
understand what may actually be heard.  
 
Auditory messages or signals were used by people before the 
discovery of electricity. Bells, bugles, trumpets, and drums sent 
information to the countryside or announced the arrival of an 
important person or messenger [5]. Auditory cues used to reduce 
visual workload were studied by Brown, Newsome and Glinert 
[10]. The purpose of these cues was to identify the location of 
groupings of letters on a screen; hence, these cues may be 
considered “auditory pointers” to items on the screen. 
 
Audio messages have also been studied by Gaver [11], Blattner 
[4], and by Blattner, Greenberg, and Kamegai [5]. Gaver used 
“real-world” sounds, called auditory icons, to convey messages. 
His examples include objects colliding, breaking, and so on. The 
fact that Gaver used “real-world” sounds does not imply anything 
about the meanings of these sounds in his system, which could be 
an abstraction (eg. “your computer is going down”). 
 
Blattner, et al, used earcons, which are tones or sequences of tones, 
as a basis for building messages [5]. Earcons and auditory icons 
are synonymous terms in the sense that they both denote the 
auditory form of an icon or visual symbol. The distinction lies in 
the approach to their construction. Whereas Gaver uses the word 
“icon” in its original meaning (that is, highly representational 
images), Blattner, et al, based earcons on similarities between their 
auditory messages and abstract visual symbols. 
 
The difference between these approaches is the difference between 
lexical, syntactic, and semantic levels of a language. Syntax is the 
formal composition of elements in a language. Semantic is the 
meaning given to the structures in the language. The lexical level 
refers to the properties of the base elements. The lexical level of 
auditory messages is concerned with the attributes of sounds: 
frequency, pitch, duration, loudness, etc. 
 
Most of work done with the auditory display of data is concerned 
with the attributes or parameters of sound. This effort has been 
concentrated on the lexical level. Because earcons are not a direct 
translation of data into audio, they are able to use a formal syntax 
in the composition of messages-messages in regard to real-world 
sounds. Auditory icons are studied primarily on the semantic level. 
The syntax of auditory icons does not ordinarily arise, because such 
icons are sampled sounds composed of very complex waveforms 
and not easily parameterized. Hence, the important contribution of 
the work on auditory icons to the treatment of messages as a 
language is our deeper knowledge of the “meaning” we give to 
sounds. 
3.2 Using Earcons and Animation 
In the musical world, a short sequence of tones is called a motive. 
In the construction of earcons, a motive is used as a building block 
for larger groupings. The advantage of these constructions is that 
the musical parameters of rhythm, pitch, timbre, dynamics 
(loudness), and register can be easily manipulated. The motives can 
be combined, transformed, or inherited to form more complex 
structures. The motives and their compounded forms are called 
earcons. However, earcons can be any auditory message, such as 
real-world sound. In the implementation used in this article, the 
messages are information about data itself and events of the data 
rather than translation data into sound. One advantage of 
structuring audio messages in this way is that they can be used with 
any basic sonic unit, such as tones or sampled sounds. 
 
Data translated directly into sound require less explanation or 
motivation than abstractions such as earcons. Although auditory 
icons that make real-world sounds usually can be recognized 
quickly, several experiments have shown that earcons are preferred 
over many other types of sonification. Jones, et al, compared 
earcons, auditory icons, and synthesized speech; their result 
showed that subjects preferred the sounds of earcons but were 
better able to associate auditory icons to commands [13]. Earcons 
was found to be an effective form of auditory communication [7]. 
 
Blattner gave a hint in applying earcons that earcons are 
necessarily short, because they must be learned and understood 
quickly [6]. Earcons were designed to take advantage of chunking 
mechanisms and hierarchical structures that favor retention in 
human memory. The tests run by Brewster, et al had no training 
session associated with them (the earcons were heard only once 
before conducting the test); in spite of this, the subjects could use 
them effectively. 
 
We are experimenting with introducing earcons, tones and sampled 
sounds, to the users as an animation with sound. Sound is the result 
of movement, the interactions and mapping of data. The animation 
describes the data or event that the motive supports. For example, 
suppose our animation was swapping, the motive that forms the 
basis of the earcon is the sound of the swapping process. 
 
The reason why we prefer to used tones rather than auditory icons, 
because in the realism of the sounds used in the auditory icons led 
to confusion on the part of the users. For example, a hammer 
hitting a table may have the same sound as a car door slamming. 
Moreover, the most real-world sound, auditory icons, are complex 
and difficult to analyse. Tones would never be confused with the 
real-world sounds. An added bonus is that our sounds are easier to 
manipulate, for example by using wave-editor. The point here is 
that the sounds do not have to be realistic if the user is presented 
with a method of determining what the sounds represent. 
4. THE DESIGN PROCESS 
In order to produce a user-friendly learning system design, firstly, 
we conducted task analysis in order to achieve an information 
source from which design decisions could be made, and a basis for 
evaluating designed systems. After conducting task analysis, we 
analized the result and decided the final design, shown in section 
4.2. 
4.1 Knowledge Analysis of Tasks (KAT) 
KAT methodology can produce a complete and explicit model of 
tasks in the domain, and of how people carry out those tasks. It 
focuses design on user’s tasks and goals, and the methods for 
achieving those goals, resulting in improved, more usable system 
designs. 
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  4.1.1 Setting Up 
The first step from KAT methodology is the setting up which 
shows the objective. The purpose of this analysis is to gain the 
information what the users expect when they want to learn the 
sorting algorithms. This must take place in an environment where 
there are many potential users, with typical expectations. 
4.1.2 Data Collection 
Data was collected from the various users, according to their 
education background, through interview. The reason why we 
chose interview technique is because this sorting learning system 
needs extracting rules and the interview technique takes less time. 
As the result, we got an initial view of the set of tasks that should 
be put in our learning system.  
 
For the users whose education background are not computer 
literate, it’s quite difficult for them to specify what they should 
expect when they want to learn some sorting algorithms. In 
contrast, for good computer knowledge users, they know well what 
should be in a sorting learning system. That’s why, we decided that 
this sorting learning system is purposed specially for computer 
science graduate students who had taken or were taking advanced 
computer algorithms courses. 
4.1.3 Identifying Knowledge Components  
KAT is concerned with identifying a person’s task knowledge in 
terms of actions and objects, and the structure of those objects, 
procedures, the task plan, task goals and subgoals. 
 
Table 1.  List of objects and actions 
Objects Actions 
Memo1 Explain the current process which follows the 
current animation. 
Memo2 List all occured comparisons and swappings 
from a particular sorting algortihm. 
Sound Panel 1. Change to animation only option 
2. Change to sound-animation option 
Sorting 
algorithms 
Panel 
Select the desired sorting algorithm. 
Speed Panel Change the animation speed. 
Pause button 1. Stop the current process temporary. 
2. Continue the paused process. 
Stop button Terminate the current sorting algorithm 
process. 
Start button Start new sorting algorithm process. 
 
Objects and their associated actions used in carrying out the sorting 
tasks were identified by analyst ourselves carrying out the task. We 
applied this technique because we have sufficient computer 
knowledge, so we analysed the data collected from section 4.1.2 
and we decided the objects and the actions. As the result, in the 
figure 1, we listed the objects and their associated actions to carry 
out the sorting tasks. 
 
Technique was used in this learning system in order to identify a 
person’s knowledge of the task plan, the sequence of carrying out 
routine procedures, and strategies used in the task, was  asking 
specific questions in the structured interview technique. 
4.1.4 Data Analysis 
After data is analysed, we got a set of tasks that users expect to do 
whenever they want to learn the sorting algorithms, listed below: 
- restart learning a particular sorting algorithm  
- pause the process 
- change the process speed 
- stop the process 
- change the sorting algorithms 
4.2 Design Layout 
Finally, we have developed the final sorting algorithms learning 
system design, shown in Figure 1. 
 
Figure 1. Screen design of a bubble sort demo 
5. IMPLEMENTATION 
We implemented this sorting algorithms learning system by using 
Delphi as the development tool and Windows as the platform of the 
system regarding to the final design that we had developed. The 
learning system is having sound capabilities and color animation. 
 
This sorting learning system implements five sorting algorithms: 
Selection Sort, Bubble Sort, Insertion Sort, Shell-Metzner Sort and 
Quick Sort algorithms. Mouse was used as an interaction between 
users and the system. 
 
For creating the sound, both sample sounds and tones were created 
on the computer through keyboard and the sound files were in 
.WAV extension. The average size of each sound files is about 10 
Kb. In order to explain how the sorting algorithms work, for 
animation, we used eight numbers as the data filled randomly, and 
each will represent a particular tone in an octave according to the 
rank. 
6. SYSTEM  EVALUATION 
This evaluation applied the same approach presented by Stasko et 
al. [16] who examined the viability of algorithm animation as a tool 
for learning a particular data structure and algorithm - the pairing 
heap data structure. They used 20 subjects, all volunteers, were 
computer science graduate students who had taken or were taking 
advanced computer algorithms courses. None of the subjects had 
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  ever studied pairing heaps. Each subject was randomly assigned to 
be in one of two groups, with ten persons total per group. The first 
group was given textual descriptions of the pairing heap algorithm, 
and the second group was given the same textual descriptions 
supplemented by the opportunity to interact with the pairing heap 
animation.  
 
The aim of the evaluation purposed in this article is to determine 
whether sound can be used to enhance the comprehension of 
sorting algorithms or not. 
6.1 The Experiment 
In this experiment, we used Sorting Demo system that had been 
implemented, specified in section 5. Before we used this system in 
this experiment, software testing had been conducted in order to 
make sure that the system has been free from any bugs. We 
referred this testing to as verification and validation. After 
everything had been fixed the experiment was started. 
 
The computer that we used in conducting this experiment is using 
CPU Pentium IV, 3.0 GhZ with 512 MB RAM, with Microsoft 
Windows XP SP2. 
 
Each algorithm supplies the capability for the users to change the 
speed of the animation, pause and stop the current sorting process, 
restart the current sorting algorithm, and start the new sorting 
algorithm.  The same sequence of numbers is used for all sorting 
algorithms and all subjects in order to improve the validity of this 
experiment.  We use a limited sequence of numbers so that the 
subjects can understand the sorting algorithms easier. 
 
Fifty subjects, all volunteers, were participated in this experiment; 
they were Information Technology undergraduate students either 
had taken or were taking computer algorithms courses at the 
University of Surabaya to simulate the conditions that the system 
would be used.  We had two groups, twenty-five subjects per group 
assigned randomly. The first group received textual descriptions of 
the five sorting algorithms with opportunity to interact with the 
Sort Demo system without sound, in other word with animation 
only, and the other group received the same textual descriptions 
with opportunity to interact with the complete Sort Demo system, 
including sound and animation. This textual description gave the 
information about data structure of each sorting algorithms and 
how each of those algorithms are implemented.  
 
Each subject was given  45 minutes to complete  the study, an 
initial of 20 minutes to read and understand five sorting algorithms 
from the given descriptions and the remaining time (to a total of 45 
minutes) to interact with the system; the animation system for 
group one and the sound-animation system for group two.  
 
Special for group two, firstly the subjects in this group were given 
5 minutes training about all earcons which they would hear in the 
system, including their association (the earcons were heard only 
once before they interacted with the system). All the subjects in 
both group one and group two received some explanations about 
how to operate either the animation system or sound-animation 
system according to which group they were in. They were allowed 
to interact with the system in any manner they desired, e.g. pause 
and stop the process, restart learning a particular sort algorithm. 
When the subjects had completed the 45 minutes learning session,   
we gave them a set of questions to test their understanding of the 
sorting algorithms. Neither group was allowed to use the textual 
description nor the system while the examination was in progress. 
The subjects were given a maximum of 15 minutes to work on the 
exam. The questions were designed as the essay-style questions, 
one question per each sorting algorithm so there were five 
questions per subject. 
 
The sample question is organized to a major section applied to each 
sorting algorithms, stated below: 
 Given the following numbers below, show the order of these 
numbers of pass one and pass two of the Bubble Sort 
algorithm in order to make these numbers sorted. 
  3 1 8 5 2 
6.2 Results and Discussion 
Recall that we had fifty subjects, twenty-five subjects were in each 
of the animation and sound-animation groups. Table 2 shows the 
result of the experiment. This table lists the number of correct 
replies for each group. The correct replies are listed in the same 
order as the description of the question categories described earlier 
in the article. 
Table 2.  Results of the experiment. 
Sorting Algorithm Animation 
Only 
  
Sound-
Animation  
 Bubble Sort 18 23 
Selection Sort 20 21 
Insertion Sort 18 17 
Shell-Metzner Sort 12 16 
Quick Sort 5 4 
 
As we can see from the table that the sound-animation group 
performed well or better than the animation group in three kinds of 
questions, not in Insertion Sort and Quick Sort questions. We note 
here that additional of sound in this learning system can enhance 
the comprehension of sorting algorithms. From the result above, it 
seems that the sound’s benefit was not too strong, but for general 
we can see that the subjects from sound-animation group felt 
confident in answering the given questions. 
 
Another important input for our analysis was from debriefing 
section with the subjects in the sound-animation group. It was held 
after the experiment was finished. We tried to get information:  
whether the subject felt that the sound aided understanding the 
sorting algorithms. All twenty-five sound-animation subjects stated 
that they felt the sound assisted them in understanding the sorting 
algorithms, eventhough at the first time they confused in matching 
between watching the animation and hearing sound. The animation 
was often grabbed their attention. After a few minutes, they could 
interact with the system well and found that sound could help them 
in learning.  
 
Some subjects said that after they were familiar with the sound, 
they could learn the sorting algorithms relaxed without 
concentrating too much watching on the screen. They could enjoy 
watching the animation while hearing the sound. One said that 
sound could make the sorting algorithm clear what was happening 
instead of watching the animation.  
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To get more detail information, we let the subjects who were in 
sound-animation group to interact again with the system without 
sound. Just to get information whether they felt that sound-
animation system was better than animation system. All those 
subjects gave the same comments that sound-animation was much 
better than animation only. 
 
They cited negatively that Quick Sort animation was the most 
terrible one.  Most of the subjects did not properly understand how 
the sorting algorithm works.  Even they could recognize the kind of 
sounds when Quick Sort was in its action, but they confused with 
the animation. The Quick Sort result was not too surprising 
because we know that this sorting algorithm is the most difficult 
one to be understood and also our Quick Sort animation was not 
too good. Blattner said in his article that designing an enlightening 
animation is a tricky psychological and perceptual challenge. At 
present, creating effective dynamic visualizations of computer 
programs is an art, not a science [5].                                                                                   
7. CONCLUSION 
7.1 Concluding Remarks 
Finally, this research have proved that applying sound do enhance 
the comprehension of sorting algorithms. Combining sounds, color 
and animation can assist students in learning and understanding 
sorting algorithms. We use color for encoding the state of data 
structure, highlighting activity, trying multiple views together, 
emphasizing patterns, and making an algorithm’s history visible in 
a single static image. We use sound for reinforcing visuals, 
conveying patterns, replacing visuals, and signalling exceptional 
conditions. 
 
Moreover, this research’s result is also supported by Brown who 
stated that color and sounds do not merely enhance the beauty of a 
presentation, but also present fundamental information [8]. 
7.2 Further Study 
We believe that sound has much more capabilities in conveying 
information. Maybe the sounds used in this experiment are not the 
best ones. We believe that sound will be more helpful when we use 
the right sound for a particular purpose. 
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ABSTRACT  
Psychological problems require a special handling that is usually 
carried out by a psychologist through a consultancy. Reasoning 
Systems or Expert Systems for psychological counseling, it is 
possible to developt. This paper will describe the process of data 
mining to build a pattern of knowledge from psychological 
consultation notes that will be used to develop an expert system 
in the next step. The process uses Rapidminer 4.0 software with 
decision tree and rule learner methods. The results of the process 
of data mining by decision tree shows that the data converge on 
the type of action ass (assistance). The results of the data mining 
method by the rule learner managed to find a pattern of 
knowledge of rules 15 rules. 
 
Keywords 
Data Mining, Knowledge Discovery, Case Based Reasoning, 
decision tree, rule learner.  
 
1. INTRODUCTION 
The development of Expert Systems requires a large data 
management process of psychological consultation notes. The 
overall knowledge of the search process is called Knowledge 
Discovery in Databases (KDD). Data mining is one step in the 
process of KDD using of a specific algorithm in the search 
pattern in database. This paper will explain the process of data 
mining to construct a pattern of knowledge from the 
psychological consultation notes, which will be used to develop 
the expert system in the next step using Case Based Reasoning 
techniques.  
In this research, data mining process has been carried out to 
build a pattern based on knowledge of psychology counseling. 
The process uses Rapidminer 4.0 software with decision tree and 
rule learner methods. 
 
One of the most current approaches to artificial intelligence 
involves constructing programs that function as narrowly focused 
experts called expert systems. Expert system is a new innovation 
in the capture and integrates knowledge, has the ability to 
duplicate the expertise of an expert in a particular field. 
Psychological problems require special handling that is 
usually done by a psychologist through a consultancy. The more 
complex problems of life will create a psychological problem and 
needed more the role of psychological experts to solve. Expert 
Systems for psychological counseling, it is possible to help 
resolve the issue. 
2. CASE BASED REASONING 
Case-Based Reasoning (CBR) has become a successful 
technique for knowledge-based systems in many domains. 
1. Retrieving similar previously experienced cases (e.g., 
problem–solution–outcome triples) whose problem is judged 
to be similar 
A 
short definition of case-based reasoning is that it is a 
methodology for solving problems by utilizing previous 
experiences (Kolodner, 1993). In case-based reasoning, a 
reasoner solves a new problem by noticing its similarity to one or 
several previously solved problems and by adapting their known 
solutions instead of working out a solution from scratch. 
The problem-solving life cycle in a CBR system consists 
essentially of the following four parts (Aamodt & Plaza, 1994): 
2. Reusing the cases by copying or integrating the solutions 
from the cases retrieved 
3. Revising or adapting the solution(s) retrieved in an attempt 
to solve the new problem 
4. Retaining the new solution once it has been confirmed or 
validated 
The relationship between these steps can be presented below:  
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Figure 1. CBR cycle (Aamodt & Plaza, 1994) 
 
A new problem, described as a case, is compared to the existing 
cases in the case base and the most similar case or case are 
retrieved. These cases are combined and reused to suggest a 
solution for the new problem. The solution proposed may be 
needed to be revised somewhat if it is not a valid solution. Then, 
the verified solution is retained by adding it as a new case to the 
case base or as amandements to existing cases in the case base for 
use in the future problem solving. 
 
3. DATA MINING 
‘Data Mining’ may be defined as the process of searching and 
analizing data in order to find implicit but potentially useful 
information [Frawley at all, 1991]. There are two types of data 
mining in its aplication (Kantardzic, 2003). 
a. Predictive data mining  
b. Descriptive data mining 
 
The most popular data mining techniques and frequently used in 
solving the problem are (Pramudiono, 2003):
a. Classification 
  
Classification is the processes to find a model or function that 
distinguish data classes, in order to estimate the class of an 
object with unknown label. The model can be “IF-THEN” 
rules, 
b. Association Rule 
decision tree, mathematical formula or neural network. 
An association rule is a data mining technique to find the 
combination of associative rule items. The importance of 
association rules can be identified based on two parameters y 
support and confidence. Support is the percentage of item 
combinations in the database, and confidence is the level of 
relations between items in association rule. The 
c. Clustering 
Algorithm 
commonly used in association rule is apriori algorithm. 
Clustering is a process of classifying data that are not based 
on a specific data class. In fact, clustering can be used to 
provide the labels of unknown class data. Clustering is often 
classified as an unsupervised learning method
 
. 
 
4. METHODOLOGY 
This research is part of the whole research process in the 
context of preparing a dissertation, entitled "Computer Reasoning 
System for Expert based on case” with a case study on the 
psychological consultation. The purpose of this research is to 
build a knowledge base about the psychological consultation 
problem. 
 
The research methods are designed as follows: 
a. Data Collection 
This stage is for collecting data that contain records of 
clinical psychological consultation from the psychological 
consultant. This is a very important and strategic stage, 
because the computer reasoning system is developed based on 
the knowledge base obtained from the data
 
. 
b. Data Normalization 
Data normalization covering several processes as follows 
• 
:  
Data Cleaning: a process for removing noise and 
inconsistent data
• 
.  
Data integration: the process of collecting data from 
various sources into a data base called data warehouse
• 
  
Data selection and transformation: a process for 
transformting data into a form suitable for data mining 
and then making the selection of data. 
The purpose of this normalization is to change and choose the 
data that can be implemented on data mining algorithms
 
. 
c. Data Mining Process 
d. Knowledge Verification 
The purpose of this process is to build knowledge related to 
psychological consultation. This process will utilize 
Rapidminer 4.0 software.  
Consultation with the psychological consultant about the 
knowledge that are generated from data mining process
 
. 
5. RESULTS AND DISCUSSION 
The data records that have been normalized was used for data 
mining process. Based on the data mining process, the knowledge 
generated in the form of production rules
 
 (IF .. THEN) contains 
attribute of age, sex, class, medical diagnosis, and psychological 
diagnosis for antecedent, and attribute treatment for concequent. 
The process uses Rapidminer 4.0 software with decision tree and 
rule learner methods. The process for detail is as follows : 
a. Data input for Rapidminer 
The form of file *.aml was used for Data input. The file was 
saved as <label></label> for the consequent and 
<attribute></attribute> for the antecedent. The file will call 
other file which form *.data acording to the sequence. 
Figure-2 is an example for the *.aml file. 
 
<attributeset default_source="penelitian.data"> 
 <attribute 
    name         = "umur" 
    sourcecol    = "1" 
    valuetype    = "integer" 
  />   
  <attribute 
    name         = "jenis_kelamin" 
    sourcecol    = "2" 
    valuetype    = "nominal"> 
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   <value>L</value> 
     <value>p</value> 
  </attribute>   
  <attribute 
    name         = "kelas" 
    sourcecol    = "3" 
    valuetype    = "nominal"> 
 <value>III</value> 
 <value>II</value> 
 <value>I</value> 
    <value>VIP</value> 
  </attribute>   
  <attribute 
    name         = "dx_medik" 
    sourcecol    = "4" 
    valuetype    = "nominal" 
  />   
  <attribute 
    name         = "dx_psy" 
    sourcecol    = "5" 
    valuetype    = "nominal" 
  />  
  <label 
     name      = "jenis_tindakan"  
     sourcecol = "6"  
     valuetype = "nominal">      
  </label>   
</attributeset> 
Figure 2. Sourcecode Penelitian.aml 
 
Figure-3 is an example for the *.data file. 
 
 
30,L,III,conipUTHXIIFr.a,stress,ass-kons 
13,L,III,Scoliosis,stress,ass 
38,L,III,paraparesis,stress,ass-kons 
50,L,III,RowstFractULIFr.B,Denial,ass-kons 
27,L,III,SponditotitosisULI,cemas,ass 
43,p,II,LBHSusp.Hnp,stress,ass 
36,L,III,paraplegia,stress,ass 
31,L,III,paraplegia,adjustime,kons 
6,p,III,Scoliosis,normal,kons 
... 
Figure 3. Sourcecode Penelitian.data 
 
b. Data Mining Process 
1) Decision Tree Method 
The output of data mining process by decision tree 
method could be shown as follow : 
 
ass {ass-kons=61, ass=196, kons=16, 
psiter-psitest=1, ass-psiter=19, ass-
kons-psiter=2, kons-psiter=1, psiter=2, 
ass-psitest=2, Ass-Psiter=37, Psiter=40, 
Ass-Kons=49, Ass-Kons-Psiter=3, Ass=49, 
PsiDasar-Konseling=5, PsiDasar-
Psikoterapi=5, PsiDasar=1, 
Psikoterapi=4, PlayTerapi-Konseling=1, 
PsiDasar-Konseling-Psikoterapi=1, Ass-
PsiTest=2,  
Kons=3} 
 
The results of the process of data mining by decision tree 
shows that the data converge on the type of action ass 
(assistance), because most of the records (196 records) 
have the kind of ass (assistance) action although 
antecedents diverse.  
 
2) Rule Learner Method 
This method will extract the rule from penelitian.aml data 
input. Numerical data was divided in the range form using 
FrequencyDiscretization. The feature of age was divided 
into 3 ranges. Then  number of bins=3  and sample ratio = 
1.0 was chosed. It means that all records were included in 
the determination of the rule
• There are 15 rules.  
. 
 
This process generates the rules shown in Figure-4. 
 
Figure-4 show that : 
• The first rule : if dx_psy = normal then ass  
(5/51/1/0/1/0/0/0/0/0/0/0/0/0/0/0) mean that if 
psycological diagnosis = normal then the treatment = 
ass. The sequence numbers show the number of 
records that support and unsupport the rule
• “correct: 277 out of 500 training examples” mean 
that there are 277 data  from 500 data supporting all 
of the rules. So the significance of this rule was 55 % 
(277/500 * 100 %).  
. There are 
51  supported data and 7 unsupported data for the 
rule. 
 
 
1. if dx_psy = normal then ass 
(5/51/1/0/1/0/0/0/0/0/0/0/0/0/0/0) 
2. if dx_psy = cemas then ass  
(66/149/16/0/23/2/0/2/1/0/2/0/0/0/0/1) 
3. if dx_psy = MoodDisorder then ass  
(18/23/0/0/1/1/0/0/0/0/0/0/0/0/0/0) 
4. if kelas = III then psiter  
(14/15/1/0/21/2/1/31/1/0/0/0/2/0/0/0) 
5. if jenis_kelamin = L then ass-psiter  
(3/2/1/1/6/0/0/3/0/0/1/1/1/0/0/1) 
6. if kelas = II then psiter  (0/2/0/0/2/0/0/5/0/0/0/0/0/0/0/0) 
7. if dx_psy=anxietas then psiDasar-konseling  
(2/2/0/0/1/0/0/0/0/4/2/0/0/1 /0/0) 
8. if dx_medik = Fr.InterochanterFemur then ass-kons  
(1/0/0/0/0/0/0/0/0/0/ 0/0/0/0/0/0) 
9. if dx_medik = MultipleFraktur then psiter  
(0/0/0/0/0/0/0/1/0/0/0/0/0/0/ 0/0) 
10. if umur = range1 then ass-psiter  
(0/0/0/0/1/0/0/0/0/0/0/0/0/0/0/0) 
11. if dx_medik = Fr.compresiVertebrae then psikoterapi  
(0/0/0/0/0/0/0/0/0/0/0 /0/1/0/0/0) 
12. if dx_medik = Multifractur then psiDasar-konseling-
psikoterapi  (0/0/0 /0/0/ 0/0/0/0/0/0/0/0/0/1/0) 
13. if dx_medik = Fr.collFemur then psiDasar-konseling  
(0/0/0/0/0/0/0/0/0 /1/0/ 0/0/0/0/0) 
14. if umur = range2 then ass  
(0/1/0/0/0/0/0/0/0/0/0/0/0/0/0/0) 
15. else ass-kons  (1/0/0/0/0/0/0/0/0/0/0/0/0/0/0/0) 
correct: 277 out of 500 training examples. 
Figure 4. Generated rules  
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6. CONCLUSIONS 
Data mining process by decision tree method can’t generates 
pattern of knowledge. On the other  hand, data mining 
process by the rule learner method generated 15 rules and the 
degree of significant was 55 %  .  
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ABSTRACT 
Dr Soetomo General Hospital in Surabaya has computerized their 
administration system base on the Indonesian Health Department 
standard. It calls Sistem Informasi Rumah Sakit (SIRS) and it only 
generates structured information. So far, SIRS can not generate 
unstructured information for supporting decisions making. 
Due to the problem, this research focuses on develop Data 
Warehouse and Online Analytical Process (OLAP) Tools for 
supporting decision making about inpatient, payment, and surgery. 
The Application includes a transformation process from SIRS 
database into OLAP Warehouse database, and processing OLAP 
Warehouse database into multidimensional pivot table, and 
generating graphics. The application was developed using Oracle 9i 
as the database and Net Beans 5.5 as programming language. 
Keywords 
data warehouse, OLAP, healthcare information, inpatient  
1. INTRODUCTION 
Soetomo is one of the biggest hospitals in the east Indonesia. 
Soetomo has computerized their administration system since 2002 
using Oracle 9i Database and Oracle Developer. The system is 
standardized by the Indonesian Health Department and it calls 
Sistem Informasi Rumah Sakit (SIRS) [1]. SIRS supports periodic 
reports as structured information that is needed by the health 
department. The report is produced at monthly basis. 
The health department or hospital director often requests inpatient, 
payment, and surgery unstructured information in several formats 
(multidimensional) to Soetomo. Unstructured information is not 
supported by SIRS. In addition, Soetomo does not have Oracle 
Warehouse Tools for generating the needed unstructured 
information. Moreover, Soetomo does not have a full time 
programmer to develop and maintain application system. To full 
fill the needed information, Soetomo must print several structured 
reports that relate with the needed information and combine several 
information use Microsoft Excel to become another report. 
Based on the problems, Soetomo need an OLAP tools for 
generating unstructured report in multidimensional and hierarchal 
view. 
2. MODEL, ANALYSIS, DESIGN, AND 
IMPLEMENTATION  
2.1 Data Warehouse in Health Care 
One of the key aspects for a healthcare data warehouse design is to 
find the right scope for different levels analysis. The analysis of 
healthcare outcomes is proposed to find scope studies of treatment 
progress for the next visit. These scopes allow the database to 
support multi levels analysis, which is imperative for healthcare 
decision making [2]. 
The complexity of data analysis determines the number of patients 
in the risk group for a particular disease. Disease risk levels must 
be set and adjusted on a regular basis to ensure the coverage of all 
patients in a care management [3]. 
2.2 Data Warehouse Methodology 
In each state, patient records are registered at a various locations. 
These records are heterogeneous due to their different source, 
interpretation, and purpose. There are a number of different 
stakeholders with the different goals, who have access to the 
different sources of data. Centralization allows various analysis, 
data flow, and process mining to search for global estimations and 
global understanding of a hidden knowledge.  
Turning the specific clinical domain information to a Clinical Data 
Warehouse (CDW) can facilitate efficient storage, enhances timely 
analysis and increases the quality of real time decision making 
processes [4]. 
There are six steps for building a medical data warehouses [5]. 
o Identify the requirement for the building of the data warehouse 
The developers should be able to convince the stakeholders that 
they have a sound solution for this critical requirement. 
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  o Quality and scope of the sources 
Identify the quality and scope of each data source and also the rate 
of updating (depend on the dynamics of the entities to which the 
data refers). 
o Identify what data is needed by the stakeholders 
Match the potentially collectible data with the results that are 
desired by the stakeholders and the decision makers. 
o Build an ontology 
In distributed environments, the denominators for data attributes 
and values can be different. 
o How to update the central repository 
Establish the update policy for each local source and estimate the 
costs involved. 
o Enact exception handling protocols 
The sources should be analyzed with the simplest methods and 
after the data collected should be analyzed immediately with the 
same methods to detect anomalies that are induced by the data 
gathering process. 
A star schema is consisted of fact tables and dimension tables. The 
fact tables describe business fact during a period of time. The 
dimension tables describe details information for supporting 
information of fact tables [6]. 
2.3 System Analysis 
The needed SIRS Data to be included into data warehouse are: 
o Inpatient room records include roomID and type. 
o Room type records include roomType, roomClass, roomRate, 
and numberOfBed. 
o Patient records include patientName, patientAddress, 
diseaseType, checkInDate, inpatientTime, and roomID. 
o Diagnose records include diagnoseType and symptoms. 
o Service records include serviceID and serviceName. 
OLAP tool is needed for processing warehouse database using 
pivot table. OLAP tool is built on analysis the purpose [2]. Several 
unstructured information example often request by the Indonesia 
Health Department or hospital director are: 
o Revenue analysis based on inpatient room, surgery type, room 
type, and inpatient time. For instance, analyst hospital revenue 
during a period time. 
o Inpatient room utilize based on inpatient room, patient, and 
time. For instance, analyst the most used room in period time. 
2.4 Data Warehouse Star Schema 
The conceptual frame work of our research work is shown in Figure 
1. There are two main processes, i.e. Create Star Schema and 
Transformation SIRS OLTP database into OLAP Warehouse 
database as a preparation and cleansing data and Pivot Table 
Process as a process to generate multidimensional table and 
graphic. The first process will discuss in this sub section and the 
second process will discuss in next section. 
Firstly, create or modify the OLAP Warehouse meta schema. A 
user design or modify a star schema by select tables and fields from 
the SIRS OLTP meta schema into OLAP Warehouse meta schema 
as a mapping process. Secondly, transform SIRS OLTP database 
into OLAP Warehouse along with cleansing data process as shown 
in Figure 2. Users can transform all data or periodically data. 
SIRS 
OLTP 
Database
Create Star 
Schema and 
Transform OLTP 
into OLAP
OLAP 
Warehouse 
Database
Pivot Table 
Process
Multidimensional 
Table and Graphic
Multidimensional 
Table and 
Graphic
Create and Map
 
Figure 1. The research conceptual frame 
The propose data warehouse star schema consists of three fact 
tables, i.e. inpatient, payment, and surgery. To make it clear, we 
describe it into three star schemas. The first star schema is 
inpatient fact star schema as shown in Figure 3. There are five 
dimension tables, i.e. time, patient, class, facilities, and room. The 
second star schema is payment fact star schema as shown in Figure 
4. There are three dimension tables, i.e. time, patient, and class. 
The last star schema is surgical fact star schema as shown in Figure 
5. The surgical fact is related with dimension tables time, patient, 
surgical list, and room. 
Start
End
Choose 
periods
Choose 
all?
Data 
transformation
Entry 
periods Valid?
Y
N
Y
N
 
Figure 2. Transformation from SIRS OLTP into OLAP 
warehouse database 
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Figure 3. Inpatient fact star schema 
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Figure 4. Payment fact star schema 
 
The relation between dimension and fact tables is generally one to 
many with minimum cardinality optional in fact table. The purpose 
every dimension table is: 
o Time dimension is used for recording the event of inpatient, 
payment, and surgical. It prepared for multidimensional 
hierarchical information, e.g. weekly, monthly, quarterly, 
annually. 
o Patient dimension is used for recording the detail patients data 
who are inpatient and or surgical and pay their medical 
expenses. 
o Facilitates dimension is used for recording the facilities for 
supporting medical care patient, such as Astek, Askes, 
Jamsostek. 
o Room type dimension to record type of room 
o Class type dimension to record class of room 
o Surgery lists dimension to record list of surgeries 
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Figure 5. Operation fact star schema 
3. THE DESIGN PROCESS 
The pivot table process algorithm is shown in Figure 6. The user 
can set up new parameter or using the saved parameter to process 
data into multidimensional information as a table or a graphic. The 
user can select a fact table and several related dimensional tables 
follow with set attribute to row, column, and data. Furthermore, the 
user can set the value in the distinct value in the attribute to be 
included in pivot process. In addition, the user can set the start and 
end date data to be processed by default is current date. At last, the 
user can choose the operation process, i.e. count, sum, max, min, 
and average. The default operation process is count. 
Start
Entry 
option
Load 
check? Load process Entry dataY
Entry row
Entru 
column
T
Entry 
value
Set value process Check date option? Entry date
Check 
validity?Y
N
Y
N
Graphic process
End
Analysis process
 
Figure 6. Pivot table process 
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  4. RESULTS 
In this section, we demonstrate the developed application system. 
Pivot table about count of patient based on education vs. room 
name on February 1–May 1, 2005 is shown in Figure 7. Base on 
Soetomo requirement analysis, they also want to know the detail 
information from the pivot table easily. Therefore, we design a 
pivot popup to zoom out the cell pivot table detail information. For 
example, the zoom out of pendidikan Tamat SMTP nama ruang 
Anak Kelas 1 is shown in Figure 8. 
 
Figure 7. Pivot table count operation in periods 
 
 
Figure 8. Pivot table zoom out 
 
Figure 9 shows a comparison of Pivot Table Microsoft Excel and 
output application system for children inpatient based on education 
and room type in all periods. It shows the same results. 
 
 
 
Figure 9. Microsoft Excel vs. output application system 
comparison 
 
Figure 10 and Figure 11 show a bar chart and a line chart of 
children inpatient based on education and room type in all periods 
using count operation. 
 
 
Figure 10. Bar chart education vs. room type in all periods 
 
 
Figure 11. Line chart education vs. room type in all periods 
 
Furthermore we demonstrate the multi dimensional table as the 
main Soetomo requirement. Figure 12 shows a pivot table with two 
dimensions on row (education and facilitates name) and one 
dimension on column (room name). Figure 13 shows pivot table 
with one dimension on row (education) and two dimensions on 
column (room name and facilitates name). Figure 14 shows pivot 
table with two dimension on row (education and facilitates name) 
and two dimension on column (room name and room class). 
 
Figure 12. Pivot table with two dimensions on row 
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Figure 13. Pivot table with two dimensions on column 
 
 
Figure 14. Pivot table with two dimensions on row and on 
column 
5. CONCLUSION AND DISCUSSION 
The developed OLAP tools can be used for generating 
multidimensional as a pivot table and graphic for inpatient, 
payment, and surgery. The OLAP tool outcomes are used for 
supporting decision making and to fulfill the Indonesian Health 
Department requirements that do not support by SIRS. 
This application needed to be improved for run time process, 
computer memory efficiency, and view of pivot table to be more 
users friendly. 
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ABSTRACT 
Nowadays, medical caring need more effective and efficient 
system, in time, personnel and facility using. The fact that medical 
record still operates in manual papered medical record which 
appraised unreliable anymore to handle the medical data, issued 
idea to convert papered medical record to the electronic one, 
because of its effectiveness and efficiency. The goal of this 
research is to create the electronic medical record or known as 
EMR, form the papered medical record in Ananda Hospital Stayed 
Nursing Installation. This EMR designed by creating forms that 
recorded medical data during the patient curing process. Then, the 
data stored and managed digitally. For each medical data in several 
forms noted, the system will resulting a code that tell a special 
information. At last, this system produce the ICD (International 
Statistical Classification of Diseases and Related Health Problems) 
code stream consist of  codes resulted in medical record forms 
filling. This stream describe the patient conditions development 
during the curing process. The stored  medical data can be 
represented as digital medical record. 
Keywords 
Medical record, stayed nursing, Electronic Medical Record, 
International Statistical Classification of Diseases and 
Related Health Problems. 
1. INTRODUCTION 
Medical record is a fundamental directive in medical serving. Its 
documentation error issued serving error. The slowness in taking a 
needed medical data can also cause the slowness in medical serving 
to the patient who must get exact and quick serve. 
The medical record used in medical serving nowadays not always 
able to give the medical data demanded in time. In its operation,  
medical staff need to be focus in recording an re-accessing. This 
duty exactly decrease the medical staff work efficiency, whereas in 
fact they had to prior their serving to the patient health care 
activity. 
The society health condition monitoring by the governmental 
medical institute force the medical record processing to produce the 
scheduled report in ICD (International Statistical Classification of 
Diseases and Related Health Problems) code stream form. The 
papered medical record can only produce this stream of code by 
manual codification, which very sensitive to issued human error 
and slow, especially if there are a large number of patient handled. 
Another medical record system was demanded to switch such 
conventional system, integrated in processing patient health care in 
internal hospital environment and also can give an effective and 
accurate report to the right side. 
 
2. TERMINOLOGY  
2.1 Medical Record  
Medical record born near to the medical science, more than 
thousand years ago. First it was just a medical documentation in 
many ancient note. Medical record applied in hospital institution 
introduced first time as patient registration in 1793. It was then 
developed in 19th
In the exposition of section 46, verse 1, UU Praktik Kedokteran, 
medical record defined as the document that record the medical 
note of examination, curing, medical action and another serving 
had been being given to the patient[13]. In Indonesia, the medical 
record that had operate since the Dutch colonization repaired after 
the publication of SK Menkes RI No.031/Birhup/1972 tentang 
Perencanaan dan Pemeliharaan Rumah Sakit. Chapter 1 and 
section 3 in that regulation told that the duty to perform the medical 
record in the hospital.  The existence of medical record unit 
structurally demanded by Permenkes No.134/Menkes/SK/IV/78. 
Medical record operation in physician profession forced by the 
Instruction in Fatwa IDI (Ikatan Dokter Indonesia) tentang 
Rekam Medik (SK No.315/PB/A.4/ 88). Another regulation to 
manage the medical record operation was Peraturan Menteri 
Kesehatan RI No.749.a/Menkes/per/XII/1989 tentang Rekam 
Medik and SK Dirjen Pelayanan Medik No.78 Tahun 1991[3]. 
 century. Medical record start to organized the 
index of disease and its complement condition in 1862. In 1871, 
the creation of Disease Main Index Card was instructed for every 
patient[5]. 
In medical record manual issued by Indonesian Medical Council 
informed that medical record classify into two kind of medical 
record, the conventional papered medical record and the electronic 
one[13]. Stimulated by the development of demanded medical 
record nowadays, the ideal characteristics had to fulfilled for 
medical record development is the system that electronic (computer 
aided), accessible, secret, secure, accepted by the clinic staff and 
patient, and integrated with  another information type not patient 
specified[12]. These ideal characteristics were become a 
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  fundamental reason of migration from papered medical record to 
electronic medical record system that has a good accommodation 
ability in increasing the performance of medical care serving, 
especially in managing the medical data. 
 
2.2 International Statistical Classification of 
Diseases and Related Health Problems  
One important thing produced by medical record operation is the 
ICD code. ICD (International Statistical Classification of Diseases 
and Related Health Problems) was published by World Health 
Organization, a system disease classification and several kind of 
signs, symptoms, anomaly, complain and external disease 
cause[14]. ICD is codify form the patient medical diagnosis during 
care process, including first diagnosis (temporal diagnosis), final 
diagnosis (main diagnosis), complication disease diagnosis and 
another addition disease diagnosis that suffered by the patient. The 
latest version of ICD (version 10), based on Central Java 
Governmental Health Institute releasing, store more than 2500 
codes of disease.  
The hospital medical care report to the governmental health 
institute also reported occasionally in stream of code form, 
including ICD code for disease. This stream named stream of ICD 
code. A stream of ICD code produce for every patient caring and 
consist of 19 group of code (4 of them were the ICD code for 
disease), with 52 digits length. The creation of this stream of code 
is very complex because the medical record staff has to choose 4 
codes from more than 10000 possibilities just to define the ICD 
code for disease per stayed nursing case. 
  
3. DESIGN 
To facilitate system designing, the system first describe into model 
using UML (Unified Modeling Language) that performed in 
several kind of modeling diagrams. The use case diagram is a 
modeling diagram describe relation among actors and use cases[9] 
in EMR operation procedure. Use case diagram for EMR system 
shown in Figure 1 below. 
 
 
 
 
registrasi
terapi awal perawatan awal
terapi intensif perawatan intensif
penyelesaian
administrasi
resepsionis
dokter igd perawat igd
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petugas administrasi
petugas rekam medik
simpan rekam medik
penjenguk
informasi
manajemen RM
RS, DinKes, dll  
Figure 1. EMR system use case diagram 
The activity diagram is the way to simulate all things happen in a 
use case[9]. Activity diagram designed for every user from all 
seven user using the system. They are the receptionist, the 
emergency nurse, the ward nurse, the emergency doctor, the ward 
doctor, the administration staff and the medical record staff. 
Medical data accumulated until the end of health care process will 
be managed by the medical record staff. Figure 2 show all activities 
of the medical record staff. 
login
generate icdmelihat catatan medik input penyakit barumelihat daftar user user management pencarian (user, rawat inap, pasien)ubah username dan password
logout
 
Figure 2. Medical record staff activity diagram 
The sequence diagram is a diagram describing the sequence detail 
of each activity performed in the activity diagram as the order of 
time or chronologically[9]. An important activity in medical record 
operation is the ICD stream code generation activity for the patient 
who had finished his stayed nursing process. This activity done by 
the medical record staff and can be performed in two different 
modes. First mode is ICD stream code generation based on the 
disease which the patient diagnosed. Sequence diagram for this 
mode is shown in Figure 3.  
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Object1 generate_icd.php icd_penyakit.php list_icd2.php
open
lihat icd berdasarkan penyakit
lihat
view
 
Figure 3. Sequence diagram of ICD stream code generation 
based on patient disease activity 
The rest mode is ICD stream code generation based on the patient 
guarantor. Sequence diagram for this last mode shown in Figure 4. 
Object1 generate_icd.php icd_penanggung.php list_icd3.php
open
lihat icd berdasarkan penanggung
lihat
view
 
Figure 4. Sequence diagram of ICD stream code generation 
based on patient guarantor activity 
Another modeling diagram is class diagram. This class diagram is a 
diagram used to perform the classes completed with its packages 
exist in the development process of the software system[9]. The 
class diagram also describe the relation among the classes. 
 
4. TESTING 
4.1 Unit Testing  
Unit testing performed for each unit in the system. Units are 
commands or menus. The testing executed on login and logout 
facility, filling and viewing medical note according to the right of 
each user. The two most important testing is the test to view all the 
filled medical record and the test to generate the stream of ICD 
code performed by the medical record staff. Figure 5 show the page 
to choose which medical note to view, whereas Figure 6 show the 
testing result of generating ICD stream code based on patient 
disease diagnosed. 
 
 
Figure 5. The page show optional medical note to view 
 
 
Figure 6. Testing result of ICD stream code generation based 
on patient disease diagnosed 
4.2 System Testing  
System testing executed generally to all parts of system and 
focused on the requirements, use and security aspects. In the 
requirements aspect, the system enabled to reduce the number 
operations, automate the filling and avoid its multiplication. 
Several automatic confirm facilities available to minimize the 
filling error. Checking facility is also activated in this system to 
recheck some inputted data so its must be filled with the suitable 
one. The need to ease accessing, digital recording and quick 
searching also performed finely. In the use aspect, the medical 
record functions were fulfilled by the system. Electronic medical 
record system not only facilitate to write and view the record, 
moreover can be a large number of active data  used for various 
interest according to the regulation and medical record function 
development manual. A significant advantage of this system is 
show on how the ICD stream code can be generated easily from a 
large number of optional possibilities accurately, in a very short 
period of time. In the security aspect, the electronic medical record 
rated better then the conventional kind. The right to write and read 
managed well refer to the user type, but not broke the rapid 
interaction among medical staff in the patient health care process. 
Imitating and counterfeiting action that aliased to another medical 
staff is hard to execute. To protect the patient, this system 
completed with the documentation of every medical action noted so 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
222
  if any malpractice occurred, the proof of the accident will be 
recorded clearly. 
4.3 Acceptance Testing  
Acceptance testing show that the system is completed and perform 
according to the requirements that being the basis of designing 
process and also accepted by all users operate the system soon, that 
is the medical staff work in stayed nursing installation. Beta test 
performing by the real users from various units, consist of 
registration, emergency, ward, administration and medical record 
unit, plus general service unit, in stayed nursing installation 
Ananda General Hospital, Salatiga. 
5. CONCLUSION 
This stayed nursing EMR system is an integral part of hospital 
medical record connecting structure. As shown in the research 
purpose, this stayed nursing EMR system had reached its goal to 
perform digitalization of the papered medical record use in stayed 
nursing installation and became reliable system in accessing speed, 
accurate in reporting and improve the work efficiency of medical 
staff who use it. This stayed nursing EMR system belong to 7 users 
(receptionist, emergency nurse, emergency doctor, ward nurse, 
ward doctor, administration staff and medical record staff) from 5 
medical care units in stayed nursing installation (registration unit, 
emergency unit, ward, administration unit and medical record unit). 
Output of the system can be reused to be the raw data for creating 
another medical document note, especially ICD. This stayed 
nursing installation applied the latest version of ICD code, ICD 
code version 10, released by Central Java Governmental Health 
Institute. 
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ABSTRACT 
Making a promotion on certain items is a strategy to gain the 
competitive advantage in retail business.
The most common obstacles in getting information from sales data 
is the limited human ability to process large amounts of data 
efficiently. This research is proposed to help entrepreneurs to 
simulate the retail sales data in generating information about the set 
of items that frequently purchased with a particular item which will 
increase the average profit of a particular item, using the FCCGM 
algorithm.   
 If a customer purchases 
item A for example, promotion on item A can be done by giving a 
bonus of item B, providing discount for item B, or any other form 
of promotions. At first glance, each kinds of promotion may 
decrease or even make harm the retail business. To avoid these 
conditions, the retail entrepreneur must be able to obtain proper 
information by mining their sales data. Information that can be 
gained is about set of items were purchased usually by customers in 
conjunction with particular items which appears to increase the 
average profit of that particular item. Based on this information, 
the sales volume of any particular item may be raised by making 
the particular item as a promotion item that must be sold together 
with certain set of items.  
Keywords 
data mining, frequent closed constrained gradient mining, sales 
analysis. 
1. INTRODUCTION 
Recently, retail business has been became a business that attract 
many entrepreneur attentions. This can be proved by the increasing 
number of existing retail businesses at the nearby locations, such as 
Alfa Mart, Alfa Midi, Indomaret and Circle K. The number of 
emerging retail business will increase business competition. So, 
many promotions are made to attract as many customers to come to 
their stores.  
Good promotion should not harm the respective retail businesses 
and could attract customers. Unfortunately, not all promotion 
attracts customers. Retail entrepreneur must be able to establish a 
strategy based on the customer’s shopping habits to avoid 
condition as mentioned before. Information about customer’s 
shopping habits can be gained from sales data and can be used to 
get information about the set of items that were usually purchased 
in conjunction with certain items. The set of items that are sold 
together with some promotion items might increase or decrease the 
average profit of those promotion items. Frequent Closed 
Constrained Gradient Mining (FCCGM) is an algorithm which 
can be used to obtain information about the set of items that will 
increase the average profit of promotional items. 
2. 
FCCGM algorithm can be used to determine set of items that were 
usually purchased by customers in conjunction with any 
promotional item, which may increase average profits of promotion 
item as desired. Those set of items is known as frequent closed 
constrained gradient item sets. 
FREQUENT CLOSED CONSTRAINED    
GRADIENT MINING (FCCGM) 
ALGORITHM 
This algorithm was first introduced 
by Wang et al. in 2006 and was implemented on sales data (also 
known as transactional data) in a retail database. This algorithm 
comprises six main processes. The processes are calculation of 
measure value, followed by construction of projected database, 
deletion of 
The first process is calculating the measure value. Measure is 
defined as average profit of promotion items in each transaction. 
After the calculation of measure value, projected database is 
constructed. Projected database is constructed by excluding the 
transactions without promotion items, removing the promotion 
items from remaining transactions, and then sorting remaining 
items in all transactions according to support value in descending 
order. Support value is defined as the frequency of appearance a 
group of specific items in all existing transactions (Megaputer, 
2000).   
the items that do not meet the minimum criteria for 
support and gradient threshold, construction of FP-Tree, deletion 
of items that do not satisfy the gradient threshold and the last 
process is to mine remaining data. All of these processes will be 
explained below. 
The third process consists of few steps. The first step is to remove 
the items that do not meet the minimum support from the 
projected database and to calculate the gradient threshold value. 
Gradient threshold value is defined as sum of all transaction 
measure value in the projected database, divide by the number of 
transactions and time by defined minimum gradient. The next step 
is to calculate the top-K average value of each item. Top-K 
average value of an item Z is average measure of the first K 
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  transactions containing items Z that has the largest measure to 
satisfy the condition that K is not smaller than the minimum 
support (Lam, 2007). Items with average top-K value less than the 
gradient threshold will be removed.
In the fourth process, FP-Tree was constructed based on the 
remaining items from the previous process. FP-Tree is a tree data 
structure that is used to store transactional data. FP-Tree is 
constructed by mapping each transaction data into a path in it. FP-
Tree data structure will works more effective if a retail database 
consists of many data transactions with the same items. Those data 
transactions will be recorded at the same path. Each node in FP-
tree contains few information. They are item code, support value 
and measure value. The support and measure value will increase 
every time the node is passed.  
   
After the FP tree was constructed, the next process would be the 
calculation of the Top-X Average value for each item / node in the 
FP Tree. Top-X average of item Z is an average measure of the 
Top-X nodes of the item Z where X is the smallest number 
satisfying that the sum of top-X node count is no smaller than 
minimum support (Wang, Han, Pei, 2006). The items with Top-X 
average value less than the gradient threshold will be pruned from 
the FP tree. The frequent closed item set mining as the sixth 
process, will be implemented on remaining items from the fifth 
process. LCLOSET algorithm is used to perform mining process. 
This algorithm is a part of the CLOSET+ which is specifically 
designed to mine frequent closed item set on the sparse database. 
Sparse database is the characteristic of retail database (Wang, 
Han, Pei, 2003). The items generated from this sixth process are 
the frequent closed constrained gradient itemsets of promotional 
items that can increase the average profit of promotion items. 
3. DISCUSSION AND RESEARCH RESULT 
This study began by analyzing few retail businesses to determine 
the system requirements. The analysis results against several 
number of retail businesses showed that:  
1. Most entrepreneurs usually consider sales data has no 
significant meaning, so those data are rarely specifically 
analyzed. They prefer to rely on their feelings and experiences 
to make a marketing strategy plan.  
2. Commonly, many retail database are stored in different media, 
such as Microsoft Excel, Microsoft Access, Oracle or 
manually stored. It may cause the difference in data name 
convention. For example, data items, item master, good 
master are actually refers to the same thing. The difference of 
media storage and data name convention may initiate some 
difficulties in implementing FCCGM algorithm (Wijaya, 
2009).  
Beside the analysis of several retail businesses, an analysis for 
FCCGM algorithm was also performed to determine the desired 
inputs and outputs needed by this algorithm. Input data required by 
this algorithm comprises master of item data, master of item group 
data, sales/transactional data, promotion item, minimum support 
threshold, and the percentage of desired average profit. Item master 
data at least, should contain information about item code, item 
name, selling price average and item group code. Master of item 
group data should contains information about the group code and 
group name. Sales/transactional data should include information 
about the sales transaction number, quantity and selling price of 
every sold item in each transaction. Any additional information 
may occur in each master table as needed. (Wijaya, 2009). The 
outputs generated by the FCCGM algorithm are item sets that 
would increase the average profits of defined promotion items that 
satisfy a certain gradient threshold, when they were sold together, 
which is usually called as frequent closed constrained gradient 
item sets.  
After the analysis had accomplished, design step was performed 
based on the analysis results. There are three kinds of design that 
must be completed. They are data design, process design and user 
interface design. Data design comprises three different tables and 
four variables, namely: 
1. Setting Table.
2. 
 This table is used to record the equivalent of 
the table name and information name between current retail 
business tables and tables are used in application programs. 
This Setting Table is used to overcome the differences of data 
name convention between retail database and database in the 
developed application programs. Two  main information that 
must be exist in Setting Table are namaRetail  that contains 
list of data name that is used in current  retail database and 
namaProgram  which  contains the data name that is used in 
application program.  
Master Item Table. This table contains information such as 
Item Code, Item Name, average of buying price and item 
group code.
3. Master Item Group that contains information about group 
code and group name.  
  
4. Sales Data Table that contains information about transaction 
number (tid), code, quantity and selling price of every sold 
item in each transactions
5. 
.  
MinSupport variable records information about single item 
appearance frequency that is allowed in all transactions data 
to be used 
6. 
in subsequent processes. Minimum support value 
must be greater then zero.  
MinGradient variable states 
7. DtSetProbeItem variable records the list of promotional items.  
the percentage of desired average 
profit increasing of promotional items.  
Process design will be describe in using flow chart diagram in 
Figure 1 below. 
The difference of data storage media between the retail business 
database may cause difficulties in application development process. 
To overcome this problem, database format used in this application 
is in Microsoft Access format only. The overall application process 
design could be seen in Figure 1. The setting process used to record 
the equivalent of the table name and the information name between 
the table in retail database and the table in application program. 
Result data from this process will be used as data in import 
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  process. Import process transforms data that was taken from retail 
database into the corresponding database in applications program. 
FCCGM process starts after the data had imported. 
To give additional benefit for the entrepreneur in planning a 
marketing strategy, the output of the application is designed not 
only to display a list of item sets that can increase the average 
profit of promotion items (frequent closed item set.). Additional 
features were also provided by the application are:  
1. Promotion items can be selected based on items list or item 
groups list. 
2. Frequent closed item sets can be displayed in item list or items 
groups list.  
3. Frequent closed item sets history.  
4. Capability to sort the displayed data either ascending or 
descending order.  
5. Capability to sort the displayed data by the item name, by 
support value or by additional profit. 
 
 
 
 
 
     
  
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
Figure 1. Flowchart of process design 
Design result was implemented using Visual Basic.NET 2003 and 
Microsoft Access as its database management system. 
Implementation example can be seen in Figure 2. Three testing 
were performed to ensure that the application has been running in 
accordance with the desired requirements. The first time, we 
perform a test to ensure that FCCGM already running correctly on 
the application program. Testing is performed by comparing the 
manual calculation results with the results of the application 
program. Data shown in Table 1 to Table 3 are data used for this 
testing. After several improvements can be ascertained that 
FCCGM already running correctly on the application program. 
Next we perform parameters testing. Objective of this parameter 
testing is to discover how any parameters may influence process 
speed. Parameter testing was performed by giving five variations of 
sales transactions dataset that was combined by three variations of 
gradient threshold. Five variations of sales transactions dataset 
were used are contain 2500, 5000, 7500, 10,000, and 12,500 
transactions. The three variations of gradient threshold value were 
used are 0%, 5%, and 10%. Minimum support value was used in 
all testing are 5%.  The l
 Figure 2. 
ast testing is performed to ensure that the 
application program can really help businessman to develop sales 
strategy. The test is performed by demonstrating the application 
program to a businessman. The businessman stated that the 
application can help marketing program but with some additional 
features, such as the history facility. After all suggestions from the 
businessman are met, the businessman stated that the application 
program is good enough to help in developing some marketing 
strategy. 
Ex
The test results show that application output is in conformity with 
the results of manual calculations, and all facilities are running as it 
should. The parameter test results are presented in Table 4 to Table 
6 (Wijaya, 2009). 
ample of implementation result  
 
 
Stop 
Start 
Setting Process Import Data 
Output : Frequent Closed  
Itemsets 
FP-Tree Construction 
Item Selection  with Top-X Average 
Measure Calculation 
Projected Database Construction 
Item Selection  with Top-K Average 
Input : Promotion Items, minimum 
support, Minimum Gradient 
Frequent Closed Itemset Mining with 
LCLOSET 
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  Table 1. Table master items 
Item Code Name Average of buying price Group Code 
a ice cream 150 J2 
b sepatu 120 J3 
c komputer 130 J1 
d Jam 140 J3 
e Radio 100 J1 
f telepon 110 J2 
g kulkas 125 J1 
I gunting 135 J3 
k Vcd 145 J1 
l Juice 123 J2 
m Ac 105 J1 
n koran 115 J4 
p video 109 J1 
Table 2. Table group of items 
Group Code Group Name 
J1 elektronik 
J2 makanan 
J3 peralatan 
J4 lain-lain 
Table 4 to Table 6 show that the growing number of sales data will 
increase processing time on average, except in sales data consists 
of 10,000 transactions. The observation indicates that this variance 
happens because there are many items do not meet minimum 
support and gradient threshold value. It causes processing time 
shorter because of the small amount of data were processed. The 
testing results also indicate that the increasing number of desired 
gradient threshold value will cause the decreasing of processing 
time. It happens because the increasing of gradient threshold value 
will decrease the number of item sets which meet the criteria. The 
decreasing number of items will finally reduces processing time 
Tabel 3. Table sales 
tid Item Code Quantity selling price of every sold item 
10 A 5 175 
10 C 8 160 
10 E 4 125 
10 F 5 200 
10 M 10 210 
tid Item Code Quantity selling price of every sold item 
10 p 8 195 
20 a 4 180 
20 c 2 175 
20 d 6 165 
20 e 8 139 
20 f 18 190 
20 m 20 235 
20 p 4 170 
30 a 9 160 
30 b 5 179 
30 c 2 180 
30 e 6 150 
30 f 4 190 
30 g 7 200 
30 m 8 210 
40 b 3 185 
40 e 9 126 
40 f 7 180 
40 I 5 195 
50 b 6 190 
50 c 9 173 
50 e 4 145 
50 n 7 167 
50 p 5 183 
60 k 3 170 
60 l 2 183 
Table 4. Parameter Testing Result with Gradient Threshold = 
0% 
Number of Transactions  2500  5000  7500  10000  12500  
Promotion Item  Nokia  Nokia  Nokia  Nokia  Nokia  
Minimum Support  5  5  5  5  5  
Profit Value  0%  0%  0% 0%     0%  
Time (in seconds)  57  552   1576  992  3821  
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  Table 5. Parameter Testing Result with Gradient Threshold = 
5% 
Number of Transactions  2500  5000  7500  10000  12500  
Promotion Item  Nokia  Nokia  Nokia  Nokia  Nokia  
Minimum Support  5   5   5   5   5   
Profit Value  5%   5%   5%   5%   5%   
Time (in seconds)  47   365  1105  795  2936  
Table 6. Parameter Testing Result with Gradient Threshold = 
10% 
Number of Transactions   2500  5000  7500  10000  12500  
Promotion Item   Nokia  Nokia  Nokia  Nokia  Nokia  
Minimum Support   5  5  5  5   5  
Profit Value   10%   10%   10%   10%   10%   
Time (in seconds)   43   261  870  671  2362  
4. CONCLUSION 
Application program created with some various facilities can help 
the businessman to develop marketing strategies. Given facilities 
allow businessman to analyze every item that become candidates to 
increase profit. Moreover, from the test results some conclusion 
could be taken. First, the test results showed that the process is 
influenced by many things, like minimum support value, the 
amount of sales data, the average profit value and the level of sales 
data variation. In general, the greater number of sales data, the 
longer time takes to run FCCGM algorithm. The greater minimum 
support value, sales data variation and gradient threshold value, the 
more data exit the criteria. It will cause the decreasing number of 
the data used in the process and will make the time required to run 
the algorithm FCCGM faster.  
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ABSTRACT 
This paper aims to build a Knowledge Management 
System, which is an integration of KM with SCM, this KMS 
will be used by Manufacturer, Distributor, Wholesaler and 
Retailer with the KMS. 
Keywords 
KMS will integrate data, information and knowledge from 
all part of Supply Chain, so hope this KMS can help reduce 
inventory costs, reduce ordering costs, increase sales, and will 
reduce the sales price to the customer's hand. 
Supply Chain Management, Knowledge Management 
1. INTRODUCTION 
Based on economic principle, the fundamental principle of 
economic activity, this principle reveals itself in man's 
endeavour always and everywhere to attain the highest possible 
satisfaction with the least possible sacrifice (labour, money) in 
every task, production, distribution or consumption [3], so the 
companies compete to find the cheapest price 
for best quality. 
This paper proposes to create a KMS that will integrate 
information and knowledge within SCM process from 
Manufacturer to Wholesaler that allows for e-fulfillment and e-
procurement for all members of the supply chain, which is 
expected to reduce the final price to be received by the customer 
with the best possible use of Promotions are usually issued 
periodically by the Manufacturer. 
The causes can further be divided into behavioral and 
operational causes: 
Besides the cheaper price, KMS will also reduce bullwhip 
effect, the causes of bullwhip effect are because customer 
demand is rarely perfectly stable, all part of Supply Chain must 
forecast demand to properly position inventory and other 
resources. Forecasts are based on statistics, and they are rarely 
perfectly accurate. Because forecast errors are a given, 
companies often carry an inventory buffer called safety stock. 
Moving up the supply chain from end-consumer to raw materials 
supplier, each supply chain participant has greater observed 
variation in demand and thus greater need for safety stock. In 
periods of rising demand, down-stream participants increase 
orders. In periods of falling demand, orders fall or stop to reduce 
inventory. The effect is that variations are amplified as one 
move upstream in the supply chain (further from the customer). 
Behavioural causes 
• misuse of base-stock policies 
• misperceptions of feedback and time delays 
• panic ordering reactions after unmet demand 
• perceived risk of other players' bounded rationality 
Operational causes 
• dependent demand processing (forecast Errors and 
adjustment of inventory control parameters with each 
demand observation 
• Lead Time Variability (forecast error during replenishment 
lead time) 
• lot-sizing/order synchronization (consolidation of demands, 
transaction motive, quantity discount) 
• trade promotion and forward buying 
• anticipation of shortages (allocation rule of suppliers, 
shortage gaming, Lean and JIT style management of 
inventories and a chase production strategy) 
From Figure 1 we can see perfectly the different order 
quantity from End Customer, Retailer’s order to Wholesaler, 
Wholesaler’s order to manufacturer and Manufacturer’s Order to 
Supplier are increases and more unstable in time range. 
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Figure 1. The bullwhip effect in action 
 
2. LITERATURE 
2.1 Supply Chain Management 
A supply chain consist of all parties involved, directly or 
indirectly in fulfilling a customer request, the supply chain not 
only includes the manufacturer and suppliers, but also 
transporters, warehouses, retailers and customer themselves, the 
supply chain also includes all function but are not limited to new 
product development, marketing, operations, distribution, 
finance and customer services [2]. 
Supply Chain strategy that used in this paper is CPFR 
(Collaborative Planning, Forecasting and Replenishment), this 
strategy is a Collaboration initiative between retailers and their 
supplies, based on concept that sharing demand information 
between tiers in the supply chain improves overall performance 
in terms of in-stocks rates, inventory and sales [6].  
In this paper, we suggest that all part of Supply Chain do 
Collaborative Planning and then Forecasting demand together. 
CPFR and other collaborative processes provide true end-user 
benefits. Supply chain collaboration is more than visibility, 
information sharing and improved technology. It also involves 
changing the nature of trading relationships in order to add value 
for end users, as well as benefiting all participants in a 
collaborative value chain [8]. 
The purpose of CPFR is to improve partnerships and to 
facilitate all participant of Supply Chain responsiveness through 
collaborative processes and information sharing, the steps are 
collaborative arrangement, sales forecast, order forecast and then 
generate order between seller and buyer, can be seen on Figure 
2. 
After doing CPFR, then all part of Supply Chain must 
commit to use KMS to share their knowledge and information, 
in order to achieve the final goal, that is make the cheapest way 
to reach the best product, that will take many customers. 
 
Figure 2. The collaborative planning, forecasting and 
replenishment 
2.2 Knowledge Management 
KMS should not be seen as a voluminous centralized data 
base. They can rather be imagined as large networked 
collections of contextualized data and documents linked to 
directories of people and skills and provide intelligence to 
analyze these documents, links, employees’ interests and 
behavior as well as advanced functions for knowledge sharing 
and collaboration. 
Goals of using KMS are for example to generate, share and 
apply knowledge, to locate experts and networks, to actively 
participate in networks and communities, to create and exchange 
knowledge in these networks, to augment the employees’ ability 
to learn and to understand relationships between knowledge, 
people and processes [5].  
There are four modes of knowledge conversion [4]. They 
are:  
1. Socialization, from tacit knowledge to tacit knowledge 
2. Externalization, from tacit knowledge to explicit knowledge 
3. Combination, from explicit knowledge to explicit 
knowledge 
4. Internalization, from explicit knowledge to tacit knowledge 
To integrate Knowledge Management with Supply Chain 
Management, we need data storage and data warehouse to save 
all knowledge and information that stored by KMS in every 
user. The information that would be shared are inventory stock, 
sales forecasting and promotion system of Manufacturer. 
According to [7], to make externalization of tacit 
knowledge is not easy, tacit knowledge is difficult for 
organizations to exploit. Since it only resides inside people, it 
cannot be easily be sought electronically like KMS. The 
problem of determining who knows what grows with the size of 
the organization [1]. 
3. PROBLEM DESCRIPTION 
The organization that suits with this integration is 
manufacturer that may have a yearly promotion program to be 
used to achieve final goal for this implementation. Final goal for 
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  this implementation is achieve higher less purchase price of 
item, in order to make cheaper price to end customer. 
The characteristic or model of supply chain participant that 
can use this KMS are consist of three or four participant, they 
are Manufacturer that have a promotional program, Distributors, 
Wholesaler and Retailer. 
Usually, manufacturer have a promotions program, a yearly 
promotions program, the type divided into two based, based on 
quantity order discount and based on time discount. 
As we know, the quantity order discount will be give if the 
downstream order minimum requirement of promotions, there is 
two schemes of quantity order discount, the straightforward and 
complex. The straightforward one usually request one kind of 
item only, while the complex one request more than one kind of 
item. For example, the straightforward promotion would be a 
10% discount for an order valued between $3,000 and $6,499 
for air item A, if orders valued greater than $6,500 would 
receive a 20% discount. And a complex discount scheme would 
be a 23% discount for ordering any mixture of item A and item 
B that totals 30 units. 
The quantity order discount usually concern about order 
value and order quantity, but this type of promotions will make a 
high bullwhip effect to the manufacturer, because downstream 
od Supply Chain will focus on this promotion, rather than 
minimizing their inventory stock in order minimizing inventory 
holding cost. 
Mostly, customer satisfaction is measured by CSI, 
Customer Satisfaction Index, net profit and minimizing 
inventory in order to minimize inventory holding stock. 
3.1 Knowledge in the Ordering Problem 
From a decision theoretic viewpoint, this problem involves 
1. Deciding how much to order and when, considering both 
cost and customer service. There are several facets of the 
ordering decision that require the application of knowledge. 
When deciding how many parts to order at any one time, the 
retailer manager must do these 
a. Determine optimum order quantity for each part, while 
the UCS generate a recommended order quantity, it is 
not consider things such as promotional schemes, 
seasonal trends or product life cycle trends. 
b. Forecast of sales that is estimated based on look back 
over time that computes the historic average sales 
volume per day. 
2. The error and the uncertainty associated with forecasts are 
also important in this problem. In practice, uncertainty in 
sales is addressed using safety stock, based on a desired 
service level and the expected sales rate. 
3. The efficacy of the service parts department incentive 
structure is also an important part of the knowledge 
management problem. The combination of CSI, net profit 
and inventory are conflicting problem, however. 
For example, if a product is in for service and the part is not 
available at the inventory because of an inventory 
minimizing goal – which is minimizing inventory holding 
cost – the product will be shipped from another retailer or 
wholesaler or maybe from its distribution center incurring 
higher freight costs for expedited delivery. 
4. A time based manufacturer promotions is more efficient than 
order quantity manufacturer promotions in order to reduce 
the bullwhip effect on manufacturer. And the promotions 
usually printed, so it can’t be accessed electronically. 
5. Data for making the decision are scattered, in Manufacturer, 
Distributor, Wholesaler, Retailer and the end customer itself. 
3.2 A Knowledge Management Approach to 
a Solution 
A knowledge management system (KMS) to assist the 
manager in his decision-making would be comprised of three 
components. These are 
1. The ability to access promotions electronically, all discount 
scheme offers should be displayable. Furthermore, the 
manager should be able to array data these data in any 
format desired – by expiration date of the offer, by inventory 
category, by dollar value or some other arrangement. 
2. A what-if simulation facility, the simulation engine should 
provide a recommended solution, as well as allow the 
manager the capability of running ‘what-if’ tests before 
placing an order with upstream. 
3. An ability to integrate OEM promotions with the existing 
online ordering facility, the new system would have the 
capability of automatically flagging those parts that qualify 
for a discount and display the quantity required to qualify for 
discount scheme. 
4. Because of CPFR, so the reorder point – the safety stock – 
must be appropriate with the trend of sales forecasting. 
5. All participant of Supply Chain must commit to use KMS 
and upload their inventory level regularly. 
The decision rules for deciding what and how much to 
based on a combination of historical data that shows sales trends 
and a desire to order just enough to get discount. 
3.3 Business Processes before implementing 
Knowledge Management System 
Here there are the processes that all participant of Supply 
Chain should do before integration between Supply Chain 
Management and Knowledge Management to be a Knowledge 
Management System 
1. Each day the Logistic System used by all participant of 
Supply Chain generates a list of stock numbers with 
inventory levels that have fallen below the recommended 
reorder point. 
2. Logistic officer then manually scans each order for goods 
that may qualify for quantity discounts in Manufacturer 
Promotions, and often adjust the quantities accordingly in 
order to get specific discount item. 
3. The manager checks one to one the availability of order 
goods in its upstream. 
4. And placed the order appropriate, according to their 
availability. 
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  Picture 2 show the work flow diagram of business 
processes before implementing Knowledge Management System 
But web-based order doesn’t always work well because 
some dealers do not update their records online regularly and not 
willing to share their inventories with a competitor. 
Logistic Department
Logistic system generates a list 
of a stock numbers below the 
recommended reorder point
Logistic officer manually scan each 
order for parts that may qualify for 
quantity discounts and often adjust 
the quantities accordingly
Order A to Distributor X
Make an order list
Order B to Distributor Y
$
Manufaturer
Manufacturer
Promotions
Ordering A
Ordering B
Deliver the order
Saving Goods
Receiving Goods
Warehouse
Manually Scan
 
Figure 3. Work flow before implementing KMS 
3.4 Business Processes after implementing 
Knowledge Management System 
1. 
There is a significant change after the implementation of 
Knowledge Management System, can be seen on figure 4 
2. 
Logistics officers do not need to manually scan the items 
that are on the list Logistic System to formulate which will 
get discount, because there will be a flag. 
3. 
Logistics officers do not need to adjust quantities of items to 
match the discount to which, because KMS will provide the 
recommended quantity to order 
4. 
Logistics Officer can also simulate what if by weighing the 
desired parameters, such as expiry date, dollar amount or 
category of inventory in order to get the biggest discount if 
more than one discount is recommended by KMS. 
Logistics officer can calculate and estimate the reorder point 
according to the forecast results from the sales history data 
per month. 
 
Figure 5. Knowledgebase capture public side 
Logistic Officer
$
Manufaturer
Deliver Goods
Saving Goods
Receiving Goods
Koons WarehouseKMSUpload Retailer
Upload Wholesaler
Upload Distributor
Download list
Run What-If Simulation
Order
 
Figure 4. Work flow after implementing KMS 
4. IMPLEMENTATION 
In order to implement this concept, we use KnowledgeBase 
trial 30 days from activecompaign.com, the capture of software 
shown at figure 4. 
With this web-based application, we can manage all 
information and knowledge from manufacturer to retailer, and 
store all data that needed to achieve the final goal. 
In manufacturer side, KMS take the data of yearly 
promotions program, time based and quantity order based, the 
straightforward scheme and also the complex scheme. 
While in distributor and wholesaler side, they must store 
the logistic data or conditions of their inventory, and update it 
regularly. They also can use what-if simulation to get the most 
high less price to purchase. 
In retailer side, they can run what-if simulation and can 
order electronically using KMS to the wholesaler or distributor. 
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Figure 5. Knowledgebase capture admin side 
 
5. CONCLUSION 
In accordance with the original purpose of this research is 
to build a Knowledge Management System, which is the 
integration of KM with the SCM, KMS will be used by the 
Manufacturer, Distributor, Wholesaler and Retailer with KMS. 
 
1. 
After doing the research is by KMS will integrate data, 
information and knowledge from all parts of the Supply Chain, a 
KMS is shown to help reduce inventory costs, reduce ordering 
costs, increase sales, and will reduce the sales price into the 
hands of customers. 
We can make conclusions to this work 
2. 
By using the KMS, total sales will increase, as will many 
who sell Promotions 
3. 
Retailer party also feel disadvantaged by the KMS, as it 
will reduce costs and reduce order fulfillment costs, 
because getting a discount from the OEM Promotions 
4. 
End customers also feel disadvantaged because they get 
reduced prices and will further increase the value of CSI 
All divisions at internal Supply Chain will synergize 
each other, because there are no conflicting goals again
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ABSTRACT 
This paper describes initial experiments on word sense 
disambiguation (WSD) for the Indonesian language. WSD is the 
task of determining the correct sense of a word according to the 
context it appears in. In these experiments, a number of 
polysemous words appearing in the Indonesian WordNet are 
randomly chosen, and Google is used to collect testing context 
paragraphs. Some well-known vector model metrics are then 
applied, i.e. cosine similarity and singular value decomposition 
(SVD) to solve the Indonesian WSD problem. The results are 
compared against the human judgments of three graduate students 
who were asked to select the most appropriate definition for each 
testing context paragraph. The experiment results showed that 
answers using cosine similarity achieved 62.5% similarity with 
human answers, whereas SVD achieved 67.5%. Using the Fleiss 
kappa statistic, cosine similarity-based WSD achieves an 
agreement of 0.311 with three human judges, whereas SVD is able 
to achieve 0.350. 
Keywords 
Word Sense Disambiguation, WordNet, Cosine Similarity, Singular 
Value Decomposition 
1. INTRODUCTION 
Word Sense Disambiguation (WSD) is the problem of assigning 
the appropriate meaning (sense) to a given word in a text or 
discourse [19]. Automatic WSD is one of the most important open 
problems in the Natural Language Processing (NLP) field. WSD is 
used in machine translation, information retrieval, extraction 
information, text mining and lexicography [3]. 
There are several methods to solve the WSD problem 
automatically: methods that use language resources, e.g. heuristic 
approach [11], semantic similarity measure [1] and Lesk algorithm 
[14]. Dictionary [13], Wordnet [6], and selectional preference [2] 
are the example of language resources used for WSD. Another 
method is the corpus approach, which uses both unsupervised and 
supervised learning algorithms. Distributional unsupervised is an 
example of unsupervised method that uses monolingual corpus 
[16] and translational equivalence is also an unsupervised method 
using a parallel corpus [5]. There are various supervised 
approaches, e.g.: bayesian network [7], decision lists [25], k-
Nearest Neighbor [18] and maximum entropy [20]. 
Automatic WSD has been developed for many languages 
throughout the world, e.g. WSD in English [5, 12], Italian [9], 
Chinese [27], Spanish [10], Japanese [22], Indian [17], Bengali 
[4], and Korean [26]. There has also been some initial research 
work into WSD for the Indonesian language using a Naive 
Bayesian approach [23]. 
This paper describes our own initial experiments into WSD for the 
Indonesian language, where well-known vector model metrics such 
as cosine similarity and singular value decomposition are applied. 
In particular, the task trying to be solved is determining the correct 
sense of an Indonesian word from the Indonesian WordNet [28], 
based on the context the word appears in. The linguistic resources 
used are Google and our prototype Indonesian WordNet1
2. METHODS AND RESOURCES 
.  
The paper is organized as follows: Section 2 describes cosine 
similarity and the singular value decomposition. Section 3 is 
devoted to careful explanation of the experimental setting. Section 
4 reports the set of experiments performed and the analysis of the 
results obtained. Finally, Section 5 concludes and outlines some 
directions for future work.  
2.1 Cosine Similarity 
Cosine Similarity is a similarity metric measured based on vectors. 
It is usually used for measuring similarities among documents. The 
set of documents in a collection are viewed as a set of vectors in a 
vector space, in which there is one axis for each term. It is defined 
as follows [15]: 
(1) 
Where the numerator represents the dot product (also known as the 
inner product) of vectors 1( )V d

 and 2( )V d

, and the denominator is 
the product of their Euclidean lengths. The dot product .x y
 
of two 
vectors is defined as 
1
M
i i
i
x y
=
∑ ( )V d

. Let denote the document vector 
1 http://bahasa.cs.ui. ac.id/iwn 
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  for d, with M components 1( )V d

…. ( )MV d
 . The Euclidean length 
of d is defined as 2
1
( )
M
i
i
V d
=
∑
 .   
In our work, d is not a document, but a paragraph. The components 
of a paragraph are words, and the value of each component can be 
0 or 1. If paragraph contains word Wi, the value is 1 and if there is 
not word Wi
2.2 Singular Value Decomposition 
 in the paragraph the value is 0. The cosine similarity 
is then applied to show similarities between words appearing in a 
test paragraph and definitions.  
The singular value decomposition (SVD) is a means of 
decomposing a matrix into a product of three simpler matrices. In 
this way it is related to other matrix decompositions such as eigen 
decomposition, principal components analysis (PCA), and non-
negative matrix factorization (NNMF). The original and most well 
known application of SVD in natural language processing has been 
for latent semantic analysis (LSA). Because of the simple vector 
representations of terms and documents produced by SVD, SVD 
also has been widely used for clustering. Outside of strictly 
linguistic applications, SVD has been used for collaborative 
filtering, for example in the field of movies. The work reported here 
is similar to LSA, but we have not yet developed the semantic 
model on a large external corpus – this is a subject of ongoing 
work. 
Let A Є RnXm, n and m are positive integers. The range of A is the 
subspace of Rn define by R(A) ={Ax | xЄ Rm}. The rank of A is 
the dimension of R(A), and A is not a zero matrix. The singular 
value decomposition for A can be expressed as: 
A = U Σ VT 
Where U Є RnXn  and V  Є RmXm are orthogonal, and Σ Є RnXm is a 
nonsquare diagonal matrix. 
 
 
 
The entries σ1, ..... σr
2.3 Indonesian WordNet 
 of Σ are uniquely determined, and they are 
called the singular values of A. The columns of U are orthonormal 
vectors called right singular vectors of A, and the columns of V are 
called left singular vectors [24]. 
In this work, SVD is used for decomposing the matrices built from 
definition vectors and paragraph vectors. 
Indonesian WordNet is a database of synsets (synonym sets) 
developed at the Information Retrieval Laboratorium, Faculty of 
Computer Science, University of Indonesia [28]. WordNet was 
developed using expand approach so the structure is similar with 
PWN (Princeton WordNet)2. As of now, 1203 unique base concept 
synsets and 1659 distinct words have been obtained in Indonesian 
WordNet. There are 2261 semantic relations obtained from synsets 
including hyponymy and hypernymy. The definitions of 20 
randomly chosen polysemous words found in the Indonesian 
WordNet was used for this experiment. 
Table 1. Test words. 
No. Indonesian word 
English 
translation 
Number of 
senses 
1 adat tradition 5 
2 biru blue 2 
3 bubur porridge 3 
4 corong funnel 2 
5 erosi erosion 2 
6 goni gunny 2 
7 hijau green 2 
8 jala net 2 
9 kecelakaan accident 2 
10 kekasaran coarseness 2 
11 kokoh solid 2 
12 kriminalitas criminality 2 
13 lemparan throw 2 
14 peningkatan enhancement 2 
15 perasa sense 2 
16 pertunjukan show 2 
17 perusakan destruction 2 
18 pesona charm 2 
19 teguh firm 2 
20 tuan master 2 
 
3. EXPERIMENTAL SETUP 
Our experiment can be divided into several steps: choosing test 
words from the Indonesian WordNet for our experiment, searching 
for testing context paragraphs using Google, and applying Cosine 
Similarity and Singular Value Decomposition for determining the 
best definition for a particular test word. 
3.1 Choosing polysemous words  
In the Indonesian language, there are many words that have more 
than one meaning or sense. In the current version of the Indonesian 
WordNet, there are 1947 polysemous words, i.e. words having 
more than one meaning. From these, 20 words were randomly 
chosen. Table 1 shows these words. 
3.2 Searching Testing Context Paragraphs 
WSD is the task of determining the sense of a word appearing in a 
text. Thus, to apply WSD for Indonesian, test paragraphs 
containing the above chosen words must be prepared. To achieve 
this, Google is used by entering each test word as a keyword and 
2 http://wordnet.princeton.edu/ 
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  saving the 20 top documents. From these top documents the 
paragraphs where our target word appears are extracted. Only two 
paragraphs are selected for the experiment based on the most 
amount of overlapping words with the definition, or gloss, of the  
Table 2. Definitions and context for the word tuan. 
First definition: 
keturunan orang mulia-mulia (terutama raja dan kerabatnya); 
ningrat; orang berbangsa:; sebutan untuk penguasa tertinggi dr 
suatu kerajaan; sesuatu yg diyakini, dipuja, dan disembah oleh 
manusia sbg yg Mahakuasa, Mahaperkasa, dsb:; mampu sekali 
dl bidang ilmu:; orang tempat mengabdi, sbg lawan kata hamba, 
abdi, budak:; orang yg berpangkat tinggi 
Second definition: 
orang yg memberi pekerjaan; majikan; kepala (perusahaan dsb); 
pemilik atau yg empunya (toko dsb):; orang laki-laki (yg patut 
dihormati):; persona orang kedua laki-laki ; sebutan kpd orang 
laki-laki bangsa asing atau sebutan kpd orang laki-laki yg patut 
dihormati: 
First paragraph:  
Kukar Tuan Rumah Bupati Kutai Kartanegara (Kukar) Prof Dr 
Syaukani HR MM dalam Official Handbook menyambut baik 
kegiatan International Training Workshop on Dispute Settlement 
Mechanism on Investment itu. Dia menyebut kegiatan itu 
merupakan suatu kehormatan bagi Pemkab Kukar, yang telah 
dipercaya selaku tuan rumah. “Menjadi tuan rumah bagi delegasi 
14 negara sekaligus adalah pengalaman pertama kami,” katanya. 
Second paragraph:  
Yakin dong negara kita bisa jadi tuan rumah piala duni 
2022.Yang penting semua elemen bangsa mau bersatu untuk 
mewujudkan cita-sita itu.Tul gak, Insya Allah berhasil 
 
target word senses. The definition of each test word was taken from 
Indonesian WordNet. Table 2 shows the example of definition and 
test paragraphs for the word tuan (master). These two paragraphs 
were selected because they have the most number of common 
words with the two definitions amongst all paragraphs extracted 
from the top 20 documents. 
3.3 Applying Cosine Similarity for WSD 
Before applying the cosine similarity metric, the definitions and 
context paragraphs must first be preprocessed. Firstly, stopwords 
are eliminated and then stemming is applied to the definitions and 
paragraphs. The Indonesian stemming was from [20]. A list of 
words appearing in definitions and paragraphs is then constructed. 
Tables 3a, 3b and 3c show the list of words for biru (blue) from 
the two definitions and one context paragraph containing the word 
biru. Note that due to the stemming process used, some words can 
be incorrect, for example: sepert should be seperti, whereas elan 
should be telan. 
The lists of all words from both definitions and context paragraphs 
are combined. Table 3d shows the combined list from the first 
definition, second definition and a test paragraph of word biru. 
This defines a semantic space for each word, i.e. both Indonesian 
WordNet senses of biru are distinct vectors in this space. The 
context paragraph defines a third vector, and the question is to find 
the nearest sense vector.  
Word vectors for each definition based on the list word are created. 
The vector has two values, 1 means the word is not in the definition 
and 0 means the word is in definition. Based on Tables 3a and 3b, 
word vectors such as the following can be constructed: 
Biru_1,0:1:1:1:1:0:0:0:0:1:0:0:0:1:1:1:0:0:0:0:0:0:0:1:1:0:1:1:1:0:1:0:1:1:1:1:1:1:1:1: 
           1:1:1:0:0:1:1:0:1:1:1:0:0:1:0:0:1:0:1:1:0:0:1:0:0:1:1:1:0:1:1:1:0:1:1:0 
Biru_2,1:0:0:0:0:1:1:1:0:0:0:1:1:0:0:0:1:0:0:1:1:0:0:0:0:1:0:0:0:0:0:0:0:0:0:0:0:0:0:0: 
           1:0:0:0:0:0:0:1:0:0:0:1:0:0:0:0:0:0:0:0:0:0:0:0:0:0:0:0:1:1:0:0:0:0:1:0 
A word vector for the testing context paragraph was also created 
based on the above wordlist. This is an example vector for the  
Table 3a. First Definition of word biru. 
mengandung atau memperlihatkan warna yg serupa warna langit yg 
terang; lipatan-lipatan pd tepi baju, kain, dsb sbg hiasan; suka 
berbuat kurang baik (tidak menurut, mengganggu, dsb, terutama 
bagi anak-anak):; buruk kelakuan (lacur dsb):; nakal; suka usil 
(mengganggu); pekak atau tuli sementara (krn ditampar, menelan 
pil kinine, dsb); tidak mau mengindahkan nasihat dsb; keras kepala; 
nakal; suka mengganggu; kurang ajar; kurang senonoh (kasar) dl 
bertingkah laku; kurang ajar; nakal:; terasa spt cabai atau merica; 
tajam atau keras (tt kritik dsb); menyakiti hati (tt perkataan dsb): 
ajar 
anak 
baju 
buat 
tingkah 
buruk 
caba 
tampar 
hati 
hias 
kain 
kasar 
laku 
pala 
keras 
kinine 
kritik 
lacur 
langit 
lipat 
lihat 
elan 
andung 
ganggu 
indah 
sakit 
rica 
nakal 
nasihat 
pekak 
kata 
pil 
senonoh 
sepert 
suka 
tajam 
tepi 
terang 
asa 
tuli 
usil 
warna 
 
Table 3b. Second Definition of word biru. 
tepung berwarna biru sbg bahan pencampur air pembilas cucian 
agar warna pakaian menjadi kebiru-biruan, biasanya untuk pakaian 
berwarna putih; warna dasar yg serupa dng warna langit yg terang 
(tidak berawan dsb) serta merupakan warna asli (bukan hasil 
campuran beberapa warna) 
air 
asli 
bahan 
awan 
warna 
biru 
biru 
campur 
cuci 
dasar 
hasil 
biru 
langit 
pakai 
bilas 
campur 
putih 
tepung 
terang 
warna 
 
Table 3c. Test paragraph for word biru. 
Tapi tak ada yang membuat mereka tersinggung sekali. Mereka 
sebetulnya orang yang penyabar, tidak pendendam meskipun 
hatinya sering luka atau dilukai. Ia melihat dunia ini sebagai satu 
wilayah yang romantis sekaligus mengandung banyak ranjau yang 
bisa membahayakan suasana hatinya. Ada kalanya ia tersungkur 
dan mundur, tapi penyuka warna biru biasanya tabah dan 
mencoba untuk bangkit dan berusaha mencapai apa yang 
diinginkan. 
buat 
singgung 
sabar 
dendam 
hati 
luka 
luka 
lihat 
dunia 
satu 
wilayah 
romantis 
andung 
ranjau 
bahaya 
suasana 
hati 
kala 
sungkur 
mundur 
suka 
warna 
biru 
tabah 
coba 
bangkit 
usaha 
capa 
ingin 
 
context paragraph from Table 3c: 
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  Test_Par,0:0:0:1:0:0:0:0:1:0:1:0:1:1:0:0:0:1:1:0:0:1:1:0:0:0:1:0:0:1:0:1:0:0:0:0:0:0: 
                0:0:0:1:1:0:0:0:0:0:0:0:1:0:1:1:0:1:0:0:1:1:1:1:1:0:0:0:0:0:0:0:1:0:1:1 
 
Table 3d. List of all words from two definitions and test 
paragraph for word biru. 
air 
ajar 
anak 
andung 
asa 
asli 
awan 
bahan 
bahaya 
baju 
bangkit 
bilas 
biru 
buat 
buruk 
caba 
campur 
capa 
coba 
cuci 
dasar 
dendam 
dunia 
elan 
ganggu 
hasil 
hati 
hati 
hati 
hias 
indah 
ingin 
kain 
kala 
kasar 
kata 
keras 
kinine 
kritik 
lacur 
laku 
langit 
lihat 
lipat 
luka 
mundur 
nakal 
nasihat 
pakai 
pala 
pekak 
pil 
putih 
ranjau 
rica 
romantis 
sabar 
sakit 
satu 
senonoh 
sepert 
singgung 
suasana 
suka 
sungkur 
tabah 
tajam 
tampar 
tepi 
tepung 
terang 
tingkah 
tuli 
usaha 
usil 
warna 
wilayah 
 
At this point, the cosine similarity based on these vectors (Eq. 1) 
can be calculated. For example:  
- Cosine Similarity between word vector of Biru_1 and word 
vector of test paragraph is 0.176  
- Cosine Similarity between word vector of Biru_2 and word 
vector of test paragraph is 0.096 
So from these similarity values, it can be said that the word biru in 
test paragraph (Table 3c) agrees with the first definition (Table 
3a). 
3.4 Applying SVD for WSD 
The process for applying SVD is the same as the process used for 
cosine similarity. The only difference is that after creating word 
vectors from definitions and test paragraphs, the  SVD is applied 
first, and then used to reduce the rank/dimensionality of the 
resulting matrix. The process of SVD is as follows:  
a. Combine all definition word vectors and a paragraph word 
vector into one matrix (M) 
b. Decompose M using SVD to : U, Σ, and V
c. Truncate the dimension of  U, Σ, dan V
T 
T . We only use two 
singular values in matrix Σ. It means we only take two first 
columns and row from matrix Σ then take two first two 
columns from matrix U and VT
d. Recompose matrix M from new U, Σ, and V
. 
T
These are seven steps in Matlab for the SVD process:  
 and get matrix 
M’ 
 [U, Σ, V] = svd(M,0)   // decompose matrix M using SVD 
 Σ2 = Σ (:,1:2)       //take two first columns from matrix Σ 
 Σ2B = Σ 2(1:2,:)        // take two first rows from matrix Σ2 
 U2 = U(:,1:2)       // take two first columns from matrix U 
 V2 = V(:,1:2)       // take two first columns from matrix V 
 V2T = V2'                // Transpose matrisk V2 
  M’ = U2 * Σ2B * V2T        // recompose   
e. Decompose matrix M’ to obtain definition vectors and test 
paragraph vectors. 
Here is an example of the definition vectors and test paragraph 
vectors yielded from the SVD process for the word biru: 
Biru_1_SVD,0.0784:0.9937:0.9937:0.9834:0.9937:0.0784:0.0784:0.0784:-  
        0.0103:0.9937:-0.0103:0.0784:0.0681:0.9834:0.9937:0.9937:0.0784:-.... 
Biru_2_SVD,0.0233:0.0784:0.0784:0.2073:0.0784:0.0233:0.0233:0.0233: 
          0.0784:0.1289:0.0233:0.1522:0.2073:0.0784:0.0784:0.0233:0.1289..... 
Biru_paragraph_SVD,0.1289:-0.0103:-0.0103:0.9726:-0.0103:0.1289:0.1289: 
               0.1289:  0.9830:-0.0103:0.9830:0.1289:1.1119:0.9726:-0.0103:....... 
f. Calculate similarity between each definition vector and test 
paragraph vector yielded from SVD process using cosine 
similarity (Eq. 1) 
For example:  
- Cosine Similarity between word vector of Biru_1_SVD and 
word vector of test paragraph (Biru_paragraph_SVD) is 
0.172 
- Cosine Similarity between word vector of Biru_2_SVD and 
word vector of test paragraph (Biru_paragraph_SVD) is 
0.831 
So from these similarity values, it can be said that the word biru in 
test paragraph (Table 3c) agrees with the second definition (Table 
3b) based on SVD method. 
 
Table 4. Experiment results. 
No Word 
Para- 
graph 
Cosine 
Similarity SVD 
Human 
assess-
ment 
1 adat 
1 Definition 2 Definition 2 Definition 3 
2 Definition 4 Definition 4 Definition 4 
2 biru 
1 Definition 1 Definition 2 Definition 1 
2 Definition 2 Definition 2 Definition 1 
3 bubur 
1 Definition 1 Definition 2 Definition 3 
2 Definition 3 Definition 2 Definition 3 
4 corong 
1 Definition 1 Definition 1 Definition 1 
1 Definition 1 Definition 1 Definition 1 
5 erosi 
2 Definition 2 Definition 2 Definition 2 
2 Definition 2 Definition 2 Definition 2 
6 goni 
1 Definition 2 Definition 2 Definition 2 
2 Definition 1 Definition 2 Definition 2 
7 hijau 
1 Definition 2 Definition 2 Definition 2 
2 Definition 2 Definition 2 Definition 2 
8 jala 
1 Definition 1 Definition 1 Definition 2 
2 Definition 1 Definition 1 Definition 2 
9 kecelakaan 
1 Definition 2 Definition 2 Definition 2 
2 Definition 1 Definition 2 Definition 2 
10 kekasaran 
1 Definition 1 Definition 2 Definition 2 
2 Definition 2 Definition 2 Definition 2 
11 kokoh 
1 Definition 1 Definition 1 Definition 2 
2 Definition 2 Definition 1 Definition 2 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
237
  12 kriminalitas 1 Definition 1 Definition 1 Definition 2 
2 Definition 1 Definition 1 Definition 1 
13 lemparan 
1 Definition 1 Definition 1 Definition 1 
2 Definition 1 Definition 1 Definition 1 
14 peningkatan 
1 Definition 2 Definition 2 Definition 2 
2 Definition 2 Definition 2 Definition 1 
15 perasa 
1 Definition 1 Definition 2 Definition 1 
2 Definition 2 Definition 2 Definition 1 
16 pertunjukan 
1 Definition 2 Definition 2 Definition 2 
2 Definition 2 Definition 1 Definition 1 
17 perusakan 
1 Definition 1 Definition 2 Definition 2 
2 Definition 2 Definition 2 Definition 2 
18 pesona 
1 Definition 2 Definition 2 Definition 2 
2 Definition 1 Definition 1 Definition 1 
19 teguh 
1 Definition 2 Definition 2 Definition 2 
2 Definition 2 Definition 2 Definition 2 
20 tuan 
1 Definition 2 Definition 2 Definition 2 
2 Definition 1 Definition 2 Definition 2 
 
4. RESULTS AND ANALYSIS 
According to the explanations in Sections 3.1 and 3.2, only two test 
paragraphs for each test words were taken for experiment. Thus, 40 
test paragraphs are produced from the 20 test words. Table 4 
describes the result of our experiment. It shows the target word, the 
chosen definition using cosine similarity, SVD, and the ‘gold 
standard’ human judgment. 
This table shows that 28 paragraphs (70%) from 40 test 
paragraphs give the same result using both methods. Nine words 
give the same answer from two test paragraphs: adat, corong, 
hijau, jala, kriminalitas, lemparan, peningkatan, pesona and 
teguh. Ten words give only one same answer from two test 
paragraphs. These are biru, erosi, goni, kecelakaan, kekasaran, 
kokoh, perasa, pertunjukan, perusakan, and tuan. The word 
bubur is the only word giving different answer from two test 
paragraphs. 
4.1 Evaluation 
To evaluate the automatic WSD, a survey to obtain some human 
judgments was conducted. Three graduate students were asked to 
select the most appropriate senses for the 40 test paragraphs. The 
last column in Table 4 shows the result of this survey. We used this 
result for evaluating our experiment. The final answer of each 
paragraph was taken using a majority vote of the chosen definition 
from two or three out of the judges. Table 4 shows that the cosine 
similarity method has 25 paragraphs (62.5%) in common with the 
human answers, whereas SVD has 27 paragraphs (67.5%) in 
common. There are 21 paragraphs or 52.5% where both methods 
give the same answers with the human judges. There are nine 
paragraphs where both methods give different answers from 
humans. These cases are for the words adat (first paragraph), biru 
(second paragraph), bubur (first paragraph), jala (first and second  
paragraph), kokoh (first paragraph), kriminalitas (first paragraph), 
peningkatan (second  paragraph), and perasa (second paragraph). 
The Fleiss kappa statistic [29] for measuring inter-annotator 
reliability was computed. This value is in the interval [0..1], where 
1 shows perfect agreement. We measured three Fleiss kappa 
values: (i) between the answers of the three human judges,  (ii) 
between the answers of the three human judges and cosine 
similarity as the fourth judge, and (iii) between the answer of the 
three human judges and SVD as the fourth judge. For the first, we 
obtain 0.485, for the second we obtain 0.311, and lastly for the 
third we obtain 0.350. 
Interpreting Fleiss kappa values is very relative to the task that the 
annotators are required to perform. However, it is generally thought 
that values of 0.4 and above show moderate to good agreement. 
From these values, we see that agreement between humans is thus 
moderate, and that the automatic WSD is not yet able to achieve 
human performance. However, the Fleiss kappa values also show 
that the result of SVD is more similar to human judgments than 
cosine similarity. 
5. CONCLUSIONS 
This paper reports an investigation into the use of cosine similarity 
and SVD vector model metrics for WSD in the Indonesian 
language. Although they are simple methods, our experimental 
results demonstrated both methods could achieve more than 60% 
accuracy compared with human judgments for 40 test paragraphs. 
Of the two, SVD achieved slightly better results than cosine 
similarity. 
In the future we aim to extend the SVD method using a large 
monolingual corpus or LSA method for WSD problem. Improving 
the definition of the word and exploring more data about words in 
Indonesian documents are other ways that may improve the 
accuracy. 
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ABSTRACT 
The aim of this research is to examine the factors supporting 
individuals’ knowledge sharing intention. Based on the theory of 
reasoned action, this study examined influenced of extrinsic 
reward, and channel richness to knowledge sharing intention. Data 
was collected using a field study of lecturer and student in higher 
education institution Yogyakarta. We employ independent sample 
t-test and PLS (Partial Least Squares) version 2.0. The result show 
that there isn’t perception difference betwen student and lecturer 
about factors that supporting knowledge sharing intention. The 
result show that channel richness has played significant part 
influenced attitude toward knowledge sharing. Extrinsic reward 
inposed no impact on an individual’s attitude toward knowledge 
sharing. The result from this study confirm the theory of reasoned 
action. This study also find that subjective norm greater influence 
knowledge sharing intention than attitude toward knowledge 
sharing. 
Keywords  
Theory Of Reasoned Action, Extrinsic Rewards, Channel Richness. 
1. INTRODUCTION 
In business environment that is full of competition, an organization 
must have strategy to survive and win the competition in this global 
environment. Some key factors to success for an organization are 
determined by its ability to build human resources, taking 
advantage of information technology and processing knowledge. 
Human resources here means skills and abilities of an individual in 
an organization which is equal as how many knowledges exists in 
that organization (Cabrera & Cabrera, 2005). In order for an 
organization to have a competitive advantage, individuals in that 
organization must share their knowledge with other individuals, 
whether they’re in the same organization or not. 
A strategy that is based on technology and knowledge is not only 
needed for business organization, but education organization also 
need it, as an example is a university. An University is an 
organization that has a mission to increase the intelligent and life of 
a nation/race, so that it can become a civilized race, and become a 
center of knowledge, science, technology, arts, social science, and 
civilized humanity by conducting a good quality education. 
Education organization is different from Bussiness organization, a 
education organization consist of many human resources. Because 
education organization has many human resources, so the existence 
of a competition between individuals in that organization is the key 
to success for a university to increase its human resources quality. 
In this research, researcher wants to test a phenomenon know as 
sharing knowledge, especially for teachers and students in 
accounting department. The existence of technological 
improvement in how to process accounting information in USA 
which pass through four levels, which are manual system, book 
keeping machine system, punched card system, and computerized 
system influencing a change in how to process accounting 
information in Indonesia which is based in information technology 
(Torong, 2000). The existence of this change made the skill 
requirement of an accountant change. Nowadays, an accountant 
must have skill in accounting information system, beside manual 
accounting system. All this time, the accounting education only use 
manual accounting system. O’Donnell and Moore (2005) in their 
research also said that many accounting graduate that has no skill 
in information technology and limited teachers in accounting that 
understand accounting information system which is based in 
information technology. Whereas now many money transaction in 
an organization that is processed using computerized system and 
based in information technology. By observing phenomenon and to 
response against change in market needs for a competitive 
accountant (Amalia, 2006), there exist the need to share knowledge 
in the field of accounting, especially in a university, which is 
reputed to educate and produce teachers and students in accounting. 
There exist several researchs which test several factors that 
influence an individual in sharing his/her knowledge, among them 
are the researchs which is conducted by Bock et al. (2005), Kwok 
& Gao (2005), Galia (2006) and Burgess (2005). 
This writing aim to prove empirically about the influence of 
external rewards, organizational climate, pressure of social 
psychology, media diversity, attitude of a person's behavior to 
share knowledge, and subjective norms of one's intentions to share 
knowledge at university. It is expected that this paper can also 
provide empirical validation of growth factors that influence one's 
intention to share knowledge and are expected to contribute to the 
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  university to allocate resources or to facilitate teachers and students 
of accounting for intention to increase the sharing of their 
knowledge. This means that accounting teachers and students are 
motivated to share knowledge with teachers and with other 
students. 
2. FOUNDATION OF THEORY 
2.1 Knowledge Management 
To be able to have a competitive advantage, companies are now 
required to adopt information technology. The development of 
information technology marked by the emergence of many new 
innovations. Innovation itself is characterized as a process of 
change from the three stages of invention, innovation, and 
diffusion (King et al., 1994). These innovations are not only 
influenced by the existence of information technology, but also the 
incorporation of the process of creation and knowledge transfer. 
Nonaka (2007) states that the essence of innovation is the creation 
of knowledge. 
There are several advantages possessed by the knowledge that a 
company able to compete in the global environment full of 
competition, namely (Stewart, 1997) quoted by Sangkala (2007), 
which is a non-subtractive, can be owned by many parties, have 
different funding from other products, rarely have the economic 
scale, and unpredictable. 
In order for knowledge can be used and used properly it is 
necessary to the existence of knowledge management. Some 
scholars tried to give a definition of knowledge management. 
Santosu & Surmach (2001) quoted (Sangkala, 2007) tries to 
provide insight into the management of knowledge as a process in 
which the company gave birth to the values of intellectual assets 
and knowledge-based assets. Knowledge management is also 
defined as a process for obtaining, storing, sharing, and use of 
knowledge (Davenport & Prusak, 1998 in Bock et al., 2005). From 
the above sense can be concluded that knowledge management is 
an approach to managing intangible assets in this case the intended 
knowledge so that the organization can have a competitive 
advantage compared to other organizations. 
 
2.2 Theory of Reasoned Action (TRA) 
This Theory of Reasoned Action (TRA) was developed by Icek 
Ajzen and Martin Fishbein. This theory explains how a person's 
behavior is influenced by one's intentions to do something. In 
accordance with its name as the theory of reasoned action, this 
theory reveals that basically a person behaves in a way that is 
consciously and based on a specific considerations. 
Both the considerations of the gained outcome and taking into 
account the available information (HARTONO 2007). Generally, 
the theory of reasoned action can be described as figure 1. From the 
pictures figure 1 can be explained that a person's behavior (actual 
behavior) is influenced by one's intentions toward the behavior 
(behavioral intention). According to Hartono (2007), behavioral 
intentions and behavior are two different things. Behavior intention 
or intention (behavioral intention) is the desire to do the behavior, 
so in this case intention is still not behavior. A person's intention 
towards a behavior is influenced by two main determinants, which 
are attitudes toward behavior and subjective norm. Attitude is 
determined by a strong conviction about the behavior. While the 
subjective norm is determined by a belief that individuals or 
particular groups approve or not to a specific action (Hartono, 
2007). 
 
 
Figure 1. Theory of Reasoned Action 
3. DISCUSSION AND ANALYSIS 
3.1 Internal Reward Hypothesis 
Social exchange theory which suggests that an individual have a 
desire to interact with other individuals because based on the 
individual's personal desires which usually cost analysis of the 
interaction benefit (Blau (1964) quoted Cabrera Cabrera. 2005). 
Based on the theory, it can be concluded that a person's behavior 
will be influenced by perceptions of the benefits to be gained from 
such behavior. In order to share knowledge, provision of benefits is 
expected that a person can be motivated to share knowledge. 
There are several research that investigated the effects of external 
rewards to a person desire to share knowledge. Galia (2006), Moon 
& Park (2002) and Burgess (2005) examine the influence of 
factors external motivation in a person's behavior in the sharing of 
knowledge. The test results showed that external motivation 
positively influence employee behavior in the sharing of 
knowledge. 
As in previous research, Bock et al. (2005) and Kwok & Gao 
(2006) also examined the relationship between external rewards for 
someone behavior in the sharing of knowledge. Both this study 
uses the theory of reasoned action (TRA) as the basis to test 
someone intention in sharing knowledge. The result of research 
revealed that the awards as a form of external motivation and the 
negative effects are not significant for someone attitude in sharing 
knowledge. 
Based on social exchange theory and the results of previous 
research, the first hypothesis formulated buffers as follows: 
H1 : External rewards associated with attitudes toward the 
behavior of someone to share knowledge. 
3.2 Media Diversity Hypothesis 
There are several research that examine the influence of media 
diversity in the willingness to share knowledge. Research 
conducted by Muray and Peyrefitte (2007) and Kwok and Gao 
(2006) examined a variety of media communications, meetings, 
and training in order to motivate knowledge sharing. His research 
shows that there is a positive relationship between the diversity of 
the media to attitudes toward the behavior of someone to share 
knowledge. 
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  Based on the results of previously conducted research, the 
hypothesis can be formulated as follows: 
H2 : Media diversity to share knowledge related to positive 
attitudes toward the behavior of someone to share knowledge. 
3.3 Theory of Reasoned Action Hypothesis 
This theory explains how someone act is influenced by his/her 
intention to do something. There is one research that examined the 
relationship between the influence of attitudes toward someone 
behaviour to share knowledge with the intention of someone to 
share knowledge, the influenced of subjective norm to share 
knowledge with someone intention to share knowledge is 
researched by Bock et al. (2005). The result of the research is 
showed that there is positive relation between someone attitude to 
share knowledge and subjective norm with someone intention to 
share knowledge. In addition to Bock et al. (2005) also examined 
the influenced of subjective norm toward attitude to share 
knowledge. This based on  argument assumption  from Lee (1990) 
which quoted by Bock et al. (2005) is suggest that an individual 
can be motivated to be positive in knowledge sharing when that 
situation is fit with group norm. On this research Bock at al (2005) 
discovered there is a positive relation between subjective norm of 
knowledge sharing with attitude toward behaviour of knowledge 
sharing. 
Based on the theory of reasoned action (TRA) and the previous 
reasrch that conducted, the hypothesis can be formulated as 
follows: 
H3 : Subjective norm to knowledge sharing is positively 
associated with the attitude toward behaviour to knowledge 
sharing. 
H4 : Attitude toward behaviour to knowledge sharing is 
positively associated with someone intention to knowledge 
sharing. 
H5 : Subjective norm to knowledge sharing is positively 
associated with someone intention to knowledge sharing. 
This type of research is hypothesis testing research. Hypothesis  
figure 2. which want to tested in this research is the influenced of 
external rewards, organitation of climate, social phsycology 
tension, media diversity, an attitude toward someone behaviour to 
knowledge sharing, and the subjective norms toward someone 
intention to knowledge sharing. Methods of data collection in this 
research is the survey by using the technique of distributing 
questionnaires to the respondents figure 3. 
 
 
 
Figure 2. Research Method (1) 
 
 
Figure 3. Research Method (2) 
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  3.4 Validity and Reliability Test 
Validity test is related to the precision measuring instrument to do 
its work to reach target (Jogiyanto, 2004). Validity test is divided 
into two groups namely the content validity and construct validity. 
The validity of measuring the extent to which the content items in 
the instrument that measured characteristics represent the attributes 
to be measured.  To ensure content validity, researchers conducted 
a review of research questionnaires to a friend as well as research 
respondents during the preliminary tests carried out. Construct 
validity indicates how well the results obtained from the use of a 
measure in accordance with the theories used to define a construct 
(Jogiyanto, 2004). Construct validity was assessed through 
convergent validity and discriminant validity. 
Variabel 
Convergent validity 
is judged by the correlation between score items/indicators with it’s 
construct score. individual indicators considered valid if the 
correlation value above 0.7 (Ghozali, 2006). Following table 1 
convergent validity test results from the data obtained. 
Table 1. Validity Test 
Factor Loading 
Reward 0.958 
Channel 0.869 
Attitude 0.910 
Norm 0.862 
Intention 0.799 
 
Source : Data Processed 
As measured by using a construction validity convergent validity 
test has also been measured discriminant validity. Discriminant 
validity can be measured by comparing the crossloading between 
indicator with it’s construct (Ghozali, 2006). The following table 2 
and the correlation between the construction of indicators. 
Table 2. Validity Discriminant Test 
attitude channel Intent Norm Reward 
Attitude1 0.928759 0.431286 0.329921 0.392481 -0.044929 
Channel 0.353880 0.863455 0.174409 0.312140 -0.112330 
Intention  0.222601 0.196849 0.779668 0.513577 -0.062163 
Norm 0.287726 0.317093 0.431331 0.864368 0.026695 
Reward  -0.05147 -0.08824 -0.07026 -0.01864 0.995248 
Reliability of measurement can be done by looking at the value of 
composite reliability (Ghozali, 2006) and cronbach's alpha 
(Nunnally, 1978 in Jogiyanto (2004). A construct is considered 
reliable if it’s reliability composite score above 0.7 (Chin, 2006 
cited Bock et al (2005) and values cronbach's alpha above 0.7, but 
the scale of development research is acceptable loading 0,5-0,6 
(Ghozali, 2006). The following Cronbach's alpha values and the 
composite reliability of each building. 
Source : Data Processed 
Reliability is the level of how much a gauge to measure the stable 
and consistent (Jogiyanto, 2004). Research instrument is said to 
have high reliability value if the results of the implementation of 
various measures on the same subject obtained relatively similar 
results, for aspects that are measured in the subject have not 
changed.  
Table 3. Reliability Test 
Construct Composite 
Reliability 
Cronbach’s 
Alpha 
Reward 0.842715 0.812431 
Channel 0.873459 0.759954 
Attitude 0.918912 0.916988 
Norm 0.854604 0.759529 
Intention 0.831671 0.775615 
3.5 Testing Research 
Source : Data Processed 
There are two types of tests in this research is to use a test average 
of different tests and test research models. Average difference test 
in this research using SPSS 12 (Statistical Program for Social 
Science). While to test the relationships between research variables 
used PLS 2.0 (Partial Least Square). 
In this research used PLS analysis methods because the research 
model used in this research complex. PLS analysis methods are 
also deemed to have included multiple regression analysis, path 
analysis, and canonical correlation (Chin, 2000). 
In this research, testing the average difference is used to examine 
differences in faculty and student perceptions of the factors that 
influence one's intention to share knowledge. The following test 
results using different test average at table 4. 
 
Table 4. Independent Sample Test for faculty and student 
Variable t-test significance 
Reward 1,921 0,049 
Channel 1,595 0,093 
 
Source : Primary Data Processed 
 
From the table above can be seen that there is no real difference 
between faculty and student perceptions related to several factors 
that affect a person's attitude in sharing knowledge, including 
external rewards (REWARD) and diversity of the media 
(CHANNEL). 
Hypothesis testing in this study using PLS (Partial Least Squares). 
PLS is used in hypothesis testing in this study using the 2.0 version 
of PLS. The following figure 4 research hypothesis testing results. 
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Figure 4. Hypothesis Testing Result 
 
4. CONCLUSION 
The purpose of this research is to prove empirically the factors that 
influence someone to share knowledge that consisting of external 
rewards, media diversity, sharing knowledge and attitudes toward 
the behavior of knowledge sharing and subjective norms toward 
someone intention to share knowledge. Test the average differences 
that have been performed to determine the different perceptions of 
students and faculty indicate that there is no significant difference 
in perceptions regarding the factors that influence one's intention to 
share knowledge between lecturers and students. Data processing 
results concluded that external rewards do not significantly affect 
someone attitude in sharing knowledge. The results of data analysis 
concludes that media diversity is the main factor affecting the 
attitude of sharing knowledge with faculty and students. The test 
results also concluded that the purpose of sharing someone 
knowledge has been influenced by subjective norms than by 
attitudes toward knowledge sharing behavior. This is due to the 
culture of which the place of this research is conducted has a 
culture of collectivism, so the behavior, largely determined by the 
rules and the wishes of the community in general than the personal 
desire for an individual. 
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ABSTRACT 
Client-vendor relationship has been considered as a critical and 
even most critical among other ITO key success factors. For a 
successful relationship, the client should firstly clarify its 
expectations as a foundation to assess and select the best vendor 
proposition to fulfill the expectations. For that reason, this paper is 
focused to propose criterions to select the best available IT 
outsourcing vendor to deliver the expectations. Started with 
grouping the expected ITO potential benefits which can be pursued 
by the ITO clients, this paper will then propose a list of criterions 
to evaluate the best vendor’s propositions and capabilities to fulfill 
the benefits. With a clear understanding on each of the criterions, it 
is hoped that a client organization could have better and richer 
information to properly consider which vendor to be engaged. 
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1. INTRODUCTION 
Information and Technology Outsourcing (ITO) can be defined as a 
contractual arrangement to source all or part of the organization’s 
IT and/or IS functions from one or more external service providers 
(Goles & Chin, 2005, p. 49). For various motivations, outsourcing 
has become a common practice to procure the provision of some or 
all IT requirements and, in early 2000, has been adopted by most 
companies in Australia, USA and UK (Cullen & Willcocks, 2003, 
p. xviii). Although each ITO contract often involve a huge amount 
of money (e.g. on April 2008, EDS won three ITO contracts worth 
from US$ 74 million to US$391 million (EDS, 2008)), current 
researches estimated that about 25 - 30% of the relationships is or 
will be a failure (Lacity et al, 2008; Goles & Chin, 2005). Such 
disconcerting facts (i.e. high cost with high risks) has emerged the 
need of a better knowledge on how to successfully deliver the ITO 
expectations. 
Among diverse ITO key success factors proposed in current 
literatures, client-vendor relationship has been regarded by most 
researchers as a critical, if not the most critical, factor to be 
managed for ITO to success (Dibbern et al., 2004; Fisher et al., 
2008; Goles & Chin, 2005; Goo & Nam, 2007; Gottschalk & 
Solli-Sæther, 2005, Lacity et al., 2008).  
Prior to successfully manage an ITO relationship, it is sensible that 
the client should firstly able to find the right partner(s) to deliver 
their outsourcing goals. Moreover, study by Cullen & Willcocks 
(2003) confirms that majority of problems encountered during the 
contract term were caused by the supplier. Thus, selecting the right 
vendor must also be regarded as a key success factor (Dibbern et 
al., 2004; Feeny et al., 2005; Fisher et al., 2008; Gonzalez et al., 
2005; Willcocks & Lacity, 2006) which should be appropriately 
conducted before engaging the supplier(s) under contractual 
agreement (Cullen & Willcocks, 2003).  
Acknowledging the knowledge requirement, this paper will focus 
on proposing a list of IT outsourcing supplier selection criteria. In 
order to do so, as suggested by various literatures (Berry, 2006; 
Dominguez, 2006; Feeny et al., 2005), this paper will firstly 
synthesize client’s ITO expected outcomes as a foundation for later 
decisions in assessing and selecting outsourcing vendor(s). Further, 
this paper will also discuss variety of decisions which should be 
made prior to vendor selection process.  
The remainder of this paper will be structured into five main 
sections. Started with findings from current literatures regarding 
client’s outsourcing expectations, this paper will then synthesize 
findings on various options regarding vendor selection, which 
includes vendor configuration and vendor evaluation criteria. The 
following section will then Discussion on the findings will then be 
discussed on the fourth section. Finally, the last section will present 
the conclusion and the implications of this paper. 
2. IT OUTSOURCING EXPECTATIONS  
Before engaging any outsourcing relationship, it is imperative that 
client’s outsourcing expectations from the firm level view should 
be clearly stated. Such decision is crucial since it will be the 
foundation to produces decisions for the rest of the outsourcing 
lifecycle including deciding which potential vendor is the best 
vendor to deliver the expected outcomes (Cullen et al., 2007b). 
However, consensus on company’s expectation is exceptionally 
difficult, if not impossible, to achieve (Hirschheim & Lacity, 2000; 
Lacity & Rottman, 2008). Complexity to determine the ITO 
expectations aroused when the various stakeholders involved in the 
deal started to bring their own agenda which often conflict other 
stakeholders’ agenda (Dibbern et al., 2004; Hirschheim & Lacity, 
2000; Lacity & Rottman, 2008). Further, as argued by Cullen et al. 
(2007b), client’s expectation tend to change overtime, thus client’s 
expectations should be carefully managed by both parties (client 
and supplier) and changes in the expectations should accordingly 
alter the management and measurement of the outsourcing practice. 
Regarding ITO expected outcomes, numerous literatures have been 
written to discuss various ITO benefits pursued by the client as 
their underlying motivation to outsource IT. Different authors tend 
to give different names to explain the similar ITO benefits and 
some authors explode single benefit into several similar outcome 
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  terms. For example, Cullen et al. (2007b) suggest “remedy for poor 
performance” and “improve service” outcomes which can be 
merged into one benefit: “improve service”. By synthesizing 
findings from current literatures, intended outcomes pursued by 
client organizations can be clustered into thirteen IT outsourcing 
benefits. Table 1 lists the ITO benefits in no particular order along 
with the supporting literatures. 
Table 1. ITO potential benefits for the client organization 
Expected ITO 
outcome 
Supporting literature 
Acquire best value 
for money 
Ang & Straub, 1998; Brown & Wilson, 
2005; Cullen et al., 2007b; Dibbern et al., 
2004; Dominguez, 2006; Lacity & 
Rottman, 2008; Lacity & Willcocks, 
1998; Schniederjans et al., 2005; Seddon 
et al., 2002; Sparrow, 2003 
Improve financial 
control 
Cullen et al., 2007b; Dibbern et al., 2004; 
Dominguez, 2006; Lacity & Rottman, 
2008; Lacity & Willcocks, 1998; 
Schniederjans et al., 2005; Seddon et al., 
2002; Sparrow, 2003 
Acquire cash 
Brown & Wilson, 2005; Cullen et al., 
2007b; Dominguez, 2006; Schniederjans 
et al., 2005 
Improve service  
Brown & Wilson, 2005; Cullen et al., 
2007b; Dibbern et al., 2004; Dominguez, 
2006; Lacity & Rottman, 2008; Lacity & 
Willcocks, 1998; Schniederjans et al., 
2005; Seddon et al., 2002; Sparrow, 2003 
Obtain service not 
available internally 
Cullen et al., 2007b; Dibbern et al., 2004; 
Dominguez, 2006; Seddon et al., 2002; 
Lacity & Rottman, 2008; Sparrow, 2003; 
Brown & Wilson, 2005; Schniederjans et 
al., 2005 
Downsizing Cullen et al., 2007b; Dibbern et al., 2004; Lacity & Willcocks, 1998 
Improve work 
practice flexibility 
Cullen et al., 2007b; Dibbern et al., 2004; 
Lacity & Rottman, 2008; Lacity & 
Willcocks, 1998; Schniederjans et al., 
2005; Seddon et al., 2002; Sparrow, 2003 
Concentrate on core 
competencies 
Brown & Wilson, 2005; Cullen et al., 
2007b; Dibbern et al., 2004; Dominguez, 
2006; Lacity & Willcocks, 1998; 
Schniederjans et al., 2005; Seddon et al., 
2002; Sparrow, 2003; Quinn & Hilmer, 
1994 
Focus internal IT on 
high value activities 
Brown & Wilson, 2005; Cullen et al., 
2007b; Dibbern et al., 2004; Dominguez, 
2006; Lacity & Rottman, 2008; Lacity & 
Willcocks, 1998; Schniederjans et al., 
2005; Sparrow, 2003 
Support 
organizational 
Brown & Wilson, 2005; Dibbern et al., 
2004; Dominguez, 2006; Lacity & 
Rottman, 2008; Lacity & Willcocks, 
change 1998; Schniederjans et al., 2005; 
Sparrow, 2003 
Satisfy external or 
internal mandate 
Dibbern et al., 2004; Dominguez, 2006; 
Lacity & Willcocks, 1998 
Evaluate in-house IT 
function 
Lacity & Willcocks, 1998 
Minimize risk Brown & Wilson, 2005; Schniederjans et al., 2005; Willcocks & Lacity, 2006 
 
Among the many potential benefits offered by the ITO practice, 
client organization could choose to focus on pursuing one or more 
benefits as their goals. However, ITO managers should decide it 
carefully since achievement in one outcome could incorporate both 
negative and positive impacts on service delivery performance, e.g. 
cost reduction in IT could lead to reduction in quality of service 
(Hirschheim & Lacity, 2000, p. 107). Furthermore, research by 
Cullen et al (2007b) shows that as clients gain more experience in 
managing outsourcing, they tend to focus on fewer benefits than 
before. Learning from the experienced, it is suggested not to focus 
on achieving many benefits at one time. 
3. VENDOR CONFIGURATION  
Once the outsourcing expectations have been decided, client could 
use the decision to start defining their ITO configuration. ITO 
configuration as defined by Cullen et al. (2005) is “a high-level 
description of the set of choices the organization makes in crafting 
its IT outsourcing portfolio”. Configuring ITO is a crucial process 
and has been regarded as a key factor to determine the outsourcing 
success (Fisher et al., 2008; Gonzalez et al., 2005; Seddon & 
Cullen, 2007; Willcocks & Lacity, 2006). Moreover, set of 
decisions made in the configuration will determine types of 
management and decisions required for the rest of outsourcing 
lifecycle (Cullen et al., 2007a). 
Although, many decisions regarding ITO configuration are 
important and must be considered in determining vendor selection 
criteria, this paper will focus on discussing vendor configuration 
which is specifically address the supplier not the client relationship 
with suppliers. Decision on “supplier grouping” and “supplier 
location” are regarded as vendor configuration’s attributes since 
they determine how many and where should client look for their 
prospective suppliers. 
3.1 Supplier Grouping 
Borrowing Cullen et al’s (2005) term, supplier grouping defines 
the number of supplier involved in an outsourcing transaction. In 
addition, decision on supplier grouping also includes type of 
arrangement between client and their suppliers. 
In term of number, taxonomy of outsourcing relationship proposed 
by Gallivan & Oh (1999) can be used to comprehensively represent 
all possible cardinality between client and supplier. The authors 
claimed that fundamentally, there are four distinct client-vendor 
cardinality types: simple dyadic (one client – one vendor), multi 
vendor (one client – many vendors), co-sourcing (many clients – 
one vendor) and complex (many clients – many vendors).  
In term of arranging multiple vendors, Cullen et al. (2005) promote 
three possible methods which often used in practice: “prime 
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  contractor”, “best-of-breed” and “panel”. Prime contractor is used 
to enable access to several providers’ best services while 
streamlining the outsourcing process by selecting one head supplier 
to manage the other subcontractors. Best-of breed is used by 
directly managing several providers to promote vendor competition 
and flexibility in switching vendor. Lastly, panel is used to create 
ongoing competition among several preferred suppliers to win 
client’s various orders. 
There is no fast and easy rule to determine how many suppliers 
should be used and how to manage them. Each available option has 
their own rationale and has been used in many successful and 
failure ITO practices. However, it is recommended that client 
should not source all of their IT functions only from one provider. 
Research by Lacity & Willcocks (1998) shows that selective 
sourcing has a higher possibility to success than total insourcing 
(source more than 80% of IT budget internally) or total outsourcing 
(outsource more than 80% of IT budget to one supplier). Moreover, 
increasing the amount of work to a particular vendor will 
eventually increase the potential vendor switching cost which could 
have considerable impacts when the relationship ends (Kaiser & 
Hawk, 2004). 
3.2 Supplier Location 
As telecommunication technology become faster and cheaper, 
nowadays, options to source IT services from suppliers located in 
anywhere around the globe have become feasible. Defined as the 
practice to outsource IT services to service provider located in 
different continent (Rottman & Lacity, 2008, p. 259), offshore 
outsourcing has become an alternative for company to source their 
IT service at lower cost than outsourcing IT to domestic vendors or 
their own in-house IT. 
Other than reducing cost, offshore outsourcing has been claimed to 
potentially able to deliver other strategic benefits such as quality, 
speed and agility (Willcocks & Lacity, 2006). However, managers 
should also be aware of additional risks and challenges entailing 
the offshoring practice. Research shows that more than 50% 
offshore outsourcing practices failed to reduce IT cost (Dominguez, 
2006, p. 23). Rottman & Lacity (2008) note that the following 
factors have caused more challenges in offshore ITO practice: time 
zone differences, the need for more controls, cultural differences, 
different requirement definition used, and difficulties in managing 
dispersed teams. 
4. VENDOR EVALUTION CRITERIA  
Once informed with both expected outcomes and available options 
in vendor configuration, client could start designing vendor 
evaluation criteria which specifically fits their needs. It has been 
claimed that the key to select the right vendor is to find vendors 
who possess the right capabilities to deliver client’s ITO 
expectations (Feeny et al., 2005; Hyder et al., 2006). Although it is 
mandatory to choose suppliers with the right capabilities, their 
capabilities should not be the sole consideration made in selecting 
vendors. Since, in some cases, not all vendors are willing to deliver 
their best capabilities to the client (Willcocks et al., 2007). 
Therefore, client should evaluate both vendor propositions (the bid) 
and vendor capabilities (the bidder) to determine which vendor 
proposition are the best deal for them (Cullen & Willcocks, 2003).  
4.1 Vendor Proposition – THE BID 
Evaluating proposition is used to evaluate details of vendors’ 
proposal which includes, for example, price, payment mechanism, 
and any value along with its inherent risks. Table 2 lists general 
criterions to evaluate vendor’s proposal with no particular order. 
Table 2. Criterions to evaluate vendor proposition 
Criteria Component Supporting literature 
Solution 
Sparrow, 2003; Cullen & Willcocks, 
2003; Brown & Wilson, 2005; Berry, 
2006 
Vendor objectives Sparrow, 2003; Willcocks et al., 2007 
Cost and best value for 
money 
Sparrow, 2003; Cullen & Willcocks, 
2003; Dominguez, 2006; Brown & 
Wilson, 2005; Berry, 2006 
Staffing approach Sparrow, 2003; Cullen & Willcocks, 2003 
Risk and risk 
management approach 
Sparrow, 2003; Cullen & Willcocks, 
2003; Schniederjans et al., 2005; Berry, 
2006 
Transition approach Sparrow, 2003; Cullen & Willcocks, 2003 
Account management 
approach 
Cullen & Willcocks, 2003; Dominguez, 
2006; Fink & Shoeib, 2003 
Financial approach Sparrow, 2003; Cullen & Willcocks, 2003 
 
4.2 Vendor Capabilities – THE BIDDER 
Vendor capabilities concerns with vendor capability to fulfill their 
proposal and deliver the client’s expectations. In addition to vendor 
capabilities evaluation, client should also consider vendor’s 
experience and reputation in each capability (Brown & Wilson, 
2005; Cullen & Willcocks, 2003; Dominguez, 2006; Fink & 
Shoeib, 2003). Table 3 list criterions which can be used to evaluate 
vendor capabilities. 
Table 3. Criterions to vendor’s capabilities 
Vendor Capability Supporting literature 
Relationship 
management 
Cullen & Willcocks, 2003; Sparrow, 
2003; Hyder et al., 2006; Feeny et al., 
2005; Dominguez, 2006; Brown & 
Wilson, 2005; Fink & Shoeib, 2003 
Domain expertise 
Cullen & Willcocks, 2003; Sparrow, 
2003; Hyder et al., 2006; Feeny et al., 
2005; Brown & Wilson, 2005; Berry, 
2006; Fink & Shoeib, 2003 
Leadership Cullen & Willcocks, 2003; Feeny et al., 2005; Berry, 2006 
Contract 
management 
Cullen & Willcocks, 2003; Hyder et al., 
2006; Feeny et al., 2005; Brown & 
Wilson, 2005; Berry, 2006 
Financial Cullen & Willcocks, 2003; Sparrow, 
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  performance 2003; Feeny et al., 2005; Brown & 
Wilson, 2005; Berry, 2006; Fink & 
Shoeib, 2003 
Staff management 
Cullen & Willcocks, 2003; Sparrow, 
2003; Hyder et al., 2006; Feeny et al., 
2005; Dominguez, 2006; Brown & 
Wilson, 2005; Berry, 2006 
3rd Cullen & Willcocks, 2003; Sparrow, 2003; Dominguez, 2006; Brown & 
Wilson, 2005 
 party 
management 
Technical 
proficiency 
Cullen & Willcocks, 2003; Sparrow, 
2003; Hyder et al., 2006; Feeny et al., 
2005; Brown & Wilson, 2005; Fink & 
Shoeib, 2003 
Process re-
engineering 
Cullen & Willcocks, 2003; Sparrow, 
2003; Feeny et al., 2005; Brown & 
Wilson, 2005; Berry, 2006 
Knowledge 
management 
Hyder et al., 2006; Oshri et al., 2007 
Risk management Sparrow, 2003; Hyder et al., 2006; Brown & Wilson, 2005; Berry, 2006 
Performance 
improvement 
Cullen & Willcocks, 2003; Hyder et al., 
2006; Levina & Ross, 2003; Feeny et al., 
2005; Dominguez, 2006; Brown & 
Wilson, 2005 
Service delivery 
Hyder et al., 2006; Feeny et al., 2005; 
Dominguez, 2006; Berry, 2006; Fink & 
Shoeib, 2003 
Service transfer Hyder et al., 2006; Feeny et al., 2005; Dominguez, 2006; Berry, 2006 
 
5. DISCUSSION 
Based on the expectations, client should determine which vendor 
capabilites are important and which are not important. While some 
capabilities might not be applicable at all, some others could be 
very crucial. For example, vendor’s capability and approach to 
manage staff are only applicable when the client transfers their 
staffs as part of the outsourcing arrangement. On the other hand, 
when the expectation is to reduce cost then it is mandatory that the 
cost proposed by the supplier is lower than the internal cost. 
Therefore, weighting factor should be assigned for each criterion 
before it is used to evaluate the potential supplier.  
Based on its necessity, each criterion could then be clustered into 
two distinct groups: mandatory and non-mandatory criteria. 
Mandatory criteria consist of crucial criterions that must be met by 
the supplier. Since these criterions are not negotiable, results from 
evaluating the supplier using mandatory criteria should be in binary 
answer only (e.g. yes/no or true/false). Mandatory criterions can be 
used to decide supplier’s eligibility for further evaluation. 
Once the supplier proposition pass all mandatory evaluation, client 
could start evaluate the potential supplier against the non-
mandatory criteria. Non-mandatory criteria consist of negotiable 
criterions where each criterion holds a particular weighting factor 
based on its necessity to help determine its relative value to the 
arrangement (Cullen & Willcocks, 2003; Willcocks et al., 2007).  
Although the weighting process could eventually determine which 
supplier(s) is the right supplier, the actual challenge lies on 
determining which criteria is important and if it is, how much 
weight is appropriate to describe its relative value for the 
outsourcing arrangement success (Cullen & Willcocks, 2003). 
Further, criterions listed above are a very high level definition 
which should be further detailed using client’s specific situation. 
For example, client could break down relationship management 
into several criteria such as ability to speak a particular language or 
24 hours support. 
6. CONCLUSION 
Client-vendor relationship has been considered as a critical and 
even most critical among other ITO key success factors. To achieve 
such successful relationship, the client should firstly clarify its 
expectations and use it as a foundation to assess and select the best 
vendor proposition to fulfill the expectations. 
By integrating findings from various literatures, ITO client 
expectation can be clustered into thirteen groups: acquire best 
value for money, improve financial control, acquire cash, improve 
service, obtain service not available internally, downsizing, 
improve work practice flexibility, concentrate on core 
competencies, focus internal IT on high value activities, support 
organizational change, satisfy external or internal mandate, 
evaluate in-house IT function, and minimize risk. While there are 
plenty of significant benefits that can be acquired from an ITO 
arrangement, it is advised that ITO client should focus on only a 
few which are considered as the most critical advantages to pursue. 
Based on the expectations, ITO client could start to consider the 
number of supplier(s) to be engaged and where should they look for 
their prospective suppliers. With clear understanding on both ITO 
expected outcomes and available vendor options, next step in 
sequence is to design a list of vendor evaluation criteria which ideal 
to deliver the expectations. Considering the possibility of an ITO 
vendor not willing to deliver the full capabilities, client 
organization should evaluate both vendor propositions (the bid) 
and vendor capabilities (the bidder) to determine which vendor 
proposition are the best deal for them (Cullen & Willcocks, 2003). 
Literatures show that vendor proposition can be evaluated using 
based on the offered solution, vendor objectives, cost and best 
value for money, staffing approach, risk and risk management 
approach, transition approach, account management approach, and 
financial approach. 
 
As for the vendor’s capabilities, fourteen criterions exist to be 
carefully considered: relationship management, domain expertise, 
leadership, contract management, financial performance, staff 
management, 3rd party management, technical proficiency, process 
re-engineering, knowledge management, risk management, 
performance improvement, service delivery, and service transfer. 
Based on its necessity, each criterion could then be clustered into 
two distinct groups: mandatory which consist of non-negotiable 
criteria and non-mandatory criteria which consist of value added 
criteria. 
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  The primary contribution of this paper is clarifying list of general 
criterions to assess and select the best ITO vendor to deliver the 
expected IT services. With a clear understanding on each of the 
criterions, it is hoped that a client organization could have better 
and richer information to properly consider which vendor to be 
engaged. 
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ABSTRACT 
A Library is usually comprised of hardcopy collections. Hardcopy 
collections are usually represented by MARC metadata. MARC 
metadata stores title, multiple authors, subject, publisher, and 
several other data about the collection. To retrieve hardcopy 
metadata a library usually use a simple text matching algorithm. 
The weakness of text matching algorithm is that this algorithm 
cannot sort its results based on relevance therefore its usability is 
reduced. This study proposes the use of term expansion, vector 
based similarity measurement, and collections borrowing history to 
calculate each metadata record's relevance with user's query terms. 
Keywords 
Similarity measurement, term expansion, MARC metadata, library. 
1. INTRODUCTION 
Petra Christian University Library has two types of collections. 
They are hardcopy collections and softcopy (digital) collections. 
Hardcopy collections consist of books, journals, magazines, CDs, 
DVDs, Cassettes, maps, etc. Digital collections consist of theses, 
eDimensi, Petr@rt Gallery, Petra iPoster, Petra Chronicle, and 
Surabaya Memory.  
Until January 2010 the numbers of hardcopy collections are 
111,429 title and 139,787 exemplars. The numbers of digital 
collections are 12,845 titles and 111,196 resources. This research 
concerns only hardcopy collections. 
Members of library make the search using Catalog Module of 
SPEKTRA (Sistem Informasi Perpustakaan Universitas Kristen 
Petra). SPEKTRA can be accessed at http://dewey.petra.ac.id.  
Each hardcopy collection is stored using MARC metadata [1]. The 
algorithm used by Catalog Module to find relevant collections from 
MARC metadata database is text matching. Because the text 
matching algorithm cannot sort search results by their relevancies, 
a new approach is needed to search and sort search results based on 
their relevance with member's query terms. 
Table 1 shows catalog module access log for 1 year (January – 
December 2009). It is apparent that catalog user only used 1 or 2 
terms when they searched, i.e. 367574 (75.1%) searches. Only 
121842 (24.8%) searches that use more than two terms. 
With only one or two terms used at every search process, the 
relevance calculation is more difficult. Term expansion is needed 
using thesauri, conceptual fuzzy, or other term expansion methods 
to increase relevance level of retrieved collections to query terms. 
Table 1. Number of Terms (Word) used at Each Query  
(January-December 2009) 
Number of Word Queries 
1 190042 
2 177532 
3 70348 
4 28754 
5 12323 
6 6858 
7 2359 
8 1200 
Table 2 shows that most used query methods are by title  (58.7%), 
followed by subject and by author at position 2 and 3 respectively. 
But we can see that there is large difference in value between 
search by title (58.7%) and search by subject (15.1%) and search 
by author (12.7%). Despite this large difference, search by subject 
percentage is still significant enough to indicate the desire of 
members to find a collection using the context of the collection, 
besides the title of the collection. 
Table 3 shows that the five top terms used in the query are stop 
words. Obviously this will slow down the query process. To 
overcome this problem stop words need to be removed from 
queries and collections metadata. 
Another problem faced by information retrieval on MARC 
metadata is that the number of terms that usually stored for every 
collection only ranges between 6-15 terms. This is due to: 
• Metadata fields that contain terms that can be used by IR are: 
title (field 130a, 245a, 245b, 490a), author (field 100-111), 
subject (field 600), and classification (field 099a). The 
number of terms in each of MARC field varies between 0-8. 
• Not every collection have subject. Collections that do not have 
subject amounted to 27,295 (30.9%). Collections that have 
only one subject amounted to 32,541 (36.8%). Collections 
that have two subjects amounted to 20,320 (23%) of the total 
collection of 88,353. 
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  Table 2. Most Used Query Methods  
(January-December 2009) 
Collection Method Source Queries 
Hardcopy Simple Title 559080 (58.7%) 
Hardcopy Simple Subject 144093 (15.1%) 
Hardcopy Simple Author 120692 (12.7%) 
Digital_thesis Simple Title 71269 (7.5%) 
Hardcopy Advanced Title 33486 (3.5%) 
Digital Simple Title 23563 (2.5%) 
 
Table 3. Most Used Query Terms 
(January-December 2009) 
Term Count 
Of 16060 
And 10927 
The 9531 
Dan 9028 
In 6186 
Manajemen 5883 
Management 5362 
Komunikasi 4629 
Indonesia 4244 
The challenge that has to be answered by IR algorithm is how to 
find collections that relevant to the query with  small number of 
terms that represent the collections. 
2. RELATED WORKS 
Until now the search process on metadata database typically rely on 
text-matching search. The disadvantage of this system is that this 
algorithm does not produce relevancy ranking of search results. 
Users are forced to examine all search results before obtaining the 
desired collections. 
The approaches to search metadata database are usually to use 
metadata database and full text, as suggested by Tereza Iofciu and 
Christian Kohlschutter [2], and David Wood [3]. But there is still 
no algorithm that relies on metadata only 
3. OVERVIEW 
When a catalog user entered query terms, a retrieval process is 
started by conducting query term expansion using Jaccard 
Coefficient. Jaccard Coefficient is used to find similar terms for 
every term entered by the user. This process is needed to  overcome 
small number of terms initially entered by a user. Jaccard’s 
Coefficient will use a controlled vocabulary that is created from 
hardcopy collections' MARC metadata itself. Therefore the 
controlled vocabulary will be independent from language used by 
metadata, and reflect the relation between terms in hardcopy 
collections. 
After getting a set of terms from query expansion, those term set is 
used to determine the most similar metadata records from a query 
using the Cosine Similarity Measurement. Cosine Similarity 
Measurement is an algorithm that uses vector as a representation of 
a document. Cosine Similarity is not affected by the length of the 
document (number of terms in each record of metadata). 
To help determine relevancy ranking, the same principle from 
Sergey Brin and Larry Page is used. Brin and Page suggest that a 
popular web page, which is linked by a lot of other web pages, has 
higher people's subjective idea of importance [4]. By using this 
similar principle, this research suggests that collections' importance 
level also determined by how many that collection has been 
borrowed. But it is also need to be noted that the total borrowing of 
collections depends also on how long it has been owned by the 
library, and be allowed to be borrowed by a user. So the number of 
collection borrowing needs to be normalized. 
Final score of collection D is calculated from the sum of relevance 
values obtained from the cosine similarity method, and the 
normalized value of the amount of borrowing P. 
4. SYSTEM DESIGN 
There are several phases to attain relevance value for a collection 
Di to a query.  
1. Remove stop words from (a) collections' metadata records and 
(b) from user's query terms. 
2. Perform query term expansion,  
3. Determine similarity between a query and collection's 
metadata record, 
4. Determine normalized borrowing value, and  
5. Determine final score for a collection. 
 
First phase (1a) and fourth can be performed whenever there is a 
change in the metadata to decrease execution time. While second, 
third, and fifth phases must be performed when there is a query 
process that is initiated by a user entering query terms. 
4.1 Stop word 
Before every term at metadata records can be used by phase 3, stop 
word from those terms needs to be removed. Stop word is a list of 
common or general terms (e.g., prepositions, and articles) that are 
not significant because they appear in too many records.   
Examples of stop words in English are 'a', 'the', 'an', 'for', 'of', etc. 
Example of stop words in Indonesian Language are 'di', 'ke', 'dari', 
'bahwa', 'pada', etc. 
To remove stop words this research use English stop word list from 
Gerard Salton and Chris Buckley [5]. As for Indonesian Language, 
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  this research uses a list from Indonesian Grammar from Moeliono 
[6]. 
4.2 Query Term Expansion 
Query term expansion use metadata fields only from the collection 
title (field 130a, 245a, 245b, 490a). It is because other fields 
including subject and classification use controlled vocabulary.  The 
use of controlled vocabulary caused many of those fields have the 
same contents. 
To perform query term expansion each document is assumed as a 
multiset of terms. 
Doc 1 = {t1, t2
Doc 2 = {t
} 
1, t1, t2
Doc 3 = {t
} 
1, t3
Doc 4 = {t
} 
2, t3, t4
Doc 5 = {t
} 
3, t5, t3, t5
To count a weight of a term to a document, it is defined that 
D={d
} 
1, d2,..., dn} is a set of n documents. T={t1, t2,..., tm} is a set 
of m terms. The weight wij 
w
of term i to document j is calculated as 
equation 1. 
ij
∑
=
m
k
kj
ij
tf
tf
1
 =                                                      (1) 
By using equation 1 it can be calculated that the weight of term 1 to 
document 2 is: 
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=        (2) 
Similarity between terms will be calculated using Jaccard’s 
Coefficients. It will use min and max based on T-Norm and T-
Conorm that usually used in intersection and union in fuzzy set. 
The similarity equation between terms is shown in equation 3. 
Sim(t1,t2
∑
∑
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21
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) =                              (3) 
Only five most similar terms to each particular term will be used as 
an expansion. 
4.3 Similarity Measurement 
At the similarity measurement process, terms that originated from 
title and author fields have to be given more weight than terms 
from other fields. It is because terms from subject and 
classification are from a controlled vocabulary so the possibility of 
the same terms is very high. The terms from title and author are not 
from controlled vocabulary so they are more indicative of the 
differences among collection's metadata records. 
To give more weight to title and author terms, tf for every term 
from title and author is multiplied by 2. 
Similarity measurement is performed by using cosine similarity 
measure. 
 
 
wQ,j is a weight of term j from query, and wi,j 








=
j
jiji df
Dtfw log*,,
is a weight of term 
j from collection i. Each weight is calculated from tf*idf value. 
                              (5) 
tfi,j  is a number of term j in a collection metadata i, dfj
4.4 Collection Transaction History 
  is a 
number of collections that contain term j, and D is total number of 
collections. 
One library collection is defined as a set of collection exemplars 
which have similar metadata. Similar metadata means that the set 
of exemplars have similar title, author, subject, and ISBN. The 
number of borrowing of one collection is counted as the total 
number of borrowing transactions of its exemplars. 
To normalize the collection borrowing number, there are four 
things that need to be concerned. 
The first is that current borrowing transactions are more important 
than the past borrowing transactions. It is because they will 
represent library member interests more accurately. 
The second is that the age of each exemplar is different. There are 
exemplars that had been acquired by library several years ago, but 
there are also exemplars that were acquired just several months 
ago. This age differences affect the number of borrowing 
transactions to these collections. 
To overcome these problems, normalization is done by counting 
exemplar’s age in days, and calculates constant k based on 
transaction age relative to exemplar age. 
 
k = number of elapsed days since acquisition to transaction
age of collection in number of days 
   (6) 
Example: a book was acquired by a library one year ago. 
Borrowing transaction that is conducted one month since 
purchasing of the book has a constant k1 = 30/365 = 0.0822. 
While borrowing transaction for the same book that is conducted 6 
months from purchasing of the book has a constant k2 = 180/365 = 
0.4932. 
The third problem is the number of exemplars that are allowed to 
be borrowed for each collection is different with other collections. 
For example, one collection can have 4 exemplars allowed to be 
borrowed. But another collection can only have 1 exemplar allowed 
to be borrowed. This can also affect the possible total number of 
transactions for each collection. To avoid this problem the sum of 
constant k for each exemplar of collection Di
(4) 
 is divided by the 
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  number of exemplars that are allowed to be borrowed from the 
collection, N. 
2
1
)( e
e
i
i N
k
DP ∑=                                                (7) 
To normalize P(D) then after P(D) for each collection is calculated, 
each score needs to be divided by the biggest P(D). 
The fourth problem is that not every collection has borrowing 
transaction history. Collection’s exemplar that categorized as 
tandon, reserved, theses, and reference usually are not allowed to be 
borrowed. They are allowed to be read only at the library. 
Exemplars that are allowed to be borrowed are text book, fiction, 
popular, etc. One collection can consist of several reserved 
exemplar, and also several text books. Other collection can only 
have tandon exemplars. So automatically this collection has no 
borrowing transaction history. Also new collections have no history 
of borrowing transaction. 
To overcome this problem, two conditions of collections need to be 
identified. First condition is collections that part or all of their 
exemplars can be borrowed. For this first condition, equation (4) 
will be used. Second condition is collections that the entire 
exemplars cannot be borrowed, including the new collections. 
Collection is called new if its age is less than 6 months, and still 
has no history of borrowing transaction. For the second condition, 
P(Di
 
) will be automatically given score 0,5. 

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4.5 Final score 
To calculate final score that determine collection’s rank, similarity 
value is added to normalize borrowing score. 
)(),()( iii DbPDQaSimDR +=                          (9) 
R(Di) is total score of each collection Di
 
. a and b are coefficients 
used to determine the influence of each score component to final 
score. a and b ranges between zero and 1 (a + b = 1). 
5. EVALUATION 
To determine proper e1 and e2 several tests need to be performed. 
Using ‘orientasi siswa’ and ‘corporate’ as test keywords, the tests 
ran several times with e1 between -0.1 and -0.9, and e2 between 
0.1 and 0.9. For each test iteration top-10 collections was retrieved. 
First position collection was given a score 10, second position 
collection was given 9, and so on. All results were given to 
participants to be rated. Each participants would rate each 
collection with score 1 as not accurate, and 4 as accurate. Score for 
each position was multiplied with score from participants. The 
results of test are shown at table 4 and table 5. The biggest average 
score achieved when e1=-0.9, and e2=0.9. 
Table 4. Results of Tests to Find Proper e1  
e1 
Average Score 
‘orientasi 
siswa’ 
‘corporate’ 
-0.1 112.2 127.6 
-0.3 112.2 129 
-0.5 112.2 129 
-0.7 112,8 129 
-0.9 112,8 129.6 
Table 5. Results of Tests to Find Proper e2  
e1 
Average Score 
‘orientasi 
siswa’ 
‘corporate’ 
0.1 112.2 128.4 
0.3 112.2 128.6 
0.5 1112.2 128.6 
0.7 112.2 128.4 
0.9 112.8 133.6 
 
The similar tests also performed to determine proper value of a. It 
is found that the biggest average score achieved if a=0.8. 
Compared with the old system, this algorithm can expand the query 
results. When use ‘makan’ (english = ‘eat’) as keyword, this 
algorithm can also find collections that also use word ‘minum’ 
(english = ‘drink’) and restoran (english = ‘restaurant’).  
6. CONCLUSION 
This study suggests an alternative search algorithm for collection’s 
metadata which is traditionally used by the library. This study 
suggests using keyword expansion to every query keywords given 
by users since the number of words in queries is usually very small. 
To help the ranking of retrieval result, borrowing transaction 
history can be used to help distinguish the collection using current 
member’s interest trend. 
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ABSTRACT 
LMSs implementation in education institutions either in distance 
learning, e-learning, or in blended learning has increased. Moodle is 
a common open-source LMS that is applied in many education 
institutions. However some universities have applied e-learning on 
more than one LMS platforms such as Wordpress and Moodle. 
Therefore to increase the application of Moodle as an e-learning 
system, it should be an integration or synchronization between 
Wordpress and Moodle. This can assist teachers who have a lot of 
learning material in their blog to migrate to Moodle. Hence the 
paper proposed two-ways synchronization interface application for 
both Moodle and Wordpress. The aim is to improve teachers’ 
response in utilization of Moodle in their classes. 
The results show satisfied outcomes. The interface can present 
learning contents from Wordpress into Moodle or vice versa easily. 
It is secure as the teachers and student have to login using 
student/teacher ID, course ID, username and password 
Keywords 
LMS, Interface, Synchronization. 
1. INTRODUCTION 
Mostly higher education institutions have been improving their 
education quality through ICT employment. There are many kinds 
of ICT applications for learning process such as computer-based 
learning, blended learning, distance learning and LMS (Learning 
Management System) or CMS (Content Management System). 
Many kinds of open source LMSs or CMSs to be chosen such as 
Moodle, Blackboard, Wordpress, and Jombla.  Some universities 
have put their learning contents on Web based CMS and some have 
developed using pure LMS like Moodle. In Udayana University, 
most of teachers have put their learning material on their personal 
blog http://staff.unud.ac.id/~teacher_name that using Wordpress 
and few of them have utilized Moodle that is placed in server 
http://belajar.unud.ac.id. In order to increase the application of 
Moodle as an e-learning system in Udayana University, it should be 
an integration or synchronization between Wordpress and Moodle 
(Modular Object-Oriented Dynamic Learning Environment). This 
can assist teachers who have a lot of learning material in their blog 
to migrate to Moodle. They only open Moodle by clicking 
http://belajar.unud.ac.id, and their materials are automatically 
inserted into Moodle. Hence the paper proposed two-ways 
synchronization interface application for both Moodle and 
Wordpress. The aim is to improve teachers’ response in utilization 
of Moodle in their classes. 
2. LEARNING MANAGEMENT SYSTEM 
AND E-LEARNING 
General definition of e-learning is the delivery of content via all 
electronic media, including the Internet, intranets, extranets, 
satellite broadcast, audio/video tape, interactive TV, and CD-
ROM. Thus it is possible to be implemented for both face-to-face 
meeting and distant learning. For that reason, today the 
involvement of the use of technology to deliver training material to 
a target audience in a cost-effective, productive and sustainable 
manner is essential especially in education system. However the 
implementation of the learning systems requires high creativity that 
is time consuming. This applies to both the system and the 
educational content.    
Some papers report that technology application in learning process 
yielded better students’ performance.  The results were the increase 
of the students’ scores, most of the students expressed their interest 
to the subject, their understanding of the subject benefit in science 
and engineering, and their approval of utilizing learning media [1]. 
Furthermore is a report from U.S. Department of Education [2]. 
The report confirmed that on average, students in online learning 
conditions performed better than those receiving face-to-face 
instruction. The difference between student outcomes for online 
and face-to-face classes—measured as the difference between 
treatment and control means, divided by the pooled standard 
deviation—was larger in those studies contrasting conditions that 
blended elements of online and face-to-face instruction with 
conditions taught entirely face-to-face. The effects of competitive 
learning on the satisfaction and the academic achievement of 
telecommunications students were examined in [3]. The paper 
presented significant results on the use of competitive e-learning 
tools in university students' outcomes and satisfaction. 
There are several factors that need to be examined before adopting 
an e-learning solution. A comprehensive E-learning solution 
comprises three key elements has been proposed in [4], as shown in 
Figure 1. 
 
Figure 1. Comprehensive E-learning solution [4] 
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  Technology, content development, and services should be 
considered to achieve a viable and sustainable e-learning system. 
Technology plays a fundamental role in facilitating e-learning by 
allowing for a range on content delivery options. Figure 2 
illustrates the range of technologies that have positioned E-learning 
as a viable institution training option. 
 
Figure 2. E-learning Technologies [5] 
The global economic expansion, networking advances, together 
with the expansion of the Internet and the emergence of e-learning 
encouraged the development of LMS products. LMS provided the 
means for human-resource managers to manage both classroom 
training and the growing body of E-learning content. LMS is a 
software product that automates the administration of training 
events [6].  The LMS registers users, tracks courses in a catalogue, 
and records progress from learners; it also provides reports to 
management. An LMS is typically designed to handle courses by 
multiple publishers and content providers. LMS is a web-
technology based, such as WebCT, Moodle, etc., conferencing and 
discussion systems, and rich multi-media content.  
Moodle is one of the LMS products. Its application is getting 
popular in education institutions as it is open-source products 
under GNU license. Moodle is packet software that is consists of 
MOODLE, Apache, MySQL and PHD applications [7]. MOODLE 
has many advantages [8] for examples it is suitable for any kind of 
learning process such as online learning, blended learning, and 
distance learning; it can support more than 1000 courses; it has 
reliable security; it supports more than 45 languages; and it has 
three management utilizations, i.e. site management, user 
management, and course management. 
Other proprietary LMS product named adaptive hypermedia 
courseware (AHyCo) has been implemented in a blended e-learning 
model [9]. The model is based on a mixture of collaborative 
learning, problem-based learning (PBL) and independent learning, 
in a course in Information Science, at the University of Rijeka, 
Croatia. The results showed that students were satisfied with the 
pedagogical approach, and their academic achievements were also 
better than expected. Particularly important is that the dropout rate 
was greatly diminished, which could be related to students' 
satisfaction with the support they received from the instructor and 
the system. 
3. IMPLEMENTATION PHASE 
Implementation phase consists of two stages, i.e. a preparation and 
development stages. In this phase, Moodle was proposed to be 
implemented in e-learning system in electrical engineering 
department, Udayana University. The full package application was 
installed in local server and acted as online LMS. Then Wordpress 
was installed in web server as teachers’ personal blogs. 
 
3.1 Preparation Stage  
Many works should be accomplished in preparation stage. Details 
of works were preparing hardware and software, exploring all 
features and plug-ins of Moodle and Wordpress, and designing 
testing tools. Server, personal computers, and notebooks are major 
hardwares in this stage. Moodle as the main application was 
download from http://www.moodle.org and run in Linux 
environment. Then two-ways synchronization interface for both 
Moodle and Wordpress was designed. The interface required 
supporting from other applications, i.e. php, MySQL, SSH, 
Apache, HTML, and Java script. 
3.2 Development Stage 
In this stage, two-ways synchronization interface was designed and 
developed. Synchronization only can be done by authenticated 
users for example authentication of course id, student id, username 
and password. Therefore the system is secured. Moreover the 
interface will help teachers to insert their learning materials 
automatically from Wordpress into Moodle by simply clicking 
interface button. Figure 3 describes the synchronization process 
between Moodle and Wordpress. 
 
 
 
 
 
 
 
 
Figure 3. The synchronization Design 
4. RESULTS 
A two-ways synchronization interface for Wordpress and Moodle 
yields good results. The synchronization has good security as it is 
implemented only by authenticated users. Figures 5 and 6 present 
the interface implementations. 
4.1 Interface of Wordpress to Moodle 
Below is steps to display personal blog used Wordpress into e-
learning system used Moodle: 
- Address of RSS (Rich Site Summary) of the blog (WordPress) 
has to be identified, for example 
http://www.unud.ac.id/eng/?feed=rss2. Moodle in default 
mode has no RSS service of any sites, therefore a plug-in must 
be added. Newsfeed is the plug-in to be added to display RSS 
of a site.  
- Add newsfeed plug-in 
- Place newsfeed file in blocks directory of Moodle 
 
E-learning Server 
http://belajar.unud.ac.id 
(Moodle) 
Teacher’s Blog Server 
http://staff.unud.ac.id/~t
eacher_name 
(WordPress) 
Interface 
Student 
Teacher 
... 
course id, student’s id, 
username, password 
course id, Teacher id, 
username, password 
Student 
Student 
username, password 
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  - Login in Moodle as an administrator, then choose 
notifications. 
- If there is no error occurred, choose continue. 
- Then administrator has to set RSS feed as follows. In 
administrator page, choose modules, then blocks and remote 
rss feeds. There are three options as seen in Fig. 4, i.e. 
‘Entries per feed’ is for number of RSS, ‘Timeout’ is for 
decision of RSS feed expired, and ‘Submitters’ is for someone 
who has authorization to add or edit RSS feed. 
- Click add/edit feeds, followed by RSS address of site and 
click Add, then Save Changes. 
- ‘Editing on’ menu for adding or editing the RSS feed. 
 
 
Figure 4. RSS Feeds configuration in Moodle 
 
Figure 5. Blog (WordPress) displays in Moodle 
4.2 Interface of Moodle to Wordpress 
On the other hand, learning contents in Moodle can be displayed 
in Wordpress using RSS too, as presented in Figure. 6. However 
RSS of Moodle has to be created in Moodle itself as follows: 
- Copy file block_recent_activity.php, config_instance.html, 
and rsslib.php into directory /blocks/recent_activity/. 
- Copy file file.php into directory /rss. 
- Login in Moodle as a teacher in the course page which the 
RSS will be presented. 
- Click turn editing on button, then at blocks, choose recent 
activity. 
- Set on recent activity by activating enable rss feeds. 
- Display RSS Moodle in Wordpress by login as an 
administrator in Wordpress, add pages, followed by copying 
script below into Wordpress page (HTML). 
<iframe name="Menampilkan moodle ke dalam wordpress" 
src="http://172.16.40.113/moodle/rss/file.php/3/3/block_recent
_activity/46/rss.xml" marginwidth="0" marginheight="0" 
readonly ="false" vspace="0" hspace="0" 
allowtransparency="true" scrolling="yes" width="800" 
frameborder="0" height="600"></iframe> 
 
 
Figure 6. Moodle displays in Wordpress page 
5. CONCLUSIONS 
The aim of this research is to enhance LMS implementation for e-
learning by developing a synchronization interface for both Moodle 
and Wordpress. The interface has worked well to assist teachers 
using LMS, and it has high security system, since course id, 
user’id, user name, and password are required to login into the 
system. Thus the interface is expected to increase the efficiency of 
teaching and at the same time is effective for learning. Therefore, 
they can take advantage of the synchronization interfaces. 
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ABSTRACT 
Nowadays, information holds an important issue on every aspect in 
life. Business, daily life, and education sectors need information. 
The information discussion in this paper is more focused on the 
sequential data of the paint sales process to get association pattern 
between items bought according to the salesman’s name or at some 
periods of time. 
Analysis about the design of this application has been done from 
the company‘s data which is the sales transaction from the 
customer at a period of time. The data is transformed to form that 
can be processed by the software. After that, the data was input to a 
database and processed according to the mining sequential pattern 
algorithm. As the result are association rules and sequential 
association rules from the paint buying process. 
This application uses Borland Delphi 7.0 software and Microsoft 
Office Access 2003 for the database. The data mining of this data 
enable the software to give information for the company about the 
relation between paint items that have been bought same time or 
sequential. Software also displays rules, graphic and tree diagram 
in text, that make it easier for the user to do further analysis. 
Keywords 
Data Mining, Association Rules, Mining Sequential Pattern. 
1. INTRODUCTION 
Today, many company have already used computer system as data 
storage transaction recording, and reporting. Data processing in 
small scale can be done by using simple database or spreadsheet 
e.g Microsoft Excel. Report which is created from those application 
is enough for analysing market for decision making. However, for 
big company which sell products in large scale, which is composed 
of hundred or thousand kind of product and selling type, those 
application are hardly to manage. There can be a missing 
knowledge from those data, which is significant for decisiong 
making, for example the pattern of the customer’s purchasing.  
For examples, the customer purchases which are handle hundreds 
of monthly sales paint. To conduct an analysis of the database, 
when only using the manual system, the results obtained will not be 
effective because such large volumes of data processed. For that, it 
needs a system that can provide information to users quickly and 
precisely. This research aims to assist decision making
 
 process by 
using data processing system supported by data mining, sequential 
pattern mining methods. Sequential pattern works by identifying or 
analyzing all the sequences that often appears on an item (certain 
paint) purchased by the customer. 
With the data mining of sequential data on the purchase of paint, it 
will produce knowledge for paint sales. Knowledge can be useful 
for companies to obtain information on any paint if purchased 
simultaneously and paint what will be purchased in a sequence so 
that it can generate relationships among items as well as how much 
paint is purchased in a sequence that in fact different
2. THEORY 
. 
Basically data mining is closely related to data analysis and use of 
software to find patterns and similarities in data collection. 
Retrieve valuable information which is totally unexpected to 
extract patterns is an unseen pattern. Progress in data collection 
and storage technologies quickly, enabling the organization to 
collect vast amounts of data. Tools and traditional techniques of 
data analysis can not be used to extract information from very large 
data, for it required a new method that can answer those needs. 
Data mining is a technology that combines traditional analysis 
methods with a specific algorithm for processing large volumes of 
data. "Data mining is a process to find interesting knowledge from 
large amounts of data stored in databases, data warehouses, or 
other storage media." (Han & Kamber, 2001)  
Data mining analyze the data and can find important information 
about patterns of data, which can provide a major contribution to 
business strategy, knowledge base, and research and medical 
research. In a simple data mining or information extraction is an 
important or interesting pattern from existing data in large 
databases.  
Analysis, data mining techniques in general can be orientated to 
existing data in a large number, with the goal of data mining can 
produce decisions and conclusions are guaranteed for accuracy.  
The main architecture of a data mining system, in general contain 
the following elements
• Database, 
: 
data warehouse, or storage: the media in the form 
of databases, data warehouses, spreadsheets, or other types 
of storage information. Data cleaning and data integration 
can be performed on the data
• Database or data warehouse server: 
. 
database or data 
warehouse server is responsible for providing relevant data 
on request from the user's user data mining
• Data mining engine: 
. 
part of the software that runs the 
program based on existing algorithms. 
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  • Pattern evaluation module: part of the software that find a 
pattern or patterns in the database. Therefore the data mining 
process can find the appropriate knowledge
• Graphical user interface: 
. 
means between the user and 
system for data mining communication, where users can 
interact with the system through a data mining query. This 
means provide information that can assist in the search for 
knowledge. Furthermore, this section allows users to browse 
the database and data warehouse, to evaluate the pattern that 
has been generated, and display patterns with different views 
(rules and graphics). 
A proper data mining system should be built with a good 
algorithm, structured, fast, and can handle large amounts of data. 
So, when the user is dealing with a large or small database, its 
running time will grow proportionally. By performing data mining, 
interesting knowledge, high levels can be in extracting information 
from a database or displayed from various viewpoints. Data mining 
in general can be done against all sorts of data stored either in 
relational databases, data warehouses, transactional databases, and 
it was likely in a database system on the internet, such as mining, 
online transaction information
2.1 SEQUENTIAL PATTERN 
. 
Data mining model based on one of two types of supervised and 
unsupervised learning. Supervised learning function is used to 
predict a value (NaiveBayes for classification). Unsupervised 
learning function is used to find the intrinsic structure, relations in 
the data that does not require a class or label prior to the learning 
process (a priori association rules, clustering, sequential patterns). 
Sequential Pattern is a pattern that describes the time sequence of 
events (Han & Kamber, 2006). These patterns can be found if the 
data stored is relatively large, and the same object in a relatively 
large amount to do some action repeatedly.  
The problem in data mining is finding sequential patterns described 
previously. Input data is a set of sequences (data-sequences). Each 
sequential data is a list of transactions, where each transaction is a 
set of items. Generally, each transaction is associated with 
transaction time. A sequential-pattern also consists of a list of 
collection items. The problem that occurs is a frequent user wants 
to find a sequential pattern with minimum support and a period 
(specific period) is determined self, where the support of a 
sequential pattern is the percentage of data-sequences that contain 
a certain pattern. 
2.2 Generalized Sequential Pattern (GSP) 
Algorithm  
For example, the identity of customers that have registered, 
shopping transactions repeatedly at a store or shopping center, each 
data-sequence may correspond to all the choices of paint from a 
customer, and each transaction to the paints chosen by customer in 
a single order. 
The basic structure of the GSP algorithm is to find sequential 
patterns. GSP algorithm is doing multiple passes through the data. 
The first phase determines the support of each item, which is the 
number of data-sequences that include these items. At the end of 
the first phase, this algorithm will find out or get the item which 
will be frequent, which fulfill the minimum support. Each item 
produced a first frequent sequence consisting of the item. Each 
sub-sequence in each phase was originally started by a group of 
prospective candidate: a frequent-sequence is found or produced in 
the previous phase. Candidate set of candidates is used to generate 
new potentially frequent sequences, called candidate sequences. 
Each candidate-sequence has more than one item instead of the 
candidate sequences, so that all the candidate sequences in a phase 
will have items with the same number. Support from the candidate
3. SYSTEM ANALYSIS 
 
sequences were found during the process through which data exist. 
At the end of the phase, the algorithm will generate candidate 
sequences which are included in the frequent, in which the 
candidate is a candidate frequent candidate for the next phase. The 
algorithm ends when no more frequent sequences found at the end 
of a phase, or when no longer candidate sequences generated. There 
are 2 major steps in this algorithm, the candidate generation and 
support counting candidates. 
This company of this research’s object has already use computrized 
system to record daily transaction from the customers. The 
company has forty three (43) branch/warehouse in Indonesia, 
which are at Padang, Bekasi, Semarang, Jember, Pekanbaru, 
Sukabumi, Magelang, Pamekasan, Batam, Purwakarta, Solo, 
Makassar, Palembang, Bandung, Kudus, Kendari, Jambi, 
Tasikmalaya, Jogjakarta, Manado, Lampung, Cirebon, Tuban, 
Gorontalo, Banjarmasin, Majalengka, Surabaya, Pare-Pare, 
Samarinda, Tegal, Sidoarjo, Palu, Serang, Purwokerto, Kediri, 
Kupang, Tangerang, Pekalongan, Madiun, Ambon, Bogor, 
Purworejo, and Probolinggo. There are two branch will be opening 
soon at Sampit and Denpasar. Customer who order the products, 
will be received their goods from the nearest warehouse based on 
the request of the headquarter or salesman. Every process in and 
out of goods and also the process of moving goods between 
warehouses are logged into the computer system storage. The 
central computer system and warehouse are not directly connected
The company is selling the goods through a sales division. This 
division will sell products to areas within the distribution area of 
each branch. If customers want to order the products, it can be done 
by contacting the salesman in request (usually the sales have been 
set for certain areas) or by contacting the company headquarter by 
telephone. Sales transactions can be done by cash or credit (28 
days). Each sales transaction will be recorded in the sales invoice 
and submitted to the administration by entering data into the sales 
system. 
. 
With so many customer orders to be analyzed, the company needs 
the decision support system based on transaction data. The decision 
making process is undertaken by the branch manager and head of 
administration. Based on existing reports, experiences, and 
observations that have been done, and with many enterprise 
business activities makes the decision making process becomes 
difficult. Currently all companies analysis is still done manually
3.1 PROBLEM ANALYSIS 
. 
The company has selling information system, purchasing 
information system, and stock information system. However, the 
problem of this company is the needed of decision support tools.  
Everyday, a branch company may have hundred numbers of 
transactions, which is estimated as 2500–3000 transactions in a 
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  month. Therefore, the reporting is displaying many data, which are 
difficult to analyze.  
It is hard to overlook the relation between products in different 
abstraction view. The report provides the selling product 
sequentially, but it is hard to extract the detail. For example, 
reporting about a certain product category which is selling at the 
same time or sequentially. The company system can not provide a 
measure or value to describe the relation between products of the 
transaction.  
In every decision making, the company considered a few factor, 
which are product category of the selling, who is the sales, , when 
the transaction occur. This decision is important to decide the focus 
of the company in the next period.  
3.2 REQUIREMENT ANALYSIS  
Based on the problem at 3.1, the company needs a system which is 
used to fulfill the requirements:  
A system based on data mining to provide information for decision 
maker using transactional data. 
A system used sequential pattern concept to describe the 
connection between products from any abstraction view. These 
points of view are item which is selling together and the sequential 
sales. 
A system which is used generalized sequential pattern concept. 
This concept use product which are purchased together and 
sequentially, who are the sales and the transaction date as the 
factors or variables.  
4. SYSTEM DESIGN 
System design is developed using Data Flow Diagram (DFD) and 
flowchart, which is used to describes the system more detail.  
4.1 DFD 
Design is started by drawing DFD which is describe the whole data 
flow of the system. 
Data Transaksi
Konfirmasi input data transaksi
Hasil Analisa
Request Data Analisa
0
Mining 
Sequential 
Pattern
+
Branch 
Manager
Bagian 
Penjualan 
Barang
Figure 1. Context Diagram 
4.2 Flowchart 
Process of this application is preprocessing, generate frequent 
itemset, generate rules, and create report.  
LOGIN
Preprocessing
REPORT
Generate Frequent 
Itemset
Generate Rules
Start
End
 
Figure 2. System Flowchart 
5. RESULT 
The testing stage is started from user authentication (login). After 
the login is succeed, then user is allowed to update the database by 
preprocessing. The sequential mining generate by setting filter and 
minimum support. The result can be display as rules form, graphic 
form, and tree form, which are followed by information needed for 
analyzing the mining sequential pattern. 
5.1 Preprocessing Result 
Preprocessing is secondary menu which is used to transform partial 
(by periods) or total (all) data to be analyzed. Therefore process 
can be shoreted. Preprocessing also used to clean data which have 
null value, so the process will be error-free. Updating process of 
prepocessing can be seen at Figure 3.  
 
Figure 3. Update Preprocessing Menu 
5.2 Analyze Result 
Analyze menu is the main system of mining sequential pattern. 
This menu is composed of two sub menu, which are generator 
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  menu and rule generator menu. These two menus are used to 
generate the possibility of frequent itemset.  
5.2.1 Generator Result 
Menu generator is the core sub-programs that work to find the 
pattern of purchases made by customers of paint simultaneously 
and sequentially in a certain period of time. 
 
Figure 4. Generator Form 
The result of generator form is frequent-dataset and candidate-
sequential. Frequent-dataset can be seen at Figure 5.  
 
Figure 5. Frequent-dataset Form 
For every candidate scanning, the system write the log file at 
memolog, which is showed from below of generator form and 
saved as text file. The content of memolog can be seen at Figure 6.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Memolog File Text 
5.3 Report Result 
The result from report testing based on sequential and non-
sequential. The result of non-sequential can be seen at Figure 7.  
 
Figure 7. Result of Non-sequential 
Start DateTime : 8/13/2009 8:25:44 AM 
Database Use : FilterSalesDate 
Total Record : 1385 
Minimum Support : 4 
Total Item : 385 
Total Customer Id : 321 
Total Non-Sequential Frequent Itemset 0 : 110 
Sequential Frequent Itemset 0 finish on : 8:27:54 AM 
No Sequential Frequent Found!! 
TOTAL Waktu : 0 Jam 0 Menit 8 Detik 
Non-Sequential Candidate 2 starts on : 8:31:58 AM 
Non-Sequential Candidate 2 Finish : 8:35:01 AM 
Non-Sequential Candidate 2 : 5995 
Sequential Candidate 2 starts on : 8:35:01 AM 
Sequential Candidate 2 finish on : 8:35:01 AM 
Sequential Candidate 2 : 11990 
Non-Sequential Frequent Itemset 2 starts on : 8:35:01 AM 
Sequential Frequent Itemset 2 starts on : 8:36:10 AM 
No Non-Sequential Frequent Found!! 
Total Sequential Frequent Itemset 2 : 2 
Sequential Frequent Itemset 2 Finish on : 8:36:35 AM 
TOTAL Waktu : 0 Jam 4 Menit 45 Detik 
Non-Sequential Candidate 3 starts on : 8:42:49 AM 
Non-Sequential Candidate 3 Finish : 8:42:50 AM 
Non-Sequential Candidate 3 : 108 
Sequential Candidate 3 starts on : 8:42:50 AM 
Sequential Candidate 3 finish on : 8:42:50 AM 
Sequential Candidate 3 : 468 
Non-Sequential Frequent Itemset 3 starts on : 8:42:50 AM 
Sequential Frequent Itemset 3 starts on : 8:42:51 AM 
No Non-Sequential Frequent Found!! 
No Sequential Frequent Found!! 
TOTAL Waktu : 0 Jam 4 Menit 45 Detik 
No Non-Sequential Frequent Found!! 
No Sequential Frequent Found!! 
TOTAL Waktu : 0 Jam 4 Menit 45 Detik 
Finish Time : 8:44:25 AM 
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  The result of sequential can be seen at Figure 8. 
 
Figure 8. Result of Sequential 
6. CONCLUSION 
From our research, we can conclude: 
• System is capable to process transactional data of paint sales 
for finding frequent item set which is fulfill minimum 
support based on items. The result is helped user to notice 
relation between paint which is bought from customer. 
• The report result can be display as rules form, graphic form, 
and tree form. 
• 
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ABSTRACT 
Surabaya has freed the school tuition for helping the needy 
students. But it is not enough; they still have many children that 
can not go to school because the school cost is not just the tuition 
fee. This project tries to design free school bus for helping them in 
the transportation cost. Most of the design process was done in the 
Geographic Information System environment. It includes the data 
collecting, vehicle routing problem process, and the analyst process 
for the output. In the end, we can see that this approach can be use 
for defining bus routes and its characteristics. 
Keywords 
VRP, GIS, school bus, Network Analyst 
1. INTRODUCTION 
Surabaya has 492.495 school age citizen. With 270.076 at 
elementary school age, 114.733 at lower secondary school age, and 
107.686 at upper secondary school age. While the number of 
school are 1.622 elementary school which consist of 564 public 
school and 1.058 private school,  342 secondary school which 
consist of 42 public school and 300 private school, and 257 high 
school which consist of 33 public school and 224 private school. 
With the number of elementary school about 5 times of secondary 
school and 7 times of high school, it is in general that student will 
travel much more distance while they moving in the higher level of 
study.  
The number of citizen in school ages is 492.495. It divided into 
elementary school ages 270.076, secondary school ages 114.733, 
and high school ages 107.986. The government has calculated the 
participation rate of the education level. Participation rate indicate 
the comparison between the numbers of student in the certain level 
with the all citizen at that level ages. In early 2008 for the 
elementary school level the participation rate is 92.92%, in 
secondary school level the participation rate is 79.85%, and in the 
high school level the participation rate is 83.53% (Gov 2009). It 
mean there are more than 19 thousand citizen not in school in the 
elementary school ages , more than 23 thousand in secondary 
school ages, and more than 17 thousand in high school ages. The 
prime reason of the unschooled citizen is they cannot pay the 
schooling cost because they live in the needy family. 
Surabaya city government has taken some action for helping this 
needy family in the education sector. The most famous action is 
they have freed the school cost in many public schools. In early 
2008 there are 544 elementary schools and 58 secondary schools 
that not collect admission cost and monthly cost from their student. 
The rest school that still collects cost from their student can be also 
free for the needy student by showing the needy notes from the 
district government. The government not yet made some free high 
school because they are still focusing on the national education 
target, “the nine years study compulsory”. That mean, the most 
important is the all the Indonesian people have to study minimum 
in 9 years, elementary and secondary level. However, with this free 
admission and monthly cost, there are still a lot of children can not 
go to school. It because they have no extra money for buy uniform, 
shoes, books, and other student equipments. This project has a 
purpose to help them in the transportation cost.  
Due to the internal limitation, we use north area, the largest number 
of needy student area, and it will the a scope area of all spatial and 
tabular data will be used in this project. Also we will use only 
secondary school needy student data. However the developed 
model will not depend on this limitation. It mean, with the same 
model, if the other spatial area in Surabaya have been surveyed  or 
high school needy and places need to be included, the model will 
still can running well 
 
2. LITERATURE REVIEW 
Several researchers have projects related to bus routing. Some of  
them focus-on the use of new algorithm or advancing an existing 
algorithm, others are implements existing algorithm to a real world 
problems [1][2][3]. In advancing algorithm, Robert Bowerman and 
friends [10] introduce a multi-objective approach to modeling the 
urban school bus routing problem. Their process first groups 
students into clusters using a multi-objective districting algorithm 
and then generates a school bus route and the bus stops for each 
cluster using a combination of a set covering algorithm and a 
traveling salesman problem algorithm. A heuristic algorithm based 
on their formula is developed and tested with data from a sample 
school board location in Wellington County, Ontario, Canada. 
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  They have defined several optimization criteria to evaluate the 
desirability of a particular set of school bus routes. These are : 
1. Number of routes. Because the capital cost is significantly 
larger per bus than the incremental cost over the year, the 
number of routes generated should be held to a minimum. 
2. Total bus route length. This criterion reduces the total length 
of the school bus routes. 
3. Load balancing. Load balancing involves minimizing the 
variation in the number of students transported along each 
route.   
4. Length balancing. This criterion involves reducing the 
variation in route lengths. 
5. Student walking distance. This criterion balances the total 
distance that students walk from home to and from their bus 
stops against route length. 
Several study have reviewed a school bus routing methodology 
[11][12][13][16][22][23]. Based on number of school, bus routing 
can be divide into many-to-one and many-to-several [19]. An 
Examples of many-to-one can be viewed in the work of  M Fatih 
Demiral and friends [6] and Nayati Mohammed [5]. Both use one 
school location as a depot and student house location for the 
customer location for generating bus routes. They work with study 
area at Isparta, Turki and Hyderabad, India respectively. The others 
is Li and Fu [7] and Bektas and friends [22]. Li and Fu implement 
a heuristic algorithm for an existing data of a kindergarten in 
Hongkong whereas Bektas using integer programming for 
elementary school in central Ankara, Turki.  They both saving 29% 
and 26% respectively for the generated new route compared to the 
current implementation. Example for the Multi School will 
following the others division. 
Based on the location or environment of the data, bus routing can 
be divided into urban [8][17] and rural area [15][22]. In the urban 
area, the many-to-one from Bektas and friend and Li and Fu can be 
a good example. In the rural area, Armin Fu¨genschuh [9] take five 
county are in German for the student location. While the 
destination is multiple school, Instead of sending the bus back to 
the depot after having served a trip , he push to re-use the bus to 
serve other trips, as long as this is possible. He integrates 
optimization of school start times with the optimization in the 
school bus transportation. He believes with this integration   for a 
single county can save up to 1 Mio. Euro – year by year.  Another 
work in rural area focusing in the advancing algorithm used rural 
school data in Savigny and Forel, Swiss [14]. This two rural area 
environment route the buses for multiple school.  
In the heuristic solution approaches for bus stop selection are 
classified into the location-allocation-routing (LAR) strategy or the 
allocation-routing-location (ARL) .  The LAR strategy first 
determines a set of bus stops for a school and assigns students to 
these stops. Routes are generated for these selected stops. 
However, since the bus stops and the assignment of the students 
are determined without taking into consideration their effect on 
generating routes, this approach tends to generate excessive routes. 
In the ARL strategy, the students are allocated into clusters while 
satisfying vehicle capacity constraints. Subsequently, the bus stops 
are selected, and a route is generated for each cluster. Finally, the 
students in a cluster (route) are assigned to a bus stop which 
satisfies all the requirements given in the problem such as the 
maximum walking distance from home, maximum number of 
students that can be assigned to a bus stop, and the minimum 
distance apart between bus stops. 
In the both concept, student assumed can walk to the bus Stop. 
This assumption is used in almost all of bus school routing 
researcher. 
3. DATA COLLECTION 
The readiness of data is the most important thing in the GIS 
project. It can consume half, and even more, of the project timeline. 
For this project the data are vary in the readiness , some data is 
ready to use and the other are still have to create. These are the data 
have to be collected for the VRP design process: 
3.1 Sub-sub-district map 
The government of Surabaya city just has a map with sub-district 
area in detail. That is the reason why the sub-sub-district a survey 
for mapping the sub-sub-district boundary must be conducted. 
Some area still large and not divide into smallest part. It is because 
those areas are not administrated by government of Surabaya city 
but in the control of military department, since the area are for 
military basis and army domiciles. The total number of sub-sub-
district in this study area is 274 regions. 
3.2 Needy student data 
Surabaya city government has collected their needy citizen data. In 
2007 there are 550.783 people in the 119.219 families detected live 
below the poverty line. This needy people data save their name, 
birthplace and birthday, address, sex, and their occupation. We 
query the data with age between 13 to 15 old. This data then 
converted in the DBF format for loaded in the ArcMap and joining 
with tabular data of sub-sub-district map. After this join, the 
amount of needy students copied in the needy population field in 
the sub-sub-district map in the point a. The total number of needy 
students spread in this sub-sub-district is 8579 students.  
Beside the amount of needy student we also need a field for saving 
the needy density. The density field will be helpful for recounting 
the number of something related with a region when there are 
modifications in their shape and or size, for example for recounting 
needy in the such area in the output of  clipping operation. We can 
construct the needy density in the specific area we want to. In this 
project we calculate the needy density in the 1 hectare (ha) area. If 
the needy density number  is 4. It can say that in the 100 Meter X 
100 Meter in this area we will find 4 needy students. Since the map 
unit is in meter, and the area of a region in the map in M2, we have 
to divide the area with 10.000 to get hectare before used to divide 
the number of needy students.  
 
 
3.3 Street Map 
It can be said that street map is the main object here. It need for 
generating the routes where the school bus will picking up the 
student and deliver them to the school. The government of 
Surabaya city is already maps their streets.  But we can directly use 
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  it for generating the bus route. First, because not all the street can 
be passed by the bus, we must eliminate the secondary streets.  
Street map used in ArcGIS Network analyst need a special format 
[4]. This special requirement sometime needs an extra attention 
and time. We must carefully reshape each street objects with 
focusing in their junction. Every junction determines whether it can 
be use for turning to another street or not.  The common street map 
is not separate each edge in every junction. Street map, from the 
government, need to be cut in almost every junction. Junctions 
which not being cut can be imagine that the streets across it are not 
in the same elevation, one street object is lying under or above the 
other. After separating street objects in its all junction, we must 
guarantee that all vertices of the streets object corresponded to 
these junction are perfectly patched each others. If they are not 
perfectly patched, when use in vehicle routing problem after build 
the network dataset, the bus will can not pass through that junction. 
For this purpose, snapping function became an important function 
to include in the map editor. 
Some street can be passing in two ways or just one way. We also 
need to take attention the one way streets. This one way rule 
depends on the two things. First, how the sequence of the vertices 
in the digitizing process, and second is the value of ‘ONEWAY’ 
field . The value of oneway field is ‘FT’, ‘TF’ , or None. None 
mean the street is not oneway. FT stands for From-To, and TF 
stands for To-From. If the value is FT it’s mean the street is a one 
way street with the direction is from the earlier digitized vertices to 
the latest digitized vertices. Contrary if the value is ‘FT’. For 
example, if we want to make one way street from West to East we 
can take one of this two ways. First, we digitize the street along 
from West to East and fill the oneway field with ‘FT’, and the 
second we can digitize from East to West and fill the oneway field 
with ‘TF’. North Surabaya city streets not have many one way 
streets. Most of the one way streets is as part of the double way 
streets. 
Vehicle routing process will find the most optimal route. It may 
take a longer path but with more little time. For the best result the 
street data must be have a field that save a value about how much 
time is needed for passing each streets. The standard field name for 
this purpose is ‘FT_MINUTES’ and ‘TF_MINUTES’ which are 
use for saving time needed to pass the street in the same direction 
as the digitizing sequence, and reserve the digitizing sequence 
respectively. In order to filling this two field and for making the 
result closer to the real world, a physical survey must be conducted.  
3.4 School Map 
School buses will traverse the street stop near the schools. 
Therefore the next data we need to collect is the location of the 
schools. This map is already done by the government, therefore no 
survey and digitizing needed. There are 57 schools consist of 8 
public schools and 49 private schools. The public school is a 
school owned by the government, and they will be get a more 
attention next not only as places for delivering/picking student but 
also for the bus depots. It is because the public schools commonly 
have more student capacity than private school. They also have 
more  extent building and its surrounding area. And the most 
important, the government have a right for manages this areas.  
3.5 Bus Depot 
School buses will travel from one school to another. But before 
traveling in the first school in the sequence, the buses need a 
starting point. After visiting last school in the sequence, the buses 
need to end the travel in a stopping point also. This start and stop 
point called depot. Surabaya city have several bus depot location 
spreading in the city area, and they are already mapped by the 
government just like another public facilities. At the north area, 
there are two bus depot locations, one in the center and the other in 
the west. All of this data can be seen in figure 1 below.. 
 
Figure 1. All needed map: sub-sub district, school, bus depot, 
and street map 
 
4. VEHICLE ROUTING PROBLEM 
ANALYST LAYER 
The route will generate by Vehicle Routing Problem tools, included 
in the Network Analyst of ArcGIS 9.3 because this tool will 
automatically generate the best route, based on Djikstra Algorithm, 
we just need to focus on the setting of their tool requirements.  
The first step we must convert the street map into a network 
dataset. We can easily do this in the ArcCatalog. Since we use the 
standard field name like ONEWAY, FT_MINUTES, an 
TF_MINUTES the process will automatically detect and use the 
data for generate network dataset. Actually there are another field 
use in this process. That is the COST field. This field needed if 
some streets are in different cost than the others when it passed 
through. For example is a toll road. Since there is no toll road need 
to be traveled in this school bus route, we omit this field.  
Another setting need to consider in this project is the turning 
setting. There is two types of turning used in the network analyst. 
First is by using turn feature and second by using the Global turn. 
With using turn feature, we can manage every turning rule in every 
junction. We can set the turn right, turn left , and u turn rule,  and 
how much time each turn consumed . In  contrast, with general turn 
we assume all junction have the same  turning rule and time 
consumed.  Since almost all junctions in this study area have 
similar characteristic, this project use the global turn for manage 
the turn rule.  This turn will add some extra time when passed 
through.  
After generate network dataset in ArcCatalog, the rest process will 
do in ArcMAP. Before network analyst can use for finding 
solution, we have to define a collection of setting that called 
Vehicle Routing Problem Class. This class will be shown in the 
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  map as a vehicle routing problem analysis layer. Like common 
layer, we can then set the display property of object when shown in 
the map. The minimum setting for VRP class is we have to defined 
3 sub-class, they are Orders, Depots, and Routes.  
Orders are places that have to visit by the vehicle. It can be for 
delivering something, picking up something, or just a place to 
inspect. An order can have size or capacity. For this bus school we 
can set it with a needy student capacity per school. The total 
number of needy student is 8.581 students. Since number of school 
is 57 schools, the average capacity of each school for needy student 
is 150. We set the orders class capacity with this number, and will 
refine next in the chapter 4.  
Another important parameter for Orders class is service time and 
time windows. Service time is time needed for all students doing 
get into or out from the bus. We set this parameter 3 minutes. Time 
window separated into 2 parameters, time window start and time 
window end which define what the start time and until when the 
school can be serviced as an order. School is start at 7:00 am, and 
we can get the students to the school 1 hour and a half before that 
time. Therefore these parameters we set 5:30:00 AM and 7:00:00 
AM respectively.  
Next class need to be set is Depots. As introduce earlier, these are 
to define where the bus start and end its traveling. In the school bus 
routing, the bus is start from bus depot, end in some place and 
waiting there until end of school day and then reverse its travel 
route back to the bus depot. For these waiting places we can use 
public school area, because government has an authority for using 
it. Therefore for the depots class we load 2 layers, bus depot layer 
and school layer with query to select the public school only. The 
location of the Depots layer is shown in Picture 3.9 below.  Depot 
has also service time and time window parameter. Service time is 
set to 3 minutes and the service time is set to 5:00:00 AM to 
8:00:00 AM. It’s mean the depot can start loading the bus in 
5:00:00 AM and has 30 minutes to travel and get passenger before 
visit to the first school in 5:30:00 AM. 
We already have the start and stop point and places to visit while 
traveling. Now we are ready to define the route with some rule we 
want. To be considered that the less number of route mean the 
more school choices for the students. For example, if all the school 
in the study area can visit in one route, then wherever school the 
student want to go, that route can cover. If there are two route, than 
the school will divide into two path, and the student can only take 
to half of all school. We try first with one route, two route, three 
route, and stop in four route needed to cover all the schools. This 
four route described in the figure 2 below. 
Some vehicle routing problem need to setting up the Capacities 
parameter.  The capacities parameter is the maximum amount (for 
instance, volume, weight, quantity) that can be carried by the 
vehicle. This parameter will limit the traveling pattern when the 
capacity reach maximum. For school bus with one vehicle, it can be 
set with the total number of the seats, that about 50 seats. But, we 
want to discover the most optimal routes and then analyzing to 
reverse and get the capacities of each route, we omit this parameter 
with setting it with large value, in order the vehicle can carry   all 
orders and will not limit the generated route. After setting this 
parameter the VRP Analyst ready to run and generate a solution. 
After waiting about 30 second, in intel core 2 processor, we will get 
the generated routes like in the figure 3 below, equipped with the 
orders sequence and its visited time. The red bold lines show the 
junction of routes. It mean one street used by two or more routes, 
that’s also can be used for student to exchange the vehicle from one 
route to another.  
 
 
Figure 2. Start and end depot design 
 
 
Figure 3. Routes generated by VRP analyst. 
 
5. ROUTE ANALYSIS 
There is two kinds of analyst we can get from these generated 
routes. We can discover covered area and the expectation of load 
and flow of the passenger of the bus so we can predict how many 
buses to be provided for getting the best service. 
5.1 Covered area analyst 
Now we will examine each route. Each route saves to shapefile 
separately for more details in analyst. After the new shapefile load 
in the map, we continue with creating buffer. The distance of buffer 
is set with acceptable walking distance for children at secondary 
school age from their home to the street to for ride the bus. We set 
this value with 200 Meter, not too far and not to close. With the 
buffer area, then we Clip the sub-sub-district map and get the sub-
sub-district map in area with distance 200 Meter from bus route. 
We then save this area into new layer. This new layer still can not 
express the number of needy student in the area until we recalculate 
the wide of the area and the needy density. By this clipping and 
recalculating, we discovered that the west route covers 20 schools 
for 2677 needy students. This route start on 5:26 to 6:46, still have 
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  about 14 minutes reserved time for others bus start after the first 
bus in this route. The south route covers 9 schools for 1989 needy 
students. It starts at 5:26 and end the journey at 6:38, more 
reserved time available. The north east route covers 12 schools for 
2569 needy student. Start in 5:25 and end at 6:33, and become the 
quickest routes. Meanwhile the north route covers plenty of 
students, with 4317 for 20 schools. This route becomes the longest 
route since start at 5:26 an end at 6:55.  
The above paragraph shows that the total number covered by all 
routes is more than the total number of needy students it is because 
they share their covered area.  For finding this shared area, we first 
intersect covered area of all routes. It will give us a ‘very lucky’ 
area, the area with 4 choices route. Next we make all possible 
combination of intersection of three routes. Then we union all 
output of this combination for finding the area which can choose 3 
routes or more. For finding area with exactly 3 choices route we 
subtract the union output with are with 4 choices route. The same 
steps do for finding the area with exactly 2 choices route. Make all 
possible combination of intersection of two routes, union all its 
outputs, and then subtract with the exactly 3 and exactly 4 choices 
route. The last, for finding the area with exactly 1 choice route, we 
union all routes and subtract with exactly 2 , exactly 3, and exactly 
4 choices route. The four kinds area with different number of 
nearby route can be seen in figure 4. With recalculating all area of 
these steps we discover there are 4811 needy student with that just 
have 1 bus route nearby, 1441 students have 2 route nearby, 153 
students have 3 routes nearby, and 846 students have 4 routes 
nearby. The total covered student is, by the sum of those numbers, 
7904 or 92.12% of needy students.   
 
Figure 4. Four kinds of needy covered area 
5.2 Load and flow analyst 
The covered area analyst is just show the big picture of how many 
people can be serviced. In this next analyst we will going closer to 
found how many bus needed and how its load and flow of the 
passenger characteristic is. We use one by one route for this 
analyst. In this chapter we will detailed the east route. The first step 
is cutting the buffer of route at  the school area. It will divided the 
load from and to each schools. Figure 5 show this dividing east 
route. 
 
 
Figure 5. East route divided by schools 
 
We then calculate the amount of needy in each part. We use the 
same way as in the covered area analyst and continue with 
dissolving the output of clipping process. For this dissolve we need 
to get the part id, so we have to use Identify function first, before 
dissolving are with the same part id. After it we get parts with 
amount of needy in them.  
Table 1. Needy  load and flow for east route 
N
o sub-route load total school 
capacity 
rest unuse
d seat           
1 SMP Islam Al Amal 115 115 -150 0 -35 
2 
SMP Islam Lil 
Wathon 89 89 -150 0 -61 
3 
SMP 
Muhammadiyah 16 151 151 -150 1 0 
4 SMP PGRI 6 152 153 -150 3 0 
5 MTs Nurul Salam 23 26 -150 0 -124 
6 SMP YP 17 237 237 -150 87 0 
7 
SMP 
Muhammadiyah 15 26 113 -150 0 -37 
8 SMP Tri Tunggal  7 54 54 -150 0 -96 
9 SMP TarunaJaya 1 384 384 -150 234 0 
10 SMP Romly Tamim 341 575 -150 425 0 
11 SMP PGRI 11 45 470 -150 320 0 
12 SMP Negeri 18 3 323 -150 173 0 
    1620   -1800   -353 
 
By looking at the sequence of route we take the sequence and the 
amount of needy in the area of each sequence into Microsoft excel, 
and add some calculation field like shown in the table 1 above.  We 
assume each school allocating 150 seats for  the needy student and 
this amount will fulfill in the bus visiting. The first trip is go from 
the start depot to SMP Islam Al Amal. The busses will take 115 
needy student and drop all in this school. So it will make 35 seat 
unused. And then buses will travel again to the next schools. 
Sometimes the capacity number more than the picked student 
number, but sometimes it less. If this happen, the student will not 
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  drop to that school but continue travel to the next school. As we see 
in figure table 1 ,  In the last school there is still 173 needy students 
that can not drop to school. The capacity is more than the load, but 
not all student can drop in to school. What we have done is just 
count the load from start depot to the east. We can fight this by 
make reserve route from east to starting depot. We assume that 173 
not ride the east buses, but ride the reserve route. Because there are 
buses from the other way, we can use the unused seat as the 
capacity for the reserve route. Table 2 show that the load and flow 
into the table 1 split in two tables, the east route and the reserve 
route.  
Table 2. Needy  load and flow for east route+reserve route 
no Sub-route load total 
school 
capacity 
rest unus
ed 
seat           
1 SMP Islam Al Amal 115 115 -150 0 -35 
2 
SMP Islam Lil 
Wathon 89 89 -150 0 -61 
3 
SMP 
Muhammadiyah 16 151 151 -150 1 0 
4 SMP PGRI 6 152 153 -150 3 0 
5 MTs Nurul Salam 23 26 -150 0 -124 
6 SMP YP 17 237 237 -150 87 0 
7 
SMP 
Muhammadiyah 15 26 113 -150 0 -37 
8 SMP Tri Tunggal  7 54 54 -150 0 -96 
9 SMP TarunaJaya 1 300 300 -150 150 0 
10 SMP Romly Tamim 300 450 -150 300 0 
11 SMP PGRI 11 0 300 -150 150 0 
12 SMP Negeri 18 0 150 -150 0 0 
    1447   -1800   -353 
Reserve route 
1 SMP PGRI 11 3 3 0 3 0 
2 SMP Romly Tamim 45 48 0 48 0 
3 SMP TarunaJaya 1 41 89 0 89 0 
4 SMP Tri Tunggal  7 84 173 -96 77 0 
5 
SMP 
Muhammadiyah 15 0 77 -37 40 0 
6 SMP YP 17 0 40 0 40 0 
7 MTs Nurul Salam 0 40 -124 0 -84 
8 SMP PGRI 6 0 0 0 0 0 
9 
SMP 
Muhammadiyah 16 0 0 0 0 0 
10 
SMP Islam Lil 
Wathon 0 0 -61 0 -61 
11 SMP Islam Al Amal 0 0 -35 0 -35 
    173   -353   -180 
With dividing the route into east route and the reserve, we can drop 
all the student to the school. In the east route, maximum passenger 
number reach in the stage 10 that travel from SMP Taruna Jaya 1 
to the SMP Romly tamim with 450 passengers. Since one bus 
carrying about 70 students, for the east route we need 7 busses, and 
the reserve route 3 busses. This number is the ideal number with 
assumption all needy students take a bus for go to school. This 
number can be decreased with assuming there are amount of 
students travel by riding bicycle and walking to the school.  
6. MODELLING THE PROCESS 
Process to generated a route and follows with analysis sometime 
need some action that have to do repeatedly. The steps in this 
project also can used by another map data for another locations. A 
GIS programmer can make a module to reduce the steps and make 
it more flexible and reusable. He can follow steps in this project 
ttah shown in figure 9. 
 
Figure 9. Model schema used in this  project. 
 
7. CONCLUSION 
VRP Function, a new function in network analyst in ArcGIS 9.3  
can use for finding some routes with several scenarios. For 
analyzing the generated routes we can compliment it with another 
analyst tools. For the Surabaya case study we can conclude that for 
ideal service in helping needy students, the government has to 
provide a significant number of bus schools. But with analysis 
model in this paper, they can choose the best distribution of bus in 
the limited number of buses they have. 
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ABSTRACT 
MS SQL Server Query Optimizer[1] is an optimization tools that 
based on a cost model, the database metadata, database statistics, 
system resources (memory, IO, CPU) and the query itself . If we 
want to optimize the Query in MS SQL Server, we must optimize 
the factor that MS SQL Server Query Optimizer rely on. Three of 
that factor is cost model, statistics and the query itself. In SQL 
Server 2005[2] one tools that can do optimization based on 
statistic and query is known as DTA . These Paper will explain 
how the query optimizer work, then it will explain how the DTA 
work side by side with query optimizer and it will explain how to 
use the DTA to auto optimize the query. 
Keywords 
MS SQL Server, Database, Statistic, Query, Optimization. 
1. INTRODUCTION 
The query optimizer[3] in MS SQL Server 2005 selects a plan for 
a given query based on cost model, the database metadata, database 
statistics, system resources, and the query itself. 
The query optimizer is the component in a database system that 
transform a parsed representation of an MS SQL Server 2005 
query into efficient execution plan for evaluating it. Optimizer 
usually examine a large number of possible query plans and choose 
the best one in a cost-based manner. 
To efficiently choose among alternative query execution plans[4], 
query optimizers estimate the cost of each evaluation strategy. This 
cost estimation needs to be accurate (since the quality of the 
optimizer is correlated to the quality of its cost estimations), and 
efficient (since it is invoked repeatedly during query optimization). 
Poor performance can result due to modeling assumptions[1], 
outdated statistics, system resource assumptions etc. It is useful to 
have a tool for database engine users (DBA, application writers, 
and architects) and designers (developers, customer support) to 
understand the source of plan inefficiencies. 
For example, engine designers can use it to understand why a 
particular join strategy resulted in poor performance whereas 
another known join order has better performance. Customer 
support can use such a tool to help narrow down the possible 
causes of poor performance to particular characteristics of a plan 
e.g. wrong join order. 
In next section we describe the components of a generic query 
optimizer and show how statistical information can be used to 
improve the accuracy of cost estimations, which in turn impacts the 
whole optimization process. 
2. BACKGROUND 
 The query optimizer is the component in a database 
system that transforms a parsed representation of an SQL query 
into an efficient execution plan for evaluating it. Optimizers 
usually examine a large number of possible query plans and choose 
the best one in a cost-based manner. To efficiently choose among 
alternative query execution plans, query optimizers estimate the 
cost of each evaluation Strategy . This cost estimation needs to be 
accurate (since the quality of the optimizer is correlated to the 
quality of its cost estimations), and efficient (since it is invoked 
repeatedly during query optimization). In this section we describe 
the components of a generic query optimizer and show how 
statistical information can be used to improve the accuracy of cost 
estimations, which in turn impacts the whole optimization process. 
After that we show that optimizer is part of DTA 
2.1 Query Optimizer Architecture 
There are several optimization frameworks in the literature [ 5, 6, 7, 8, 
9] and most modern optimizers rely on the concepts introduced by 
those references. Although the implementation details 
vary among different systems[4], all optimizers share the same basic 
structure [10], shown in Figure 1.  
 
 
Figure 1. Simplified Optimizer’s Architecture. 
 
For each incoming query, the optimizer maintains a set of sub-
plans already explored, taken from an implicit search space. An 
enumeration engine navigates through the search space by applying 
rules to the set of explored plans. Some optimizers have a fixed set 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
272
  of rules to enumerate all interesting plans (e.g., System-R) while 
others implement extensible transformational rules to navigate 
through the search space (e.g., Starburst, Cascades). All systems 
use dynamic programming or memorization to avoid recomputing 
the same information during query optimization. For each 
discovered query plan, a component derives different properties if 
possible, or estimates them otherwise. Some properties (e.g., 
cardinality and schema information) are shared among all plans in 
the same equivalence class, while others (e.g., estimated execution 
cost and output order) are tied to a specific physical plan. Finally, 
once the optimizer has explored all interesting plans, it extracts the 
most efficient plan, which serves as the input for the execution 
engine. 
A useful property of a query plan from an optimization perspective 
is the estimated execution cost, which ultimately decides which is 
the most efficient plan. The estimated execution cost of a plan, in 
turn, depends heavily on the cardinality estimates of its sub-plans. 
Therefore, it is fundamental for a query optimizer to rely on 
accurate and efficient cardinality estimation algorithms. 
EXAMPLE 1. Consider the query in Figure 2(a) and suppose that 
IRI ~ ISl ~ ITI. If the query optimizer has knowledge that R.a < 10 
is much more selective than T.b > 20 (i.e.,just a few tuples in R 
verofy R.a < 10 and most of the tuples in T verify T.b > 20), it 
should determine that plan P1 in Figure 2(b) is more eficient than 
theplan P2 in Figure 2(c) 3. The reason is that Pl first joins R and S 
producing a (hopefully) small intermediate result that is in turn 
joined with T. In contrast, P2 produces a large intermediate result 
by first joining S and T. 
 
Figure 2. Query plans chosen by query optimizers depending 
on the cardinality of intermediate results. 
Cardinality estimation uses statistical information about the data 
that is stored in the database system to provide estimates to the 
query optimizer. Histograms are the most common statistical 
information used in commercial database systems.  
2.2 Database Tuning Advisor Architecture 
DTA takes as input a workload consisting of T-SQL (SQL 
Server’s flavor of the SQL language) statements such SELECT, 
INSERT, UPDATE, DELETE, stored procedure calls, dynamic 
SQL, and DDL statements and produces as output a T-SQL script 
that consists of recommendations for indexes, materialized views 
(called indexed views in Microsoft SQL Server), and horizontal 
partitioning[2]. 
The architecture of DTA appears in Figure 3. In Figure 3 we see 
that the query optimizer is a part of DTA. The details are presented 
in [11], and have been omitted. For clarity, we will summarize the 
input/output of DTA. 
DTA recommends a set of indexes, materialized views, indexes on 
materialized views and their respective horizontal partitioning that 
is appropriate for the given workload. The tool relies on interfaces 
provided by Microsoft SQL Server’s query optimizer [12, 13]. 
First it needs to be able to simulate partitioned tables/indexes and 
materialized views (referred to as hypothetical indexes and 
materialized views) that do not exist in the current database. 
Second, it needs to tell the query optimizer to optimize a query for 
a given hypothetical configuration (a set of partitioned tables, 
indexes, materialized views and indexes on materialized views).  
DTA [2] searches the space of (partitioned) tables, indexes and 
materialized views to arrive at the best configuration for the given 
workload. In general, the above search problem can be 
prohibitively expensive. Column Group Restriction, Candidate 
Selection, Merging, and Enumeration (Figure 2) are individual 
steps in the search algorithm that allow DTA to search the space 
effectively [14]. 
 
3. DISCUSSION AND ANALYSIS 
In these section we describe how to use DTA to optimize the 
statistic for SQL Server 2005 database, then we show the effect on 
that database. And it will ended by show the analysis of these 
process. 
3.1 Optimization of SQL Server 2005 Query 
For this experiment, we used the database and query loading from 
Microsoft SQL Server 2005 official training course number 2784A 
which titled Tuning and Optimizing Queries Using Microsoft SQL 
Server 2005. 
The scenario is based on Baldwin Museum case study on chapter 3. 
Baldwin Museum of Science is a hands-on science center located in 
a medium-sized city in the eastern United States. Its mission is to 
educate the public and enrich local schools with knowledge of 
science and nature. 
The museum recently upgraded its database to SQL Server 2005, 
and the database has now become an integral part of the day-to-day 
operation of the museum. Although the past two years have seen 
zgood museum growth, users have started to complain about the 
performance of this application. 
The database named Baldwin2, will be tested with script. When the 
script is running without optimization from DTA, it consume about 
3.35 min in execution time, we can see the detail of it in figure 4. 
And then we start the DTA, the user interface is in like figure 5. at 
the first DTA running, it will asked about the database and the load 
file. After that, we just click start analysis button like figure 6. 
Then The DTA will show the result of its analysis based on SQL 
workload and database, like figure 7. Beside that, the DTA also 
give a recommendation based on SQL workload and database. 
These recommendation can be see in figure 8. in Figure 8 we can 
see that DTA is not only given recommendation for indexing the 
SQL Server database based on sql workload, but it can give 
recommendation for creating statistic too. There is 5 statistic that 
will be created for us if we apply these recommendation. Start from  
_dta_stat_197575742_7_8_5_6 until _dta_stat_2089058478_3. 
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Figure 3. DTA Architecture 
 
 
 
Figure 4.  Load stress result without DTA 
 
Figure 5.  Load stress test file to test the database 
 
Figure 6.  begin analysis 
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Figure 7.  analysis result 
 
Figure 8.  recommendation 
After we applying the recommendation, figure 9 will showed, how 
many recommendation have been success in implementation.  
 
Figure 9.  applying recommendation 
If  we success in applying recommendation, then the performance 
of baldwin 2 should be more better than before. Because of that, let 
try it by running the sql load script once more  
It is shown in figure 10. it shown that the execution time is down to 
1 minute 52 second, is far more efficient than the first time query 
run without optimization from DTA, which taken time 3 minutes 
21 seconds. Based on these case study we can make a conclucion 
that using DTA the execution time can be sliced up to 50% 
 
Figure 10.  result from DTA  
4. CONCLUSION 
The purpose of this research is to prove that statistic has important 
role to optimize the SQL Server Database via Query Optimizer. 
Then we see that query optimizer is a part of DTA. So because 
DTA is a part of SQL Server 2005 Database tools , then we can 
make a conclusion that DTA is based on statistic too. It proven by 
DTA recommendation. It is no give recommendation just based on 
index, but it can give a recommendation based on statistic too.. 
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ABSTRACT 
This study develops Autocorrelation Spatial Model as a software 
for mapping high risk Dengue fever transmission area. The data 
used in this study are the cases of dengue fever reported to the 
Health Department in Salatiga from 1998 to 2008. It also uses 
the number data of mosquito larva free of Salatiga. The data 
analysis method used in this study s Global Autocorrelation 
represented by Moran’s index and Local Indicator Spatial 
Association (LISA) represented by cluster map and significance 
map. The result of the study shows that the Moran Index is -
0.0251 and -0.0049 which describes the association between 
variables which is negative towards population density variable 
and mosquito larva free number (abj) towards dengue fever case. 
Hotspots (positive spatial association area) in Salatiga and 
Gendongan have an impact towards the hotspot formation in 
Mangunsari, Sidorejo Lor and Kutowinangun in 2006,  
Kelurahan Sidorejo Lor and Tegalrejo in 2007; Mangunsari and 
Gendongan in 2008. The result of the study using LISA has not 
described that dengue fever case is always significant towards 
the increase of abj variable value. Based on the map of high risk 
dengue fever transmission modelled with spatial autocorrelation, 
then preventive and anticipative steps could be taken due to the 
possibility of the spreading area having the high risk potential of 
dengue fever transmission.  
Keywords  
spatial autocorrelation, dengue fever, spatial modelling  
 
1. BACKGROUND 
Mathematics modelling has been widely used for studying the 
dynamic of a system having variables with high complexity in 
some areas such as chemistry, physic, pharmacy, and medicine. 
Modelling works using concepts of material, individual and 
energy quantity changes in the variable constructing the system. 
The modelling will be dynamic when it uses time as its 
independent variable in differential equation. [1]. Modelling of 
phenomenon and detection of spatial object clustering is an 
important function spatial statistic. The objectives are; firstly it 
is for detecting and quantifying the location of object clustering 
as the source of disease transmission, the source of the disease 
or other phenomena. Secondly, it is for knowing the relation 
between particular object cluster in an area and its surrounding. 
[2][3]. The mathematic modelling that has been applied is using 
spatial stochastic concept for simulating the spreading pattern of 
animal disease in North America[4]. Another implementation is 
spatial and temporal pattern modelling for transmission of 
infection sources of schistochomyacea which is endemic in 
XiChang, China[5]. Apart from that, ther is also Bayesian 
Modelling for mapping the mortality data heterogeneity caused 
by cancer in Germany [6]. This study focuses on the 
implementation of spatial auto correlation as an indicator for 
modelling the area of high risk dengue fever transmission in 
Salatiga, Central Java, Indonesia. Basically, spatial 
autocorrelation works by comparing activity of an object in an 
area having characteristic resemblance to other activity or object 
in other areas and their surrounding. The comparison of those 
two sets of attribute with similar resemblance will result in a 
spatial pattern called as positive spatial correlation [7]. The 
activity or object being assessed important for determining the 
high risk dengue fever transmission area are climatology 
characteristic, mosquito larva free number, knowledge attitude 
survey society behaviour and population density. Those variable 
values significantly have relation to their surrounding. The 
relation pattern formed could be used as an indicator for 
determining the degree of the risk of disease transmission in that 
area. Based on the map of high risk dengue fever transmission 
modeled using spatial autocorrelation, preventive and 
anticipative steps could be organized for the possibility of the 
spreading of area having high risk potential of dengue fever 
transmission [8]. 
 
2. RESEARCH METHOD 
The data used in this study is a case study of dengue fever 
reported to the health department of Salatiga from 1998 to 2008. 
Furthermore, it uses rainfall data from 1970 to 2009. It also uses 
population density data of Salatiga from 2001 to 2008. The 
mosquito larva-free number data of all area in Salatiga is also 
used [8]. The case of dengue fever takes places in Saltiga from 
1998 to 2008 could be summarized in picture 1.  
 
 
Figure 1. Dengue Fever case from 1998 t0 2008 in Salatiga  
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Figure 2. The population of Salatiga in 2003 to 2008.  
 
The data of musquito larva-free number from 1998 to 2008 
could be seen in Figure 3.  
 
 
 
Figure 3. Data of musquito larva-free number from 1998 to 
2008  
 
The data analysis technique is done using spatial association 
comprising of Global Spatial Association for examining the 
pattern formed frm the variables of object in a particular area 
and its surrounding. Meanwhile, Local Spatial Association is 
used for examining the pattern formed and information obtained 
from a variable or object in a particular area. Nevertheless, the 
pattern formed between Local Spatial and Global Spatial does 
not have any linear trend [9]. Global Spatial Autocorrelation 
represented by Moran’s Index is as follows :  
 
 (1) 
 
In the above equation, value is the the value of  variable set of x 
in the study area of n. wij is the relation between data in study 
rea of I and j[10]. 
Local Spatial Association is used for identifying of spatial 
pattern in a study area. Local Moran’s could be represented as 
follows :  
 (2) 
For i=1,...n. The value of Ii is positive shown by the local cluster 
formation in i surrounding area. The function of Local Moran’s 
could be used for showing the data instability like local data 
deviation from the spatial assocation global pattern or hotspots 
identification [10]. 
  
3. RESULT OF THE STUDY AND 
DISCUSSION  
Global Spatial Autocorrelation is analyzed using Moran’I and 
the result is visualized in Moran Scatter plot. Moran Scatter plot 
describes the association between the population density 
variable towards the number of dengue fever cases in 2003 – 
2008 in Salatiga as shown in Picture 5. Based on the data in 
Picture 1 and 2, the biggest number of the those suffer from the 
diseases and the highest number of the population is in 2007. 
Global spatial autocorrelation in 2007 shown in Figure 4.  
 
 
 
Figure 4. Global spatial autocorrelation  of population density 
in 2007  
Data in the 1st and 2nd
In a small number, there are data in 3
 quadran indicates that there is a positive 
spatial association in the study area. It tells that the density 
population significantly causes the case of dengue fever in the 
study area. The study area is positive spatial which means that 
there is high characteristic similarity of variable value causing 
the dengue fever case in the study area and its surrounding. It 
could also mean that the value of the cause of dengue fever case 
variable in the study area is low but surrounded by study area 
with high value. Positive spatial association indicates that there 
is clustering of dengue fever case caused by same study area 
variable; population density. The Moran’s Index of -0.0251 
describes the negative association between variables. Therefore 
factor of population density towards the dengue fever case in 
2007 does not have any significant correlation seen from global 
autocorrelation.  
rd and 4th quadrants. This 
indicates that there is negative spatial association. In the study 
area there is characteristic difference so that the population 
density as the cause of dengue fever is not significant. It 
explains that the variable value characteristic similarity of the 
value of population density variable as the cause of dengue fever 
case is low. In other words, it means that the similarity of the 
value characteristic of population density variable as the cause 
of the dengue fever case in the study area is high and surrounded 
by an area of study with low similarity of characteristic value. 
The negative spatial association indicates that there is clustering 
of dengue fever case caused by local characteristic with different 
variables. When compared to the mosquito larva-free number, it 
could be represented with Moran’s index in Scaterplot as seen in 
picture 5. Data are distributed evenly in those four quadrants. 
Part of the mosquito larva free number is negative spatial 
association and another part is positive. Moran’s index value is -
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  0.0049 describing the association between variables is negative. 
Therefore, mosquito larva free number and dengue fever case in 
2007 do not have any significant relationship seen from global 
autocorrelation.  
 
 
Figure 5. Global spatial autocorrelation of mosquito larva 
free number in 2007 
The analysis of  local indicator spatial association (LISA) 
basically has two criteria. Firstly, each data indicates the 
significant spatial clustering in the study area. Secondly, all data 
are proportional as global spatial association indicator. LISA is 
implemented to detect the clustering around the data which is 
significant spatial.  
 
 
Figure 6. LISA analysis on population density variable 
towards the number of dengue fever cases. 
 
Figure 7. LISA analysis between mosquito larva free 
number and the number of the cases.  
Dengue fever cases is less significantly affected by mosquito 
larva free umber. In 2007, the mean of mosquito larva free 
number is 89,95%. It is far away from the secure value of > 
95%[11]. Nevertherless, it has the highest number of dengue 
fever cases in the last 10 years which is 141 cases. Meanwhile, 
when compared to 2006, the mean of mosquito larva free 
number is 83.41% , and it is the lowest in the last 10 years. 
There were 83 dengue fever cases. (Figure 7). 
 
4. CONCLUSION 
Map of high risk dengue fever transmission could be developed 
using spatial autocorrelation model as preventive and 
anticipative steps towards the possibility of the spreading of area 
having high risk dengue fever transmission potential. The value 
of Moran’s index of -0.0251 describes the association between 
variable which is negative. Therefore, population density factor 
and dengue fever case in 2007 does not have any significant 
correlation seen from the global autocorrelation. Moran’s index 
of -0.0049 describes the association betweeb variables is 
negative so that mosquito larva free number factor and the 
dengue fever cases in 2007 does not have significant correlation 
seen from the global autocorrelation. Local indicator spatial 
association (LISA) analysis describes that in 2006-2008, 
hotspots in Salatiga and Gendongan have impact towards 
hotspots formation in Mangunsari, Mangunsari, Sidorejo Lor 
and Kutowinangun in 2006;  Sidorejo Lor and Tegalrejo in 
2007; and  Mangunsari and Gendongan in 2008. Precisely, it has 
not been proved that dengue fever cases is always significant 
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  towards the increase of variable value of mosquito larva free 
number. In 2007 the mean of mosquito larva free number is 
89,95%, but it has the biggest number of dengue fever cases in 
the last 10 years; it is 141 cases. When compared to 2006, the 
mean of mosquito larva free number is 83.41% , it is the lowest 
value in the last 10 years having 83 cases. 
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ABSTRACT 
Many strategic businesses attempt to achieve coordinating 
operations of company across departments using information and 
communication flow for their supply chain network. One of  
customer goods companies in Surabaya attempts to improved their 
flow of information and communication using Design Structure 
Matrix (DSM). DSM is a method that could provide an alternative 
system  grouping work activities. The activities of each department 
data and data interaction between the elements are needed to 
develop DSM. The research is done in the inter-department and 
intra department. The analysis technique used is the clustering 
analysis, which consists of hierarchical methods.  The results show 
that for inter-department single linkage hierarchical clustering 
method with a number of groups of three is the best number of 
groups.  For intra-planning department and intra-RMS department, 
the best number of groups is 14 and 8, respectively, using ward 
linkage method.   
Keywords 
supply chain, the design structure matrix, clustering analysis.  
1. INTRODUCTION 
Nowadays, 
The customer goods industries are not an exception for developing 
and creating the new strategies. They usually have a long supply 
chain and a complex network of supply chain. The multifaceted of 
supply chain network may occur the ineffective of information 
flow, inefficient the use of information and communication. Ogulin 
(2003) suggests three distinctive waves of supply chain 
management in the new economy: operational excellence, supply 
chain integration and collaboration, and virtual supply chains. 
Operation excellence refers to the degree of sharing within 
company, workflow activities across department within the 
company in order to achieve efficiencies from increased order 
accuracy and timely shipments. Workflow activities and the 
interactions between elements can be depicted in a design structure 
matrix (DSM). A DSM can achieve an alternative system to 
perceive how strong the relationship between the elements 
effectively. After developing a DSM, the closeness relationship of 
activities in a DSM could be clustered using the use of information 
and communication. The clustering analysis is useful to classify the 
groups with the similar characteristics (Barolomei, 2007).  
competitive pressures and changes in the economic 
conditions have forced companies to continuously improve their 
competitive advantage by creating new strategic business. Many 
strategic businesses attempt to achieve coordinating operations of 
company across departments using information and communication 
flow for their supply chain network. Simchi (2005) stated that 
coordination of the supply chain has become strategically 
important as new forms of organization, such as virtual enterprises, 
global manufacturing and logistics networks, and other company-
to-company alliances, evolve.  
This research aims to propose an alternative system in a customer 
goods industry by applying DSM and clustering analysis. 
2. LITERATURE REVIEW 
Design structure matrix is a matrix which aims to show all the 
interactions between elements (Chen & Huang, 2007). DSM has 
the advantage that they can improve the structure of the system by 
using matrix-based analysis techniques.  Figure 1 presents the 
structure of the DSM. The input on a cell is the relationships 
between two elements.   
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Figure 1. The example of DSM 
Type of interaction in DSM can be divided into two, namely  
numerica l binary DSM (Chen & Huang, 2007). The first type is 
the type of interactions that binary interactions, which interaction is 
only worth or not there is interaction. This type of interactions is 
able to show interaction between each element, but still have 
shortcomings. This type cannot describe how strong the interaction 
between one and another element. The second type of interaction in 
the DSM is the numerical which the value is worth its interaction 
with the figures.  
2.1 Clustering Analysis 
Clustering analysis is a method of classifying an object into one or 
more than one group, so that each object is located in one group 
will have the same value of interaction. Clustering analysis aims to 
form groups with similar characteristics. Two kinds of methods in 
clustering analysis are hierarchical methods and non-hierarchical 
method (Sharma, 2006). Hierarchical method is a method that 
takes into account the distance between the two groups. Five-way 
hierarchical clustering methods are in the following. 
•  Single linkage clustering  
•  Complete linkage clustering  
•  Centroid linkage clustering  
•  Average linkage clustering  
•  Ward linkage clustering  
 
In order to calculate the similarity value, 
      
the squared Euclidean 
distance can be applied. The squared Euclidean can be calculated in 
the formula 1.  
                                                                                                     
……………………….(1) 
 
 where:  
 Dij: distance between elements i and j  
 X: the different data elements on  
 i: an element which was in line  
 j: is the element in column  
 k: a number of variables of each of the elements 
3. RESEARCH METHODOLOGY 
This research was designed and conducted using primary and 
secondary data. Primary data is applied by doing interview to the 
manager and his subordinates in the planning department and raw 
material store. The interviews used to obtain the workflow for each 
department.  In addition, it also gives the information for 
determining the elements that are based on the activity manager 
and the subordinates. Secondary data used there are two that work 
instructions and past data on program systems and applications 
products in data processing in order to add elements that are not 
derived from the interviews and obtained the data flow.   
Data collection is designed in a Design Structure Matrix (DSM) 
and clustered using hierarchical methods and non-hierarchical 
method. Hierarchy has five different methods of linkage which 
often used for complete linkage, single linkage, average linkage, 
wards, and centroid.  These five methods will be selected based on 
the highest similarity value.    
Clustering analysis aims to classify the activities contained in the 
DSM with a number of specific groups. Grouping is done based on 
distance data, which will make the flow of information between 
departments optimally. The method used to determine which group 
has a high value and the closeness low in the analysis of the 
distance is squared Euclidean distance. Finally, selection the best 
method of clustering analysis is done by considering the current 
conditions.  
4. ANALYSIS 
After collecting data, design structure matrix (DSM) is built. The 
activities of two departments can be classified into 129 elements. 
The interaction values in each cell are obtained from number of 
transactions in raw material store department and number of daily 
activities in planning department. The example of DSM is shown 
in figure 2.   
Element T-1 T-2 T-3 T-4 WOP-1 WOP-2 
T-1 - 756  0 0  0  0  
T-2 4190 - 112 0       0 0  
T-3  0 112 - 0  0  0  
T-4 3895 756 108 - 105 0  
WOP-1 0 0 0 0 - 0 
WOP-2 0 0 0 0 0 - 
 
Figure 2. The example of DSM  
Improving supply chain in this research is done by classifying the 
activities that have the same number of interactions (in one group). 
A group is expected to enlarge the company performance since they 
can communicate and inform the information effectively. 
Clustering analysis is accomplished using Minitab software. 
Clustering methods used there are two, namely, hierarchical 
methods and non-hierarchical method.  Hierarchy has five different 
methods of linkage which often used for complete linkage, single 
  a b c d e f g h 
a     x         x 
b         x x x   
c                 
d             x x 
e     x       x   
f   x             
g           x     
h       x x       
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  linkage, average linkage, wards, and centroid.  These five methods 
will be selected based on the highest similarity value. The similarity 
level of each method and each clustering can be seen in table 1.  
The result shows that single linkage method gives the highest 
similarity value. After calculating single linkage, the best clustering 
is determined through a combination of the computation RMSSTD 
with the company’s current condition.  
Similarity Hierarchical method is an appropriate method because 
all elements have relationships with one another. Value of 
RMSSTD for each number of groups can be seen in table 2. The 
result shows that 10 groups give the smallest RMSSTD. But, this 
classification does not fit with the company’s condition and 
consideration. After discussing and interviewing the company’s 
expert about the classification each number of groups, we can get 
the result that the best number of cluster is three groups. 
In this research, clustering analysis is also applied to group the 
activities in Planning Department and Raw Material Store 
Department. The number of the selected group in Planning 
Department is 14. The result shows the single linkage clustering 
method is the highest in term of similarity value. Unfortunately, it 
is not suitable for company’s current condition. Wards linkage 
clustering method gives an appropriate number of groups in term 
of company’s current condition (figure 3). Group activity was 
initially assessed based on the type of product, whereas proposed 
group is classified based on the closeness activities of the group. 
Table 1. Similarity Level using Hierarchical Methods 
Cluste 
Ring 
Single 
linkage 
Centro 
id 
Complete Average Ward 
1 80.673 58.28 0 40.067 -285.258 
2 86.798 76.163 52.809 73.596 27.457 
3 86.798 79.829 58.985 78.388 35.904 
4 86.798 83.247 60.394 79.178 51.162 
5 86.798 83.497 62.63 82.346 60.114 
6 86.798 86.798 73.538 86.546 60.394 
7 90.827 86.798 81.513 86.798 77.566 
8 90.899 86.852 86.798 86.798 82.105 
9 92.919 88.221 86.798 86.798 86.646 
10 93.166 90.911 86.798 90.337 86.798 
 
Table 2 Value of RMSSTD from 1 to 10 groups 
Number of groups RMSSTD 
1 451.1007 
2 440.1591 
3 394.4475 
4 350.8927 
5 310.8812 
6 276.2852 
7 250.2835 
8 232.0255 
9 216.6936 
10 208.5315 
For Raw Material Store Department, the single linkage clustering 
method gives the highest similarity value. Indeed, it is not 
appropriate with the company’s condition. Therefore, wards 
linkage clustering with number of groups is eight can be applied in 
term of company’s condition. Currently, the group activity is 
classified based on the early function of each part (receiving, 
storing, shipping, etc.). The proposed group attempts to combine 
the administration activities on any part of the RMS.   
5. CONCLUSION  
The result of clustering analysis interdepartmental planning and 
RMS differs from the grouping prior to the DSM.  Total group 
originally owned by the company prior to using the DSM is the 
eight groups, after performing clustering analysis with the DSM 
has been reduced to three groups. The closeness relationship 
between the planning department and department RMS makes both 
departments need to be placed together or into one large 
department.   
Clustering analysis of intra-departmental planning has brought 
changes in the group activities held by the department. The first 
group owned by the department is planning three groups, after 
performing clustering analysis of these groups has increased to 
fourteen groups.   
Analysis of intra-departmental grouping of RMS has brought 
changes in the group activities held by the department.  Total group 
originally owned by the department RMS  are five groups, after 
analyzing the grouping of these groups has been increased to eight 
groups.   
Observations
Si
m
ila
ri
ty
232221201918282511106954214131227261733323130292416158731
-245.23
-130.16
-15.08
100.00
Dendrogram with Ward Linkage and Squared Euclidean Distance
 
Figure 3. The Example of Dendogram with Ward Linkage 
method and Squared Euclidean Distance.  
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ABSTRACT 
Six semester student at the Gunadarma University obliged to 
make the writing of scientific or scholarly research, enabling 
students to take writing materials owned by others. To overcome 
these problems, it is not enough simply to remind the students that 
such action is not good. Detection of text document similarity is 
one solution that should be done so that fraudulent activity can be 
minimized. 
Systems or tools to detect plagiarism is quite a lot, both to detect 
the text or document or to detect the source code programming. 
Systems or tools to detect the similarity of documents in English 
have been widely developed. Examples of tools that have been 
developed for English-language document are Turnitin, Eve2, 
CopyCathGold, WoedCheck, Glatt, Moss and Jplang and so forth. 
Similarity detection research done on text documents or 
documents written in Indonesian text was still relatively little 
done. 
In this paper will present an analysis of several methods to detect 
similarities documents written in Indonesian. The methods used 
are the keyword method, the Karp and Rabin method  and Jaro 
Winkler Distance method. 
Keywords 
Data used for this test is abstraction of scientific writing data 
Gunadarma University Information Systems majors. The data 
abstraction will be modified into three kinds of abstraction: first, 
there was only a partial abstraction of the same data abstraction 
will be compared. Second is the abstractions that sentence 
changed positions from data abstraction are compared and the 
third is abstraction whose content is replaced with a synonym of 
the word in the abstract that will be compared. From the test 
results, the best method is the method of Rabin Karp, except for a 
synonymous. 
Indonesian language, Detection, Document, Similarity 
1. INTRODUCTION 
Academic communities specially student is very enabled conduct 
writing or research that take materials of others property writing, 
because the development of information technology. The 
development of information technology that provides the facility 
to copy and modify the text (copy and paste) and facilities that 
allow connection to access other people's work for free through 
the Internet, can facilitate to take other people's without mention 
owners of original data source. 
Six semester student at the Gunadarma University obliged to 
make the writing of scientific or scholarly research, enabling 
students to take writing materials owned by others. To overcome 
these problems, it is not enough simply to remind the students that 
such action is not good. Detection of text document similarity is 
one solution that should be done so that fraudulent activity can be 
minimized. 
Systems or tools to detect plagiarism is quite a lot, both to detect 
the text or document or to detect the source code programming. 
Systems or tools to detect the similarity of documents in English 
have been widely developed. Examples of tools that have been 
developed for English-language document are Turnitin, Eve2, 
CopyCathGold, WoedCheck, Glatt, Moss and Jplang and so forth. 
Similarity detection research done on text documents or 
documents written in Indonesian text was still relatively little 
done. 
In this paper will present an analysis of several methods to detect 
similarities documents written in Indonesian. The methods used 
are the keyword method, the Karp and Rabin method  and Jaro 
Winkler Distance method. 
2. 
This paper is divided into four parts, namely the one describing 
the introduction, section two describes plagiarism, including 
definitions of plagiarism, types of plagiarism, an engineering 
approach to plagiarism detection, plagiarism detection methods 
and existing tools for plagiarism detection. In part three will be 
presented on the test was conducted on the sample test data, test 
steps and test results. In the four presented the results of testing 
and analysis, while the fifth section exposed on the conclusions of 
the experiments which were conducted in three parts. 
SURVEY IN DOCUMENT SIMILARITY 
MEASUREMENT 
2.1. Plagiarism 
2.1.1. Definition of Plagiarism 
Plagiarism is removal of essays, opinions, etc. from others people 
and make it as their own articles and opinions [6]. Plagiarism can 
be considered a criminal offense for stealing the copyrights of 
others. In the world of education, principals of plagiarism can 
have severe penalties such as expelled from school / university. 
Someone who conducts Plagiarism is called plagiarist. 
a. 
Plagiarism can be Classed as follows: [4] 
Using the writings of others without giving a clear sign (for 
example, by using quotation marks or block different 
paragraphs) that the text is taken directly from the writings of 
others. 
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  b. 
c. 
Taking the ideas of others without giving sufficient 
annotation of the source. 
d. 
Acknowledging the findings of others as one's own. 
e. 
Acknowledging the work of the group as a possessive or a 
result of his own. 
f. 
Presenting the same papers in different occasions without 
mentioning its origin. 
g. 
Summarize and make paraphrase (indirect quote) without 
mentioning its source. 
 
Summarize and make paraphrase with reference to the 
source, but a series of sentences and the choice of word was 
too similar to its source. 
a. 
The things that are not classified as plagiarism  are as follows: [4] 
b. 
Using the information in the form of general facts. 
c. 
Writing back (by changing a sentence or paraphrasing) the 
opinions of others by giving a clear source. 
2.1.2. 
Quoting the writings of others to taste with clearly marking 
out the passage and write down the source. 
Besides problem usual plagiarism, swaplagiarisme also often 
happens in the world of academic. Swaplagiarisme is to reuse part 
or all 
Plagiarism in the academic area 
of the author's own work without giving the original source. 
 
Plagiarism in the academic field can be divided into two, namely: 
[10] 
Content-based file comparison 
 
Content-based file comparison approach is appropriate approach 
to the text as a student essay assignment. 
Content-based comparison of source code 
2.2. 
This approach is used to detect plagiarism for the source code 
programming. 
Plagiarism Detection  
 
In this section will be explained about plagiarism detection 
approaches and research studies have been done to the plagiarism 
detection approaches. Plagiarism detection approaches can be 
categorized into three categories such as substring matching, 
keyword similarity and fingerprint. Here's an explanation of each 
of these approaches. [3] 
2.2.1. Substring Matching 
Substring matching approach is an approach to identify the same 
string that is used as an indicator for plagiarism. In this approach, 
substring is described in suffix trees and graph that is used to take 
part of plagiarism. 
 
One of the algorithms used in the substring 
matching approach is the Jaro-Winkler algorithm.     Here is an 
explanation of the algorithm. 
Jaro-Winkler Algorithm [12] 
Jaro-Winkler distance is a variant of the Jaro distance metric is an 
algorithm to measure similarity between two strings, this 
algorithm is usually used in duplicate detection. The higher the 
Jaro-Winkler distance for two strings, the more similar to that 
string. Jaro-Winkler distance is the best and suitable for use in the 
comparison of short strings such as names of people. The normal 
score of 0 indicates no similarity, and one is exactly the same. 
Jaro-Winkler algorithm time complexity quadratic distance has a 
runtime complexity that is very effective in the short string and 
can work faster than the edit distance algorithm. 
The basis of this algorithm has three parts are: 
1. Calculate string lengths, 
2. Find the same number of characters in two strings, and 
 
3. Find the number of transpositions. 
2.2.2. Keyword Similarity 
 
The principle of this approach is to extract keywords from the 
document and then compared with the keyword in the document 
stated. If the similarity exceeds the threshold, the document will 
be divided into smaller parts, which will then be compared 
recursively. This approach assumes that the plagiarism usually 
occurs in a similar document. 
2.2.3. Fingerprint Analysis 
The most popular approach to analyzing text plagiarism is 
detected sequences that overlap with the way fingerprint. The 
document is divided into sequences, called chunks, from the 
reading of digital documents is calculated documents pattern. 
When reading a document pattern, it is inserted into the hash 
table. Banging show an appropriate sequence. 
 
One algorithm used 
in fingerprint analysis approach is the Karp-Rabin algorithm.  
Here is an explanation of the algorithm. 
Karp-Rabin Algorithm 
Karp-Rabin algorithm uses a hash function that provides a simple 
method to avoid the time complexity O (m2) in many cases. 
Instead of checking the position of each pattern contained in the 
text, would be more efficient if done checking only on the desired 
pattern. Checking the similarity between two words using a hash 
function. 
To  further  assist  in  string  matching problem, the hash function 
shall have the following properties [11]: 
1.Capability of efficient computing. 
2.Diskriminasi high against the string. 
3. The function hash (y [j +1 .. j + m]) must be easily dikomputasi 
from 
- Hash (y [j .. j + m-1]) 
- Hash (y [j + m]) 
Karp-Rabin algorithm has the following characteristics [11]: 
• Using a hash function 
• Preprocess phase in the time complexity O (m) and place a 
constant. 
• Phase searches in time complexity O (mn) 
3. METHOD 
• O (n + m) estimates the current time 
Data that used for this testing is scientific writing abstraction data 
as many as three abstraction. Each abstraction data will be 
modified become three kinds of abstraction that is: 
To determine the most appropriate method to detect similarity of 
document in Indonesian, then conducted testing to methods that 
are already exist. The first method to be tested is the keyword 
method, the second method is a method of fingerprinting 
document with Karp Rabin algorithm, the third method is a string 
matching method with the Jaro Winkler Distance algorithm and 
fourth method is manual method. 
1. Abstraction that its contents just part of in common from 
abstraction data that will be compared. 
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  2. Abstraction that its sentence position altered from abstraction 
data that will be compared. 
3. Abstraction that its contents changed with synonym from 
word at abstraction that will be compared. 
 
 
Scenario of testing that will be done is the three of abstraction 
document that has been modified, will be looked for percentage of 
document similarity in comparison with document of original 
abstraction. Searching of document similarity will be done by 
using four methods that are keyword methods, Karp Rabin 
method, Jaro Winkler Distance method and manual method. 
4. TESTING 
4.1 Testing Data 
Testing Data has been explained at part previously. The following 
are data example that used in testing, that are: 
1. 
2. 
Abstraction is only part of the same contents of abstraction 
data to be compared. 
3. 
Abstraction is the position of the sentence was changed from 
abstraction data to be compared. 
 
 Abstraction whose content is replaced with a synonym of the 
word in the abstract that will be compared. 
1. 
Examples of data used will be presented in the figure below. 
Original Abstraction Document. 
 
This Original abstraction document is a document that will be 
compared with other abstraction document. In this document there 
are seven sentences of abstraction, as shown in Figure 1 below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. 
Figure 1. Original Abstraction Data 
Abstraction Document Modification 1 
 
This Abstraction document 1 is a modification document of the 
original abstract document. Modifications are done is take some 
sentences contained in the original document and added a 
sentence of abstraction different from the original document 
abstract. Sample document modification of abstraction 1 is shown 
in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Abstraction 
 
Document Modification 1 
3. Abstraction Document Modification 2  
 
This modification of abstraction document is the document 
abstraction modification of the original document. The 
modifications to be done is change the position of the sentence 
contained in the original document abstraction.  The example of 
abstraction document modifications 2 is shown in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. 
 
 Abstraction Document Modification 2 
4. Abstraction Document Modification 3 
 
Abstraction document modification 3 is modification of the 
original abstract document. The modifications to be done is 
change a few words with synonyms. In this Abstraction document 
modification 3, the word in the first sentence, namely 
“merupakan” is replaced by it’s  synonyms. The synonym word is 
“adalah”. The second word which is replaced is “mengunjungi”. 
That word is replaced by “mendatangi” and the third word, 
namely “melakukan” to be replaced with the word of 
“mengerjakan”.  Examples of abstraction document  as seen in the 
Figure 4. 
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Figure  4. 
 
Abstraction Document Modification 3 
4.2 Testing Results 
1. 
The testing tobe performed are as follows: 
2. 
Testing the abstraction of the original document with the 
three abstraction documents that we have been described 
above.   
Testing these documents by using the four methods there are 
the key word, Karp Rabin, Jaro-Winkler Distance and 
manual methods. 
 
The testing results that have been made to the three documents 
can be seen in Table 1. 
Table 1. Comparison of Indonesian Language Documents 
Similarity Research Results  
Document Method 
Abstraction 
Document 
Modification 
1 
Abstraction 
Document 
Modification 
2 
Abstraction 
Document 
Modification 
3 
Abstraction 
Document 1 
Keyword 60,00 100,00 100,00 
Karp 
Rabin 50,00 83,30 75,00 
Jaro 
Winkler 
Distance 
51,00 53,00 97,40 
Manual 50,00 100,00 100,00 
Abstraction 
Document 2 
Keyword 77,77 100,00 100,00 
Karp 
Rabin 66,66 50,00 50,00 
Jaro 
Winkler 
Distance 
46,20 53,80 96,20 
Manual 66,66 100,00 100,00 
Abstraction 
Document 3 
Keyword 75,00 100,00 100,00 
Karp 
Rabin 60,00 60,00 20,00 
Jaro 
Winkler 
Distance 
71,40 71,40 78,60 
Manual 66,66 100,00 100,00 
 
5. ANALYSIS OF TESTING RESULTS 
1. 
From the testing results that has been done, it can take some 
analysis, namely: 
2. 
To compute the similarity of documents, can be used two 
ways, calculation of the number of the same word and the 
number of the same sentence. In the method of TF / IDF and 
the Jaro Winkler Distance determination of similarity is 
calculated based on the number of the same words, while in 
the Rabin and Karp's method and manual method, the 
analysis process to be done with calculate the same sentence. 
3. 
Calculating the similarity using the keyword method got 
results close to 100%. This is because the keywords that 
generated the original document is only a few keywords. 
Keywords that generated just the words that includes words 
in programming languages, common words in computer 
science, so that not all words are compared. 
4. 
Calculating the similarity using Karp Rabin method got 
almost the same results with the manual except for the third 
document which was modified by the word synonyms. This 
is because, Rabin Karp's method assumes that words that 
compared different so that a different meaning. 
5. 
Calculating the similarity using Jaro Winkler Distance 
method did not get the same results with a manual, because 
the word to be compared is the same word. 
6. 
The original document is compared with the first document 
that has been modified. The document is modified by simply 
taking part of the sentence. The results are obtained from 
Rabin Karp method is similar to the results are obtained 
using manual method. 
7. 
Original document is compared with the second document 
that has been modified. The documen is modified in such 
way that the position of sentence is moved. Results obtained 
by the keyword method produces the same results with 
manually.  
6. 
The original document is compared with the third document 
that have been modified in such way that some words 
replaced by synonyms of the word. The main result is the 
keyword method produces the same results with manually. 
This is because the comparison just keywords. 
CONCLUSION  
 
From the testing that has been done, the best method is Karp 
Rabin method, except for a synonymous 
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ABSTRACT 
Research in automated essay scoring system has been done using 
Latent Semantic Analysis (LSA) method. One of the limitations 
is the lack of training documents to optimize LSA results. 
Regarding such limitation, the use of Vector Space Model (VSM) 
can be considered. This research aims to compare LSA and VSM 
to score essay answer. Experiments are done with 13 problems 
with 42 test participants. Overall results show that average 
correlation of score between VSM-human is higher than LSA-
human.   
Keywords 
Automated essay scoring system, Latent Semantic Analysis, 
Vector Space Model, stemming, query expansion.  
1. INTRODUCTION 
Research in automatic essay scoring has been started since 15 
years ago through a research conducted by Page, resulting in a 
system called PEG (Project Essay Grader). PEG scoring the 
writing styles or techniques by measuring intrinsic factors such as 
the essay length, diction, etc. Later on, essay scoring system was 
evolving, scoring not only writing technique but also the content. 
Various methods are used, from statistical methods to Natural 
Language Processing (NLP). The example of essay scoring 
system including IEA (Intelligent Essay Assessor), E-Rater, and 
C-Rater [1].  
Starting from 2005, researches in automated essay scoring for 
Indonesian language has been conducted in Indonesia. One of 
them resulting a system named SIMPLE, dedicated for scoring 
essay in Indonesian language, and was developed at The 
Electrical Engineering Department, Faculty of Engineering 
University of Indonesia. SIMPLE used statistical technique 
namely Latent Semantic Analysis (LSA). It was the same method 
used by IEA. 
Table 1 describes the summary of the researches conducted 
regarding SIMPLE. 
Table 1. Prior Researches in Automated Essay Scoring 
System for Indonesian Language (SIMPLE) 
Research Results 
Brian Prima 
Krisnanda [2]: 
using 10, 20, 30, and 
40 keywords 
Correlation between scores yielded by 
system and scores given by human was 
0.86-0.96. More keywords resulting in 
higher correlation. 
Ratna, Budiardjo, 
Hartanto [3]: 
addition of term 
wight, word order, 
and word similarity  
Agreement between human scores and 
system was 69.80-94.64% (experiment 
with 5 students), and  77.18%-98.42% 
(experiment with 10 students). 
Dudi Hermawandi 
[4]: 
implementation of 
SICBI (Sqrt-IGFF-
Cosn-Bnry-IDFB) 
weighting scheme. 
Average scores differences between system 
and human was 13.98, 17.84, dan 10.90, 
in experiment with 10, 15, and 20 students 
(consecutively) for 10-question 
examination. 
Diego Octaria [5]: 
implementation of 4 
weighting schemes 
The highest correlation between system's 
scores and human's scores was 0.39, in 
experiment with 20 students, scored using 
Sqrt-Normal-Cosn-Bnry-Normal 
weighting sheme. 
Harisma [6]: 
implementation of 3 
keyword weighting 
scheme (weighted 1, 
2, and 3) 
Correlation between system's scores and 
human's scores was 0.77 and average 
scores difference was 17.36, in experiment 
with 10 essay questions for 23 students. 
 
Those researches were only using student's essays and key 
answers to build the LSA semantic space. Whereas LSA needed 
large-scale training document to build the semantic space so that 
the term similarity could be found [7]. The lack of training 
document will result in not optimal results and the system will not 
be able to recognize word similarities, as stated by Octaria [5]. 
With limited training documents, LSA will not be able to give 
optimal results. In such condition, the use of VSM (Vector Space 
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  Model) could be considered. One of VSM's drawbacks is that it 
can't recognize word similarities. To overcome that situation, we 
need additional techniques in order to make VSM recognizes 
word similarities. The techniques that can be used are query 
expansion and stemming (affix removal from words). 
This research is aimed to compare the effectiveness of automated 
essay scoring using LSA and VSM, and to examine the effects of 
query expansion, stemming, and training documents to the 
system's results. 
2. THEORETICAL BACKGROUND 
2.1. Vector Space Model (VSM) 
VSM is a representation of a collection of documents as vectors 
in a vector space. VSM is a basic technique in information 
retrieval that can be used to assess the relevance of retrieved 
documents to the keyword search (query) on search engines, 
classification of documents, and clustering of documents [8]. 
Examples of changes from text to the vector representation is as 
follows: 
There are two documents and a query: 
Doc1: “morning” 
Doc2: “this sunny morning” 
query: “this morning” 
 
Word/term appearance in each documents are counted. Doc1, 
Doc2, and query are vectors representing the initial text. 
 
Table 2. Vectors Representing Texts 
term Doc1 Doc2 query 
morning  1 1 1 
this 0 1 1 
sunny 0 1 0 
 
The visualization of the representation is depicted in Figure 1. 
The closer the distance between vectors of documents/queries, the 
more similar the content. In Figure 1, document 2 (Doc2) is more  
similar to the query. The calculation of similarities between 
documents is done using cosine similarity. 
 
Figure 1. Vector Space Model 
2.2. Latent Semantic Analysis (LSA) 
LSA is a method to determine the similarities between word 
meaning or document content by analyzing large-scale text 
corpus [7]. LSA is not using NLP processing of artificial 
intelligence program, but only using pure mathematical/statistical 
methods which can extract and infer relationship between term in 
a document according to the contextual usage. 
The beginning of the LSA process is the same with VSM, which 
is representing the text to the vector. It's just that these vectors 
then combined into a matrix A which then decomposed into three 
matrices components (U, S, V) through Singular Value 
Decomposition process (SVD). 
Amxn = Umxm Smxn VT
Three components of the matrix consists of a row orthogonal 
matrix, a column orthogonal matrix, and a diagonal matrix. The 
resulting diagonal matrix containing the nonnegative elements, 
and a non-zero elements are called singular values of A. 
nxn 
From this matrix decomposition, dimension of matrix A can be 
reduced to the size of k and the matrix A can be reconstructed 
using only k dimension to approximate matrix A. Reconstruction 
with the reduced dimension produces matrix Ak, which is the so-
called low-rank approximation of matrix A [8]. Reconstruction 
with only k dimension is done by taking only k dimension from 
matrix components U, S, and V so that Ak = UkSkVkT
 
.  
Figure 2. SVD Process with Reduced Dimension 
 
Low rank approximation of A produces a new representation for 
each document, in which the similarity between the words and 
documents in the matrix A can be discovered. The rank used in 
SVD will be different for each case. If the rank is too small then 
the estimation of the similarity between terms/documents will be 
too high. Conversely, if the rank is too high, the similarity 
between terms/documents can not be caught. Rank selection can 
be done by trying some of the commonly used rank and selecting 
rank that gives optimal results. 
2.3. Query Expansion and Stemming 
Expansion of the key answer or query expansion is a technique 
used on search engines where users insert additional words in the 
keyword search (query). This is carried out to improve the recall, 
or the ratio between the number of relevant documents that is 
retrieved with the total number of all relevant documents [8]. 
Stemming or affix removal is commonly used technique in 
information retrieval process to omit the morphological 
variations. Stemming program or stemmer usually consists of a 
set of rules and dictionary [9]. 
Stemming is used because there are some different form of words 
with the same meaning, for example democratic, democracy, and 
= 
mxn mxm mxn nxn 
k 
k 
k 
k A U S VT k 
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  democratization (or “demokratik”, “demokrasi”, and 
“demokratisasi” in Indonesian). In some situations, it will be 
beneficial if the document searching with a keyword/query 
resulting in documents that containing that keyword in various 
forms [8]. 
3. DESIGN AND IMPLEMENTATION 
Automated essay scoring receives input in the form of students' 
answers and answer key from teacher. Collection of students' 
answers are represented in the term-document matrix and the 
answer key is represented in answer vector. The similarity 
between the student's answers with an answer key is yielded from 
the value of cosine similarity between students' answers vector 
(each column of the term-document matrix) with the answer key 
vector. This value is then used as a student's score. Figure 3 
describes the process flow of the system.  
 
Figure 3. Process Flow of Automated Essay Scoring System 
Generally, LSA system and VSM system proceeds with this flow. 
The difference is that in LSA system, after building term-
document matrix, SVD is applied to the matrix. After that, the 
cosine similarity between student answer vector (each column of 
the matrix) and key answer vector is calculated. 
This research adds the use of query expansion and stemming. 
Both techniques are applied to the input document before it is 
represented as a matrix.  In addition, training document is also 
used in the LSA scoring system. In LSA scoring, various 
combinations are used to form the semantic space and the asnwer 
key vector. The combinations are described in the following table. 
Table 3. Combinations of LSA Scoring Schemes 
LSA 
Scheme 
Semantic Space Query 
LSA1 Collection of students answers Answer key 
LSA2 Training documents and answer 
key 
Collection of 
students answers 
LSA3 Training documents and 
collection of students answers 
Answer key 
The system is implemented in Matlab and Perl programming 
language. In addition, it is also using Matlab Tool TMG (Text to 
matrix Generator) [10] to create term-document matrix and query 
vector. Another program that is used outside the system is 
stemmer for Indonesian language which is developed in Java 
programming language [9]. 
Overall, the system is composed in six programs as described in 
Figure 4. 
Figure 4. The Implementation Structure of The System 
3.1. System's Interface 
This program is designed to bridge the users with the system. 
Through this interface, users can choose several options related to 
automatic essay scoring system as follows: 
1. Options of term weighting scheme for students anwers and 
answer key. 
2. Options of scoring methods, consists of VSM, LSA1, 
LSA2, and LSA3. 
3. Option to use query expansion 
4. Option to use stemmer for English language (Porter 
Stemmer) which is integrated with the Matlab Tool TMG.  
 
3.2. Query Expansion 
This program reads the initial answer key document and opens 
the document containing synonym list, and then compare the 
keyword in asnwer key with the words on the list. If there is a 
synonym (or synonyms) for a particular word in the answer key, 
then all these synonyms are added to the answer key. 
3.3. Preprocessing 
Before the scoring process is carried out, input documents are 
first preprocessed. Particular parts in input documents are marked 
with tags to ease the text processing. The example of input 
documents are given in Figure 5. 
The information included within each tags are taken. Each 
problem could consists of one or more subproblem. The division 
of problem into subproblems is aimed to make the context in the 
answer more specific. Collection of all students answers for the 
same subproblems is written in a file, one file for one 
subproblem. Answer key for each subproblem is also written to 
different file. 
Interface 
answerScoring.m 
answerScoring.fig 
VSM Scoring 
vsm_scoring.m 
LSA Scoring 
lsa_scoring.m 
Query Expansion 
expandKunci.pl 
Preprocessing 
buatFileJawaban.pl 
Create Doc 
buatDokumen.pl 
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  3.4. VSM Scoring Program 
This program reads answer key document and students answers 
document for each subproblem and then creates term-document 
matrix (matrix A) from students answers and query vector (vector 
Q) from answer key. A and Q is made by using tmg_query 
function from TMG. The visualization of matrix A and vector Q 
is depicted in Figure 6.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Input Documents Example 
3.5. LSA Scoring Program  
Before creating the matrix and vector, this program creates 
documents by executing the program buatDokumen.pl. This 
program only served to unite the input documents (students 
answers, answer key, and training documents) into one document. 
Figure 6. Matrix A and Vector Q for VSM Scoring 
The documents created will vary according to the selected 
marking scheme (stated in Table 3). LSA1 only require students 
answers and answer key, while LSA2 and LSA3 require 
additional training documents. 
The documents required and the visualization of generated matrix 
A and vector Q for LSA1 is depicted in Figure 7.  
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Documents, Matrix A, and Vector Q for LSA1 
LSA2 scheme is using additional training documents to form the 
term-document matrix. LSA3 is also using training documents, 
but   what   makes   it   different   from   LSA2   is  that LSA3 
uses training documents and students answers to form the term-
document matrix, and answer key to form the query vector, while 
LSA2 uses training documents and answer key to form the 
matrix, and students answers as vectors.  
4. EXPERIMENTS 
4.1. Experiments Environment 
Experiments were undertaken on a computer with an Intel 
Celeron M processor 1.73 GHz, 1 GB DDR2 memory, and 80 
GB harddisk. The required softwares are Matlab, Matlab Tool 
Text to Matrix Generator (TMG), Perl, and Java Standard 
Development Kit JDK1.6.0_03. The operating system used is 
Windows XP. 
4.2. Experiments Documents 
Experiments were conducted with 546 essay answers consists of 
13 questions/problems, answered by 42 students for each 
question. Essay answers were taken from End-Term Examination 
of E-Commerce course in the Faculty of Computer Science 
Universitas Indonesia in 2008. 
The examples of questions given in the exam are the following. 
Table 4. Essay Problems for Experiments 
Probl
em 
Question 
2 Sebutkan lima atribut m-commerce 
3 Bandingkan antara isu legal dan isu etika 
5 Apakah yang dimaksud dengan P2P payments? Berikan dua 
contohnya 
student answer 
<mhs>1</mhs> 
<sub> 
strategy suatu formulasi yang dirancang sehingga 
perusahaan dapat bertahan dan mencapai tujuannya 
biasanya dilengkapi dengan perencanaan dan aturan2 
</sub> 
<sub> 
a forecasting => memprediksi bisnis teknologi ekonomi trend 
dll 
b resource allocation => mengalokasikan sumber daya yang 
dibutuhkan 
c core competency => bisnis utama yang dijalankan 
</sub> 
answer key 
<subsoal>2</subsoal> 
<sub> 
strategi formula menyeluruh bisnis bersaing tujuan rencana 
kebijakan diperlukan untuk mencapai tujuan goal 
</sub> 
<sub> 
perkiraan forecasting 
alokasi sumber daya resource allocation 
kompetensi inti core competence 
analisis lingkungan industri industry environment analysis 
analisis perusahaan company analysis 
rencana bisnis business plan 
</sub> 
A(:,1) A(:,totalstudent) 
. . . 1      2     3      4 totalstudent 
Matrix A Vector Q 
q 
Students 
Answers 
Answer 
Key 
A(:,1) A(:,totalstudent) 
. . . 1     2    3    4 totalstudent 
Matrix A Vector 
 
q 
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  9 Definisikan strategi dan sebutkan tiga elemen strategi 
10 Sebutkan tiga fungsi utama pasar 
11 Apa yang dimaksud dengan segmentasi pasar? Bagaimana 
menggunakan internet untuk melakukan segmentasi pasar? 
12 Jelaskan apa saja jenis cyber crime yang sudah diatur dalam UU 
ITE 
4.3. Experiments Details 
Below are the detail of experiments conducted: 
1. Experiment 1, using students answers and answer key 
without any addition. 
2. Experiment 2, using students answers and expanded answer 
key. 
3. Experiment 3, using students answers and answer key, both 
have been processed with stemmer. 
4. Experiment 4, using students answers and expanded answer 
key, both have been processed with stemmer. 
Those four experiments are applied for VSM and LSA scoring 
scheme (LSA1, LSA2, and LSA3). 
Constant variables used in all experiments are the following: 
1. Weighting scheme for students answers and answer key is 
local weighting logarithm. This weighting scheme is used 
because it gives proportional weight to words so that the 
words that frequently appear will not be given high weight.  
2. Stopwords removal for Indonesian language. Stopwords are 
commonly-used words that often appear in documents, such 
as “and”, “with”, “or”, etc. 
3. The rank used in LSA1 is 2 (k=2), in accordance with prior 
research by Hermawandi, Octaria, and Harisma. For LSA2 
and LSA3, the rank used is 60. This rank was chosen 
because it gave best result in prior experiment with one 
essay problem. Prior experiment initially conducted with ¼, 
½, and 1/8
5. RESULTS AND DISCUSSION 
 of matrix dimension of the training documents 
(dimension 200). The best result was obtained with rank 50, 
and next experiment with rank 60 yielded better result. 
This section describes all of the experiments results and 
discussion. 
5.1. Experiment 1 
Overall, the average correlation between the scores given by 
human (HR-Human Rater) and VSM system is greater than the 
average correlation between scores given by human and system 
LSA1, LSA2, and LSA3. This may occur because of the lack of 
training documents to build the LSA semantic space so that the 
LSA cannot give optimal results. Although training documents 
have been used in LSA2 and LSA3, in average the correlation 
between scores given by LSA system and human is still lower 
than of VSM. This might be caused by small number of training 
documents and the contents of the documents are less specific for 
each problems domain. The correlation between VSM, LSA1, 
LSA2, and LSA3 for all problems are visualized in Figure 8. 
 
Figure 8. Correlation between HR and VSM-LSA (Exp1) 
5.2. Experiment 2 
The influence of the answer key/query expansion in VSM system 
is reducing the average correlation between system's scores and 
human rater, from 0.56 to 0.55. While there is an increase in 
average correlation between LSA1 system's scores with human 
rater, from 0.48 to 0.49. LSA2 system also undergo an increase 
of the average correlation with the human rater, from 0.48 to 
0.49. So does LSA3 who experienced an increase in average 
correlation with the human rater from 0.52 to 0.53. A graph 
depicting the correlation between human rater and VSM, LSA1, 
LSA2, and LSA3 in experiment 2 is given in Figure 9. 
 
Figure 9. Correlation between HR and VSM-LSA (Exp2) 
Answer key/query expansion can increase the possibility of 
matching between varying words used in answers key and words 
used by studentsr. In VSM systems, the query expansion is 
reducing the correlation precisely. This may occur because  many 
synonyms are included as a keyword, while probably no words 
are match with the student's used words. Answer key vector 
length becomes longer so that it can lower the score obtained by 
student. Unlike the VSM, the query expansion in LSA system 
increases the correlation. This is probably because the addition of 
an appropriate synonym in the context of the answer key could 
clarify the context of the answer key and student answers, so LSA 
could perform better similarity analysis. 
5.3. Experiment 3 
Affix removal in VSM increasing it's average correlation of 
scores with human rater. Conversely, in LSA1 and LSA3 it is 
decreasing the average correlation, while in LSA2 the average 
correlation remain constant. Affix removal causing more words 
can be matched because it produces the word base. In the VSM, it 
is beneficial because VSM is only judging similarities by 
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  matching  the answer key words to students' answers. Whereas in 
LSA which analyzes the emergence of words not only in just one 
answer, but from all the answers, this is not beneficial. Because 
the use of affix removal could reduce the context of the answers/ 
key thereby reducing the quality of analysis. This influence is 
difficult to observe directly because LSA is inferring similarities 
by analyzing the appearance of the words globally in whole 
documents. A graph depicting the correlation between human 
rater and VSM, LSA1, LSA2, and LSA3 in experiment 3 is given 
in Figure 10. 
Figure 10. Correlation between HR and VSM-LSA (Exp3) 
5.4. Experiment 4 
The use of combination between query expansion and stemming 
gave different results. The average correlation with human rater 
of VSM and LSA2 scores are increasing, while LSA1 remain 
constant, and LSA3 decreasing. Probably a greater influence 
(more dominant) is given by the stemming because changes in 
affix removal occurs in the entire document, while the expansion 
of the answer key may be less influencing because only affects in 
adding synonyms for 29 words. A graph depicting the correlation 
between human rater and VSM, LSA1, LSA2, and LSA3 in 
experiment 4 is given in Figure 11. 
Figure 11. Correlation between HR and VSM-LSA (Exp4) 
6. CONCLUSION 
The conclusion of this research are the following: 
1. Overall, the average correlation of scores between human 
rater and VSM system are higher than of LSA. This might 
be due to the lack of training documents to build enough 
LSA semantic space. With limited document, the use of 
VSM may be an alternative for assessing essay exam 
answers. 
2. The use of stemming in VSM system has increased the 
average correlation of scores between human rater and 
system, while in LSA it is reducing the average correlation. 
This is probably because the VSM that depends on word 
matching could caught more similaritis due to affix removal 
from words. While LSA that used the global analysis of the 
appearance of words on the answer may experience changes 
in interpretation caused by lack of clarity in the context 
oduw to affix removal 
3. The use of query expansion in VSM system slightly lessen 
the average correlation between system and human rater, 
while in LSA it is increasing the average correlation. This is 
probably because the addition of synonyms could clarify the 
context of a word in a passage so that LSA can capture the 
relationship between words/documents better VSM. 
4. The use of combination between stemming and query 
expansion of the answer keys is inconclusive because the 
effects were vary. The average correlation with human rater 
of VSM and LSA2 scores are increasing, while LSA1 
remain constant, and LSA3 decreasing. Probably a greater 
influence (more dominant) is given by the stemming because 
changes in affix removal occurs in the entire document, 
while the expansion of the answer key may be less 
influencing because only affects in adding synonyms for 29 
words. 
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ABSTRACT 
Java is gaining popularity in software development. It is widely 
used in network computing and embedded systems because it offers 
several key advantages such as safe programming, code verification 
and checking, automatic memory management, and significant 
support from the computing industry. This paper is aimed to 
evaluate the impact of different object orders in memory on Java 
application performance. This work is motivated by the facts that 
Java programs create many objects dynamically on the heap but 
never freed explicitly by the code. A Java Virtual Machine (JVM) 
implements a garbage collector to automatically collect objects that 
are no longer accessed by the program and to make the space 
available for new object allocations when the heap is full. Once the 
garbage collection is finished, the live objects remain in the heap. 
These objects might be spread across the memory since they are 
not necessarily resided in adjacent memory locations. If the objects 
are compacted, their ordering might not match with the traversal 
order of the program. This means that the remaining live objects in 
memory after garbage collection are sensitive to cache misses and 
TLB misses and the application execution time might suffer from 
the penalty of poor spatial locality of objects in memory. To show 
how the order of objects in memory affects Java application 
performance, we implemented two different copying order schemes 
at garbage collection time: Bread First (BF) scheme and Depth 
First (DF) scheme. Our experiment results show that Java 
execution time, cache misses and DTLB misses vary by 3-16%, 5-
20% and 9-21% respectively due to BF and DF schemes. 
Keywords 
Java, object, memory, garbage collection, cache  
1. INTRODUCTION 
The clear software engineering and security advantages of Java 
programs have attract programmers to use this language to write all 
kinds of applications. Automatic memory management in Java 
increases the productivity of programmers by reducing programmer 
burden and eliminating sources of errors [13].  As the popularity of 
Java has been increased among programmers, researchers have 
been paid more attention to improve the performance of Java 
programs. 
This paper is aimed to evaluate the impact of different object 
orders in memory on Java application performance. Understanding 
object behaviors in Java is important because Java is object 
oriented program which creates many objects dynamically on a 
heap. During runtime, Java program will access and mutate the 
objects. When the order of objects in memory is not match with the 
way the Java program accesses the objects, the program 
performance might be degraded.  
This work exploits the existence of garbage collector in Java 
Virtual Machine (JVM). Java creates many objects dynamically on 
a heap similar to the other program languages such as C and C++. 
However unlike C and C++, object deletion in Java is never done 
manually by programmers. JVM implements garbage collector to 
free unused objects (referred to as garbage). JVM halts the 
running application and invokes a garbage collector when no more 
space available in memory for new object allocation. Once the 
garbage collection is finished, the running application is resumed. 
Garbage collection performs two distinct functions: distinguishing 
the live objects from the garbage in some way (garbage detection) 
and reclaiming the garbage objects’ storage, so that the running 
program can use it (garbage reclamation). Garbage collector uses 
approximate liveness by reachability from outside the heap to 
detect garbage. Any object the program cannot reach is considered 
as garbage because a program can use only the objects that it can 
find. 
The garbage reclamation is an important phase in garbage 
collection because it sweeps the garbage to reclaim the space and 
keeps the live objects remain in memory. There are three ways of 
garbage reclamation: sweep-to-free, compacting and evacuation. 
Sweep-to-free sweeps all garbage and keeps the live objects in 
memory unchanged. Compacting is similar to sweep-to-free except 
that it compacts live objects to the end side of the memory. 
Evacuation sweeps all garbage and moves all live objects to a 
reserved space.   
2. BACKGROUND 
There are two main types of garbage collectors: non-moving 
garbage collector and moving garbage collector. 
2.1 Non-moving garbage collector  
An example of non-moving garbage collector is a mark-sweep 
garbage collector [12]. This algorithm implements sweep-to-free 
garbage reclamation. Figure 1 shows the process of garbage 
detection and garbage reclamation using mark-sweep garbage 
collector.  
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Figure 1. Mark-sweep garbage collector 
As shown in Figure 1, garbage detection process is started by 
setting a marked bit 0 to all objects. The process is then continued 
to a marking phase which marks all live objects by changing their 
marked bits to 1. Objects are considered to be alive if they are 
reachable from the root or there are existing references from the 
root to the object. For example object A is a live object because 
there is a reference from the root to this object. Object F is also a 
live object because this object can be reached from the root through 
this path: root, reference to object A, object A, reference to object 
C, object C, reference to object F. On the other hand, object B is 
garbage because no reference exists between this object and the 
root. The last phase in mark-sweep garbage collection is the 
sweeping phase which sweeps all objects that have a marked bit 0. 
The live objects remain in the memory unchanged. Because this 
algorithm does not move live objects at garbage collection time, we 
cannot use it in our experiments.   
2.2 Moving Garbage Collector 
An example of moving garbage collector is a semi-space garbage 
collector. This algorithm implements evacuation garbage 
reclamation. Figure 2 shows the process of garbage detection and 
garbage reclamation using semi-space garbage collector.  
This algorithm divides heap into two spaces: from-space and to-
space. During the running application, only one space is used to 
allocate new objects. The other space is reserved and used as a 
place for object evacuation when the garbage collector is invoked.  
 
 
Figure 2. Semi-space garbage collector 
As shown in Figure 2, during the running application (before 
collection), only the from-space is used for object allocation and 
the to-space is reserved. Once the from-space is full, JVM halts 
the running application and invokes the garbage collector to detect 
garbage and to reclaim the space. The garbage collector starts to 
find all live objects by inspecting the references to the object from 
the root. When the garbage collector finds a live object, it moves it 
to the reserved space, the to-space. For example, the garbage 
collector will move object A to the to-space because it has a 
reference from the root. Object C is also moved to the to-space 
because it has a reference from Object A which is a live object, and 
so on. After all live objects are evacuated to the to-space, JVM 
flips the role of the two spaces. The to-space becomes from-space 
and vice versa. The running application is resumed and the 
available space in the from-space is used for new object allocation 
(after collection). 
This algorithm is less efficient in term of the use of memory space 
compare to mark-sweep garbage collector. However since it moves 
and compact the live objects, it improves object locality and 
eliminates defragmentation problems. For moderate to large heap 
size, the performance of semi-space garbage collector is better than 
the performance of mark-sweep garbage collector [5]. 
Semi-space garbage collector provides opportunity for object 
ordering evaluation through its garbage reclamation. During the 
reclamation process, live objects are copied and can be placed in 
any order in the reserved space. We use this garbage collector in 
our experiments and we implement two pre-determined object 
ordering schemes: breadth first scheme and depth first scheme. 
We then evaluate the impact of these two different schemes on the 
performance of Java applications.  
2.3 Pre-determined object ordering 
The properties of pre-determined object ordering are the order 
scheme is determined prior runtime and the order scheme is 
independent from the way the program accesses the objects at 
runtime. The order of object copying at reclamation time is 
performed based on the connectivity of the objects.  
Figure 3 shows an example of object connectivity graph. This 
connectivity information is available at compilation time of Java 
applications. The important terms are root, parent, child/children 
and siblings. In this figure, object A is called root object, because 
there is no reference to this object. Object A has direct references to 
objects B, C, and D. These objects are called object A`s children 
and they are siblings. Similarly, object E and F are siblings and 
they are object B`s children.     
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Breadth first (BF) scheme and depth first (DF) scheme is copying 
objects based on this object connectivity information. The priority 
copying of BF scheme is all object`s siblings while DF scheme 
gives the priority copying to  object`s children.    
In more details, BF scheme would copy all children immediately 
after copying the parent. For example, in Figure 4, immediately 
after copying A, BF scheme would recursively copy all its children, 
object B, C and D. After all A`s children are copied, the next 
objects to be copied are all children of B, all children of C, and so 
on.  
Unlike BF scheme, DF scheme would copy only one child 
immediately after copying the parent. For example, in Figure 4, 
after copying object A, DF scheme would recursively copy one of 
its children, say B, and the one of B`s children, say E, and so on.  
The resulting object orders of BF scheme and DF scheme in 
memory are shown in Figure 4 and Figure 5 respectively. 
 
 
 
 
 
3. EVALUATION ENVIRONMENT 
3.1 Hardware and Operating System 
We conducted our experiments on a single 3.20 GHz Pentium 4 
with Hyperthreading disabled. It has a 64 byte DL1 and L2 cache 
line size, an 8KB 4-way set associative L1 data cache, a 512KB 
unified 8-way set associative L2 cache, and 2GB of main memory.  
We performed the experiment on 32bit Linux 2.6.18 kernel with  
perfctr patch to access the Pentium 4`s on-chip performance 
counters to measure the number of L1 and L2 cache misses and 
DTLB misses. The computer run stand alone with all unnecessary 
daemons and services stopped. The network interface is also down. 
3.2 Virtual Machine and Benchmarks 
Our virtual machine infrastructure was Jikes RVM 3.1.0, released 
on June 10, 2009. The Jikes RVM is a performance-oriented, 
server-based, Java virtual machine from the IBM T.J. Watson 
Research Center [1][2]. The JVM was configured to compile all 
methods with optimizing compiler.  
For each experiment, we run the JVM once and run each Java 
application twice. We measured the performance of Java 
application at the second run because Eeckhout et al. show that 
measurements of the first run of a Java application inside a JVM 
tend to be dominated by the JVM overheads instead of by 
application behavior [8].  
We setup the JVM to invoke semi-space garbage collector with BF 
scheme or DF scheme and we run 11 Java applications from SPEC 
[14] and  DaCapo [4] benchmark suite version 2006-10-MR2. We 
run all applications on 5 different heap sizes: minimum heap size 
(minHeap), 1.5x, 2x, 2.5x and 3x minHeap. For each heap size, we 
run the application 5 times and report the mean. 
4. RESULTS 
Before we present the impact of BF and DF schemes on Java 
application performance, we first report the minimum heap size for 
each application as shown in Table 1.  
 
Table 1. Minimum heap size  
Application Description minHeap (MB) 
db In-memory database 31 
javac Java compiler 36 
jack Parser generator 33 
jess Expert shell system 22 
mtrt Multi-threaded raytracer 34 
raytrace Raytracing 27 
compress Lempel-Ziv compressor 26 
antlr Parser generator 40 
bloat Bytecode optimizer 64 
fop XSL-FO to pdf converter 56 
hsqldb Database written in Java 184 
 
The minimum heap size is the minimum memory required by the 
JVM to run the application without throwing out of memory errors. 
These numbers are obtained through trial and error experiments. 
To provide the same memory occupancy for each application in our 
experiments, we set the heap size as a multiplication of the 
minimum heap size, e.g. for 75% occupancy we set the heap size 
equals to 1.5x minHeap.  
 
The next section shows measurements of the impact of BF and DF 
schemes on Java application performance. 
4.1 Effect on execution time 
Figure 6 shows the impact of BF and DF schemes on application 
execution time (1.5x minHeap). The horizontal axis shows the Java 
Figure 3. An example of object connectivity graph 
 
Figure 4. Objet order in memory based on BF scheme 
 
Figure 5. Objet order in memory based on DF scheme 
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  applications and the vertical axis shows the execution time in ms 
(left graph) and the percentage difference in execution time when 
DF scheme is normalized to BF scheme (right graph). 
 
The left graph shows that, in general, DF scheme improves 
execution time over BF scheme except for application compress. 
The impact is high for one application (db), moderate for eight 
applications (javac, jess, mtrt, jack, antlr, bloat, fop and 
hsqldb) and low for two applications (raytrace and compress). 
As shown in the right graph, the percentage difference in execution 
time for application db due to BF and DF schemes is around 16%. 
Applications which moderately affected by BF and DF schemes 
have execution time variation in the range of 3-7% while the other 
two applications have less than 2% differences  in execution time.  
 
 
 
 
 
4.2 Effect on Cache and DTLB Misses 
This section shows how BF and DF schemes affect cache and 
DTLB misses of the applications. Figure 7 shows the number of 
L1D cache, L2 cache and DTLB misses due to BF and DF schemes 
(1.5x minHeap). As expected, BF and DF schemes have a 
significant impact on cache and DTLB misses. The trend is similar 
to the effect on execution time but the percentage differences in 
cache and DTLB misses are larger than the percentage differences 
in time. As shown in Figure 7a, BF and DF schemes cause up to 
17% differences in L1D cache misses for application db.  
Moderately affected applications have 5-11% differences in L1D 
cache misses due to BF and DF schemes. Raytrace and 
compress which tend to be insensitive to BF and DF schemes 
have less than 2% variations in L1D cache misses.  
 
 
 
 
 
 
 
 
 
 
 
BF and DF schemes more strongly affect L2 cache and DTLB 
misses compare to L1D cache misses. They cause 6-20% 
differences in L2 cache misses (Figure 7b) and 9-21% differences 
in DTLB misses (Figure 7c) for all applications except raytrace 
and compress. These two applications which just have less than 
2% variations in L2 cache and DTLB misses are confirmed to be 
very less affected by object ordering BF and DF schemes.  
 
Looking at individual application, DF scheme substantially 
improves performance of application db over BF scheme. 
Application db is a simple program with only three classes and 
seven reference fields. The reference fields most accessed by the 
benchmark were captured by the DF scheme. It is also important to 
note that db puts considerable strain on the memory subsystem and 
has much higher cache and DTLB misses. It has a much larger 
working set, which thrashes the TLB. Reordering objects through 
DF scheme reduced L1 and L2 cache misses significantly. 
 
 
Figure 7. L1D cache, L2 cache and DTLB misses 
Figure 6. Total execution time 
(b) L2 cache misses 
(c) DTLB misses 
(a) L1D cache misses 
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Figure 8 and 9 show the impact of BF and DF schemes on cache 
and DTLB misses for mutator and garbage collector. We present 
the results for db and javac for different heap sizes since the other 
applications show a similar trend to these applications. The results 
show a consistent effect of BF and DF schemes on mutator cache 
and DTLB misses over different heap sizes and for the garbage 
collector, the effect is noticeably low. 
 
5. RELATED WORK 
Research on garbage collector and the interplay of garbage 
collection with the memory subsystem are related to this work. 
Blackburn at al. [5] compared mark-sweep, copying, and reference 
counting collectors and found that for moderate heap sizes, copying 
garbage collector had better performance than others. They also 
noted that object allocation order had an advantage over 
segregating by size. Herts et al. [11] looked at the interaction of 
garbage collection with paging on real hardware. Guyer et al. [9] 
allocated connected objects in the same garbage collection memory 
space. They performed static compile-time analysis to determine in 
which memory space the source object resides, and then allocates 
the target object to the same memory space. Shuf et al. [15] studied 
the interplay of garbage collection with the memory subsystem, 
without specifically looking at different object orderings.  
 
 
 
 
 
 
 
 
 
 
6. CONCLUSIONS 
Semi-space garbage collector provides opportunity for object 
ordering evaluation through its garbage reclamation. We implement 
two pre-determined object ordering schemes to evaluate the impact 
of different object ordering in memory on the performance of Java 
applications. Our experiment results show that the ordering of 
objects in memory has an impact on Java application execution 
time, cache memory and DTLB misses. Object ordering in memory 
might improve or degrade the performance of application, cache 
and DTLB. As expected, the order of objects in memory affects the 
number of cache and DTLB misses more than the execution time of 
the applications. 
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ABSTRACT 
One of the problems facing the airline industry is to predict 
number of passengers will go on the departure time but somehow 
they do 'no show'. This is known as ‘No-Show’ Passengers.  
Accuracy in predicting number of  'no show' passengers will 
increase airlines profit because an empty seat prediction can be 
lowered, no show and denied boarding causes by over prediction 
number of passenger 'no show' can be avoided 
The purpose of this research is to design a predictive model using 
data mining at PT Metro Batavia to predict 'no show' passenger. 
Methodologies used in this research are:  analyzing current 
business process and model, design model, implementation and 
evaluation model. In designing the predictive model, specific 
information about PNR (Passenger Name Record) becomes the 
input for the model. Oracle Data Miner is used as an 
implementation model using data mining classification and Naïve-
Bayes algorithm. The Evaluation model use mean absolute errors. 
Based on the evaluation, predictive model built has a lower error 
rate compare with current prediction model used at PT Batavia 
Air. In conclusion, the implementation of predictive model airline 
no show rate based on PNR can improve accuracy in predicting 
'no show' passenger at PT Metro Batavia 
Keywords 
Data Mining, Predictive Model, Classification, Naive Bayes, 
Airline, No show rate, Passenger Name Record 
1. INTRODUCTION 
Information technology development has brought a lot of changes 
for the human kind, including the business world. Currently, 
information technology has already become a requisite for big and 
small companies to stay competitive. 
One of the technologies most business use to help the business 
process is database which can help to record daily transaction. 
Unfortunately many times data only accumulated in the database 
and has not much used, then data becomes "data tombs". Many 
companies have a lot of data and it contains giant information 
inside it. It becomes so much and makes more difficult to dig the 
information by using traditional analysis method. 
One of the many way to analyze the hiding information and many 
times can not be seen by eyes is using data mining techniques. 
Data Mining can be use to dig hidden information inside the data. 
It can found hidden pattern in big and complex data, pattern that 
usually cannot be solve with analysis approach and traditional 
statistic cause of many attributes or the pattern too complex. 
PT Metro Batavia is an airlines company using Batavia Air brand 
name. Like many other airlines, Batavia Air also implement 
overbooking system -- a system which allow passengers to book 
seat capacity on a flight that is more than the capacity of the 
flight. 
Some airlines routinely do the overbooking mechanism in an 
expectation there are some passengers already booked the seat but 
no show. Accuracy in predicting number of no show passengers 
can increase the profit by reducing the spoiled seat -- a seat that 
has to be sold, and reducing the number of involuntary denied- 
boarding.  
Current conventional method use by Batavia Air, to predict 
number of no show passengers is using average no show rate 
based on the historical data on the same flight, unfortunately the 
use of the method is not quite accurate. 
The research written here is based on the necessity way to 
improve the accuracy on predicting no show passengers, to create 
a predictive model using data mining that include the specific 
information of every passenger that store in the Passenger Name 
Record (PNR). With the predictive model Batavia Air hope they 
can improve the accuracy on predicting no show rate and increase 
the profit. 
2. THEORY 
2.1 Data Mining 
According to Connolly and Begg (2005,p1233)[1] data mining is 
a process to extract valid information, unknown before, can be 
understood, and actionable from big database so it can be used to 
make a crucial decision.  
According to Han and Kamber (2006,p7)[2] data mining is the 
process of discovering interesting  knowledge from large amounts 
of data stored either in databases, data warehouses, or other 
information repositories. 
Based on this view, the architecture of a typical data mining 
system may have the following major components (Han and 
Kamber, 2006, pp7-8) [2]: 
1. Database, data warehouse, data mart, World Wide Web, or 
other repository: This is one or a set of databases, data 
warehouses, spreadsheets, or other kind of repositories. Data 
cleaning or data integration technique maybe needed to prepare 
the data. 
2. Database or data warehouse server: Database or data 
warehouse server is responsible for fetching the relevant data 
based on the user’s data mining request. 
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  3. Knowledge base: This is the domain knowledge that is used to 
guide the search or evaluate the interestingness of resulting 
mining. Such knowledge can include concept hierarchies used to 
organize attributes or attributes value into different level 
abstraction. Knowledge such as user beliefs, which can be used to 
assess a pattern’s interestingness based on its unexpectedness, 
may also be included. Other examples of domain knowledge are 
additional interestingness constraints, or thresholds, and metadata. 
 
Figure 1. Data Mining major components 
4. Data mining engine: The essential part of the data mining 
system and ideally consist of a set of functional module for tasks 
such as characterization, association analysis, classification, 
evolution and deviation analysis. 
5. Pattern evaluation module: This component typically employs 
interestingness and interacts with the data mining modules so as to 
focus the search towards interestingness patterns. It may access 
interestingness thresholds stored in the knowledge base. 
Alternatively the pattern evaluation module may be integrated 
with the mining module, depending on the implementation of the 
data mining method used. 
6. User interface: This module communicates between users and 
the data mining system, allowing the user to interact with the 
system by specifying a data mining query or tasks. This 
component allow user to search database and data warehouse or 
data structure, evaluate mining pattern, and visualize the patterns 
in different format. 
2.2  Classification 
Classification is a form of data analysis used to create a model 
describing data class to predict class for new data. 
Classification predicts categorical value in example value in no 
order, and discrete based on the vector attribute. Algorithm that 
can be used for classification such as: Naïve Bayes, decision tree 
and support vector machine. 
Classification consists of 2 (two) process (Han and Kamber, 2006, 
pp285-288) [2]: learning phase and classification. The first step, 
classifier (predictive model which predict categorical class value) 
created to describe data class previously defined. This learning 
phase is a phase where classification algorithm create predictive 
model by learning training set that consists of database record and 
class label. 
A record X, represented by n-dimension vector attributes, X= 
( , ,…, ) where , …  is attribute value  , ,..., . 
Every record, X, assume join inside a class previously defined 
through other database attribute, class label attribute. Class label 
attribute is a discrete value and has no order. Class label attribute 
value is a categorical where every possible function as category or 
class. 
Because every class labels at each training records already known, 
this phase is also called supervised learning. The purpose of 
supervised is the learning process of classifier watched, 
supervised which classifier given to class where training record 
join. This is contrary with unsupervised learning where label class 
not known, and number of classes to be learned previously 
unknown. 
The first step of classification process can be named as learning 
function, y=f(X), which can predict class label y if record given. 
Classification tries to learn function or mapping to separate data 
class. 
The second phase of classification process is to test the model 
where model use as classification. The purpose of second step is 
to measure accuracy of classifier. Data input for the test should 
not be using the same data as the training set. The classifier test 
result using the same data training is not a good indicator for the 
classifier performance. This is because the classifier created using 
the same data at the test time so the estimation performance result 
is optimistic. Error rate from evaluation result from training data 
called resubstitution error. Classifiers tend to over fit data 
because at the learning phase classifier may include some 
anomalies at training data that is not at the overall general data. 
Because of that, the test set that is used produced from different 
records training set where record not use to create classifier 
(Witten and Frank, 2005, p.145)[3] 
2.3. Bayesian Classification 
Bayesian classifier is a classifier statistic which can predict 
member probabilities of a class, such as probability one record 
join in certain class. 
Bayesian Classification based on Bayes theorem has a high level 
accuracy and can be run fast at a big database. 
Naïve bayesian classifier assumed effect of an attribute value at 
one class, independent from other attribute value. This assumption 
is also called class conditional independence. This assumption use 
to simplify computational process and therefore called ‘naïve’. 
If X is a data record, where X consists of n attributes in bayesian 
terminology, X named as facts. If H is a hypothesis, for example 
record X is a member of class C. 
For classification, determined P(H|X), probability hypothesis H if 
facts given or record X. 
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  In other words, the search is probability record X a member of 
class C, given attribute description of X. P(H|X) is a posterior 
probability, H conditioning at  X. 
As an example, if customer data in one computer store describe by 
age and income attribute. X is a customer, age 35 years and has an 
income of Rp. 10.000.000 then if we want to know either X will 
buy the computer given the age and income. P(H) is prior 
probability.  
In the above example, probability customer wants to buy 
computer without looking at the age and income or other 
information. P(X|H) is posterior probability where X 
conditionalizes to H.  As per example, the probability customer X, 
age 35 with income Rp. 10.000.000 if customer bought the 
computer. 
P(X) is a prior probability from X.  Using the example, it means 
probability someone from customer database, with age 35 and 
income Rp. 10.000.000,00. 
P(H), P(X|H), and P(X) can be found from training set where 
train set that has class label. Bayes theorem is useful to count 
posterior probability P(H|X) from P(H), P(X|H), and P(X) with 
this formula  
P(H|X)=  
Bayesian Classifier work process as follow: 
1. If D is a training set consists of record and label of their 
classes. Every record represented with n-dimension attribute 
vector, X= ( , ,…, ) and has n attribute , ,…, . 
2. If there are m class, , ,…, . Given the record X, classifier 
will predict X as a member of class that has highest posterior 
probability value, conditioning at X. Naïve Bayes classifier 
predict record X joined in class  if and only if 
 P( |X)>P( |X) for 1 j m, j i 
Then P( |X) value is the highest probability value. The value of 
 class where P( |X) maximized called as maximum posteriori 
hypothesis. 
P( |X)=  
3. Because P(X) value constant for all classes, then only 
 that should be maximized. If prior probability of 
class unknown, then usually assumed that every classes is the 
same which P( )= )=…= , and the one should be 
maximized only  value. Besides that,  value 
should be maximized. Prior probability class value can be 
estimated with =| |/|D|, where | | is number of record 
inside D that has class label . 
4. When dataset given have a lot of attributes, then it will be very 
difficult and costly to calculate value. To reduce 
computational process in evaluating , naïve class 
conditional independence assumption created. The assumption 
treats value of an attribute independent from one to another. Then       
  =  
  …  
Probability of  , ,…,  can be search from 
training data.  show attributes  value for record X.  
For each attribute, will be seen if the attributes is categorical or 
continues value. For example, to calculate P(X| , do as follows: 
If  is categorical, then  is number of record that has 
label class  in D and has  value for attribute  divided by 
| | which is the number of record with class label  pada D 
If   is continue value, then an additional calculation needed. 
Attribute with continue value will be assumed has Gaussian 
distribution with mean  dan standard-deviation , which is 
defined: 
g(x, , ) =   then  
P( | ) = g( , , ) 
We need to calculate  (mean) dan  (standard deviation) from 
attribute value  for record with  class.  
For example, if X = (35, Rp. 10.000.000), where  age attribute 
and  income attribute. Class label is buys_computer. Label class 
value for X is yes. If  age attribute is not discretisized and fixed as 
attribute with continue value. Suppose from training set, founded 
customer inside D who bought computer has an age between 
38 12. Then in other words for general attribution this class has 
value of  and =12. The value of  and =12 used 
to estimate P (age=35|buys_computer=yes). 
5. To predict class label X then P( ) evaluated for each 
class . Classifier predicted class label from record X is class  if 
and only of  
P(X ) P( > P(X ) P(  for 1  j m, j i 
In other words, prediction class value for record X is classes  
where P(X )P(  is maximized. (Han and Kamber, 2006, 
pp310-313) 
3. ANALYSIS OF CURRENT MODEL 
3.1 Seat Overbooking Allocation 
Number of seat allocated for all class flight usually more than 
physical capacity (overbooking), because usually there are 
passengers cancel or no show. Total seat capacity allocated 
calculated as flight cabin capacity plus number of passenger 'no-
show' estimated for that flight. 
RC staff predicts number of passengers 'no-show' for a flight 
using historical model and intuition. Historical model predict 'no-
show' passenger at a future flight calculated from the average of 
no show passengers from the collection of historical data flight for 
the same route 
=   where 
m shown the unique flight, characterize by flight number, 
route, departure date and ETD (estimated time 
departure) 
k shown the unique flight  at historical data, characterize 
by flight number, route, departure date and unique ETD 
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   prediction of no show rate from historical model (hist) 
at flight m 
  number of  no show at flight k 
 number of passengers already buy the ticket (already 
issued the ticket) at flight k 
 shown a collection of historical data flight which has the 
same flight route at flight m on certain period 
In the formula above, no show rate at flight m,   predicted by 
calculating number of no show passengers at historical collection 
of no show passenger , ,  which has the same route at flight m 
during certain period, divided by number of passengers ticketing 
at historical collection flight, which has the same route as 
flight m during certain period. 
Using historical model, prediction of number of no show 
passenger at flight m.  can be obtained from: 
 
Where:   prediction no show rate at flight m based on 
historical model and  number of passengers ticketing at flight 
m. 
3.2 Weaknesses of Historical model 
Prediction model no show currently implemented at PT Metro 
Batavia is historical model. Here is the formula 
=  
If an overbooking wants to be implemented at a flight m then no 
show rate determine from number of no show passenger at Nm 
and divided by number of ticketing passenger at N
Where N
m.  
m
From the above historical model, shown that factor(s) or attribute 
included in determining 'no-show' rate 
 is a collection of historical data flight 
only
Table 1 shown number of 'No Show' and 'Ticketing' during the 
period of January-July 2008 based on the route can be seen below 
 from flight route. 
Other factors like flight day, departure time, class flight bought by 
passengers are not included in the calculation. 
Using the above historical model formula, then if we want to 
calculate overbooking for flight m route CGK-MES will always 
get no show rate 0.035070913 for the same period 
 
Table 1. No Show rate based on route  
Route No Show Ticketing No Show Rate 
CGK-MES 3185 90816 0.035070913 
MES-CGK 2283 89223 0.025587573 
CGK-SUB 3707 74770 0.049578708 
PNK-CGK 1536 74405 0.020643774 
SUB-CGK 3134 64721 0.048423232 
PKU-CGK 1327 50513 0.026270465 
CGK-PKU 1865 49022 0.038044143 
CGK-BTH 2340 51565 0.045379618 
BTH-CGK 1203 44631 0.026954359 
Weaknesses using historical model is lack of factors or attributes 
included in the calculation of no show rate. If there is a trend or 
certain pattern affect the no show rate on another attributes such 
as day of departure, or flight class then the prediction result 
becomes not accurate. Table 2 show the No Show Rate based on 
day of departure for each route: 
 
Table 2. No Show Rate based on day of departure 
Route Senin Selasa Rabu Kamis Jumat Sabtu Minggu 
CGK-MES 0.02262 0.03986 0.05403 0.03742 0.04072 0.03178 0.01881 
MES-CGK 0.01445 0.02745 0.04079 0.02392 0.03561 0.02486 0.01156 
CGK-SUB 0.03833 0.05227 0.07552 0.04496 0.05204 0.04781 0.03422 
PNK-CGK 0.00635 0.02967 0.03805 0.02106 0.02889 0.01383 0.00619 
SUB-CGK 0.02642 0.05663 0.08481 0.04245 0.05061 0.05154 0.03073 
PKU-CGK 0.01406 0.03127 0.03995 0.0308 0.03207 0.02138 0.0133 
CGK-PKU 0.02884 0.04638 0.05788 0.03645 0.03807 0.03458 0.02417 
CGK-BTH 0.03262 0.06321 0.05915 0.03471 0.05554 0.03952 0.03264 
BTH-CGK 0.0128 0.03675 0.045 0.02909 0.038 0.01882 0.009 
 
0.021832 0.04261 0.05502 0.033429 0.041283 0.031569 0.020069 
 
Based on the table above there is a tendencies on Tuesday, 
Wednesday and Friday have no show rate higher
This will become a problem, overprediction on lower no show 
rate on Sunday and Monday, it will cause underprediction for 
high no show rate on Tuesday, Wednesday, Thursday and Friday. 
 than on Sunday 
and Monday. For example route CGK-MES if the historical 
model use either it is on Sunday or Wednesday, the prediction no 
show rate is 0.035070913. 
Table 3 below shown that for a certain classes have a no show 
rate higher compare with other classes. Class P, D, H, N, W, Y, 
and Z has a higher no show rate (NSR>4%) compare with class B, 
L, M, T, and V (NSR<2%).  
Using historical model, if there are many passengers booked for 
classes P, D, H, N, and W then underprediction can be used 
because the historical model does not include the class 
information. On the contrary, if there are many passengers booked 
for classes B, L, M, T, and V then overprediciton happened. 
Table 3 below will show no show rate based on 16 flight classes 
currently available at PT Metro Batavia: 
 
Table 3. No Show rate based on 16 flight classes 
KELAS CGK-MES 
MES-
CGK 
CGK-
SUB 
PNK-
CGK 
SUB-
CGK 
PKU-
CGK 
CGK-
PKU 
CGK-
BTH 
BTH-
CGK  
B 0.03739 0.02439 0.02649 0.01571 0.03854 0.02422 0.02412 0.02685 0.01992 0.026403 
D 0.06425 0.03224 0.02941 0.02763 0.07377 0.03797 0.06015 0.0354 0.02362 0.042716 
H 0.03016 0.05027 0.01902 0.04492 0.09192 0.02844 0.04502 0.0674 0.02874 0.045099 
L 0.02025 0.02628 0.0212 0.024 0.02527 0.01542 0.00728 0.01894 0.01571 0.019372 
M 0.0378 0.0369 0.05068 0.03018 0.03166 0.02547 0.0356 0.03118 0.01844 0.033101 
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  N 0.04578 0.0251 0.05341 0.04355 0.04852 0.02597 0.0546 0.06318 0.03046 0.043397 
P 0.06589 0.03808 0.08324 0.03578 0.07818 0.04118 0.05659 0.06991 0.04165 0.056722 
Q 0.03751 0.02182 0.043 0.00711 0.03893 0.01773 0.02114 0.03314 0.02139 0.026863 
R 0.03099 0.01884 0.03057 0.01059 0.03325 0.01704 0.0287 0.04075 0.02081 0.025727 
S 0.02488 0.02133 0.03417 0.02084 0.02824 0.01463 0.02792 0.02526 0.02343 0.024522 
T 0.0121 0.01404 0.03077 0.00612 0.02865 0.01453 0.02065 0.0388 0.01607 0.020192 
V 0.01986 0.01603 0.03114 0.01608 0.02875 0.01676 0.02823 0.03922 0.01681 0.023653 
W 0.06876 0.04876 0.07782 0.02497 0.07189 0.04591 0.06276 0.07365 0.03806 0.056953 
X 0.02426 0.0174 0.03226 0.02097 0.04487 0.02304 0.04014 0.05375 0.03078 0.031941 
Y 0.07138 0.04924 0.11685 0.01408 0.1073 0.03413 0.03882 0.02762 0.02628 0.053967 
Z 0.02041 0 0.11475 0.08333 0.07684 0.0282 0.06823 0.08716 0.03078 0.056633 
 
4. PROPOSED PREDICTIVE MODEL 
Predictive model no show rate based on PNR will be created 
using Data mining function classification. Classification use 
because the purpose of this model is to predict a class label value 
and class label attribute values in categorical (show or no show) 
The first step is to define vector attribute shown the characteristics 
of every passengers in a flight. Capital alphabet will be use to 
shown the vector attribute and lowercase alphabet for the value. If 
Xi
X=[
. i=1.... I shown I vector attribute for each passengers. Then 
combining all the vector attributes will gave a vector. 
] 
For every passengers, n=1, ... I which already ticketing at flight m, 
represented with vector from vector attribute 
=[ , ,…, ] 
A class label C with value  shown if the passenger show or no 
show (NS). The predictive model work as follow: if given a set of 
class label  and a set of vector attribute vector model will 
predict the output class probabilities from passengers n at flight m  
P(C= |X= ) 
Because we want to predict the probability of no show, =NS, 
then no show probability for passenger n at flight m can be written 
as 
P(NS| ) 
P(NS| )  calculation using Naive Bayes. The reason to choose 
Naive Bayes because this method allows to uses a very big data 
set and the calculation is very fast. 
Using Naive Bayes, then 
P(NS| )=  
Because Naive Bayes using an assumption that naive class 
conditional independence then the probability of no show a 
passenger can be written as 
P(NS| )=  
P(NS| )=  
Predictive model built to predict number of no show passengers at 
one flight with 
=  
At the above formula, No show passengers at flight m can be 
calculated from the sum of no show passenger probability for 
ticketing at flight m. 
If  shown the number of passengers ticketing at flight m then 
No show rate,  model, at one flight can be shown using 
these equation 
 
4.1 Input Data Model 
 
Table 4. Data Input Model Design 
 Attribute Name Data type 
Attribute 
type 
Value 
ID Varchar - - 
No_ show number categorical 2 
Kota_berangkat varchar2 categorical 6 
Kota_tujuan varchar2 categorical 6 
Kelas varchar2 categorical 16 
Segmen number categorical 2 
Seat number numerical 20 
Gender number categorical 3 
Day_derpature varchar2 categorical 7 
Time_of_Day varchar2 categorical 6 (binned) 
PNR_split number categorical 2 
PNR_rebooked number categorical 2 
 
ID is a unique id for a record, No Show field is a target attribute, 
other fields are vector attributes. 
All vector attributes and target class will be extracted for each 
passengers, for example if in one PNR (Passenger Name Record) 
there are 4 passengers then it will shown 4 (four) record for input 
to data mining model. 
5. IMPLEMENTATION AND 
EVALUATION 
5.1 Implementation 
The implementation will be using Oracle Data Miner with 
classification function. Before starting the design process model, 
relevance analysis was done with attribute subset selection. The 
purpose of doing the attribute subset selection is to identify if any 
attribute vector that has no contribution for determining the target 
attribute on classification process. Attribute that has no influence 
to the target attribute will be eliminated from classification to 
make the mining process faster. 
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Figure 2. Attribute Importance 
The result of attribute importance above shown attribute class has 
significances to the target attribute. Besides that, day of flight and 
departure city also has a big influence to the target attribute. 
 
5.2 EVALUATION for Predictive Model 
Evaluation for predictive model is done by calculating the error 
from the model. Measurement instrument use Mean Absolute 
Error, because Mean Absolute Error produce value with the same 
original value and not increasing the outlier 
Error No Show Rate calculation from the model calculated with 
= - | 
where 
  mean absolute error  no show rate  value for model  
               number of  flight at evaluation set 
        prediction no show rate model at flight m 
        no show rate at the real data  
Error calculation no show passengers from model calculated 
using = - | where 
 mean absolute error value for  
                       passengers  no show for  model 
     number of  flight at evaluation set 
     prediction number of no show passengers  
                       from model at  flight m 
     number of no show actual passengers at flight m 
By using historical model as a basis of calculation, then accuracy 
improvement on no show prediction, (NS), for predictive 
model compare with current historical model  
(NS) = -  
Table 6 Evaluation model summary 
Model ( ) ( ) (NS) 
Historical 0,0329894 3,63565 - 
PNR Based (decision tree) 0,0283048 3,16382 0,47237 
PNR Based (naïve bayes) 0,0253441 2,81057 0,82508 
Number of  Flight:  2228 
    = 0,025296  
 = 3,05116696 
 
Table 6 shown the accuracy of predictive model using specific 
information about PNR (Passenger Name Record) can predict 
number of no show better than the historical model currently used. 
Besides using Naive Bayes as a comparison for the test, decision 
tree algorithm use. The performance result has shown Naive 
Bayes better than decision tree algorithm. Improvement accuracy 
predictive model based on PNR (Passenger Name Record) 
compare with the current system in average 0.82508 passengers 
on every flight or around one passenger for every flight. 
5.3 System Design 
Main Form
SubmitReset
Admin
- X
No Flight    :
Route         :
Flown Date :
ETD           :
7P -
Flight
Result
 -
Change
Predictive Model
Number of Ticketing :
Predicted No Show :
Predicted No Show Rate :
Model name
Hour Minute
Month Day Year
User About
:
Single Flight Multiple Flight
 
Figure 3 Main Form for Single Flight 
Form design on Figure 3 is the main form the user saw when the 
user successfully login. In this form user can type information 
about a flight and after clicking on the submit button, the result 
will be shown below the input. 
Main Form
SubmitReset
Admin
- X
Search Period :
Filled Seat :
Route :
%
Flight
Change
Predictive Model
Model name
User About
Single Flight Multiple Flight
Day
Order by :
All Specific : -
Flown Date and ETD
 
Figure 4 Main Form for multiple flights 
Figure 4 is the Main Form for multiple flights. In this form the 
user can search for multiple flights at the same time based on the 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
307
  input type. After clicking the submit button, the result will be 
show in Figure 5 below. 
Result
No. Flight Route Flown Date ETD Tiketing No-shown
X
No-shown rate
Period : DD/MM/YYYY – DD/MM/YYYY
Filled Seat : 100%
Route : All
Order By : Flown Date and ETD
Search Criteria
Close
 
Figure 5 Result for multiple flights 
6. CONCLUSION 
Based on the analysis and design result, the conclusion: 
1. Predictive Model Airline No show rate based on Passenger 
Name Record built can predict No show Passenger more accurate 
than the historical model on the current system 
2. The use of specific passenger information on the Passenger 
Name Record can improve the accuracy of predicting no show 
passenger. 
3. User Interface application built can ease Reservation Control 
(RC) staff to use predictive model built. 
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ABSTRACT 
The amount of electronically stored information in Thai language 
has grown rapidly in the past few years and the number of these 
documents is still increasing.  This makes information extraction 
(IE) an essential task for extracting keywords from Thai texts.  
Thai texts are considered as un-delimited language where the 
structure of writing is a string of symbols without explicit word 
delimiters.  Words in Thai language are not naturally separated by 
any word delimiting symbols.  Due to this characteristic of Thai 
written language, word segmentation is a challenging task and has 
become one of the important research topics.  Many word 
segmentation techniques have been proposed to segment Thai texts 
into a set of words to support extraction of keywords.  However, 
most of the word segmentation approaches required complex 
language analysis.  They usually rely on language analysis or on the 
use of dictionary or corpus.  In this paper, an alternative method for 
extracting important Thai keywords is proposed.  The proposed 
approach is based on the analysis of frequent max substring that 
extracts important keywords. This approach looks for long and 
frequent substrings rather than individual words from given texts.  
As a result, this approach is language-independent.  It does not rely 
on the use of dictionary or language analysis.  We refer this 
technique as Frequent Max substring mining or FM technique.  
Applying the FM technique to Thai texts yields a set of keywords 
that are frequent and highly distinct from given texts.  The set of 
extracted keywords from FM technique is able to contain all 
frequent substrings without information loss.  Therefore this 
technique uses less space for storing all frequent substrings in 
order to support the growth of Thai electronic information. 
  
Keywords 
Frequent Max Substring Mining, Text Mining, Information 
Extraction 
1. INTRODUCTION 
Text mining, sometimes referred to as text data mining, is the 
application of data mining for text processing and Information 
Retrieval (IR).  Text mining refers to a process of deriving useful 
information or knowledge from texts [1], [2].  Information 
Extraction (IE) is one essential task in the area of text mining that 
describes a process of discovering interesting keywords underlying 
unstructured natural-language texts. Majority of the proposed 
methods in the literature for extracting keywords were 
accomplished by constructing a set of words from given texts. 
Keywords will then be selected from the set of words during the 
preprocessing step.  This makes these methods work well with 
European languages where texts are naturally segmented into 
individual words by word delimiter such as white space or other 
special characters.  However, these algorithms cannot be directly 
applied for Thai language.  Unlike European languages, Thai 
language is considered as a non-segmented language where words 
are a string of symbols without explicit word boundaries, and also 
the structure of written Thai language is highly ambiguous.  Thai 
sentence is consisting of several words using a string of characters 
without word separators such as white spaces, and in some cases 
semicolons and commas to separate these words.  Due to this 
problem, IE is one of the essential techniques that is applied for 
extracting keywords from Thai texts [3], [4], [5].  Most Thai IE 
techniques are based on word segmentation that is one of the most 
widely used information extraction techniques in Natural Language 
Processing (NLP).  The exploitation of word segmentation 
techniques for IE is not new and there are several approaches to 
Thai word segmentation as we will describe in next section.  
However, most word segmentation techniques usually rely on 
dictionary or corpus or linguistic knowledge of the language.  
Beside this, there are some other techniques which do not rely on 
language analysis such as n-grams, frequent patterns mining, and 
longest common prefixes techniques.  These techniques do not rely 
on the use of dictionary or corpus and do not depend on language 
analysis.  As a result, these techniques are most widely used to 
tackle many Asian languages such as Chinese, Japanese, Korea and 
Thai which are referred as un-delimited languages.  We will review 
some of these approaches in detail in following section.  
In this paper, an alternative method to Thai keywords extraction is 
proposed.  The proposed approach is based on the analysis of 
frequent max substring [6] that extracts important keywords as 
long frequent substrings rather than individual words from given 
texts.  This work is based on the method of mining sequential 
patterns in order to generate important keywords from the given 
texts. Therefore this approach works in substring (series of 
characters) level.  As a result, this approach is language-
independent.  It does not rely on the use of dictionary or language 
analysis.  We refer this technique as Frequent Max substring 
mining or FM technique.  Applying the FM technique to Thai texts 
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  yields a set of keywords that are frequent and highly distinct from 
the given texts. 
2. RELATED WORKS 
To extract Thai keywords from a given text, word segmentation 
techniques are generally the essential part of an extracting 
technique that usually required to segment texts into a bag of 
meaningful words before selecting keywords from the set of words 
in preprocessing phase.  Keywords may be derived by computing 
term frequency from Thai texts.  Although keywords can be 
specified manually by experts, this process is very time consuming 
and labor-intensive.  Therefore, word segmentation is one 
technique that used to support extracting Thai keywords.  
Previously proposed methods for Thai word segmentation can be 
classified into three main categories: Dictionary-based [7], [8], 
Rule-based [9], [10], [11] and Machine learning-based approaches 
[12], [13].   
However, most word segmentation techniques are language-
dependent.  They rely on language analysis or the use of dictionary 
or corpus.  They also work on word-level segmentation rather than 
phrases or sentences. 
Beside word segmentation techniques, there are some other 
techniques which are language-independent.  In [14], an efficient 
algorithm for discovering optimal string patterns was proposed.  
However, their work is based on the method of mining association 
rules in order to find the proximity of segmented words in given 
texts.  In [15], Vilo proposed an algorithm that is the generalization 
of the wotd (write-only top-down) suffix trie construction 
algorithm to find frequent substrings of given texts.  Furthermore, 
another efficient method is using suffix array [16], [17] to compute 
term and document frequency for all substrings from texts.  This 
technique was proposed by Yamamoto and Church in 2001 [18].  
The algorithm is based on suffix arrays for computing tf (Term 
frequency) and df (document frequency), and many functions of 
these quantities for all substrings in a corpus.  Additional to this 
technique, they also presented algorithms that make use of an 
auxiliary array for storing LCPs (longest common prefixes).  This 
algorithm is much faster than the obvious straightforward 
implementation when the text contains long repeated substrings 
[19]. 
 
3. KEYWORDS EXTRACTION 
APPROACHES 
In this section, we review the details of three approaches for 
keyword extraction from Thai texts:  Discovering frequent patterns 
from string, Using suffix array to compute term frequency for all 
substring, and Frequent Max substring mining techniques.  These 
three approaches are language-independent.  Most techniques can 
be used to tackle with non-segmented texts.  In order to depict the 
process of three algorithms with Thai text, we use Thai text = 
“การประกอบการ” that means “to be management” and minimum 
frequency = 2 to be the example text in keyword extraction.  
 
3.1 Discovering frequent patterns from string 
Discovering frequent patterns from string was proposed by Vilo 
[15].  This algorithm is the generalization of the wotd (write-only 
top-down) suffix trie construction algorithm to find frequent 
substrings of the given text.  Vilo’s algorithm is only interested in 
text patterns that occur at least K times of texts by constructing 
only the subtrees of suffix trie that correspond to the frequent 
substrings, as show in figure 1. 
Let S = “การประกอบการ” and K =2 
String S =  กา  ร ป ร ะ ก  อ บ   ก   า   ร   $ 
        .pos     = 1 2 3 4 5 6  7  8  9  10  11 12 13 
 
 Figure 1. Discovering substring of string S = 
“การประกอบการ” having at least 2 occurrences in string S.   
In Vilo’s algorithm, each node in the trie represents a unique 
substring and contains the position list of locations in the string 
where substring occurs.  To create the children of a node, the 
algorithm finds only substrings which occur at least K different 
locations of the string, only these substrings are inserted into the 
trie.  As a result, the resulting trie contains only subtree of 
substrings which appear at least K time on different locations of 
texts.  From figure 1, we have found that the algorithm generated 
six substrings from string S as shown in Table 1. 
Table 1. The frequent substrings extracted from Vilo’s 
algorithm 
 
3.2 Using suffix array 
Suffix array is one efficient method to compute term and document 
frequency for all substrings from texts.  This technique was 
proposed in 2001 [18] by Yamamoto and Church.  The algorithm 
is based on suffix arrays [16] for computing tf (Term frequency) 
and df (document frequency), and many functions of these 
quantities for all substrings in texts  Term frequency (tf) is the 
standard notion of frequency in corpus-based natural language 
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  processing (NLP). It counts the number of times that a type 
(term/word/n-gram) appears in a text.  The suffix array data 
structure makes it convenient to compute the frequency and 
locations of a substring in a long sequence.  This algorithm 
constructs a suffix array that contains all suffixes, sorted 
alphabetically. A suffix, also known as a semi-infinite string, is a 
string that starts at position i in the text and continues to the end of 
the text.  Therefore, constructed suffix array shows all possible 
substrings which are a prefix of suffix.  This enables the algorithm 
to compute the term frequency using overlapping computation.  As 
a result, suffix array can be used to retrieve frequent substring 
efficiently.  The following section depicts using suffix array to 
compute term frequency and to retrieve frequent substring.   
 
Let input text = “การประกอบการ” 
 
 
 
Figure 2. Illustration of a suffix array from input text =             
“การประกอบการ” 
 
From figure2, the suffixes are enumerated by using suffix array, 
but elements in the suffix array have not been initialized and 
sorted.  Each element in the suffix array, s[i], is an integer denoting 
a suffix or a semi-infinite string, starting at position i in the text 
and extending to the end of the text.  The elements in suffix array 
will then be sorted in alphabetical order for the next process as 
shown in figure3.  
 
 
 
Figure 3. Illustration of a suffix array from figure 2, that has 
been sorted in alphabetical order. 
 
Additional to using suffix array, algorithms that make use of an 
auxiliary array for storing LCPs (longest common prefixes) [18] 
are presented.  These algorithms are much faster than the 
straightforward implementation when the corpus contains long and 
repeated substrings [19].  This also enables the algorithm to 
compute the term frequency using overlapping computation as 
depicted in figure 4 and 5. 
 
 
Figure 4.  Longest common prefix is vector from suffix array. 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
311
  
 
 
Figure 5.  All longest common prefix with their length and 
term frequency 
 
As a result, there are four terms derived from suffix array by using 
the algorithm to find longest common prefixes. 
 
3.3 Frequent Max substring technique  
In this paper, Frequent Max substring technique is proposed as an 
alternative method to extract Thai keywords [20].  The frequent 
max substring technique is a substring patterns mining technique 
used to classify the terms called Frequent Max substring patterns 
or FM from the non-segmented texts where the word boundary and 
characteristic are not clearly defined.  This technique was first 
introduced in [6] and has been proposed for indexing un-delimited 
texts [20] and non-segmented document clustering [21].  The FM 
refer to all substrings which appear frequently at least the pre-
defined frequency and have the maximum length of substring on 
the given texts, so these terms are likely to be the patterns of 
interest.  In this technique, Frequent Suffix Trie or FST structure is 
used to enumerate the FM from Thai texts [22].  Frequent Max 
substring mining technique is based on text mining that describes a 
process of discovering useful information or knowledge from 
unstructured texts. We extract the set of FM by using the frequent 
max substring mining technique.  In this technique, the parameter 
and term frequency are applied to reduce the number of substrings.  
This method uses two reduction rules: 1) reduction rule using 
defined frequency to check extracting termination, 2) reduction rule 
using super-substring definition to reduce the number of substring 
extracted.  In this technique, the algorithm also uses heap data 
structure to support computation [6].  As a result, this method 
extracts only the frequent long substrings which contain all 
frequent substrings from the text.  
In order to explain the concept, we will describe the process of 
extracting frequent max substrings as the keywords by using an 
example with string S = “การประกอบการ” and the pre-defined 
frequency = 2  
 
1. We extract 1-length, 2-length substrings and so on with their 
frequencies and positions.  Only substrings that occur at least 
at the pre-defined frequency will be extracted, and these terms 
are sorted in order of occurring in the texts on the structure.  
2. For the second step, we extract the frequent max substring by 
selecting substrings having no super-substring from the set of 
the frequent substrings in order to reduce the number of the 
keywords. 
From the process, the FST structure can be shown in figure 6.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure.  6.   Shows the FST structure using the efficiency 
algorithm. 
   
Figure 6 shows the FST structure. The result is FM T2
From above three algorithms, we show the keywords of three 
approaches in Table 2. 
  =           {<ก 
: 3>,  <ร : 3>,  <การ : 2>}  
 
Table 2. Shows keywords from three algorithms 
 
The extracted Thai keywords from three algorithms 
Discovering 
frequent patterns 
Suffix array  
(lcp algorithm) 
Frequent max 
substring 
 
Terms 
 
TF 
 
Terms 
 
TF 
 
Terms 
 
TF 
        ก                          3 
      า                          2 
      ร                         3 
      กา                      2 
      าร                       2 
      การ                    2 
      ก                       3 
     การ                   2 
    ร                        3 
      าร                      2 
     ก                          3 
     ร                          3 
    การ                      2 
 
From table 2, these three algorithms can be used to retrieve all 
frequent substrings.  However, suffix array techniques provide less 
number of extracted keywords than Discovering frequent patterns 
technique, and also Frequent Max substring provides less number 
of keywords than Suffix array and Discovering frequent patterns 
techniques.  This is because all possible frequent substrings can be 
<ร:3> <ก:3> 
.pos=2,11 
 <การ:2> 
า 
.pos=3,5,12 
 
.pos=1,7,10 
 <กา:2> 
ก ร 
ร 
.pos=3,12 
 
 
Root 
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  derived from the set of keywords that is extracted by suffix array 
and Frequent Max substring techniques without information loss.   
4. EXPERIMENTS AND DISCUSSION 
In this section, we show an experiment to extract keywords using 
the three algorithms described in section 3: Vilo’s algorithm, suffix 
array and frequent max substring mining techniques as described in 
the last section.  Data used in this experiment is Thai texts found 
on Thai websites as shown in Table 3. 
 
Table 3. Shows the address of data set 
In table 4, we show the number of Thai keywords which were 
extracted from Thai websites by using three algorithms: Vilo’s 
algorithm, Suffix array (lcp algorithm) and frequent max substring 
mining techniques.   
 
Table 4. Shows number of extracted keywords 
 
From table 4, experimental results showed that Frequent max 
substring technique can extract less number of keywords, but the 
set of all frequent substrings can still be retrieved from the set of 
extracted keywords that extracted by using Frequent max substring 
technique.     
 
5. CONCLUSION 
In this paper, an alternative method for extracting Thai keywords is 
proposed.  The proposed approach is based on the analysis of 
Frequent Max substring that extracts important keywords as long 
substrings rather than individual words from given texts.  As a 
result, this approach is language-independent.  It does not rely on 
the use of dictionary or language analysis.  This technique is 
referred as Frequent Max substring mining or FM technique that 
provides less number of Thai keywords that are frequent and highly 
Id Address of data set 
1 http://www.phuketcity.go.th/pkm/index.php?option=com_
content&task=view&id=1620&Itemid=97&lang=th_TH 
2 http://www.astv-
tv.com/news1/viewdata.php?data_id=1001731 
3 http://radiothailand.prd.go.th/chonBuri/040newsboard/asp
board_Question.asp?GID=356 
4 http://news.mjob.in.th/sport/cat10/news19541/ 
5 http://news.mumuu.com/sport/page2/ 
6 http://www.seagames2007.th/th/index.php?option=com_c
ontent&task=view&id=1118&Itemid=107 
7 http://www.seagames2007.th/th/index.php?option=com_c
ontent&task=view&id=1149&Itemid=107 
8 http://www.seagames2007.th/th/index.php?option=com_c
ontent&task=view&id=1147&Itemid=107 
9 http://www.seagames2007.th/th/index.php?option=com_c
ontent&task=view&id=1154&Itemid=107 
10 http://www.ryt9.com/s/prg/285415/ 
11 http://www.spokesman.go.th/tape/410721t.txt 
12 http://www.freemarketthai.com/tag 
13 http://www.matichon.co.th/matichon/view_news.php?new
sid=01col01210652&sectionid=0116&day=2009-06-21 
14 http://www.naewna.com/news.asp?ID=142987 
15 http://203.151.20.17/news_detail.php?newsid=12181707
12 
16 http://www.welcomethai.com/hotelreservation/news.asp?id
=11 
17 http://travel.sanook.com/news/news_07858.php 
18 http://www.ryt9.com/s/prg/258847/ 
19 http://news.sanook.com/scoop/scoop_361899.php 
20 http://thai.tourismthailand.org/news/release-content-
2059.html 
The number of extracted keywords using 3 appraches 
 Algorithms 
Text 
Id 
Discovering 
frequent patterns 
Suffix array 
(lcp algorithm) 
Frequent max 
substring 
1 1363 584 156 
2 1139 437 145 
3 1022 460 204 
4 998 345 194 
5 3047 1141 312 
6 1838 759 329 
7 3850 873 247 
8 2014 591 360 
9 3088 858 209 
10 4314 1065 446 
11 1997 613 335 
12 3400 1104 511 
13 3818 918 396 
14 4897 1247 525 
15 2543 810 475 
16 1548 621 409 
17 1543 586 398 
18 1148 364 256 
19 939 382 244 
20 5122 1832 775 
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  distinct from given texts.  Experimental studies show that suffix 
array provides less number of extracted keywords than Vilo’s 
technique. The Frequent Max substring provides less number of 
keywords than Suffix array and Vilo’s techniques.  This is because 
all frequent substrings can still be derived from the set of extracted 
keywords that are extracted by using Frequent Max substring 
mining technique without information loss.  This shows that 
Frequent Max substring technique has improved over other 
algorithms in term of memory storage space in order to support the 
growth of Thai electronic information. 
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ABSTRACT 
Therefore, it is appropriate to review the measures of user 
satisfaction with information systems technology, especially in 
a web-based environment, which accounts for a major 
component of the end-user computing environment. The 
objective of this research was to develop and validate an 
instrument for measuring user satisfaction in a web-based 
environment. 
This research will present significant progress towards keeping 
the End-User Computing Satisfaction instrument relevant and 
applicable under the computing environment of Information 
Era.  It will be of significance for both 
practical application and theoretical applications. From a 
practical perspective, this revised End-User Computing 
Satisfaction (EUCS) instrument can be applied to evaluate end 
user applications, especially web-based information systems. 
 
Keywords 
User satisfaction, end-user computing satisfaction, Web- based 
systems 
 
1. INTRODUCTION 
This paper is to examine critical factors; content, accuracy, 
format, ease of use, timeliness, satisfaction with system speed 
and system reliability in End-User Computing Satisfaction 
(EUCS) that influence most end-users’ satisfaction. The 
research was conducted using a set of questionnaire consist of 
five factors; content, accuracy, format, ease of use, timeliness, 
with system speed and system reliability to measure end-users’ 
satisfaction.  
End user satisfaction has always been an important component 
of Information Systems (IS) success.  There has been 
considerable research devoted to establishing a standard user 
satisfaction instrument since the 1980s (Rita Moore, et al 2007; 
Pikkarainen et al. 2006; Ali Azadeh et al 2009), when data 
computing in organizations moved from data processing to 
end-user computing (EUC) (Doll and Torkzadeh 1988). Doll 
and Torkzadeh (1988) developed and validated an End-User 
Computing Satisfaction (EUCS) instrument.  It included five 
components: content, accuracy, format, ease of use, and 
timeliness.  Since the development of the EUCS instrument, 
there have been significant changes in information technology, 
especially with the soaring growth of the Internet.  For 
example, widespread use of web technology and rapid increase 
of Internet-based information systems is evident in the 
remarkable increase in the number of Internet hosts and web 
sites. The Internet opened the door to new opportunities for the 
free flow of information.  This information now flows 
unhindered across local, state, and  national boundaries. 
Despite the significant changes in the end-user computing 
environment during the past decade and proliferation of web-
based information systems, there has been little research on 
measurement of user satisfaction with web-based information 
systems, which is a primary component of end-user computing 
environment at present.  People generally just apply the Doll 
and Torkzadeh (1988) instrument in their studies to measure 
the extent of user satisfaction, assuming it is valid and reliable 
for web-based information systems.  
However, there are differences between web-based information 
systems and traditional corporate information systems.  For 
example, with wide spread use of Internet, access to web-based 
information systems as well as information has been 
significantly enhanced.  It is much easier to get access to any 
information that one needs, therefore sufficiency of 
information provided by information systems may not be an 
issue for web-based information systems any more.  In 
addition, web-based information systems become more 
complicated than traditional information systems.  More issues 
other than content, accuracy, format, ease of use and timeliness 
may be relevant and important in measuring user satisfaction 
with them.  Because of differences between web-based 
information systems and traditional information systems, it is 
not appropriate to adopt the EUCS instrument to measure user 
satisfaction with web -based information systems without 
examining validity and reliability of the instrument in the 
specific environment.  It is very important to test validity of the 
instrument in the web-based information system environment. 
Recently, Pikkarainen et al. (2006) have tested the EUCS model 
in their endeavor to examine user satisfaction with the online 
banking service. Their results support the validity of three 
constructs, such as content, ease of use, and accuracy, in the 
original EUCS model, indicating that the EUCS could be 
modified and employed to evaluate customer satisfaction with 
the use of online banking systems. 
Consistent with Doll and Torkzadeh’s (1988) findings, the 
authors believe that user involvement should be considered as 
an independent variable, since end users, like university 
students, do not have much chance to be involved in the IS 
development process. However, as the web based information 
systems has changed its role from a product developer to a 
service provider, the end user has increasingly interacted with 
the department as an internal customer. Thus, the authors 
suggest that the web based information systems service quality 
should be considered as one of the key attributes of EUCS. 
Accordingly, the authors propose that a complete measure of 
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  EUCS include items evaluating the following three dimensions: 
end user satisfaction with computer systems, with information 
quality provided by the system, and with services provided by 
the web based information systems. 
The purpose of this study is to develop and validate an 
instrument to measure user satisfaction in the information age.  
To accomplish this, we first reviewed the literature in the field 
of user satisfaction measurement.  Then we decided to adopt 
the EUCS instrument by Doll and Torkzadeh (1988) as our 
starting point.  We then checked whether this existing 
instrument could be used in the new information systems 
environment.  The organization of the paper is as follows. In 
the next section we provide a review of literature.  In the 
section that follows we present our research methodology.  
Then we report on the data collection and data analysis, 
followed by conclusions and discussions of research findings  
 
2. LITERATURE REVIEW 
User satisfaction has received considerable attention of 
researchers since the 1980s as an important surrogate measure 
of information systems success (Rita Moore, et al 2007; 
Pikkarainen et al. 2006; Ali Azadeh et al 2009). Several models 
for measuring user satisfaction were developed, including the  
user information satisfaction instrument by Ives et al. (1983) 
and a 12- item EUCS instrument by Doll and Torkzadeh 
(1988).    This instrument included many factors ranging from 
information quality, systems performance, personal relationship 
with EDP staff and top management involvement. The End 
User Information System Satisfaction (EUISS) is probably the 
most widely used measure of IS success. In this paper, a 12-item 
instrument that was developed by Doll and Torkzadeh is applied 
to study EUISS in an Iranian power holding company. This 
instrument has been vastly accepted in the literature and 
measures the satisfaction of IS end users in five different 
dimensions: content, accuracy, format, ease of use and 
timeliness. However, to date, this instrument has not been tested 
in an Iranian setting by Ali Azadeh (2009) Limitations of the 
study involved small sample size (29 valid data) and difficulty 
of applying the questionnaire.  Lei Wang et al. (2007) adopted 
the instrument by Bailey and Pearson (1983) and examined 
causal relations of user involvement on system usage and 
information satisfaction.  They concluded that user involvement 
in the development of information systems enhances both 
system usage and user‘s satisfaction with the system. 
Lei Wang et al. (2007) developed a User Information 
Satisfaction (UIS) instrument to measure user‘s general 
satisfaction with the information provided by the data 
processing group of the organization.  Limitations of the study 
included use of an instrument that was based on the data 
processing computing environment.  The emphasis was on 
computing tasks that were carried out by the data processing 
group in an organization.  The measuring scale was semantic 
differential rather than Likert-scale type scaling. Due to the 
limitations of this study, this instrument is not used  as much as 
the EUCS instrument developed by Doll and  Torkzadeh 
(1988). 
Doll and Torkzadeh developed a 12-item EUCS (Figure 1) 
instrument by contrasting traditional data processing 
environment and end-user computing environment, which 
comprised of 5 components: content, accuracy, format, ease of 
use, and timeliness.  Their instrument was regarded as 
comprehensive, because they reviewed previous work on user 
satisfaction in their search for a comprehensive list of items.  
They included measurement of —ease of use,“ which was not 
included in earlier research.  Two global measures of perceived 
overall satisfaction and success were added to serve as a 
criterion.  The 12 items and the 2 global measures are listed in 
Appendix 1.  The construct was developed with a five point 
Likert-type scale (1 = almost never; 2 = some of the time; 3 = 
about half of the time; 4 = most of the time; and 5 = almost 
always). 
 
Content Accuracy Format Ease of Use Timeliness
End user computing 
satisfaction
 
Figure 1. End-User Computing Satisfaction (EUCS) 
instrument by Doll & Torkzadeh 1988 
This research was based on this EUCS instrument by Doll and 
Torkzadeh because it is a widely used instrument, and has been 
validated through several confirmatory analyses and construct 
validity tests.  After the exploratory study was completed in 
1988, two confirmatory studies with different samples were 
conducted respectively in 1994 and 1997, which suggested the 
instrument was valid (Doll et al. 1994; Doll and Xia 1997).  A 
test-retest of reliability of the instrument was conducted in 
1991, indicating the instrument was reliable over time 
(Torkzadeh and Doll 1991).  The instrument is widely accepted 
and adopted in other researches.  McHaney and Cronan (1998, 
2000) adopted it to examining computer simulation success.  
McHaney et al. (1999) adopted it in decision support systems 
research.  Roger McHaney et al. (2007) applied it to measure 
user satisfaction with data warehouse. In the following section 
we consider the research methodology in detail. 
 
2.1 Research Methodology 
Our first step was to examine whether Doll and Torkzadeh 
instrument (1988) can be used in the new information systems 
environment, and whether this instrument has to be revised.  To 
do this we decided to follow Doll and Torkzadeh‘s research 
methodology to conduct the first part of study.  We designed 
questionnaires to survey end users on their satisfaction with 
web based information systems. In this research, we considered 
Internet portals to be representative of web-based information 
systems. Internet portals are widely used among end users of 
web based information systems.  Web portals constitute so me 
of the most visited sites on the Internet.  Digital media 
measured by the number of unique visitors per day are web 
portals (www.detik.com).  Portals provide a variety of services 
including web search engines, email, calendar, financial tools, 
and entertainment.  We then followed the steps and measures as 
Doll and Torkzadeh (1988) did to analyze the data to examine 
the validity and reliability of the instrument.  In the sections 
that follow we provide information on the pilot study, data 
collection and analysis. 
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  2.2 Pilot Study 
Our pilot study was conducted with a sample of 250 students in 
univesity.  The construct validity was examined with 
correlations between total score and each item scores.  To avoid 
spurious part-whole correlation, the total score was corrected 
by subtracting the item score before examining the correlation.  
Criterion-related validity was also examined using two-item 
global criterion including “Is the system successful ?” “ and 
“Are you satisfied with the system ?“  In order to analyze the 
pilot study data, we assessed the item-total correlation and 
criterion-related correlation. 
 
Table 1. Descristipve statistics of research sample 
Gender Male Female Total 175 (70%) 75(30%) 250 
Work Experience < 1 year 1–3 years 4-6 years 7-10 years >10 years  135 (54%) 85 (34%) 18 (7,2%) 12 (4,8%)     - 250 
Location (multiplechoice) Home Work School  250 (40%) 138 (22%) 231 (37%) 619 
 
3. SAMPLE 
The sample for this study included students at a large mid-Bina 
Darma university at Palembang, Indonesia.  Although the 
sample for this study was collected at a higher education 
institution, it well represents the end user population, because 
some students were full-time students while others were part 
time students from a variety of industries and management 
levels.  Table 1 provides some descriptive statistics. 
 
3.1 Data Collection 
According to Doll and Torkzadeh (1988) there are five 
components of user satisfaction with information systems: 
content, accuracy, format, ease of use, and timeliness.  This 
research conducted a survey of 250 end users about their 
satisfaction/ dissatisfaction with Internet portals.  A list of 
questionnaire questions is provid ed in Appendix 1 .   
Data were collected in classes at a large Bina Darma university 
in Indonesia.  Students were told that participation in this study 
was voluntary and anonymous.  No personal identity 
information was collected during the survey.  Hard copy 
questionnaires were distributed in class.  It took 10 minutes to  
complete the survey. 
 
3.2 Data Analysis 
In this study, we followed the methodology used by Doll and 
Torkzadeh (1988) to analyze the data.  We analyzed the 
construct validity, examined criterion-related validity, and 
reliability.  We evaluated the construct validity and the 
constructs in the EUCS instrument.   
 
3.3 Factor Analysis 
In conducting the factor analysis, we exp ected the factors 
(questions in our study) to load on constructs originally 
identified by the earlier study.  The Principal Components 
Analysis (PCA) was used as the extraction technique and 
varimax was used as a method of rotation.  Table 2 is the factor 
matrix of the 12-item instrument.  We took the threshold value 
of 0.7 for factor loading criterion. 
 
Table. 2 Rotated Factor Matric of the 12 -Item Instrument 
Item/ 
Question 
Code 
Content Accuracy Format Ease 
of 
Use 
Timeliness 
C1 0.849     
C2 0.824     
C3 0.755     
C4 0.701     
A1  0.811    
A2  0.776    
F1   0.836   
F2   0.675*   
E1    0.867  
E2    0.897  
T1     0.806 
T2     0.706 
* The loading of question F2 is 0.675, which is close to 0.7, 
therefore, we decided to keep it in the instrument. 
 
As we can see from the factor matrix, the primary loadings for 
the five factors are well above 0.7 while the factor loading for 
the question F2 is very close to 0.7 (for question F2 see 
Appendix 1).  Therefore we keep all the factors as they are in 
the instrument. 
Next we conducted item-total correlation as well as criterion 
related correlation.  Following Doll and Torkzadeh‘s procedure, 
we examined the correlation of score of each item with the total 
score of all questions.  To avoid the spurious part-whole 
correlation, we subtracted each item score from the total score 
before conducting the correlation, therefore we conducted 
correlation of each item with the total of rest 11 items.  Table 3 
lists the result of the correlation assessment.  According to Doll 
and Torkzadeh, there is no accepted standard of cut off 
threshold, therefore we took the same cutoff value of 0.5 as 
they did in their study. 
 
Table 3. Item –Total Correlation 
Factor Correlation Coefficient Alpha 
C1 0.638 <.0001 
C2 0.679 <.0001 
C3 0.605 <.0001 
C4 0.223 <.0001 
A1 0.637 <.0001 
A2 0.670 <.0001 
F1 0.600 <.0001 
F2 0.650 <.0001 
E1 0.585 <.0001 
E2 0.580 <.0001 
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  T1 0.553 <.0001 
T2 0.481 <.0001 
 
As we find out from the correlation coefficient, all questions 
coefficient is above the threshold of 0.5, except for the question 
C4 which is well below the threshold. 
In conducting the criterion-related validity analysis, we 
examined the correlation of each item with the score of two 
global satisfaction criteria G1 and G2 in Appendix 1, and 
questions 13 and 14 in Appendix 2.  As Doll and Torkzadeh, 
we assumed that the two global measures of end-user 
satisfaction to be valid.  Table 4 is the result of item-criterion 
correlation.  The cut off threshold is 0.4 as Doll and Torkzadeh 
did in their research. 
 
Table 4. Item Criterion Correltion 
Item Correlation Coefficient Alpha 
C1 0.431 <.0001 
C2 0.506 <.0001 
C3 0.436 <.0001 
C4 0.139 0.0113 
A1 0.519 <.0001 
A2 0.585 <.0001 
F1 0.498 <.0001 
F2 0.463 <.0001 
E1 0.533 <.0001 
E2 0.536 <.0001 
T1 0.482 <.0001 
T2 0.523 <.0001 
 
As in the item-total correlation, all factors have correlation 
coefficients of greater than 0.4 threshold value except for the 
question C4 has correlation coefficient of 0.139, well below the 
threshold.  Therefore all questions other than question C4 — 
“Does the system provide sufficient information?“ are valid.  
And we also observed that components of satisfaction as 
identified by Doll and Torkzadeh are still relevant for users of 
web-based information systems.  Due to the results of data 
analysis, we dropped the question C4,  — “Does the system 
provide sufficient information?“  
 
4. DISCUSSION 
This research will present significant progress towards keeping 
the End-User Computing Satisfaction instrument relevant and 
applicable under the computing environment of Information 
Era.  It will be of significance for both practical application and 
theoretical applications. From a practical perspective, this 
revised End-User Computing Satisfaction (EUCS) instrument 
can be applied to evaluate end user applications, especially web-
based information systems.  
End user satisfaction has always been an important component 
of Information Systems (IS) success. This is also true for online 
applications, including online shopping systems where in 
addition to being a customer, the shoppers play the role of end 
users. Shoppers may not come back to or make a purchase on a 
website if they have an unsatisfactory experience. In this 
research, we focus on this aspect of online shopping by 
examining shoppers’ experiences as end users by Liu (2007). 
This study provides several implications for researchers. 1), 
should attempt to identify additional components of satisfaction 
that are specific to a web-based environment. Some  components 
that could be relevant are privacy and security. Although we 
consider our sample to be appropriatecontinuing research efforts 
should be made to improve the combined measure of this study. 
2), there is still a need for a more reliable measure of IS service 
quality with merged two sets of items, pertaining to Doll and 
Tokzadeh’s (1988) EUCS and Kettinger and Lee’s (1997) IS-
adapted SERVQUAL repectively, into one. Kettinger and Lee 
(1997) find an alternative approach to alleviating those problems 
associated with SERVQUAL. They have undertaken further 
refinement of SERVQUAL to improve its practical value to IS 
managers and have suggested a 13-item IS-Adapted 
SERVQUAL. This IS adapted SERVQUAL includes four of the 
five original SERVQUAL dimensions: reliability, 
responsiveness, assurance, and empathy.  
This approach assumed that the two instruments were well-
developed and could precisely measure the factors that they 
were supposed to measure. However, as mentioned in the 
literature review section, there has been a controversy over 
whether the factor structure of the IS-Adapted SERVQUAL is 
valid. Moreover, the results of this study suggest that some items 
included in the aforementioned two original measures are not 
significant in the combined measure. Therefore, the authors 
strongly encourage research efforts to incorporate more items 
from the original SERVQUAL instrument into the new measure 
of this study. In addition, the authors encourage future research 
to utilize at least three items that assess the following two 
dimensions, such as “format” and “accuracy”, which were 
represented by only two items in Doll and Tokzadeh’s (1988) 
EUCS measure.  
In addition to overall user satisfaction assessment with 
information systems, it can also used to compare end-user 
satisfaction with different components of end-user computing 
task. Last but not least, it can be used to compare different 
information systems that perform the same functions. From a 
theoretical perspective, by dividing the End-User Computing 
Satisfaction construct into separate components, this research 
provides a valuable theoretical framework to enable more 
precise research with the components. 
This research might begin with a focus on expectations. Little is 
known about the expectations of IS service customers and users. 
A better understanding of expectations would help increase our 
understanding of the service quality construct. Research should 
focus on different types of study populations such as internal 
versus 
external customers, purchasers versus end users, and differences 
based on varying levels of experience with the IS function. Such 
research would constitute an important step in the development 
of an improved measure of IS 
 
5. CONCLUSIONS 
With ever-changing technology and significantly different end-
user computing environment, it is necessary to develop and 
validate an instrument to measure user satisfaction with 
information systems in the information age. In this study, we 
have taken the first step towards fulfilling this objective. Our 
starting point was the end-user computing satisfaction 
instrument developed by Doll and Torkzadeh (1988). We 
retested this instrument to measure satisfaction in a web-based 
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  environment. We found that with minor revisions the new 
instrument provides a valid measure of user satisfaction. Every 
study has its limitations, and this one is no exception. Our study 
focused on a specific kind of web-based information system, 
Internet portals. The second limitation arises from the 
components of satisfaction. We did not identify and test for any 
additional components of user satisfaction. It is possible, even 
likely, that there are some other components of satisfaction such 
privacy that are unique to web-based systems that have not been 
considered in this study. Some researchers may consider the use 
of students to be a limitation. But, we believe that students are a 
representative part of the general population of Internet users. 
There are a number of avenues of future research. As we 
mentioned in the limitations, we measured satisfaction using 
established measures or components. The five components we 
used were content, accuracy, format, ease of use, and timeliness.  
By doing so, future research may develop a measure with better 
validity and reliability. Additional research could investigate the 
components of satisfaction in web-based systems in a work-
related environment. While we conducted our study using 
Internet portals, future research can extend our study to examine 
satisfaction with other web-based systems. In sum, the authors 
suggest the IS research community to keep moving toward 
generating a reliable and valid instrument for measuring EUCS 
that can fit the constantly changing environment of IS. Such an 
updated instrument will provide both academicians and 
practitioners with better insight into the nature and determinants 
of EUCS. We have successfully revised and tested an instrument 
to measure user satisfaction with web-based systems. We 
believe that this is a step in the right direction, and we 
recommend additional research. 
 
6. REFERENCES 
[1] Ali Azadeh , Mohamad Sadegh Sangari , Mohsen Jafari 
Songhori, An empirical study of the end-user satisfaction 
with information systems using the Doll and Torkzadeh 
instrument, International Journal of Business Information 
Systems, Volume 4, Number 3 / 2009,  Pages: 324 – 339 
[2] Doll, William J. , Deng, Xiaodong , Raghunathan, T. S. , 
Torkzadeh, Gholamreza and Xia, Weidong, The Meaning 
and Measurement of User Satisfaction: A Multigroup 
Invariance Analysis of the End-User Computing 
Satisfaction Instrument, Journal of Management 
Information Systems , Vol. 21 No. 1, Summer 2004 pp. 
227 - 262  
[3] Doll, W. J. and Torkzadeh, G. .The Measurement of End-
User Computing Satisfaction,. MIS Quarterly (12:2), June 
1988, pp. 259-274. 
[4] Doll, W. J., Xia, W. and Torkzadeh, G. .A Confirmatory 
Factor Analysis of the End-User Computing Satisfaction 
Instrument,. MIS Quarterly, December 1994, pp. 453-461. 
[5] Ives, B., Olson, M. H. and Baroudi, J. J. . The 
Measurement of User Information Satisfaction,. 
Communications of the ACM (26:10), October 1983, pp. 
785-793. 
[6] Pikkarainen, Tero Pikkarainen, Heikki Karjaluoto, Seppo 
Pahnila, The measurement of end-user computing 
satisfaction of online banking services: empirical evidence 
from Finland, International Journal of Bank Marketing, 
2006 vol 24 isuue 3 page 158-172 
[7] Kettinger, W., Lee, C. ,  "Pragmatic perspectives on the 
measurement of information systems service quality", MIS 
Quarterly, 1997, Vol. 21 No.2, pp.223-40.  
[8] Lei Wang; Youmin Xi; Huang, W.W., A Validation of 
End-User Computing Satisfaction Instrument in Group 
Decision Support Systems, 
[9] Liu, Chung-Tzer; Guo, Yi Maggie Validating the End-
User Computing Satisfaction Instrument for Online 
Shopping Systems,  2007,  Journal of Organizational and 
End User Computing, Vol. 20, Issue, pages 74-96  
Wireless Communications, 
Networking and Mobile Computing, 2007. WiCom 2007. 
International Conference on, Volume , Issue , 21-25 Sept. 
2007 Page(s):6031 – 6034 
[10] McHaney, R. and Cronan, T.P. .Computer Simulation 
Success: On the Use of the End-User Computing 
Satisfaction Instrument: A Comment,. Decision Sciences 
(29:2), Spring 1998, pp. 525-536. 
[11] McHaney, R. and Cronan, T.P. .Toward an empirical 
understanding of computer simulation implementation 
success,. Information and Management (37), 2000, pp. 
135-151. 
[12] McHaney, R. Hightower, R. and White D. .EUCS test-
retest reliability in representational model decision 
support systems., Information and Management (36), 
1999, pp. 109-119. 
[13] Rita Moore, Mary Jo Jackson, Ronald B. Wilkes,  End-
user computing strategy: an examination of its impact on 
end-user satisfaction, Academy of Strategic Management 
Journal, Annual, 2007  
[14] Roger McHaney 1 Timothy Paul Cronan, Computer 
Simulation Success: On the Use of the End-User 
Computing Satisfaction Instrument: A Comment, 
Decision Sciences, Published Online: 7 Jun 2007, Volume 
29 Issue 2, Pages 525-535 
[15] Torkzadeh, G. and Doll, W. .Test-Retest Reliability of the 
End-User Computing Satisfaction Instrument., Decision 
Sciences (22:1), winter 1991, pp. 26-37. 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
319
  Batik Image Classification Using Log-Gabor and 
Generalized Hough Transform Features 
 
Laksmita Rahadianti 
Faculty of Computer 
Science 
University of Indonesia 
Depok INDONESIA 
lara50@ui.ac.id 
 
Hadaiq R. Sanabila 
Faculty of Computer 
Science 
University of Indonesia 
Depok INDONESIA 
hadaiq.rolis@ui.ac.id 
 
 
Ruli Manurung 
Faculty of Computer 
Science 
University of Indonesia 
Depok INDONESIA 
maruli@cs.ui.ac.id 
 
 
Aniati Murni 
Faculty of Computer 
Science 
University of Indonesia 
Depok INDONESIA 
aniati@cs.ui.ac.id 
 
ABSTRACT 
Batik is a decorative cloth used widely in the Indonesian culture. 
Indonesian batik also is very much diverse and consists of many 
different patterns, colors, and textures. In the course of further 
research on Indonesian culture heritage, we are trying to develop an 
automatic batik classification system using the characteristics and 
features contained in each batik cloth. Using a self-proposed 
taxonomy of batik patterns, we conduct experiments to 
differentiate various batik patterns using two well-known image 
processing features, namely the log-Gabor feature vector and the 
Generalized Hough Transform. Building on previous work, we 
attempt to account for variations in scale and orientation. Our 
experiments are able to show good accuracy, particularly using the 
Generalized Hough Transform. For the log-Gabor filter, further 
experimentation is required to determine the optimal configuration 
of scale and orientation parameters in constructing the filter bank. 
Keywords 
Batik, image classification, Generalized Hough Transform, Log 
Gabor Filter 
1. INTRODUCTION 
Decorative cloths are present all over the world in many 
communities. These cloths have various functions in each 
community and area, but every cloth is unique, differing in color, 
pattern, and texture. Batik is a decorative cloth used widely in 
Indonesian culture. Indonesian batik is also very much diverse and 
consists of many different patterns, colors, and textures [1]. 
In the course of further research on Indonesian culture heritage, it 
has come to attention the viability to automate the batik 
differentiation process using the characteristics contained in each 
batik cloth. Each batik cloth has specific characteristics in pattern, 
texture, and color. These characteristics should be able to be used 
as a factor in distinguishing these batik cloths from one another. 
This automated process is done using digital batik images and 
computing the images mathematically. The development of this 
system has been initiated by previous work conducted at the 
Faculty of Computer Science, University of Indonesia [2]. 
In an attempt to establish this automated batik recognition system, 
a number of follow-up studies have been conducted in order to 
determine the ability of the batik image characteristics contained in 
digital images to represent the batik cloth. The characteristics of 
each batik image are represented using various computations, such 
as color histograms to collect information on color, or the log-
Gabor filter and Hough transform to detect patterns and textures 
[3, 4]. 
The ability to differentiate batik cloths is still limited to those with 
sufficient knowledge of batik history and predefined batik patterns. 
There are many references regarding the different patterns and 
textures that build the Indonesian batik pattern library with 
different approaches to the structure of the pattern taxonomy. Batik 
scholars and experts define the batik pattern taxonomy according 
to their respective opinion [1,5]. 
In this paper we propose our own version of batik pattern 
taxonomy that is suitable for the computation and processing of 
digital images of batik cloths (Section 2). We then conduct 
experiments to recognize batik patterns according to the taxonomy. 
We then present the results of batik pattern classification using log-
Gabor (Section 3) and Hough Transform (Section 4) features as the 
distinguisher. 
2. PROPOSED BATIK TAXONOMY 
As mentioned in Section 1, the organization of batik patterns is 
until this day different according to each expert. Previously known 
batik pattern definitions were separated according to batik origin 
and color [5], or simply divided directly into known batik patterns 
[6]. For our automatic batik recognizer, we use a self-proposed 
taxonomy, which was initially built from a database composed of 
templates of well-known batik patterns that were already used in 
the previous research conducted [2]. This database was populated 
by a number of batik patterns identified according to a former batik 
pattern taxonomy [6]. In the course of adding more images and 
patterns to the batik database, data collection was conducted; 
mainly from the same source, but furthermore from extensive data 
exploring also. 
This process left us with a limited number of distinguishable batik 
patterns projected to be suitable for further implementation of the 
automated batik recognizer project. This taxonomy is hoped to be 
the simplest and most suitable organization of patterns to be 
recognized using the mathematical computation and feature 
extraction of digital batik images. Nevertheless is should be noted 
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  that this taxonomy is still incomplete and has plenty of room for 
more exploration. 
Batik images can be labeled with characteristics it contains. Each 
batik cloth can contain more than one primitive batik pattern, each 
of which we aim to be able to recognize using the automated batik 
recognizer we intend to build. Aside from that, each batik cloth 
contains color information. We define Indonesian batiks to be 
divided into two classes of color, namely Sogan and non-Sogan. 
Sogan batiks are batik cloths that are coloured broken white, black, 
brown, dark red, indigo and crème [5]. Non-sogan batiks are batik 
cloths with any other color aside from those stated before. 
We define this taxonomy dividing the possible batik patterns based 
on three main attributes: the area of origin, the color family, and the 
batik motif/pattern. The possible values can be seen in Table 1. 
Table 1. Proposed Batik Taxonomy. 
Color 
Family 
Area of 
Origin Batik Motif/Pattern 
Sogan 
Yogya/Solo 
Cakar 
Truntum 
Ceplok 
Kawung 
Grompol 
Parang 
Nitik 
Solo Tirtotejo 
non-Sogan Cirebon 
Kumpeni 
Megamendung 
 
3. CLASSIFICATION USING LOG-GABOR 
FILTER FEATURES 
The visual content of a two-dimensional image is, at its lowest 
level, represented as the colour and intensity of each pixel. 
However, to be able to classify such images based on visual content 
similarity, these pixel values must first be transformed into a 
feature space which forms a more appropriate higher-level 
representation, upon which we can compute similarity measures 
that agree with human perception. 
One very popular approach is to express the image by transforming 
it from the spatial into the frequency domain, e.g. using the Fourier 
transform. This approach is based on the principle of expressing 
periodic functions using the sum of sine and cosine functions, 
where the periodic function is represented as an index of the 
periods and amplitudes of the sine and cosine functions used. 
Although a periodic function is linear and one-dimensional, the 
transformation can be applied to images as well. However, this 
results in an issue of periodicity. In order to localize the 
information into smaller pieces building up to represent the 
frequency information, we use wavelets, i.e. small portions of a 
wave used initially summing up to the function intended. Each 
wavelet used can be dilated and shifted to meet the specific image. 
The final result would be the values of dilation and shifts on each 
wavelet involved. 
3.1 Log-Gabor filters 
In recognizing batik patterns from digital images the main problem 
is in the variation of scale and orientation of certain patterns. Other 
than that there may also be the issue of brightness and lighting. The 
various possibilities can be seen in Figure 1. These problems can 
be overcome with Gabor filters, which are invariant to scale as well 
as orientation. Gabor filters have been widely used for texture 
segmentation, classification, face recognition, and content-based 
image retrieval systems, such as in [9].  
Gabor filters are based on Gabor functions. A two-dimensional 
Gabor function g(x,y) can be written as [11]: 
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Let g(x,y) be a mother wavelet, a class of self-similar functions or 
children wavelets, referred to as Gabor wavelets, can be obtained 
by dilations and rotations of g(x,y) through the generating function: 
( ) )','(, yxgayxg mmn −= , m,n are integers 
)sincos(' θθ yxax m += −  
)cossin(' θθ yxay m +−= −  
where 1>a , θ = nπ/K, n = 1,2, … S, S is the total number of 
scales, and K is the total number of orientations. 
The Gabor wavelet transform for a given image I(x,y) is thus 
defined as 
∫ −−= 111111 ),(*),(),( dydxyyxxgyxyxW mnmn  
 
Figure 1. Variations of Batik Pattern Images. 
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  where * indicates the complex conjugate. The mean µmn and the 
standard deviation σmn
dxdyxyWmnmn ∫∫= )(µ
 of the magnitude of the transform 
coefficients are: 
 
( ) dxdyxyW mnmnmn
2
)(∫∫ −= µσ . 
A feature vector is constructed using µmn andσmn 
A variant of Gabor filter, namely log-Gabor filter, was proposed by 
Field [8], who suggests that log-Gabor filters, which have extended 
tail at the high frequency end, should be able to encode natural 
images better than Gabor filters. Gabor filters over-represent the 
low frequency and under-represent the high frequency in any 
encoding. 
as feature 
components. 
A frequency response of a log-Gabor filter is defined as 
[ ] ( )[ ]( )22 /log2/)/log(exp)( oo ffffG σ−=  
where fo
3.2 Experimental setup 
 is the centre frequency of the filter and σ is  a constant [8]. 
A log response of a log-Gabor filter is symmetric on a log axis, 
which is the standard method for representing the spatial-frequency 
responses. Conversely, a Gabor filter fails to capture symmetry on 
log axis. Therefore, Field suggests that log-Gabor filters may 
provide a better description than Gabor filters. 
Before performing the log-Gabor filter on the images, they are first 
converted into binary images, to mitigate the factor of different 
lighting conditions. 
The log-Gabor feature vector is constructed by convolving the 
image with a filter bank consisting of Gabor filters at a certain 
number of angles and scales. This is intended to cover the various 
scales and orientations possible to occur in a certain image. The 
optimal number of scales and orientations needed to process batik 
patterns is to be explored. In this preliminary experiment, we try to 
find a suitable combination of these values. 
In our previous attempts at batik pattern classification [2], we treat 
each image in our batik database as an individual image, and we 
retrieve the image with the most similar feature vector. However, in 
our current experiment we define the classification task to be the 
correct identification of the batik pattern, which is actually 
represented in the database as a set of various images. Thus, to 
determine the batik pattern of a query image, we first compute the 
distance of its log-Gabor feature vector to each feature vector in the 
database, and then compute its average distance to each set of 
exemplar images belonging to each pattern. In other words, the 
matching is not done simply to an individual image, but to the 
entire set of images from a certain pattern. 
In our experimental setup we intend to differentiate between three 
patterns, namely the Megamendung pattern from Cirebon, the 
Kawung pattern from Yogyakarta, and the Udan Liris pattern from 
Yogyakarta (see Figure 2). These patterns were randomly chosen 
from the patterns in our current taxonomy. Each pattern is 
represented by the various log-Gabor feature vectors of each 
exemplar image. 
For testing, we prepare five different images from each pattern 
cluster as query images. To compare the patterns, the log-Gabor 
features of a query image is compared to all images of a pattern set, 
and the value is averaged between the set. This isdone for each 
image pattern set. The classifier assigns the pattern based on the 
pattern set with the closest average distance. The final result was 
calculated using accuracy of classification of the queries for each 
pattern. 
In our experiment, we vary the scale and orientation parameters of 
the Gabor filter bank used for convolution. The proposed numbers 
are 4 for scale and 6 for orientation [2], but we also explore the 
possibilities of using higher numbers, namely 4, 50, and 100 for 
scale and 6, 18, and 36 for orientation. The results are shown in 
Table 2. 
3.3 Analysis of results 
The results show that the highest possible accuracy achieved for 
pattern 1 (Megamendung) is 60%. This is reached with 18 
orientation values and 50 or 100 scales. As for pattern 2 (Kawung), 
100% accuracy is achieved using 36 values of orientation and 50 or 
100 scales. An accuracy of 100% is also achieved with pattern 3 
(Udan Liris), but at a scale of 4 and orientation of 18 or 36. 
Analysing these results, there does not seem to be a clear trend that 
can be used to predict the optimal number of scales and orientation 
for recognizing batik patterns. Indeed, designing Gabor filter banks 
for a specific task is a difficult process, and one that warrants 
further exploration. Another observation is that the highest 
accuracy achieved with pattern 1 (Megamendung) is not as high as 
with the other patterns. Looking at Figure 1, we can see that the 
exemplar images are of different cloths that belong to the same set, 
whereas the exemplar images for patterns 2 and 3 are actually scale 
and rotation variations of the same cloth. 
 
Figure 2. Examples of images used. 
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  Table 2. Classification results using log-Gabor Features. 
ACCURACY 
Orientation 
6 18 36 
Sc
al
e 
4 
Pattern 1 17% 0% 0% 
Pattern 2 80% 80% 20% 
Pattern 3 0% 100% 100% 
Average 31% 60% 40% 
50 
Pattern 1 0% 60% 0% 
Pattern 2 20% 0% 100% 
Pattern 3 80% 0% 0% 
Average 33% 20% 33% 
100 
Pattern 1 0% 60% 0% 
Pattern 2 20% 0% 100% 
Pattern 3 80% 0% 0% 
Average 33% 20% 33% 
 
4. CLASSIFICATION USING HOUGH 
TRANSFORM FEATURES 
Template matching is a well known method for recognizing a 
pattern contained within an image. This is a process to match a 
template to an image, where the template is an image or a sub-
image that contains the pattern we are trying to find. Although this 
method is quite simple and easy to implement, it is difficult to 
obtain a satisfactory result. This is mainly caused by variations of 
scale and rotation of the template, as it is stored as a discrete set of 
points. 
4.1 Generalized Hough Transform 
The Hough Transform is a feature extraction technique widely used 
in image processing and analysis. It is a robust template matching 
method that exhibits scale and rotation invariance. The classical 
Hough transform uses parametric equations of shapes to effect the 
transformation from image space into parameter space. However, 
in the case of arbitrary shapes such as batik motifs, we do not have 
a simple analytic formula to describe its boundary. Therefore the 
Generalized Hough Transform can be used to generalize the 
boundary of template shape in the images.  
It uses a voting procedure in order to find the reference points 
which indicate the template image presence in the image to be 
recognized. The voting procedure is presented in parameter space 
and the calculation procedure is recorded in an accumulator array. 
The Generalized Hough Transform uses the boundary curve (edge 
point) of images to be recognized and template images as the 
identification parameter (see Figures 3 and 4). The information 
between the edge point and reference point are stored in a lookup 
table called the R-Table. The R-Table is constructed during the 
training phase and uses the gradient of edge pixel as additional 
information.  
To analyze the boundary curve, Generalized Hough Transform 
defines the following parameters for arbitrary shape: a = {y, s, θ}, 
where y=(xr, yr) is a reference coordinate for the origin shape, 
s=(sx, sy
For example, given the arbitrary shape in Figure 5, the reference 
point is at coordinate (x
) is a scale factor, and θ is its orientation. The reference 
origin location, y, is described in terms of table possible edge pixel 
orientations. The calculation of additional parameters s and θ is 
attained by straight transformation of the table.  
c,yc
The R-Table has a main role in the Generalized Hough transform 
as the modification of the equation of curve shape in an image. The 
construction of the R-Table is conducted by examining the edge 
), and α describes the direction between 
the edge point and the reference point, and r is the distance between 
the edge point and the reference point. 
 
 Kawung Beton template 
 
Kawung Picis template 
 
 
Parang Barong template 
 
Truntum template 
Figure 3. Examples of template images. 
 
 
Kawung Beton test image 
 
Kawung Picis test image 
 
Parang Barong test image 
 
Truntum test image 
Figure 4. Examples of batik fabric test images. 
 
Figure 5. The illustration of r and α calculation. 
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  points and reference points. More specifically, the R-table 
construction is accomplished as follows: 
1. Define the reference point (xc,yc
2. For each edge point (x,y) in the edge of the shape, find the two 
parameters: 
) somewhere inside the shape.  
 22 )()( cc yyxxr −+−=  
)(tan 1
c
c
xx
yy
−
−
= −α  
and the gradient direction. 
3. Store the pair (r,α) of the reference point (xc,yc
 
) as a function 
of gradient (i.e. build the R-Table) 
4.2 Experimental setup 
In an initial experiment, we employed the Generalized Hough 
Transform to detect the presence of batik motifs without variation 
of scale and rotation [4]. The results showed that this method is 
quite promising to detect such arbitrary shapes. In this experiment, 
we test the performance of the Generalized Hough Transform to 
detect batik motifs in various scale and orientation configurations, 
and attempt to classify them based on motif. We examine the 
presence of four batik motif templates in their corresponding test 
images, i.e. Kawung Beton, Kawung Picis, Parang Barong, and 
Truntum, which can be seen in Figures 3 and 4. For each test 
image, we apply the Generalized Hough Transform using each of 
the four templates, and detect the local maxima arising in the final 
accumulator array. The test image is classified according to the 
template that yields the highest value. 
Furthermore, for each test image, we create variations of two scales 
and four orientations, e.g. 450, 1350, 2250, 3150
4.3 Analysis of results 
 variance. 
Examples for the Kawung Beton motif can be seen in Figure 6. 
The results are shown in Table 3. For each batik motif, we compute 
the accuracy of the system in terms of the percentage of times the 
motif of an image is correctly determined, averaging over all 
variations of scale and orientation. Based on the results, we can 
observe that the  Generalized Hough Transform was successful in 
tracing the location and presence of the batik motif templates in the 
test images. This resulted in accurate classification every time, and 
proves the robustness of the Generalized Hough Transform method 
for dealing with scale and rotation variations in batik motif 
recognition. 
Table 3. Recognition rate of all batik test images, averaged 
over all scale and orientation variations. 
Batik motif Accuracy 
Kawung Beton 100% 
Kawung Picis 100% 
Parang Barong 100% 
Truntum 100% 
5. CONCLUSION 
The results in Section 3.3 show that the log-Gabor filters, whilst 
demonstrating the ability to successfully classify batik patterns 
under certain configurations,  still warrant further exploration to 
discover the optimal factors of scale and orientation in constructing 
the filter bank. Moreover, when a batik pattern is represented in the 
database by a set of diverse images, the ability to correctly classify 
a query image may be compromised. As we can assume, the log-
Gabor computations applied to batik images must be altered to be 
able to process the batik images correctly. This is a subject of our 
further experimentation. 
The results of the generalized Hough transform experiment, on the 
other hand, results in an accuracy of 100% in an attempt to prove 
the validity of the taxonomy proposed. However, the weakness of 
this method is its very expensive time and space complexity. 
Therefore, further effort must be made to explore and modify the 
Generalized Hough Transform in order to reduce the resource 
requirements. One such effort is exploring Multiresolution Hough 
Transform [10]. Another alternative is to explore the possible 
combination of the two features presented inthis paper, the log-
Gabor filter features and the Generalized Hough Transform 
features. Our main goal is to obtain a robust and cost-efficient 
method to detect the batik motifs in batik fabric images.  
As a continuity of this research, the long term purpose of this 
whole study is to establish a reliable automated batik pattern 
recognizer that can be used to distinguish batik patterns from one 
another. A prototype system has previously been developed, 
resulting in a mobile application using web services which enacts a 
content-based image retrieval system that can retrieve batik images 
according to a query image [2]. 
Using further exploration and experimenting on many other 
features a batik image can contain, we intend to refine the design of 
the said system according to the existing batik patterns defined in 
our taxonomy. The new batik pattern recognizer will be designed to 
be able to detect the patterns contained in each batik image. If a 
batik image contains more than one known pattern, using the 
established methods, the batik pattern recognizer will be able to 
 
Scale 1, orientation 450 
 
Scale 1, orientation 3150 
 
Scale 2, orientation 1350 
 
Scale 2, orientation 2250 
Figure 6. Example test images in various scale and 
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  distinguish each of those batik patterns. This system will then be 
able to retrieve relevant information regarding the said image. 
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ABSTRACT 
The present paper discusses the implementation of BWCA in 
lossless image compression. BWCA uses Burrows Wheeler 
Transform (BWT) as its main transform. As one of combinatorial 
compression algorithm which in particular reordered symbols 
according to their following context, it becomes one of promising 
approach in context modeling compression. BWT was initially 
created for text compression, and here we study the impact of 
BWCA method and its improvement when applied to image 
compression. Since this application is quite different from the 
original method aim, we analyze the pre- and post-processing 
influences of BWT. 
Keywords 
BWT, Lossless, image compression. 
1. INTRODUCTION 
Common image compression standard uses frequency transform 
such as Discrete Cosine Transform. We propose a completely 
different approach based on combinatorial transform, called 
Burrows Wheeler compression algorithm (BWCA). This approach 
has originally developed for text compression software such as 
BZIP2, but it has been recently applied to the image compression 
field [1, 2, 3, 4, 5, and 6]. The main transform of BWCA is 
Burrows Wheeler Transform (BWT). It is a context modeling 
compression that reordered symbols according to their following 
context, so its output contains many runs of repeated symbols. 
Since text compression is usually lossless, we implement BWCA in 
medical imaging that should be able to reconstruct every bit 
perfectly, thus lossless. BWCA results are compared with the 
existing compression standard such as JPEG and JPEG2000. 
 
2. ORIGINAL METHOD OF BWCA  
A typical Burrows Wheeler compression algorithm (BWCA) that 
has been proposed by Burrows and Wheeler for lossless text 
compression consists of 3 stages as seen in Figure 1, where [7] 
•  BWT is the Burrows Wheeler Transform itself, that 
tends to group similar characters together, 
•  GST is the Global Structure Transform, that change the 
next consecutive characters to zeros, 
•  EC is an Entropy Coding.  
The stages are processed sequentially from left to right. The output 
of a previous stage becomes the input of the next stage. As stated 
before, the main transform of BWCA is BWT. This transform 
rearrange the input data using a sorting algorithm. The output 
contains are exactly the same with the input, one differing only in 
their ordering. Figure 2 gives a simple example how BWT works in 
a small image. Pixels are encoded by a pair of hexadecimal values. 
There are no repeated symbols if the image is scanned from left to 
right. BWT as a context based transform tends to group similar 
pixels together as seen in Figure 2(b). This transform does not 
reduce the data size; by contrast it adds a few bytes information as 
a primary index to decode the data.  
 
 
Figure 1. Original scheme of BWCA. 
 
 
 
Figure 2. Example how BWCA works in a small image 8x8 
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  The detail works how the BWT works and other transform will be 
explained below. 
 
BWT 
Figure 3 shows how the forward BWT works. In this example, we 
consider the first 16 bytes of the image array in Figure 2(a). BWT 
makes the rotations of input data as seen in Figure 3(a). Then, it 
sorts the rotations input pixel, see Figure 3(b). The last column, 
named L in Figure 3(b), of the obtain matrix together with the 
position of original data placed, are the output of BWT. Thus BWT 
output tends to groups similar pixels together. The primary index is 
equal to the position of the data in the original order. 
 
 
(a) 
 
 
(b) 
 
Figure 3. The BWT forward transform. 
 
The reverse BWT principally is just another permutation of the 
original data [8]. Figure 4 shows how this process works. Started 
from position 15 where the original data is placed, refers to the 
context ff (as the first pixel of original data) and link 6, as a clue of 
next position to the second of original data. So, the next position is 
6 refers to 0f and gives the next link to the next output. Therefore 
each step gives the permuted pixel value as output and will process 
the whole file, because of the cyclic rotations. 
 
GST 
Common GST that has been used by Burrows and Wheeler is 
Move-To-Front (MTF). As the second stage of original BWCA 
chain, MTF does not shrink data but it can help to reduce 
redundancy. MTF uses list update table as an index of MTF input. 
The list consists of 256 symbols since the input of grey level image 
are 256 pixel for 8 bit image per pixel. It processes the input 
symbols sequentially. Every input of MTF is moved to the front of 
the list, so the input symbols that occur often are transformed into 
small indices. The runs of repetitive symbols are transformed into 
zeros. 
 
Figure 4. Inverse transform. 
EC 
There are two kinds of Entropy Coding that Burrows and Wheeler 
use in their original paper. First, they proposed to use Run Length 
Encoding Zeros (RLE0) after MTF, since there are a lot of zeros. 
Thus, RLE0 codes only the symbol zero to reduce the data size. 
Finally to compress data efficiently, Burrows and Wheeler suggest 
implementing Huffman Coding or Arithmetic Coding (AC) to 
really compress the data [7]. Some approaches use Arithmetic 
Coding, which offers the best compression rates [9]. Further, 
Arithmetic Coding translates the entire data into numbers 
represented in certain base rather than translating each data symbol 
into a series of digit in certain base. Therefore AC approach is 
often more optimal than Huffman Coding. 
3. CORPUS 
The BWCA method has been created for lossless text compression 
and do not take into account the image's nature. Nevertheless, it can 
be applied successfully to images, as we will discuss in section 7. 
The lossless approach is obviously appropriate to medical image 
compression, which is expected to be lossless. Our experiments use 
100 medical images from IRMA (Image Retrieval in Medical 
Applications) database [10] and Lukas Corpus [11]. The images 
are taken randomly in each category. IRMA database consists  
primary and secondary digitized X-ray films in portable network 
graphics (PNG) and tagged image file format (TIFF) format, 8 bits 
per pixel (8 bpp), examples of images are shown in Figure 5. The 
size of images is between 101 KB and 4684 KB. Lukas Corpus 
consists of 4 parts. We are using two dimensional 8 bit radiographs 
in TIF format. 
 
 
 
Figure 5. Example of tested images. From left to right : hand; 
head; pelvis; chest, frontal and lateral. 
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  Table 1. Image compression ratios for different type of scan path. 
 
 
4. LINEARIZATION SCHEME 
BWCA is used to compress two-dimensional images, but the input 
of BWT is a one dimensional sequence. Thus, the image has to be 
converted from a two dimensional image into one dimensional 
sequence. This conversion is referred to as linearization or scan 
path. Some coding, such as Huffman Coding depend only on the 
frequency of occurrences of different gray values, therefore the 
scan path does not influence the compression performance, but 
another coding such as Arithmetic Coding and BWT itself, depend 
on the relative order of gray scale values and so are sensitive to the 
linearization method used. 
 
(a)                    (b)        (c)            (d)                 (e) 
          Left (L)        Left-right (LR)    Up-down (UD)     Spiral (S)          Zigzag (ZZ) 
Figure 6. Linearization methods. 
Some of the popular linearization schemes are given in Figure 6 
[12]. We have tested 8 different linearization methods, scan image 
from left to right (L), left to right then right to left (LR), up to 
down then down to up (UD), zigzag (zz), spiral, divide image in 
small blocks 8x8, small blocks 8x8 in zagzag, and small blocks 
3x3 in zigzag. Second column in Table 1 shows the compression 
ratios where the images is read conventionally (left right scanning). 
This result shows that BWCA original chain is better than JPEG 
but below JPEG2000. For the 10 tested images, only one image 
(Head4) gives better result than JPEG2000. 
These preliminary results also show that BWCA results are better 
than JPEG but lower than JPEG2000. For more detail, 100 tested 
images, 91 provide better CR than JPEG, and among them 10 are 
better than JPEG2000. 
5. BWT AND ITS IMPROVEMENT 
BWT method is based on a sorting algorithm. There are several 
methods to improve the performance of sorting process, but they 
do not affect BWT results. Burrows and Wheeler suggested suffix 
tree to improve sorting process [7]. Other authors suggest suffix 
array or their own sorting algorithm [13, 14, and 15]. Figure 7 
shows the relationship between BWT and suffix array for the same 
input in Figure 3, and we consider the input data is Im, then n is the 
length of Im, and so in this example n = 16. 
The first and second column of Figure 7(a) is the given suffix for 
each of input data. The third column is a sorted suffix of the first 
column, and the fourth column is their suffix array (SA). The 
correlations between sorted rotations (the conventional of forward 
BWT) and sorted suffix are shown in the third column of Figure 
7(b) and in the second column of Figure 7(c). They will be the 
same figure, if the adding symbols to create the rotations matrix of 
Figure 7(c) are ignored. 
 
 
(a) 
 
 
(b) 
 
 
(c) 
Figure 7. Relationship between BWT and suffix arrays. 
For example the first column in Figure 7(b) was placed in line 13 
of the original data, so the rotations matrix for this line starts from 
the symbol 13th to 16th then added the symbols 1st to 12th to complete 
the sorted rotations matrix. If the added symbols are omitted, this 
first line is the same with the first line of sorted suffixes in Figure 
7(a). And the BWT output can be computed using suffix array 
(SA) as: 
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Hence, it does not need to create a sorted rotations matrix to obtain 
BWT output. Nevertheless, suffix sorting algorithms that run in 
linear time worst case is still open. Figure 8 shows different 
methods for BWT computation [16]. 
 
 
Figure 8. Different sorting algorithms used for BWT [16]. 
6. GST AND ITS MODIFICATIONS 
As explain above, the main idea of MTF is to change runs of 
similar symbols into runs of zeros and also to locate frequent 
symbols near to the front of the list, therefore MTF output will be 
more convenient to compress by Entropy Coding. Most references 
show better results using MTF, especially for text compression. 
We have tested the BWCA original chain without MTF to see its 
effect, see the second column of Table 2. MTF increases BWCA 
performance till 4%. Even though 5 images give better results 
without MTF, but the average CR value for 10 and 100 images 
shows the improvement of CR. Balkenhol proposed the 
modification of MTF called M1FF [17]. The input symbol from the 
second position in the list update table is moved to the first 
position; meanwhile the input from higher positions is moved to 
the second position. Furthermore, Balkenhol gives a modification 
of M1FF called M1FF2. The symbol from the second position is 
moved to the first position of the list update table only when the 
previous transformed symbol was at the first position (M1FF2). 
Merely, the results of 100 tested images show that these transforms 
do not increase BWCA performance as shown in Table 2 column 3 
and 4. 
Albers has also presented other list update algorithms, called Time 
Stamp (TS). The deterministic version of this algorithm is 
TimeStamp(0) or TS(0). This method is also named a “Best 2 of 
3” algorithm. It uses a double length list. Therefore, if 256 symbols 
are used in the input of BWT, the list for a “Best 2 of 3” will 
contain 512. So every symbol occurs twice. When a request is 
made, the position of an item is one plus the number of symbols for 
which both occurrences are in front of the second occurrence of the 
requested of symbol. Then the list is updated by moving that 
second occurrences to the front. Chapin improves the Ts(0) 
algorithm's and called it a “Best x of 2x-1” transform [18]. A “Bx” 
algorithm results in Table 2 are x=3 and 5.  
Other variant of GST is Frequency Counting (FC). It based on the 
symbols ranking of their frequencies. It gives the highest rank to 
the symbol with the highest frequency. This transform is not very 
effective since it take time to favoring symbols [19]. Weighted 
Frequency Count (WFC) improves previous transform by defining 
a function based on symbol frequencies [16]. It also count the 
distance of occurrence symbol within a sliding window. The most 
occurrence symbol has a higher weight. This approach gives better 
compression ratios, but it is slower than FC because of the 
computation process [19]. Another GST method is Incremental 
Frequency Count (IFC) [9]. It is quite similar to WFC, but it is less 
complex but less performance than WFC. 
 
 
 
Table 2. Comparative compression ratios for different GST variants using scan image up-down. 
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  Table 3. Comparative compression ratios for different GST variants using scan image spiral. 
 
 
 
7. EC AND ITS MODIFICATIONS 
The original paper of Burrows and Wheeler uses RLE0 since there 
are a lot of zeroes after MTF [7]. The function of RLE is to 
support the probability estimation of the next stage. A long run of 
zeros tends to overestimate the global symbol probability. The 
previous best results use AWFC, up-down scan image method, 
RLE0 and AC. We omit RLE to see its impact on than chain. Table 
4 shows the results of this test. RLE0 decrease BWCA 
compression ratios. Some authors separate the data stream and the 
runs so it does not interfere with the main data coding [8, 9], but it 
do not increase the performance of BWCA, as shown in Table 4 in 
the last two column. Here, we use modified RLE of [4], where all 
runs of size 2 or more are cut into 2 symbols and the length 
information is passed to a separate run length data stream and 
compressed separately by an Arithmetic Coding. 
 
Table 4. Compression ratios results for RLE analysis. 
 
Image 
MTF AWFC 
RLE0 no-RLE RLE2S RLE0 no-RLE RLE2S 
Hand1 2.547 2.745 2.687 2.706 2.940 2.861 
Hand2 2.390 2.489 2.479 2.513 2.611 2.600 
Hand3 2.253 2.351 2.377 2.410 2.496 2.525 
Hand4 2.830 2.973 2.953 3.000 3.156 3.120 
Head1 2.274 2.370 2.360 2.400 2.490 2.480 
Head2 2.527 2.668 2.650 2.672 2.816 2.793 
Head3 2.527 2.703 2.664 2.695 2.890 2.837 
Head4 2.721 2.920 2.873 2.902 3.128 3.058 
Pelvis1 1.842 1.910 1.908 1.908 1.976 1.974 
Pelvis2 1.890 1.973 1.967 1.950 2.034 2.027 
Av. 10 2.380 2.510 2.492 2.516 2.654 2.628 
Av. 100 2.577 2.738 2.706 2.724 2.890 2.849 
 
8. CONCLUSION AND PERSPECTIFS 
We presented the BWCA state of the art in lossless image 
compression. Each stage gives the important role to increase 
compression performance. Implement BWCA in image is not 
similar in text. We should consider pre-processing, where this stage 
could improve till 4% of compression performance. And based on 
our simulation, we propose to omit the RLE stage, because it 
decreases BWCA performance. 
Our results show that BWCA is always better than JPEG but less 
than JPEG2000. From 100 image tested, 18% images give better 
CR than JPEG2000. But the standard deviation for those images is 
0.525, meanwhile the standard deviation for 82% images which are 
less performance than JPEG2000 is 0.168. So, CR of BWCA 
compressed images that are better than JPEG2000 are much better 
than JPEG2000, meanwhile the others that are less performance, 
the CR differences are slightly small. 
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ABSTRACT 
Compressive sensing is the recent technique of data acquisition 
where perfect reconstruction of signal can be made form far fewer 
samples or measurement than traditional Shannon-Nyquist 
sampling theorem. Iteratively reweighted least squares (IRLS) 
reconstruction is a compressive sensing reconstruction algorithm 
which is a first-order approximation to the p-norm minimization 
where 0≤ p ≤ 1. In this paper, We compare the random Gaussian 
and partial random Fourier (using Discrete Cosine Transform) 
measurement to encode signal and then reconstruct the signal using 
IRLS algorithm for various p. From the numerical experiments, 
random Gaussian and partial random Fourier measurement, both 
give better perfect reconstruction probability for p < 1. Also both 
of them give almost the same perfect reconstruction probability as 
function of sparsity and measurement number, just slightly 
different for some of  p value. 
Keywords 
Compressive sensing, IRLS, random Gaussian measurement, 
partial random Fourier measurement, perfect reconstruction 
probability, sparsity number, measurement number. 
1. INTRODUCTION 
Conventional approaches to sampling signal is using Shannon-
Nyquist theorem : the sampling rate must be at least twice the 
maximum frequency in the signal (the so-called Nyquist rate) [1]. 
Compressive sensing (CS) is a sensing/sampling paradigm that 
goes against Shannon-Nyquist theorem. CS asserts that one can 
recover certain signals and images from far fewer samples or 
measurements than Shannon-Nyquist theorem use [2],[3]. Some 
potential applications are remote sensing [4], medical imaging [5], 
and sensor networks [6]. Three main issues in CS are sparsity of 
signal, CS measurement (Encoding) and CS reconstruction 
(Decoding). In this paper, signal will be considered sparse in time 
domain that contain a certain sparsity number which is number of 
non zero sample in signal. Random Gaussian and partial random 
Fourier matrices will be used to encode the signal. Both 
measurement will be compare by measuring the perfect 
reconstruction probability using Iteratively Reweighted Least 
Squares (IRLS) algorithms that was proposed in [7], [8]. 
2. IRLS ALGORITHMS 
Consider an M x N measurement matrix Ф, where M < N, is used 
to encode signal x, result y = Фx, the vector of M measurements of 
an N dimensional signal x. One of widely known reconstruction 
algorithm is minimun 1  norm reconstruction : 
yΦx'x'
x'
=  subject to    ,
1
min                  (1) 
If measurement matrix, Ф, is random Gaussian distributed, there is 
a constant C such that if the sparsity of x has size K and M  ≥ 
CKlog(N/K), then the solution to (1) will be exactly x’ = x [9], 
[10]. In [7] and [8] propose that 1 can be replaced with the p   
norm, where 0 < p < 1. 
yΦx'
p
p
x'
x'
=  subject to    ,min                 (2) 
In the case p < 1, IRLS can be used to for solving (2) by a replace 
the  p  objective function in (2) by a weighted  2 norm [11] : 
yΦx'
i
x
N
i
w
x'
=
=
∑   subject to    ,2'
1i
min        (3) 
The Eq. (2) can be written as : 
 ( ) yΦx'
i
x
pN n
i
x
x'
=
−
=
−∑   subject to    ,2'
2
1i
1'min    (4) 
where the weights, w, are computed from previous iterate 
( )1
'
−n
x , so that the objective in (3) is a first-order approximation 
to the p  objective :  
( ) 21'
−
−=
p
n
i
x
i
w . The solution of (3) 
can be given explicitly, giving the next iterate 
( )n
x'  [8] : 
( ) ( ) yT
n
QT
n
Q
n
i
x
1
'
−
ΦΦΦ=         (5) 
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  where 
n
Q is the diagonal matrix with entries  
( ) pn
i
x
i
w
−
−=
2
1'/1 . Using a small 0>ε to regularize the 
optimization problem, wi
( )( )
1
221'
−
+−=
p
n
i
x
i
w ε
 become : 
       (6) 
3. NUMERICAL EXPERIMENTS 
The Eq. (5) will be solved numerically using various parameters of 
sparsity number K , number of measurement M  using random 
Gaussian that is set to be orthonormal and partial random Fourier 
matrices (in this paper using Discrete Cosinus Transfom (DCT) 
matrices) and p. The fix sample number N of signal x is 500 that 
has the sparsity number K which is choosed  randomly with values 
1 or -1 from a Gaussian distribution and using the sign function. 
Every experiment using certain parameters will be repeated 100 
times to measure the perfect reconstruction probability. ε  is 
initialized to 1 and x’(0)
yΦx' = 
  initialized to the minimum 2-norm solution 
of . The iteration (5) with wi
50
ε
 as in (6) is run until the 
change in relative 2-norm from the previous iterate is less than 
 , at which point ε is reduced by a factor 10, and the iteration 
repeated beginning with the previous solution. This process is 
continued through a minumum ε of 10-5. The reconstruction is 
said to be perfect if mean squared error  between x and x’  less than 
10-3. In this paper, we are considering 0 ≤  p ≤ 1.  
 
 
 Figure 1. Perfect reconstruction probability as a function of K 
using random Gaussian measurement. 
 
Figure. 1 shows the perfect reconstruction probability using 
random Gaussian measurement as a function of K for M = 100 (20 
%),  p = 0, 0.2, 0.5, 0.8, and 1. We can see for p < 1 give better 
result than p = 1, where for p < 1 perfect reconstruction can achieve 
100 %  until K = 20 while for p = 1 just until K = 10, after that 
decay more quickly than p < 1 and reach 0 % perfect reconstruction 
when K = 30. For p < 1 give almost the same results but the best is 
at p = 0.8, and for all reach 0 % perfect reconstruction when K = 
35. 
Fig. 2 shows the perfect reconstruction probability using random 
Gaussian measurement as a function of M  in ratio of measurement 
numbers (RMN) = (M/N) x 100 % for K = 10,  p = 0, 0.2, 0.5, 0.8, 
and 1. We can see again for p < 1 give better result than p = 1, 
where for p < 1 perfect reconstruction can achieve 100 %  at MNR 
= 14 % while for p = 1 need until MNR  = 18 %. For p < 1 give 
almost the same results but the best is again at p = 0.8, and for all 
reach 100 % perfect reconstruction when MNR = 18 %. 
 
 
Figure 2. Perfect reconstruction probability as a function of 
RMN  using random Gaussian measurement. 
 
Figure. 3 shows the perfect reconstruction probability using partial 
random DCT measurement as a function of K for M = 100 (20 %),  
p = 0, 0.2, 0.5, 0.8, and 1.  
 
 
Figure 3. Perfect reconstruction probability as a function of K  
using partial random DCT measurement. 
 
Figure. 4 shows the perfect reconstruction probability using partial 
random DCT measurement as a function of RMN for K = 10,  p = 
0, 0.2, 0.5, 0.8, and 1.  
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Figure 4.  Perfect reconstruction probability as a function of 
RMN using partial random DCT measurement. 
 
From Figure. 3 and 4, we can see that partial random DCT 
measurement give almost the same results as random Gaussian 
measurement. Although from Fig. 5, We can see that for p = 0.2 
and 1, partial random DCT give slightly better perfect 
reconstruction probability as a function of K than random Gaussian 
measurement.  
 
Figure 5. Comparison of perfect reconstruction probability as 
a function of K using random Gaussian and partial random 
DCT measurement. 
 
Figure 6. Comparison of perfect reconstruction probability as 
a function of RMN using random Gaussian and partial random 
DCT measurement. 
 
From Figure. 6, We can see for perfect reconstruction probability 
as a function of RMN, the random Gaussian give better result than 
partial random DCT measurement for p = 1. 
 
4. CONCLUSIONS 
From the results above, We can conclude that random Gaussian 
and partial random Fourier (DCT) measurement, both give better  
perfect reconstruction probability for p < 1. Also both of them give 
almost the same perfect reconstruction probability as function of K 
and RMN, just slightly different for some of p value.  
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ABSTRACT 
NXP is a leading semiconductor company who creates 
semiconductors that deliver better sensory experience in TVs, set-
top boxes, identification applications, mobile phones, cars, and a 
wide range of other electronic devices. One of the groups in the 
company -Modem & Media Signal Processing group- is involved in 
developing and prototyping signal & video processing algorithms 
to be put in Systems-on-Silicon. The video data used here is in 
proprietary uncompressed format called PFSPD (Phillips File 
Standard for Pictoral Data). The assignment of this project is to 
develop a video player application capable to display output from 
PFSPD format video file. The application must have a high 
performance in real-time playback to the full limits of the 
hardware. The application is named “NXPP” (NXP PFSPD 
Player). This paper describes the architecture of the design that 
theoretically is able to provide the required performance. The 
method to determine the best design aspects was based on 
experiments to gather the performance data. It was realized by 
modifying design aspects in the development process supported 
with performance analysis. From the results of investigating the 
design aspects, the final design of NXPP includes the application 
of multithreading, Streaming SIMD Extension (SSE), OpenGL, 
Shader, and Direct Memory Access (DMA) technology.  
Keywords 
PFSPD, video player, multithreading, SSE, OpenGL, Shader, 
DMA. 
1. INTRODUCTION 
Systems-on-Silicon may contain digital, analog, mixed-signal, and 
often radio-frequency functions. The process of developing the 
algorithm includes testing the algorithm in a simulation, before 
finally it gets a proof-of-concept to be implemented in Systems-on-
Silicon. 
In Modem & Media Signal Processing group of NXP 
Semiconductors, The video data used is in proprietary 
uncompressed format called PFSPD (Phillips File Standard for 
Pictoral Data). Therefore, a support-tool capable of displaying 
output for this format is required in the development. With that 
tool, developers are able to compare the “original” and the 
“enhanced/processed” video. There are some existing applications 
used by the company which are considered having problems in 
performance, functionality, and maintenance. 
The assignment for this project is to develop an upgraded video 
player application capable to display output from a PFSPD format 
video file. The playback application need to have high performance 
and also has to be well documented. This project is intended as a 
support for the infrastructure in Research sector, especially in 
Modem & Media Signal Processing group. The application will be 
named “NXPP” (NXP PFSPD Player). 
 
2. RESEARCH ASSIGNMENT 
2.1 Initial Condition 
There are several existing video player tools used for playback 
purpose in the development process, namely PP (PFSPD Player), 
VideoSim, and HDD_Play. There are several problems with 
existing applications. PP is created around year 1996 and 
considered obsolete. PP has poor performance caused by bottle 
neck in data transfer to graphic card. Video playback in PP is done 
by loading data to the memory, and it is capable to playback in 120 
Hz refresh rate, but limited to 200 image frames (on Windows 32-
bit Operating System). HDD_Play is a hard-disk-streaming 
playback application developed by the company, but it is created 
specially to interface with a specific Video I/O Card (Bluefish). 
VideoSim meets most of all the requirements but lacks the 
documentation and there is no access to the source code since it is a 
software licensed by an external supplier. The company is looking 
for the possibility to develop an upgraded support tool for video 
player which is at least able to playback 120 Hz input video file, 
compatible with generic GPU, and capable of streaming playback 
(not only by loading data to the memory). 
Short comparison between these video player applications is shown 
in table below: 
Table 1. Comparison of existing application 
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NXPP 
(wish 
list) 
√ √ + Ope
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√ + √ 
 
PP’s and HDD_Play’s source code and documentation are 
available and provided by the company. The library required to 
access (read/write) PFSPD files is called CPFSPD. This library is a 
GPL (General Public License) open source library specially 
intended to handle PFSPD file format. There are also some experts 
in the company who can provide advice for me in the field of 
CFPSPD, Graphic Card Interface, etc. 
 
2.2 Description of Assignment 
In general, the strategies to accomplish the project are described as 
follows: 
1. Research assignment 
Research is done to study the requirements, existing applications, 
and available options for the application development. 
2. Implementation 
 This is the main part of the project. It started with building a 
prototype with fundamental structure design of the application, to 
be followed with the next incremental design. The result of 
Research assignment includes basic knowledge about video 
processing and PFSPD file characteristics, basic requirements for 
initial development of NXPP, and initial application design to 
begin developing NXPP. 
 
2.3 PFSPD format: YUV color space, sub-
sampling, data structure 
YUV is a color space for color image pipelining (series of data 
processing) where color image is encoded with taking human 
perception into account. In YUV, color will be defined by only 2 
chrominance components (U and V) and Y component in YUV 
defines the luminance (brightness). 
Lower sampling rate for UV means reduced chrominance 
components resolution. It is said that this is taking human 
perception into account because human eyes are more sensitive to 
luminance (brightness) resolution than chrominance (color details) 
resolution. 
 
 
Figure 1. Example of U-V color plane with Y value = 0.5 
As for the difference between YUV 4:2:2 and YUV 4:2:0 is 
shown below: 
= pixel with chrominance and luminance components
= pixel with only luminance component (without chrominance component)
 
Figure 2. YUV 4:2:2 and 4:2:0 sub-sampling pattern 
There are several kinds of data structures for PFSPD-YUV file. 
They are multiplexed, semi-planar, and planar.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Multiplexed, semi-planar, and planar data structure 
example 
For planar, each of Y-U-V values is stored separately. For 
multiplexed, the Y-U-V values are merged together. For semi-
planar, Y component is separated but U & V components are 
merged. 
2.4 Adopting HDD_Play Design 
In Research assignment, it is decided to build NXPP from scratch 
by adopting HDD_Play design with multithreading architecture. In 
order to be able to do streaming playback of a video file, speed 
performance is important aspect in the design. That is why NXPP 
design is supported with multithreading, so the application is able 
to do different processing tasks in the same time. 
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Figure 4. Example of sequential and multithreading flowcharts 
3. IMPLEMENTATION 
3.1 Building Application Structure 
In this phase, NXPP is implemented by focusing on the application 
structure. NXPP structure is built with modular & multithreads 
architecture by taking example on HDD_Play design. In this phase, 
implementation is not focused on expanding the modules.  
The idea of Phase 1 is to build the fundamental structure of NXPP 
application, so the next Phases will be to develop each module. In 
the end of this phase, NXPP application structure as fundamental 
design is obtained. The standalone version is built by using GLUT 
(GL Utility Toolkit). Once the standalone version was obtained, the 
next step would be integrating it with NXPP. However, GLUT 
does not seem compatible with multithreading management in 
NXPP. 
 
 
 
 
 
 
 
 
Figure 5. NXPP Implemented in Phase 1 
3.2 Transfer Multiplexed Data to GPU 
The objective in Phase 2 is to develop further the subsystems in 
NXPP application. As for the Render subsystem, it is decided that 
it will be developed by using OpenGL and Shader. To get 
acquainted with the Graphic API (OpenGL and Shader), a 
standalone version of the application is implemented before 
directly implementing the NXPP application design. 
 
 
 
 
 
 
 
Figure 6. Concept of standalone version with single-threaded 
loop 
Therefore, this Render subsystem is integrated with NXPP by using 
Freeglut instead of GLUT. The process of render (transferring data 
to graphic card) in this phase is done by transferring data in 
multiplexed format. 
 
 
 
 
 
 
Figure 7. Concept of sending data in multiplexed format in 
NXPP 
In the end of this phase, NXPP is able to playback video to the 
display by sending multiplexed data to the GPU. However, it 
doesn’t seem to satisfy the requirement as it is showing a slow 
speed performance. 
 
3.3 Transfer Semi-planar Data to GPU 
The main objective in Phase 3 is to improve the speed performance 
of NXPP to fulfill the software requirement. To improve the speed 
performance a solution come up to reduce the bandwidth use for 
transferring data to GPU by sending data to GPU in semi-planar 
format instead of in multiplexed format. 
 
 
 
 
 
 
Figure 8. Concept of sending data to GPU in semi-planar 
format in NXPP 
Testing on this version of NXPP shows that the speed performance 
for streaming playback a PFSPD file is close to the required speed 
performance requirement. However, there is some artifact/defect in 
the image shown in the display. Despite of improvement in the 
speed performance (around 100 frame per second compared to 
required 120 frame per second speed), the YUV color in the output 
image seems not constructed properly. 
 
3.4 Transfer Planar Data to GPU  
The objective in Phase 4 is to improve the speed performance of 
NXPP (to fulfill the software requirement) with correct output. A 
solution come up to solve this problem by rendering data in planar 
format to the GPU.  Testing on this version of NXPP shows that 
the speed performance of the application nearly fulfils the speed 
performance in requirement. The applications manage to streaming 
playback PFSPD file in around 100 frames per second (the 
requirement is 120 frames per second) and with correct YUV 
image output. 
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Figure 9. Concept of sending data to GPU in planar format in 
NXPP 
3.5 Optimizing the Application 
From phase 4, NXPP is able to do streaming playback with 
speed performance close to the speed performance required. 
It is believed that by rendering data in planar format is 
already using the bandwidth for data transfer to GPU 
effectively. However, the speed performance of the 
application is still not satisfying the requirement. The 
objective in this phase is to improve the speed performance 
of NXPP to satisfy the requirement, by optimizing the 
application. 
SSE is implemented in the Convert module to improve the 
conversion process. SSE stands for Streaming SIMD 
Extension, an instruction set extension library created by 
Intel. SSE allows the processor to access data in 128-bits 
register, instead of the standard amount 32-bits (for 32-bit 
operating system). A register in a processor is a small 
amount of storage available in CPU, which allows quick 
access to it. With SSE, the CPU is expected to use less 
cycle for computation in the conversion process. 
An idea also comes up to optimize NXPP design by 
avoiding Y value copy operation between queue 1 and 
queue 2. 
 
 
 
Figure 10. NXPP with 2-queues design 
 
To optimizing the software design of NXPP, a universal buffer 
concept is implemented in NXPP system. The universal buffer is 
designed to be able to store both data in semi-planar format and 
planar format. With universal buffer concept, all queues in NXPP 
system are actually referring to a single pool of universal buffer. 
Diagram below explained the concept of universal buffer. 
 
 
Figure 11. Universal buffer for all queues concept in NXPP 
 
Figure 12. Universal buffer concept and 3 queues design in 
NXPP 
The other optimization in NXPP is to implement Direct Memory 
Access (DMA) in rendering data to GPU. In the current version of 
NXPP, the process of rendering data to GPU is handled by CPU. It 
means that the CPU responsible for the data transfer from memory 
(RAM) to the GPU memory. With DMA, the data transfer from 
DMA-capable memory (RAM) to the GPU memory is handled by 
the GPU, which means reducing the CPU burden. Diagrams to 
compare the concepts of using DMA and without using DMA in 
NXPP is shown in figure 13 below. 
 
 
Figure 13. Comparison of without and with DMA 
implementation concept 
DMA implementation in NXPP is done by using PBO (Pixel 
Buffer Object) from OpenGL. PBO is implemented in a way that 
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  allows user to be able to switch between using and not using DMA 
(PBO). This ability to switch is able to be executed in run-time, so 
user can see the difference between using and not using DMA 
(PBO) instantly. 
  
Figure 14. PBO implementation in NXPP 
In the end of this phase, NXPP is designed with SSE 
implementation in the Conversion module, 3 queues with universal 
buffer concept, and with ability to use DMA in rendering data to 
GPU. The final design of NXPP is shown in figure below: 
 Figure 15. Final design of NXPP 
 
Figure above shows the Tasks definition in NXPP: Task Read, 
Task Convert, and Task Render. This Tasks are executed in 
parallel processing with multithreading. Testing on the final 
version of NXPP shows that the speed performance is finally 
sufficient and fulfils the requirement. 
4. CONCLUSION 
The final version of NXPP is set as working prototype of NXPP for 
the company. It is called prototype since it only has limited features 
and still open to many possible improvements. However, the main 
challenge in NXPP which is to have the ability to streaming 
playback a Full-HD PFSPD file with 120Hz, is already achieved. 
NXPP application is distributed among the colleagues in Modem & 
Media Signal Processing group of NXP, and first user trial gave 
positive responses. This application is a helpful contribution for the 
company to replace the obsolete software and licensed software 
currently in used. NXPP is used as one of the video player tool for 
the company, especially for Modem & Media Signal Processing 
group, and developed further for adding extra features or to cope 
with new requirements. 
The latest version of NXPP (developed further) is even distributed 
to be used by NXP Semiconductors branches in San Jose (US) and 
Hamburg (Germany). 
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ABSTRACT 
This Paper shows new method for edge detection to analyze Batik 
motif. Adhi Method is robust method in edge detection which can 
detect accurate line for linear and unlinear line for many objects 
.The purpose of this research is develops new method in edge 
detection to analysis batik sidomukti motif which contains lot of 
oval and unlinear line.  Adhi method is useful for edge detection 
batik sidomukti motif which is dominant oval and unlinear line. 
 
Keywords 
Batik motif, Edge Detection, Adhi Method, Sidomukti. 
      
1. INTRODUCTION 
Batik is one of Indoensian culture and listed by UNESCO as one of 
World Heritage in year 2009 reference number 170 [1][2]. Batik 
has wide motif as it demographic culture and every motif is 
uniqe[3]. Indonesia has wide variety of Batik motives due to plural 
culture and ethnics [3]. 
Edge detection used for identification of Batik Motif but none of 
method equal for detect the motif due to its complexity motif.  
Purpose of this research is develops new edge detection method 
which is equal to edge detection for batik motif. This research 
focus to batik Sidomukti motif which has lot of oval object in it.  
Most methods of edge detection methods are support for straight 
line and hard line[4][5][6] meanwhile Batik motif contain lot of 
soft line and flexible do the creator, especially handmade batik 
motif [7]. This far, none of the edge detection methods developed 
absolutely equal to batik motif due to batiks equity.    
Outcome of this research is provides new edge detection method 
which is equal to batik motif and to support in data base science of 
batik identification as world heritage.  
 
1.1 EDGE DETECTION 
Edge detection is first step which cover information in image 
prcessing. Edge shows limtis of object and used for processing 
identification and segmenting object[8]. Purpose of edge detection 
is shows the line which surrounding the object [8].  
Edge detectors are usually evaluated subjectively by observers and 
it is one of most commonly used operation in image analysis 
[4][6].Most of the objective evaluation methods assume knowledge 
of specific features such as known object boundaries in simple 
synthetic images. In such cases, the edge detection can be 
quantitatively measured, based on the known ideal detection 
considered to be the ground truth [5].  
 
The problem of edge detection can be separated into three main 
subproblems [23]: 
1. Smoothing : image intensities are smoothed via filtering or 
approximated by smooth analytic functions. The main 
motivations are to suppress noise and decompose edges at 
multiple scales. 
2. Differentiation: amplifies the edges and creates more easily 
detectable simple geometric patterns. 
3. Decision: edges are detected as peaks in the magnitude of the 
first-order derivatives or zero-crossings in the second-order 
derivatives, both compared with some threshold. 
The Sobel edge detector [9] is one of the earliest edge detection 
methods. For many applications, it is used as a standard gradient 
computation method to retrieve the image gradient and edges 
[10].More specifically, the Sobel edge (1) detector contains two 
directional filters[9]. 
Gx = �
−1 0 1
−2 0 2
−1 0 1� , Gy = �−1 −2 −10 0 01 2 1 �    (1) 
The Canny edge detector [6] is one of the most widely used edge 
detectors in computer vision and image-processing community. In 
many applications, The Canny edge detector has been used as the 
standard image preprocessing technique [9].  
Gx = �
−1 0 1
−2 0 2
−1 0 1�, Gy = � 1 2 10 0 0−1 −2 −1�    (2) 
Canny edge detection consists of four steps: noise suppression, 
gradient computation, non-maximal suppression, and hysteresis 
[6][10]. 
The Laplacian method of image highlights regions of rapid 
intensity change and is therefore often used for edge detection [29]. 
The Laplacian is often applied to an image that has first been 
smoothed with something approximating a Gaussian Smoothing 
filter in order to reduce its sensitivity to noise [30].  
𝐺𝐺𝐺𝐺 =  �0 1 01 −4 10 1 0� ,𝐺𝐺𝐺𝐺 =  �0 1 01 −4 10 1 0�        (3) 
Edge detection has implement in wide area from small picture until 
complex picture. Edge detection methods usefull  image processing 
for wide purpose such as medics, building, planning, and 
identification, recognition [11][12][13].   
This research is development of earlier edge detection method 
using quick mask method (4) with matrix  
𝐺𝐺𝐺𝐺 =  �−1 0 −10 4 0
−1 0 −1� ,𝐺𝐺𝐺𝐺 =  �−1 0 −10 4 0−1 0 −1�     (4)  
Quick mask method has better result in edge detection than 
previous methods [11]. 
Quick Mask Methods can detect accurate edge line small picture 
[11]. Weakness of this method are unperfect color filtering and 
edge detection  for high resolution picture. Multicolor image 
processing using this method will show the line in another color 
such as green, blue, red, especially the multicolor part lay in the 
center object [11]. Another weakness of its method is unoptimal   
edge detection for picture with lot of form in center of object. This 
method use positive value in matrix center and negative value in 
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  the edge matrix [11]. It is good edge detection method for small 
size picture with color less.  
There are five different criteria that are typically used for testing 
the quality of an edge detector[6]: 
1. The probability of a false positive (marking something as an 
edge which isn't an edge) 
2. The probability of a false negative (failing to mark an edge 
which actually exists) 
3. The error in estimating the edge angle 
4The mean square distance of the edge estimate from the true edge 
5 The algorithm's tolerance to distorted edges and features such as 
corners and junctions 
Region-based technique uses the whole image to extract the 
information for the threshold value computation, while edge-based 
technique is based on the attributes along the contour between the 
object and the background [14]. Edge detection is more difficult 
than this for edges in textured regions and for colour pictures [24]. 
 
1.2 BATIK SIDOMUKTI 
Batik is a famous and unique traditional heritage from  Indonesia. 
Its uniqueness comes from its production process – which known 
as “mbatik”, its motifs, and its values [10]. Since cultural and art 
product could become an economic product, as artistic and unique 
fabric product, batik could be a very valuable product 
economically, even in the modern era like today [15]. Indeed the 
point is the dominant design in batik[16]. Indonesia has wide 
variety of Batik motif and at least 23 provinces registered to 
UNESCO as sources of batik [17]. 
The items formed classical batik patterns or motifs can be broken 
down into two parts: the main and additional ornaments, and isen-
isen (small ornaments used to fill the empty space in or between 
ornaments)[18][22]. The main ornaments define the motif style and 
they usually have some meaning. Some examples of the main 
ornament are garuda, meru (mountain), trees, temple, parang. 
Based on the ornaments and their structures, classical batik can be 
classified into two major classes, which are geometry and non-
geometry[18][19]. 
Batik with natural motif is one of batik designs presenting 
natural descriptions such as animals, plants, fire, amulet, and the 
like[16]. The batik visually exposes reliefs like roots spreading to 
every direction. The relief is shown on semen, sawat, and alas-
alasan motifs. The elements on the three motifs symbolize three 
groups of nature; the lower-level, the mid-level, and the upper-level 
nature[3][7]. 
Batik sidomukti is one of Yogyakarta’s batik which is used for 
noble wedding ceremony [19]. The philosophy of sidomukti motif 
is honor and degree of the user [19] 
 
1.3  ADHI METHOD 
Different edge detection technique can be used for detecting the 
edge of a face image. For this specific case, Highpass filtering or 
edge detection technique was being applied on batik sidomukti 
motif. An edge is defined by a discontinuity in gray level values. In 
other words, an edge is the boundary between an object and the 
background [28]. Edge detection technique was observed better and 
is considered as the best for batik motif[20].  
The term monochrome image or simply image refers to a two-
dimensional light intensity function f(x, y), where x and y denote 
coordinates and the value of f at any point (x, y) is proportional to 
the brightness (or gray level) of the image at that point [21]. A 
digital image can be considered as a matrix whose row and column 
indices identify a point in the image and the corresponding matrix 
element value identifies the gray level at that point[21]. Value of 
matrix element correspondence to detection sensitivity, bigger 
value mean more sensitive in detection smooth object [26]. Edge 
points are characterized by a high local difference (gradient) in 
gray values [27].  
Edge detection is applied after sharpening has been used for edge 
highlighting—for example, by gradient edge-generation 
pixels[24][26]. This operation may be performed by comparing the 
levels of adjacent pixels and, where the gradient is below some 
arbitrary level, reducing them to black Pixels with a gradient above 
that level are made white[24]. white line will be generated 
signifying a continuity of change corresponding to an edge on the 
image [24]. 
Adhi Method develops the quick mask method and it can cover the 
weakness of earlier method. Matrix of Adhi Method (5) is :   𝐺𝐺𝐺𝐺 =  � 0 −3 0−3 12 −30 −3 0 � ,𝐺𝐺𝐺𝐺 =  � 0 −3 0−3 12 −30 −3 0 �      (5) 
 
Adhi Method use bigger value in matrix element and the negative 
value lay in the straight line from center. Adhi Methods able to 
filter color better but case sensitive for red color. This method is 
quite excellent edge detection for artificial object and landscape 
object. 
2.  EXPERIMENTAL RESULT 
Value of matrix element reached by several trial-error research to 
find the best performance. Ratio of positive value and negative 
value is 4:1 (abandon the negative mark) and the summary of 
negative value and positive value must be zero to show the best 
result. Positive value bigger than 12 will create noises by shows it 
color and noise from fiber canvas. Bigger value from this ration 
will increase the sensitivity result and shows the red color of object 
element.  
For the edge-based thresholding technique, the idea of applying the 
boundary based attributes is based on the fact that discriminant 
features exist at the boundary between the object and the 
background[14].  
Research follows by application program using visual C# 2006 for 
develops new edge detection method. User interface of program 
shows in figure 5. 
Process of finding the best combination matrix value through 
several trial-error. Steps of experiment are: 
1. Define the matrix size, matrix size we adopt from previous 
method, quick mask. Matrix size we used in this research are 
3x3.  
2. Matrix element position find by modification from quick 
mask method. Position of negative value and positive value 
influent the sensitivity of detecting edge object. Negative 
value play role in type of line which is detected, in this case 
we chose negative value on matrix element (1.2), (2.1), (2.3) 
and (3.2) for better result than previous method. Position of 
matrix element also correlated with object study which is 
geometry batik motif.   
3. Define the matrix element ration between positive value and 
negative value. As our experience, ratio bigger than 4:1 for 
batik will shows noise due to it sensitivity, noise comes from 
canvas motif and red line color. 
4. Define the matrix element value. Negative value and positive 
value. Due to step 3, matrix element we used are -3 and 12, 
that value 3 times to ratio. The matrix value find by several 
trial-error. Value of matrix element influencing the ability 
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  and sensitivity of detecting edge object. Batik sidomukti has 
numbers of soft line and close each other.  
5. Testing adhi method to several object study, we use several 
motif sidomukti to test its ability in edge detection. Testing 
with sidomukti motif shows the adhi method able to detect 
object. 
Several trial-error in this experiment shows at table 1. Matrix 
combination shows the result in edge detection from various 
combinations. Value for matrix element -2 and 8, shows undetected 
the smooth object in the edge of picture and smooth objects in 
center of motif become one. Value for matrix element X -3 and 12 
matrix element Y -2 and 8 vice versa shows that smooth object 
detected in the center motif and some smooth object in edge of 
picture undetected. Value for matrix component -3 and 12 show 
object in the center and edge picture detected .Value for matrix 
component more than -4 and 16 shows noise from canvas motif. 
Value of matrix element influences the image processing. Negative 
value influences darkness object image processing and positive 
value influences brightness. Summary of matrix element which is 
not equal to zero will be dark or bright without show the edge line. 
Value of matrix element influences the ability in detecting smooth 
line and smooth objects. In case batik motif study combination of 
matrix element able to detect smooth object. bigger value increase 
ability of detecting object but increase it sensitivity to red color. 
Object which contain red color, event the object visually not shown 
red color, will be detected and shows in image processing as red 
line.    
Adhi method through several trial-error experiments shows the 
ability in detecting smooth object. Smooth object are common 
object in sidomukti and other natural batik motif. Natural batik 
motif also contains red color due to its painting process and paint 
material. Red color detected in adhi method as red line. Object 
which is capture as red line in image processing shows object has 
red color component and shows due to its hue[23]. Hue is colour 
named from its subjective appearance and determined by the 
frequency of its radiated energy [24]. The sensation of a particular 
hue may be invoked either by the radiation of a particular 
wavelength (specified in nanometres) or by the wavelength 
generated by a mixture of colours [24]. 
Batik Sidomukti edge detection using Adhi Method as shown in 
figure 1 and figure 2  image processing using Adhi method give 
accurate edge detection result and it can detect the oval form in part 
of the object. We compare edge detection using different object as 
shows in figure 3 and figure 4. We chose object control with 
condition the object must contain extremely red color, rose red are 
object with extremely has red color. Edge detection of picture rose 
red shows red line in result of edge detection, the result shows the 
linear line and oval line detected. Red line detected in image 
processing due to its hue. This method shows that matrix case 
sensitive for red color.  The difference between a colour and a 
specified reference colour of equal brightness, representing the hue 
and saturation values of that colour [24][25] 
Adventage of Adhi method lay in the matrix form which is use 
diferrent value with the bigest value lay on the center. Positive 
value impact to brightness of image and we put big value to shows 
the un seen line of picture. Negative value impact in darkness, we 
spread the negative value in four part as image stabilizer and 
eliminate color component. Image processing shows the motif of 
batik sidomukti. Component of matrix must follow the rules : 
a) Summary of positive value and negative value must equal to 
zero. 
b) Positve value take place in the center of matrix  
c) Negative value must quarter of positive value. 
d) Location of negative value effected to type of line in edge 
detection 
e) Red line in Adhi method comes from red color in source 
picture due to its hue. 
 
Table 1. Result experiment ADHI method 
Matrix X Matrix Y Result 
�
−1 0 −10 4 −1
−1 0 −1� �−1 0 −10 4 −1−1 0 −1� Smooth object undetected in the center motif 
�
0 −1 0
−1 4 −10 −1 0 � � 0 −1 0−1 4 −10 −1 0 � Smooth object undetected in the center motif 
�
0 −2 0
−2 8 −20 −2 0 � � 0 −2 0−2 8 −20 −2 0 � Smooth objects detected become one object, smooth object in 
the edge of picture 
undetected 
�
0 −3 0
−3 12 −30 −3 0 � � 0 −2 0−2 8 −20 −2 0 � 
 
Smooth object detected 
in the center motif, 
some smooth object in 
the edge of picture 
undetected 
�
0 −2 0
−2 8 −20 −2 0 � � 0 −3 0−3 12 −30 −3 0 � 
 
Smooth object detected 
in the center motif, 
some smooth object in 
the edge of picture 
undetected 
�
0 −3 0
−3 12 −30 −3 0 � � 0 −3 0−3 12 −30 −3 0 � Smooth objects all detected  
�
0 −4 0
−4 16 −40 −4 0 � � 0 −4 0−4 16 −40 −4 0 � Noise from canvas motif 
 
We also compare our method with previous edge detection 
methods. We compare with Sobel method, Canny method, 
Laplacian method and Quick mask method as shown in table 2.  
Sobel method and Canny methods have weakness in detecting 
unlinear lines, less sensitivity in detecting edge object, smooth lines 
and oval object. Lapacian method and Quick mask method have 
weakness in detecting smooth object int the center object. 
 
Table 2. Comparison Previous Method 
Method Matrix  Result  
Sobel Matrix X 
: 
�
−1 0 1
−2 0 2
−1 0 1� 
 
Matrix Y 
: 
�
−1 −2 −10 0 01 2 1 � 
Several smooth lines capture as 
single hard line. 
Cluster oval form detected as 
hard line. 
Small oval object undetected. 
Less precision on edge .  
Noise from canvas fiber in the 
center object 
Canny Matrix X 
: 
�
−1 0 1
−2 0 2
−1 0 1� 
Several smooth lines capture as 
single hard line. 
Cluster oval form detected as 
hard line. 
Small oval object undetected. 
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Matrix Y 
: 
�
1 2 10 0 0
−1 −2 −1� 
Less precision on edge .  
Noise from canvas fiber in the 
center object 
Laplacia
n �
0 1 01 −4 10 1 0� Smooth object undetected in the center motif Less sensitivity in the edge 
object. 
Quick 
mask 
 
�
−1 0 −10 4 0
−1 0 −1� Smooth object undetected in the center motif Less sensitivity in the edge 
object 
 
 
Figure 1. Batik Sidomukti Motif 
 
    
Figure 2. Result of Adhi Method edge detection 
 
 
Figure 3. Rose red 
 
 
Figure 4. Result of Adhi Method edge detection  
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Figure 5. Edge detection program screen shoot 
 
3. CONCLUSION 
Adhi method as new edge detection method is support for 
identification edge line in batik sidomukti motif with limited noise. 
This method also compare to its previous method and shows noise 
reduction and higher performance. The result also compare with 
natural landscape object to show the accuracy and performance of 
this new edge detection method. Further research can be used for 
another batik motif to develop best formula which is equal for 
various batik motives. 
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ABSTRACT 
Research has been conducted to identify cystic mass and non-
cystic mass in ultrasound images. A total of 127  images 
measuring  21x21 pixels, 82 images measuring 35x35 pixels, and 
78 images measuring 50x50 pixels are taken as samples. Each 
image was transformed into a grey-level run-length matrix and a 
grey-level co-occurrence matrix. There were 11 features extracted 
from grey-level run-length matrix and eight features extracted 
from grey-level co-occurrence matrix, so that totally we have 19 
features. The ability of  features in distinguishing  cystic mass and 
non-cystic mass images was determined by discriminant analysis, 
using statistical software package SPSS version 11.5. As a result, 
the 19 features extracted from grey-level run-length matrix and 
grey-level co-occurrence matrix could distinguishing  cystic 
masses from non-cystic mass with an accuracy of 87.3% (for 
image size 21x21 pixels), 91.5 % (for image size 35x35 pixels), 
and 94.9% (for image size 50x50 pixels). Further analysis carried 
out by involving only 12 of the 19 features extracted, which 
consists of 5 features extracted from GLCM matrix and 7 features 
extracted from GLRL matrix. The 12 selected features are: 
Energy, Inertia, Entropy, Maxprob, Inverse, SRE, LRE, GLN, 
RLN, LGRE, HGRE, and SRLGE. Discriminant analysis with the 
12 features as predictors can distinguish cystic mass image and 
non cystic mass  with a level of accuracy of 85.3% (for image size 
21x21 pixels), 91.5% (for image size 35x35 pixels), and 92.3% 
(for image size 50x50 pixels). Further analysis showing that Area 
Under the Receiver Operating Curve was 0.863 (for image size 
21x21 pixels), 0.971 (for image size 35x35 pixels), and 0.995 (for 
image size 50x50 pixels), which means that the accuracy level of 
discrimination is good or very good. Based on that data, it 
concluded that texture analysis based on GLCM and GLRLM 
could distinguish cystic mass image and non-cystic mass image 
with considerably good result.    
Keywords 
Gray-level Co-Occurrence Matrix, Gray-level Run Length Matrix, 
ultrasound, cystic mass, non-cystic mass, texture features, textures 
analysis, discriminant analysis, Receiver Operating 
Characteristics. 
1. INTRODUCTION 
Ultrasonography (USG) is imaging techniques widely used in the 
diagnostic phase to capture image of the internal organs which can 
not be seen by human vision. The result of ultrasonography is 
black and white image representing an echo of the ultrasonic 
waves reflected by the layers of skin and internal organs. Such 
image can only be read and understood by medical or 
ultrasonography experts. Mistake in interpreting the ultrasound 
image can be dangerous, because the interpretation is becomes 
basis for further medical action.  Human physical limitations, such 
as fatigue, may affect the results of interpretation of ultrasound 
images and in advance diagnostics mistaken could be happen. 
Computer-aided image analysis has the potential capability to 
detect abnormal masses of tissue based on its ability to distinguish 
patterns of intensity variations in image generated by ultrasound. 
In 2-D shape, this variation is known as texture. 
2. PROBLEMS STATEMENT 
Texture analysis techniques will be applied to distinguish the 
cystic mass and non-cystic mass appearance in ultrasound images. 
Two techniques of features extraction, one is extraction based on 
grey-level co-occurrence matrix (GLCM) and the other is 
extraction based on grey-level run-length matrix (GLRLM) will 
be used to extract texture features. The problems are: Can the 
extracted features based on GLCM and GLRLM used to 
differentiate cystic masses and non-cystic mass in ultrasound 
image? What kind features that have appropriate contribution in 
distinguishing cystic mass image and cystic mass? How does the 
level of discrimination accuracy? 
3. TEXTURE FEATURES EXTRACTION  
3.1 Grey-Level Co-Occurrence Matrix 
In a statistical texture analysis, texture features were computed on 
the basis of statistical distribution of pixel intensity at a given 
position relative to others in a matrix of pixel representing image. 
Depending on the number of pixels or dots in each combination, 
we have  the first-order statistics, second-order statistics or higher-
order statistics. Feature extraction based on grey-level co-
occurrence matrix (GLCM) is the second-order statistics that can 
be use to analyzing image as a texture (Albregtsen, 2008). GLCM 
(also called gray tone spatial dependency matrix) is a tabulation of 
the frequencies or how often a combination of pixel brightness 
values in an image occurs. 
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  The figure below represent the formation of the GLCM of the 
grey-level (4 level) image at the distance d = 1 and the direction 
of 0°. 
 
Figure 1 a. Example of an image with 4 grey level image  b. 
GLCM for distance 1 and direction 0° 
Figure 1.a. is an example matrix of pixels intensity representing 
image with 4 (four) levels of grey. Note the intensity level 
intensity level 0 and 1 are marked with a thin box. The thin box is 
representing pixel-intensity 0  and pixel intensity 1 as its 
neighbour (in the horizontal direction or the direction of 0 º). 
There are two occurrences of such pixels. Therefore, the GLCM 
matrix formed (Fig. 1.b.) with value 2 in row 0 and column  1. In 
the same way, GLCM matrix row-0 column 0 is also given a 
value of 2, because there are two occurrences in which pixels with 
value 0 has pixels 0 as its neighbour (horizontal direction). As a 
result, the pixels matrix representing in Figure 1.a. can be 
transformed into GLCM as Figure 1.b. 
In addition to the horizontal direction (0 º), GLCM  can also be 
formed for the direction of 45 º, 90 º and 135 º as shown in Figure 
2 below. 
 
Figure 2.  Direction of GLCM generation. From the center 
() to the pixel 1 representing direction = 0° with distance d 
=1, to the pixel 2  direction = 45° with distance d = 1, to the 
pixel 3 direction = 90° with distance d = 1, and to the pixel  4 
direction  = 135° with distance d = 1 
Haralick and his colleagues (Haralick, Shanmugam, & Dinstein, 
1973) extracting 14 features from the co-occurrence matrix, 
although in many applications only 8 (eight) features that are 
widely used, that is: Energy, Entropy, Max Probability, Inverse 
Diff. Moment, contrast, homogeneity, Inertia, and Correlation. 
Although co-occurrence matrices capture the texture properties, it 
never directly used as a tool for analysis, such as comparing the 
two textures. The matrix of data must be extracted again to get the 
numbers that can be used to classify the texture. Haralick 
(Haralick, Shanmugam, & Dinstein, 1973) proposed 14 measures 
(or features), but Connors and Harlow in their study proposed, 
only 5 of 14 Haralick’s features which are commonly used. These 
five features are: energy, entropy, correlation, homogeneity, and 
inertia (Kulak, 2002). 
3.2 Gray-level Run-length Matrix  
Grey-level run-length matrix (GLRLM) is a matrix from which 
the texture features can be extracted for texture analysis. Texture 
is understood as a pattern of grey intensity pixel in a particular 
direction from the reference pixels. Run length is the number of 
adjacent pixels that have the same grey intensity in a particular 
direction (Albregtsen, 1995). Gray-level run-length matrix is a 
two-dimensional matrix where each element )|,( θjip  is the 
number of elements   with the intensity i , in the direction θ . For 
example, Figure 3 below shows a matrix of size 4x4 pixel image 
with 4 gray levels. Figure 4 is a representation matrix GLRL 
(grey-level run-length) in the direction of 0º [ )0|,(
ojiP =θ ]. 
 
Figure 3. Matrix of image 4X4 pixels  
 
Figure 4.  GLRL matrix 
In addition to the 0º direction, GLRL matrix can also be formed in 
the other direction, i.e.  45º, 90º or 135º. 
 
Figure 5. Run direction 
Some texture features can be extracted from the GLRL matrix. 
Galloway (Tang, 1998) suggests 5 texture features based on this 
GLRL matrix, namely: Shot Runs Emphasis (SRE), Long Runs 
Emphasis (LRE), Gray Level Non-uniformity (GLN), Run Length 
Non-uniformity (RLN), and Run Percentage (RP). 
Based on the observations that most of the features is only a 
function of  )( jpr  , regardless of the grey level information 
contained in )(ipg , Chu et al (Chu, Sehgal, & Greenleaf, 1990) 
adds 2 more features called Low Gray Level Run Emphasis 
(LGRE) and High Gray Level Run Emphasis (HGRE). This 
feature uses grey level of pixels in sequence and is intended to 
distinguish the texture that has the same value of SRE and LRE 
but have differences in the distribution of gray levels. 
Dasarathy and Holder (1991) added 4 more features extracted 
from the matrix GLRL, namely: Short Run Low Gray-Level 
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  Emphasis (SRLGE), Short Run High Gray Level Emphasis 
(SRHGE), Long Run Low Gray Level Emphasis (LRLGE), and 
Long Run High Gray Level Emphasis (LRHGE). 
4. RESEARCH  METHOD 
The study began with the collection of ultrasound images in which 
there are cystic masses and non-cystic masses and has been 
proven true by ultrasound expert. Image taken directly from the 
video output of ultrasonograph, stored in a video cassette Hi-8, 
and then transferred into digital format using the video-processing 
software ULead Video Studio. The best frame containing the 
cystic and non-cystic masses, converted into 8-bit grayscale 
image. From that image, the region of interest (ROI) was cropped 
and analyzed. 
 
Figure 6. Steps in research 
5. RESULTS AND DISCUSSIONS 
A total of 127 images measuring  21x21 pixels consist of 38 cystic 
masses and 89 non-cystic masses, 82  images measuring 35x35 
pixels consist of  30 cystic mass and 52 non-cystic masses, and 78 
images measuring 50x50 pixels consist of 23  cystic masses and 
55  non cystic masses, taken as samples. The results of 
discriminant analysis with SPSS version 11.5 statistical package 
software  showed that the 19 texture features could differentiate 
cystic masses and non-cystic masses with an accuracy of 84.3% - 
94.9%, depending on the size of samples and number of features 
using as predictors.  
Table 1. Predicted accuracy of discriminant analysis for 
texture features based on GLCM and GLRLM 
Size of Sample 
GLCM-GLRL Texture Features 
All Features 12 Features1)   
21x21 pixel 87.3% 84.3% 
35x35 pixel 91.5% 91.5% 
50x50 pixel 94.9% 92.3% 
Notes: 
1) 
Performance evaluation accuracy of statistical prediction model 
(e.g. logistic regression or discriminant analysis) can also be done 
by ROC (receiver operating characteristics) curve  analysis. ROC 
curve is a graphical plotting with the y-axis express sensitivity and 
the x-axis express false positive rate  (Zou, O’Malley, & Mauri, 
2007) (Ho, Goo, & Jo, 2004). 
 The 12 features are: SRE, LRE, GLN, RLN, LGRE, HGRE, 
SRLGE, Energi, Inertia,  Entropi, Maxprob, Inverse 
The following figure shows the ROC curve for discrimination 
using features based on GLCM and GLRLM as the predictors for 
the image size 21x21 pixels. 
ROC Curve
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Figure 7. ROC curve for discrimination using GLCM and 
GLRLM features for image size 21x21 pixel 
The level of accuracy is quantitatively expressed by the area under 
the ROC curve. Based on the ROC curve graphs generated by 
SPSS software version 11.5 shows that the area under curve is 
0.863. 
Table 2. AUROC (Area Under Receiver Operating Curve) of 
discrimination accuracy using glcm and glrlm features as 
predictors for image size 21x21 pixel  
                 
Area 
Std. 
Error(a) 
Asymptotic 
Sig.(b) 
Asymptotic 95% 
Confidence Interval 
      
Lower 
Bound 
Upper 
Bound 
.863 .039 .000 .786 .939 
(a)  Under the nonparametric assumption 
(b)
In general, the accuracy can be seen from the area under the ROC 
curve with the following general standards (Tape). 
  Null hypothesis: true area = 0.5 
Table 3. Classifying level of accuracy based on area under 
ROC curve 
Area Under ROC Curve Classified as 
0.90 – 1.00 Excellent 
0.80 – 0.90 Good 
0.70 – 0.80 Fair 
0.60 – 0.70 Poor 
0.50 – 0.60 Fail 
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  Based on the above classification, the level of accuracy for the 
GLCM and GLRL-based texture features for image size 21x21 
pixel classified as good. 
The following figure shows the ROC curves for classification by 
using texture features based on GLCM and GLRLM as predictors 
for the image size 35x35 pixels. 
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Figure 8. ROC curve for discrimination using GLCM and 
GLRLM features for image size 35x35 pixel  
As seen in Figure 8, the level of accuracy is higher than the ROC 
curve for the image size of 21x21 pixels. Table 4 gives 
quantitative confirmation by showing the area under the ROC 
curve that is 0.971. Thus it can be stated that the level of 
prediction accuracy for the analysis of discrimination with 
features derived from the GLCM and GLRLM for image size 
35x35 pixels is classified as very good. 
Table 4. AUROC (Area Under Receiver Operating Curve) of 
discrimination accuracy using glcm and glrlm features as 
predictors for image size 35x35 pixel  
 
Area 
Std. 
Error(a) 
Asymptot
ic Sig. (b) 
Asymptotic 95% 
Confidence Interval 
      
Lower 
Bound Upper Bound 
.971 .015 .000 .942 1.001 
(a) Under the nonparametric assumption 
(b)
The following figure shows the ROC curves for classification by 
using texture features based on GLCM and GLRLM as predictors 
for the image size 50x50 pixels. 
 Null hypothesis: true area = 0.5 
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Figure 9. ROC Curve for discrimination using GLCM and 
GLRLM features for image Size 50x50 pixel  
Figure 9 shows that its ROC curve is closer to the top y-axis, 
meaning that the level of prediction accuracy for discriminant 
analysis with texture features based on GLCM and GLRLM for 
50x50 pixels image size is higher than the previous two ROC 
curves. Quantitative confirmation shown that the area under the 
curve generated by SPSS is 0.995, indicates that the prediction 
accuracy could be classified as very good. 
Table 5. AUROC (Area Under Receiver Operating Curve) of 
discrimination accuracy using glcm and glrlm features as 
predictors for image size 50x50 pixel  
Area 
Std. 
Error(a) 
Asymptotic 
Sig.(b) 
Asymptotic 95% 
Confidence Interval 
      
Lower 
Bound 
Upper 
Bound 
.995 .005 .000 .986 1.005 
(a) Under the nonparametric assumption 
(b)
Research by Khuzi and colleagues (Khuzi, Besar, & Wan Zaki, 
2008) shows that the results is consistent with this research. In his 
research Khuzi using 4 features derived from GLCM, ie, contrast, 
energy, homogeneity, and correlation to detect the image of 
mammography with and without mass. GLCM features extracted 
in the four directions (0°, 45°, 90°, and 135°) with a region of 
interest size 8x8 pixels, 16x16 pixels, and 32x32 pixels. The 
findings of this study is that the best features to distinguish the 
image of the mammogram with mass and not mass are features 
based on GLCM with the ROI sized 8x8 pixels, in the direction of 
0°.  
 Null hypothesis: true area = 0.5 
In Karahaliou and fellow research (Karahaliou, et al., 2006), 
texture features based on  LTEM (Laws Texture Energy Measure) 
for image size 128x128 pixels around microcalcification (MC) 
tissue was extracted. It conclude that features based on LTEM 
gives the best results for diagnosing the presence of breast cancer 
by 89% overall accuracy, sensitivity of 90.74% and specificity of 
86.9%. These features are better than other features that are also 
extracted in this study, namely First Order Statistics (FOS), Gray 
Level Co-occurrence Matrices (GLCM), and Gray Level Run 
Length Matrices (GLRLM). For GLCM-based features, extraction 
was performed on the 4-direction of GLCM (0°, 45°, 90°, and 
135°) with a distance d = 1. Thirteen features were  derived from 
each  GLCM.  Specifically, the features studied are: Energy, 
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  Entropy, Contrast, Local Homogeneity, Correlation, Shade, 
Promenance, Sum of Squares, Sum Average, Sum Entropy, 
Difference Entropy, Sum Variance and Difference Variance. Four 
values were obtained for each feature corresponding to the four 
matrices. The mean (M) and range (R) of these four values  were 
calculated, comprising a total of twenty-six second order textural 
features. Twenty-six GLCM-based features that produce high 
predictive accuracy of 82%, higher than the predictions made by 
GLRLM based features which only reached 63% accuracy. These 
results are relevant to the study by authors, that is, texture features 
based on GLRLM has lower accuracy than texture features based 
on the GLCM in distinguishing cystic masses and non-cystic 
masses image. 
Majumdar and Jayass (1999) in his research, classify seeds of 
wheat, barley, oats, and rye, using colour features and texture 
features as its predictors. Of the 25 textural features used in the 
discriminant analysis, 10 were GLCM features (mean, variance, 
uniformity, entropy, maximum probability, correlation, 
homogeneity, inertia, cluster shade, and cluster prominence), 12 
were GLRM features (short-run, long-run, grey-level non-
uniformity, run-length non-uniformity, run ratio, and GLRM 
entropy, and their ranges), and the remaining three were grey-
level features (mean, variance, and range in grey-level). The 
research concluded that the variance, the GLCM based features, is 
the most important texture feature. Further stated that of the 10 
most important texture features to classify images of grain, 5 
(five) features derived from GLCM (entropy, correlation, mean, 
uniformity, and cluster Prominence) and 5 (five) features from 
GLRLM (variance, long run, short run, grey level non-uniformity, 
and run length non uniformity). 
6. CONCLUSIONS 
Based on research results and discussions, it conclude that: 
a. GLRLM-based texture features can be used to distinguish 
between cystic masses and non-cystic masses on ultrasound 
images, with accuracy levels that are relatively lower than 
texture features based on GLCM and texture features based on 
combined GLRLM and GLCM. 
b. GLCM-based texture features can be used to distinguish 
between cystic masses and non-cystic masses on ultrasound 
images, with accuracy levels higher than texture features 
based on GLRLM, but still lower than texture features based 
on combined GLRLM and GLCM. 
c. Important texture features to distinguish cystic masses and 
non-cystic masses on ultrasound images are: SRE, LRE, GLN, 
RLN, LGRE, HGRE, SRLGE, Energy, Inertia, Entropy, 
Maxprob, Inverse. 
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ABSTRACT 
Simulated terrains have been extensively used in many flight 
simulators or games. Unfortunately, creating large terrains can be 
considered tedious and complex job. Therefore some flight game 
makers only created a limited amount of terrain and reused the 
same terrain for another level of the game. Though it seems solving 
the problem, increasing the number of terrains used in the program 
may make the game becomes more interesting. Since terrain 
actually is a fractal, the terrain can be generated using the concept 
of fractal. The resulted terrains can be saved in a text file to be 
utilized by any other programs. This research has overcome the 
terrain creation problem by generating user-defined terrain 
automatically.  
Keywords 
Terrain, Fractal, Flight Simulator, Flight Game. 
1. INTRODUCTION 
In many flight game programs, users have to fly an airplane 
through a sequence of certain terrain. The terrain usually undulates 
and it is one of the users’ tasks to fly the plane through the hill and 
valley and to avoid collision with any of them. 
In its simplest implementation, the game can create several hill and 
valley and store the data in a certain media. When the game needs 
to render the terrain, these stored hill and valley are read back from 
the media and rendered to the game environment. Due to the 
difficulty in hill and valley generation, there are only few hill and 
valley stored in the media. Because there are not many hill and 
valley can be taken from the media, the game will usually reuse the 
first available part of hill and valley and put them as the next hill 
and valley to be rendered on the game. 
Though this approach can be used for several kind of game without 
loosing the users’ interest, the availability of big supplies of hill 
and valley data can make the game more interesting and 
challenging. The problem is how can we provide affluent data of 
hill and valley easily? 
One proposed solution to create affluent data of hill and valley is 
by generating them automatically. These hill and valley will build 
the terrain that can be used by other flight simulator or game 
program. A fractal method will be used to create the hill and valley 
in the terrain. 
2. FRACTAL 
Fractal is a pattern where partial or whole parts of the patterns have 
self similarity to the general pattern itself [4]. This fact will enable 
us to generate fractal recursively and heuristically. One example of 
fractal object is the Koch curve. The curve can be created by 
dividing a certain line into three parts. The middle part of the line 
then can be changed to a right triangle without its bottom part. If 
we recursively perform the same process to its sub-line, then we 
will get the Koch curve. Figure 1 shows several Koch curves 
created from a line, triangle, and polygon.  
 
Figure 1. Several kinds of Koch curves. 
 
If we magnify certain part of any Koch curves, we will get the 
similar pattern of the curve to its bigger part. This property is 
called self similarity and it becomes the major property of fractal 
object. As a matter of fact, many nature objects in our everyday life 
have this property. As an example a branch of a pine tree has a self 
similarity to the whole tree itself. A certain part of coast line has 
self similarity to its bigger part, etc. This phenomenon applies as 
well to terrain with its hills and valleys [6, 7]. A magnifier of a 
certain hill will give us several smaller hills and valleys as well.  
Because of the terrain-self-similarity property it can be concluded 
that a terrain actually is a fractal in itself. Therefore it should be 
possible to generate terrain using any fractal method available. 
3. GENERATING TERRAIN 
3.1 Mid Point Displacement 
Midpoint displacement is one of the fractal methods that can be 
used to create a terrain [1]. At the beginning set up four points that 
build up a square. Assign a certain height value to each point of the 
square and perform the following processes recursively: 
• Divide the square to another four equal-size squares.  
• Assign the height value at the middle of the big square. 
The value can be found by averaging the height value 
from all points in the big square corners. Add a modified 
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  Gaussian-distribution-based random value to this 
average.  
• Assign the height value at the middle point of each big 
square side. The value can be found by averaging the 
height value from its three adjacent points. Add a 
modified Gaussian-distribution-based random value to 
this average. 
• Repeat the process to all newly generated squares until it 
reaches a certain set-up threshold.. 
The depth of the recursive process will determine the number of 
vertices that compose the grid. The relation of the number of 
vertices to the number of recursive level can be specified as: 
 Number of Vertices = (2 (n-1)+ 1)
Where n is equal to the number of recursive level. The number of 
vertices will determine the smoothness of the terrain. Increasing the 
number of recursive level will increase the number of vertices 
generated and as a consequence will increase the smoothness of the 
rendered terrain. However increasing the number of recursive level 
will increase the computation time and the memory space to store 
the on going processing data. 
2 
Data generated from the mid point displacement can be seen 
visually by simply connecting adjacent vertices with line. The row 
and column position of the squares can be used as the coordinate of 
the terrain and the height value of each point in the square can be 
used as the height of the terrain. In this simplest visualization, you 
can see the generated data of the terrain in a wireframe style 
visualization. 
3.2 Gaussian Distribution  
Gaussian distribution is commonly called normal distribution [8]. 
In this distribution, most data will cluster around the mean. That is 
why the curve of this distribution will appear as a bell. The 
function of the Gaussian distribution can be seen as follow: 
( )
2
2
2
2
1)( σ
µ
πσ
−−
=
x
exP ……………. Eq. 1 
where: 
μ  = mean 
σ = standar deviation 
x = continuous random value at -∞ < x < +∞ 
 
Figure 2 shows two Gaussian distributions. From the figure, it can 
be said that the mean in the Gaussian distribution a is less than the 
mean in the Gaussian distribution b. The mean of the Gaussian 
distribution is taken place at the peak of the shape. Meanwhile, 
from the overall shape of the shape, it can be said that the standard 
deviation of Gaussian distribution a is – again – less then the 
standard deviation of Gaussian distribution b. A Gaussian 
distribution with smaller standard deviation will have higher bell 
shape than the one with higher standard deviation. 
 
Figure 2. Gaussian bell-shape distribution 
One property of the Gaussian distribution is: 
1)( =∫
∞
∞−
dxXp ………………………   Eq. 2 
therefore: 
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from this property it can be concluded that the value of μ and σ will 
always be in the range 0 ≤  μ ,σ ≤ 1 because the total area of the 
curve is 1. To simplify the usage of Gaussian distribution, we need 
to convert the distribution to a standard Gaussian distribution. A 
standard Gaussian distribution is a Gaussian distribution with 
value 0 and 1 for the μ ,σ respectively [3, 8]. 
Random numbers that should be used in generating the terrain must 
confirm with this standard Gaussian distribution. Unfortunately 
many computer programming languange does not provide standard 
Gaussian distribution. Instead, most computer programming 
language provide a uniformly distribution random number. 
In order to solve this problem, Goerge Edward Box and Mervin 
Muller introduced a Box-Muller transform that can be used to 
translate uniformly distributed random numbers to standard 
Gaussian distribution random numbers [9, 10]. The method takes 
two uniformly distributed random numbers and maps them to two 
independent standard Gaussian distributed random numbers.  
Figure 3 shows the illustration of random numbers mapping from 
the uniform to Gaussian. In Box-Muller transform, two uniformly 
random number x1 and x2 which are distributed between 0 and 1 
will map to two Gaussian numbers z1 and z2
 
 by the following 
functions: 
)2cos(.ln2 211 xxz π−= ……………………. Eq.4 
)2sin(.ln2 212 xxz π−= ……………………. Eq.5 
Unfortunately, calculating sine and cosine for many repeated 
processes can be considered costly. Therefore it is necessary to 
modify the functions and solve the equation in polar form. Given 
x1 and x2 in the range -1 to 1, set the value of s as x12 + x22. If s=0 
or s≥ 1 discard x1 and x2 and find another x1 and x2 pair that 
generate s in the open interval 0 to 1. 
b 
a 
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Figure 3. Uniform to Gaussian distributed random numbers 
In the polar form, the mapping of uniform distribution to Gaussian 
can be expressed as [5]: 
s
sxz ln2.11
−
= ……………………………... Eq.6 
and 
s
sxz ln2.22
−
= ……………………………... Eq.7 
3.3 Modified Gaussian Random Value 
Before the Gaussian distribution random value can be added to the 
height field, modify this value to include the recursive level into 
account. The recursive level determines the number of hills and 
valleys generated by the program.  
A scaling factor will be applied to the Gaussian-distribution-based 
random value. The scaling factor that will be used is specified as: 
dn = (0.5) n.H/2
where: 
 d ……………………………..…... Eq.8 
 dn
 n = level of the recursive process 
 = scaling factor at recursive level n 
 H = roughness level of the surface 
 d = initial scaling factor 
From the formula, it can be concluded that as the recursive level is 
getting higher, the scaling factor is getting smaller. This behavior 
matches perfectly with the natural terrain property. Most points in 
the terrain will have big height differences at the lower part of the 
hill and small height differences at the pinnacle.  
Meanwhile the parameter H in the formula can be used to alter the 
roughness of a surface. Smaller value will create a rougher surface, 
and greater value will create smoother surface. Figure 4 show the 
difference of result using different values of H.  
 
Figure 4. Surface roughness as determined by the value of H 
3.4 Building and Storing the Terrain 
In order to be able to be used by any other program, the generated 
terrain data must be stored in a file with general format that can 
easily be opened and read by any other program. In this research, 
the file format that is used for storing the terrain is a text file.  
Three dimensional objects can be built from a collection of mesh 
triangles. The triangle shape is chosen because triangle is the 
simplest convex object. Therefore this object can not be divided 
anymore to another object especially to a non convex object. 
Guaranteeing convexity of an object is compulsory in object‘s 
rendering process. 
Since the result of mid point displacement will generate mesh 
squares (see figure 5) then it is necessary to change the mesh 
squares to mesh triangles. Figure 5 shows the modification that 
must be made to change the generated mesh squares to mesh 
triangles.  
 
Figure 5. Surface roughness as determined by the value of H 
One final process that must be performed after having all the 
required data is definitely storing the data itself. Two kinds of data 
that is compulsory to be stored are the vertices and faces. Figure 5 
actually have already given clues about the vertices and faces 
relation to the indices of data. Numbers at the left picture of figure 
5 shows the indices used for the vertices, while letters at the right 
picture of figure 5 shows the relation of indices to the faces of the 
mesh triangles. 
Therefore, if figure 5 represents a certain generated terrain then 
there will be 25 indices that will be used to store all vertices. 
Meanwhile the number of faces to be generated will follow the 
following formula: 
 2)1.(2 −= verticesfaces  ……………... Eq.9 
In this case, the generated terrain in figure 5 will have 32 faces.  
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  To avoid lighting problem in rendering process, all faces must be 
specified in either clockwise or counter clockwise manner. In this 
program, all faces will be stored in counter clockwise manner. 
Therefore the first and the second faces for terrain such as shown in 
figure 5 will be AJN and ANM respectively.  
In general, data that will be stored in the text file are:  
• The number of vertices and faces 
• All vertices that build up the terrain. Each vertex will 
contain its three dimensional position (x, y, z) 
• All faces that build up the terrain. Each face will refer to 
vertices index that build the face. Therefore instead of 
storing A, J, N, as the first face of terrain in figure 5, the 
application will store 1, 6, 7 as face’s vertex indices. 
3.5 Rendering 
In order to prove the correctness of the terrain data generated by the 
program, a rendering facility will be built to show the terrain data 
visually.  An openGL graphics library [2] will be used in the 
program to assist the process of terrain visualization. By this 
library, one can set up a camera-like viewing to see the terrain three 
dimensionally. 
To increase realism of the terrain, a certain color scheme will be set 
up and used for coloring the terrain. Several certain heights will be 
used as a threshold for certain colors. Therefore, hill will have 
different color from valley. A texture mapping is used as well in the 
program to improve the realism of the terrain.  
4. RESULT AND DISCUSSION 
Figure 6 to 9 show several terrains that have been built using the 
application. Several parameters that influence the shape of the 
generated terrain are: 
• The maximum number of recursive level (Iteration) 
• The number of squares used (Tile) 
• The roughness of terrain (Rough) 
• Initial scaling factor (Scale) 
Figure 6, shows terrain with many low hills. This kind of terrain 
can be generated using lower value of scale. In this example, the 
value of the scale is 50. On the other hand, increasing the scale 
value will yield terrain with many high hills. Figure 7 shows this 
kind of terrain. In this example, 75 is chosen as the value of the 
scale.  
The roughness of the terrain can be set up as well in the program. 
Figure 6 shows the roughness of the terrain with value 3, while 
figure 7 shows the roughness of the terrain with value 2. As 
explained in sub chapter 3.3., smaller value of this parameter will 
make the terrain rougher. 
 
Figure 6. Lowland terrain 
 
 
Figure 7. Highland terrain 
With the assistance from openGL graphics library, one can view 
the terrain with a camera-like viewing. Therefore we can wander 
the terrain such as a flying bird. Figure 8 actually shows the same 
terrain such as shown in figure 7, after we fly closer to the terrain. 
Two last figures, i.e. figure 9 and figure 10, show the genuine data 
of the terrain. Figure 9 shows the data in visualized meshed 
triangle, while figure 10 shows the raw data in text file. Each vertex 
and face data in the text file is always preceded with the keyword 
“v” and “f”. This keyword will ease other programmers to read and 
interpret the data for their own use. 
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Figure 8. Walkthrough the terrain 
 
Figure 9. Mesh triangles of the terrain 
 
Figure 10. Data stored for a certain terrain 
5. CONCLUSION 
In general, this research can be said have already achieved its goal. 
Generating data to create terrain can be performed easily using this 
terrain generator. Users can create as many terrains as they need 
and like. The data of the terrains that are saved in a text file make it 
accessible and usable to any other programs.  
From the visualization of the terrain, one can see that based on 
parameters provided, many variations of the terrains can be 
generated by the program. By applying the color and texture to the 
generated terrains, one can see the pleasing result of the terrains.  
For further work, it could be better if the users can modify the 
generated terrains. Therefore the users can create the terrain that 
meets exactly to their preferences. Furthermore, the application can 
be made to allow users select their own preferred color or texture to 
be applied to the hills or valleys generated. All of this information 
then can be stored in a text file for further use in other applications. 
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ABSTRACT 
In recent years Taiwan government has made the best effort in 
adding science technology and creative idea into Chinese traditional 
culture and arts to produce a new industrial and commercial 
product which is highly competitive on market, and can create 
considerable business opportunity over the world.  Taiwan Puppet 
Show (Budaixi) [1]is a puppet controlled by hand.  The stage for 
puppet performance is in the form of real stage but with reduced 
scale according to the size ratio of the real stage to human.  The 
purpose of this research project is to virtualize the Taiwan Puppet 
Show.  The research can be divided into two phases.  In the first 
phase some rules were established by induction method, and in the 
second phase the computer interaction technique was introduced to 
develop application software which possesses the nature of the 
entertainment and value of traditional culture.  This paper aimed at 
the second phase of the research project in which the detail of the 
design idea employed and the practice are introduced.  The outcome 
of the research not only benefited the preservation of Chinese 
traditional culture, but also developed the “Finger Control Method” 
for “Augmented Reality” which can be employed on other 
complicated interactive operation.   
Keywords 
Computer graphic, Augmented Reality, simulation, Taiwan Puppet 
Show, hand control, human-computer interface. 
1. INTRODUCTION 
Taiwan Puppet Show was first known in Ming Dynasty of China, 
and was brought into Taiwan from Fujian at the later part of Ching 
Dynasty. It was then prosperous for almost 20 years. In few 
decades ago, the TV’s Budai Show further joined audio and video, 
as well as laser technologies plus the movie shooting approach into 
the show with bizarre and complicate stories to replace the 
traditional show that teaches moral teachings. It had successfully 
attracted audience who are seeking for change all the time. The 
subordinated comic books, novels and figures followed. They are 
not only favored widely by the public in Taiwan, but also in USA 
and in part of European countries, they enjoy popularity to 
noticeable level. 
 
 
Figure 1. Character in Taiwan puppet show 
The purpose of the project is to create the roles which can be 
operated individually by multiple persons through computer 
network, and performed on the virtual stage.  This research is 
supported by National Science Council of Taiwan, and the project 
is divided into two phases for execution.  The first phase of the 
research is already completed.  In the first phase the differentia of 
the relation between the traditional puppet operation method and 
the movement of fingers is determined through analysis.  And, the 
complicated finger movement is simplified into the operation 
procedure of two degrees of freedom by taking the development of 
the tangible Interface as premise [2]. The second phase of the 
project is still in progress up to the present.  In this phase the 
following problems are to be studied and solved:  
 Based on the analysis result obtained from the first phase to 
determine the suitable finger movement, so that the features 
of the traditional puppet operation can be retained, and the 
virtual puppet can be easily operated by means of real time 
control. 
 Before the development of the tangible interface, different 
operation interfaces shall be compared, and the most cost 
saving and operation effectiveness interface shall be 
determined.   
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   Through analysis to determine the suitable operation degree 
of freedom for the interface technique being developed, and 
obtain the trigger method for different puppet animations.  
In the research the Augmented Reality technique was chosen, and 
the micro palm movement sensing method was developed.  Hence 
after completion of this research, in addition to attain the goal of 
promoting traditional arts, the techniques of palm control system 
can be transplanted to different software through interface research 
to provide more diversified man-machine interaction model. 
2. RELATED WORK 
Before entering into the subject of the research, the related 
knowledge or research in two related fields must be understood.  
The first thing is to know the characteristics of Taiwan Puppet 
Show and the special features of its operation, and the second is to 
know the related research of Augmented Reality.  
2.1 About Taiwan puppet show  
In Section 1 of this paper the history of Taiwan Puppet Show has 
been introduced.  In this section we will see the tricks of the 
operation method [1].  The puppet of Budaixi is controlled, and 
operated by palm. After fitting palm into the hollow part of puppet, 
the thumb and middle finger are employed to control the arms of 
puppet while the index finger is used to control the head of puppet, 
as shown in Fig 2. In traditional operation method the middle finger 
must be kept apart from the index finger an angle almost 90° , 
therefore the puppet may not be smoothly operated or  occupational 
harm may be caused due to the difference in genetic characteristics 
of hand of different person.  Owing to this and in order to enable 
the virtual drama to become popularized, the hand control of the 
puppet is arranged to have the index finger set apart from the 
middle finger a small angle in principle as shown in Fig. 3, on the 
other hand, since the head of the traditional puppet is made of 
wood carving, the expression can not be changed when there is 
change of emotion.   Hence a series of limb movement is developed 
for representing the delicate change of emotion of human such as 
angry, bashful look, thinking and drunk etc.. In the following table 
1 several examples are listed.  These special features must be 
retained in this research so that the traditional culture can be 
imparted to the next generation through technology innovation. 
 
 
Figure 2. Standard puppet operation method [2] 
 
Figure 3. Small angle operation by middle finger and index 
finger 
 
Table 1. Example of emotions and puppet movements [2] 
Emotion Motion  1 Motion  2 Motion  3 
Angry Shake head once heavily 
Open arms Bulge chest and 
belly 
Furious 
Put down 
hands 
straight 
Shake head Shake and lift 
body backward 
Think 
Head down a 
little bit 
Knock gently 
with one 
hand 
Body still 
Modest Put hands on belly 
Bend waist a 
little bit 
Nod repeatedly 
 
2.2 Related research of Augmented Reality 
Originally before starting the project, the operation method chosen 
for the research is the single degree of freedom bending detecting 
electronic element combined with wireless locating equipment 
which form the Tangible Interface.  However, during the research it 
was found that the production cost of the operation glove was 
unable to be reduced, and the frequency of use of the bending 
detecting element is low, and it is not necessary to use the 
electronic part with such as high accuracy.  Therefore the author of 
this paper has tried to seek other solution, and found that some of 
the related application methods of Augment Reality also meet the 
requirement of the research, but the production cost of the 
operation glove designed by employing the Augment Reality 
technology is low.  Hence the author of this paper decided to 
introduce the AR technique into the research.  
However since the Taiwan Puppet Show is operated by using palm 
and finger as controller which shall be developed by employing AR 
technique, the hand segmentation or 3D reconstruction for AR shall 
be chosen as the focal point of the preliminary research.  Dr. Wu’s 
research chose “easy to use” as the goal and “hand” as interface 
[3], and chose “skin detection” as focal point of research which has 
more degrees of freedom required in operation as based on the 
operation of puppet show, but will consume more system resource, 
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  and will affect the display effectiveness of the 3D characters in the 
virtual stage.  Hence it still needs to find the simpler and easier 
way.  In the research of Kyungboo Jung a cubic with six different 
markers is employed to enable the virtual duplication of rigid 
objects from image sequence [4], the way employed by Kyungboo 
Jung is close to the design idea and needs of this research.  Further, 
the author of this paper found that some combined detections are 
needed for designing the markers on fingers.  The similar idea has 
been discussed in the research of Gun A, Lee [5]. And as for the 
design of marker detailed reference is included in the series study 
by H. Kato [6]. Besides, as for the execution of emotion movement 
high-level event system must be employed, Jean-Luc Lugrin has 
made a sample of practice [7], and an interface [8] has been 
developed and provided by R. Smith.  It was also found during 
experiment that the position of the markers on the glove due to the 
operation of the glove is changed by different person. Hence as for 
the identification of marker the key point match method is adopted 
in this research [8]. 
3. STUDY OF THE OPERATION METHOD 
OF THE VIRTUAL CHARATER 
 
3.1 Requirement of control interface  
Here let us continue the discussion on the puppet operation method 
and characteristics of emotion movement etc., three principles for 
the design of operation interface can be firstly listed as follows: 
 The detection of finger bending is achieved by single degree 
of freedom: during puppet operation, no matter which finger, 
thumb, index finger or middle finger, almost 99% of 
operations are in the direction of natural bending of finger 
knuckle (the only exception will be discussed in section 3.4).  
 The hand only controls the single axis rotation and 
displacement: The turning round movement of puppet are 
achieved by having the middle finger as center shaft to turn 
left or right, while the walk motion of puppet is achieved 
mainly by the translation of the whole plane which is parallel 
to palm surface. 
 The emotional expression is achieved by continuous 
movement: In the traditional puppet show the emotion is 
expressed by limb movement. In addition to the hand 
operated movement, the variation of face expression is 
triggered through the continuous signal on the virtual stage. 
 
3.2 Discussion on operation degree of freedom  
Since the hand operated puppet is designed according to the 
Limitation on the degree of freedom of fingers such as the whole 
piece of cloth is sewed on the shoulder joint so as to cover up   the 
flaw that the finger can only bend in one direction.  In addition, 
around each elbow of the puppet a large piece of hard cloth is 
sewed in order to simplify the operation of finger, and to avoid the 
strange feeling because the bending direction of puppet is different 
from the bending direction of the elbow of real man. Therefore, in 
the movement of puppet the arm is always kept in the position of 
stretch and extend foreword or hang downward close to body, so 
that in the arrangement of degree of freedom of finger, the bending 
angle of 90 °  is arranged as one graduation for the change of 
movement as shown in Figure 4.  For example when the middle 
finger points to upward position the right arm of the puppet is in 
horizontal stretch position.  When the middle finger rotate in 
counter clockwise direction for an angle of 90 °  the puppet is 
stretching forward its right arm in horizontal position, and when 
the middle finger continues to move in counter clockwise direction 
for 180 °, the puppet put down its right arm. There is no other 
angular limb expression model required for arm movement.. 
 
 
Figure 4. Movement of middle finger  
 
 
Figure 5. Movements of puppet compared with the movements 
of finger shown in Figure 4 
 
3.3 Design of marker 
From Section 3.2 we see that a finger is equivalent to a cubic 
with multiple markers as shown in Fig. 6, three fingers are 
equivalent to 3 cubic, also add the palm into fingers, there are 4 
control cubic.  The control on the character by fingers is achieved 
in such a way that middle finger corresponds to right arm, index 
finger corresponds to head, and thumb corresponds to left arm.  
These three parts of control are not for displacement of puppet but 
are for animation, and the control achieved by palm is 
corresponding to the displacement of body, the movement of body 
will affect the movement of head and arms.  
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Figure 6. Markers on finger is like a cubic marker 
 
The palm cubic is somewhat different from finger cubic. The palm 
cubic is mainly designed for the rotation positioning of puppet 
body.  As based on the design point of view, since palm is in flat 
shape, we have compared the movement of the puppet with the 
rotation angle of palm viewed by camera, and observed that when 
palm is turning to left side, the marker on the center of palm will 
cause the puppet to turn, but when the palm turns to an angle 
greater than 50 degrees, it is apt to cause the character (virtual 
puppet) disappear which is possibly due to the curvature of palm.  
Owing to this we arranged a pair of markers on the edge of palm 
which can relocate the position and angle of the character when 
palm turns to this angular position as shown in Figure 7.  
 
 
Figure 7. Markers on palm 
When the palm is just facing the camera, the character is driven by 
Red Cross marker on the center of palm while the special markers 
are stuck on fingers. Again take middle finger as an example, 
shown in Figure 8 when three yellow markers are detected, it 
represents that the arms of the character are in open state (normal 
state).  When the middle finger bends to an angle of 90 degrees, the 
markers will display an arrangement of Blue-Yellow-Yellow which 
represents that the right arm of the character will stretch and extend 
forward, and finally the arrangement is Green-Yellow-Yellow 
which represents that the right arm of the character will hand by the 
side, and close to body.   
 
 
Figure 8. key point markers   
 
When the palm turns with its side facing the camera, the marker on 
the side of finger will be employed to trigger the movement of 
character’s limb. Let us continue the design idea stated above. The 
markers on one side of he fingers are all arranged in the same color 
for making sure the consistency of the character and the movement 
direction.  In addition, the movement of fingers becomes even more 
directive if seen from the side of the fingers.  Hence the geometric 
pattern was added to the color-marker to help identifying the 
specific finger and direction (0 degree – 90 degrees -180 degrees) 
as shown in Figure 9.  The arrangement of thumb in the design is a 
special case, because thumb is even flatter in shape, and the 
included angle between the direction of thumb knuckle movement 
and palm surface is 45 degrees, therefore whether the character is 
in front position or side position, the same marker can be employed 
to achieve the control, however the identification in side position 
will lead to the directional difference of image. 
 
 
Figure 9. Marker with geometric pattern  
Besides, there is another special condition in the traditional script; 
the movements of scratching head are always included.  This can be 
achieved simply by having two fingers placed closer to each other 
or open and close repeatedly). Hence the marker needs to have a 
special design which enables the effect of making the combined 
geometric pattern to from the third pattern. When the system 
detected the combined pattern shown in Figure 10, character will 
lift up its arm.  If a repeated open-close of fingers is detected, the 
character will perform the movement of touching head as shown in 
the right side of the following figure. 
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Figure 10. Special designed marker 
 
3.4 Operation theory for emotion and 
expression  
In Table 1 some examples of emotion are listed.  In Taiwan Puppet 
Show the emotion of character is represented by these limb 
movements. However in the virtual system we can use finger to 
operate the traditional continuous movement, and have the system 
to initiate expression through marker sequence, such as Figure 11. 
The example shown in Figure 12 is one of the state cycles for 
initiating emotion.  
 
Figure 11. Face expressions (normal-happy-angry) 
 
 
Figure 12. State of expression movement (modest) 
4. IMPLEMENTATION 
System of these researches is included in Intel Dual Core T4300 
2.1GHz, 2GB DDRII RAM, Nvidia PCI-E Geforce G105M and 
512MB.  Some examples of the outcome of implementation are 
illustrated in Table 2. 
 
Table 2. Examples of implementation 
Top-down are normal, hang head, left hand stretch forward, 
left hand hang and close to body  
   
   
   
   
 
5. CONCLUSION  
The research is still in progress at present.  The marker design 
mentioned in Section 3 and the prototype of emotion all were 
successfully completed.  In the following months a lot of “emotion 
movement-expression” rule shall be completed.  We will continue 
to improve the system in the future such as changing the morph of 
animation of character to the control of the Node in Web3D by Key 
point marker, so as to enable a more smooth performance of 
character, and hope the application of hand control system can be 
extended to the interface control of many more degrees of freedom. 
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ABSTRACT  
Iris can be classified into the most reliable biometric 
characteristics because the variability of iris is very high. The 
important issue in iris biometrics recognition system is how to 
find the feature of iris. Gabor filter is used in this paper to produce 
the iris feature. This feature is called iris code. Hamming distance 
algorithm is used to find the similarity degree between tested and 
referenced image. 
This system is tested using 300 iris images from 100 people which 
2 samples as reference sample and 1 sample as experiment for the 
right eye, and 400  iris images from 100 users, 3 samples as 
reference and 1 sample as tested sample for the left eye. Iris codes 
that is produced by Gabor filter gives good performance to the iris 
recognition system with accuracy reached 94,758% (T = 0463, 
FNMR = 4500%, 0742% = FMR) for the right iris and 92,397% 
(T = 0470, FNMR = 6000%, FMR = 1603%) for the left iris. The 
experiment result also show that the performance of this system 
relatifely stable although the database size increased. 
Keywords 
 Gabor filter, iris recognition, Hamming distance. 
 
1. INTRODUCTION 
Technological developments in the field of computer and 
information system have increased in line with developments in 
science and technology. Development in computer technology 
that many of the current study is one of biometric technology. 
Biometrika is one of the sciences of stating the characteristics of 
an individual and is unique to that individual. Technology for self-
knowledge by using parts of the body or human behavior today 
has reached a remarkable development in the verification system 
to replace conventional. Various methods have been developed in 
the problems that arise, particularly the introduction of human 
identity. Basically every human being has something unique / 
special that only belongs to himself. This raises the idea to make it 
as a unique human identity. Facts must be supported by 
technology that can automatically identify / recognize a person 
with developments in the world using information and computer 
technology. Such recognition system is known as Biometrika 
Recognition System[8]. 
2. COLLECTING DATA IRIS 
Utilization of the human body are unique to distinguish between 
each other, has proven to give results much more accurate in the 
identification process. One of the utilization of organs for 
identification is iris. Iris patterns remain unchanged after its 
formation period, ie when in the womb ages 3 to 8 months and is 
in a protected place that is not easily scratched or damaged[5]. Iris 
known to have a level of differentiation may be good enough to 
classify any individual by using iris patterns as a key pembedanya. 
Iris pattern recognition system is the most reliable system 
compared with other type biometrika[11]. This paper focuses on 
the implementation of the  Gabor Filters for iris identification 
system.  
3. FEATURES EXTRACTION 
This research was conducted by using samples taken from the 
CASIA (Chinese Academy of Sciences' Institute of Automation) 
eye Image databases. The eye images are segmented and 
normalized automatically by using method in [12]. 
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Iris feature is obtained using 2D Gabor filters. This filters can be 
produces using the equation below: 
Wher
e,  
1−=i  u  is frequency of the sinusoidal wave. 
θ  is control of the orientation of Gabor function. σ  is standard 
deviation of the envelope Gausian. yx,  is coordinates of Gabor 
filters 
Through the equation, will obtain a filter consist of real and 
imaginary parts filter. Gabor filters are implemented in the iris 
identification system has several parameters, both in terms of size 
filter (kernel), parameters θ (control of the orientation of Gabor 
Filters), parameters u  (frequency of the sinusoidal wave), and the 
parameters σ  (standard deviation of the Gaussian envelope) 
which adjusts filter size. Gabor filter parameters to be tested for 
the separation of the iris features can be seen in the following 
table. 
Tabel 1. 
Size 
Filters 
Gabor filter parameters 
Angle 
(θ ) 
Sinusoidal 
frequency 
( u ) 
Standard 
deviation of 
Gaussian 
Envelope 
(σ ) 
3 x 3 -45
0
0 
45
0 
90
0 
0.7332 
0 
0.7022 
9 x 9 0.3666 1.4045 
17 x 17 0.1833 2.8090 
35 x 35 0.0916 5.6179 
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The normalized Gabor filters can be obtained by using the 
following equation. 
 
With  is the size of the Gabor filter. In fact, the 
imaginary part of Gabor filter automatically has zero DC because 
of odd size filters. It should be noted that the success of Gabor 
filter depend on parameters  selection for these filters. 
Real and imaginary part of normalize  Gabor filters are 
convoluted to the normalized iris images and produces real and 
imaginary characteristic features. Each pixel value of convolution 
result will be encoded into binary value ( 0 or 1) with rules 
bellow: 
if   
 if  
 if  
 If  
where I is normalize iris image and the operator * represents the 
convolution process. 
4. MATCHING 
Iris code is generated by the above rules to form a binary code 
which is indicated by bit 0 or 1 both for real and imaginary parts 
of Gabor filters (see Figure 1) 
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To obtain the similarity degree between test and reference images 
is used normalized Hamming distance as follow: 
 
With  and , respectively, expressed the real and 
imaginary parts of . The results of the boolean operator 
is equal to zero, if and only if the bits of  equal 
to . The size of the matrix is given by . The 
value of  will have a range between 0 and 1. 
 
5. EXPERIMENT AND RESULT 
Figure 1. Block diagram of the formation process iriscode. 
The performance of identification system is measured by 
calculating the value FNMR, FMR or ERR. The testing is 
conducted in the form of simulation that compare the 
characteristics of each sample are listed in the database (reference 
sample characteristics with the characteristics of test samples). 
Testing of this identification system using a database that contain 
700 iris samples from 100 different people, which represented 1 
of 3 slices of the sample right eye, and 4 slices of the sample left 
eye. Two of the three sample slices of the right side and three of 
the four sample slices of the left side are used as reference 
samples, while the rest is used as test samples, a total of 200 
samples is a sample reference to the right eye, 300 samples for the 
left eye, and the total test samples is 100 samples for the right eye, 
and 100 samples for the left eye. 
Separation of iris features with Gabor filter method, using the ROI 
slice image size 64 x 256 pixels. Here are presented the results of 
feature extraction of iris Figure 3 (a) with a different filter size 
(3x3, 5x5, 9x9, 17x17, and 35x35). 
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(d) 
 
(e) 
 
(f) 
Figure 2. Gabor features of a variety of filter sizes (a) is the 
ROI slices, (b) is a real feature of the filter size 3x3, (c) the 
characteristics of real filter size 5x5, (d) the characteristics of 
real filter size 9x9, (e) real characteristic filter size 17x17, (f) 
characteristics of real filter size 35x35. 
The results of testing each Gabor Filters above can be summarized 
based on the level of the highest accuracy using the simulation as 
shown in Figure 3 and Figure 4. Simulation aims to find out the 
performance of identification systems based on the calculation of 
the value FNMR, FMR and the EER. User score legitimate 
(genuine scores) obtained by comparing the characteristics with 
the characteristics of the test iris reference iris of the same person, 
while the score is not a valid user (impostor scores) obtained by 
comparing the characteristics with the characteristics of the test 
iris reference iris that did not belong to the same person. 
 
Figure 3. System Performance Characteristics curves using 
the filter size 3x3, angle 45 °, image slices of the ROI right eye 
64x256 pixels and no translational. 
 
Figure 4. Probability Distribution curve Geniune User Score 
and Impostor using filter size 3x3, angle 45 °, image slices of 
the ROI right eye 64x256 pixels and no translational. 
Table 2 show the accuracy level of Gabor Filters for the ROI slice 
of the right eye and Table 3 for the ROI slice of the left eye with a 
size of 64 x 256 pixels. 
Table 2. ROI test results right iris 64x256 pixels, N=100, total 
image of the reference=200, total image of the test=100 
Filter 
Angle 
-45 00 450 900 0 
3 x 3 
(%) 
53.207 72.551 52.818 72.010 
79.556 94.495 78.904 77.576 
4 pixel 3 pixel 5 pixel 2 pixel 
5 x 5 
(%) 
54.197 73.157 53.076 71.601 
80.697 94.758 81.298 80.364 
3 pixel 3 pixel 4 pixel 3 pixel 
9 x 9 
(%) 
40.182 45.843 37.702 43.020 
62.884 78.924 60.429 45.808 
4 pixel 4 pixel 4 pixel 4 pixel 
17x17 
(%) 
58.369 68.399 56.247 49.056 
78.343 92.106 74.970 46.121 
3 pixel 4 pixel 4 pixel 3 pixel 
35x35 
(%) 
72.879 83.838 69.172 61.278 
81.212 91.697 78.742 64.929 
4 pixel 3 pixel 5 pixel 8 pixel 
Test results of Gabor Filters with slices of the ROI image of the 
right eye with a size of 64 x 256 pixels indicate the highest level 
of accuracy that is 94,758% obtained when using the filter size of 
5 x 5 with angle 0 ° and translation of 3 pixels. 
Table 3. ROI test results left iris 64x256 pixels, N=100, 
total=300 reference images, the total image of the test=100 
Filter 
Angel 
-45 00 450 900 0 
3 x 3 
(%) 
53.535 73.475 51.559 68.333 
74.070 92.397 70.095 75.377 
4 pixel 8 pixel 4 pixel 4 pixel 
5 x 5 
(%) 
55.199 73.754 56.047 69.159 
78.327 92.058 74.452 77.538 
3 pixel 3 pixel 6 pixel 8 pixel 
9 x 9 
(%) 
37.444 47.829 38.148 36.471 
58.609 73.148 55.616 36.835 
2 pixel 5 pixel 4 pixel 9 pixel 
17x17 
(%) 
58.260 69.411 53.374 43.287 
74.929 86.495 71.239 43.188 
3 pixel 3 pixel 4 pixel 9 pixel 
35x35 
(%) 
68.643 83.084 65.057 59.619 
77.205 87.848 74.260 59.458 
8 pixel 2 pixel 8 pixel 9 pixel 
Test results of Gabor Filters with slices of the ROI image of the 
left eye with a size 64 x 256 pixels indicate the highest level of 
accuracy that is 92,397% obtained when using the filter size 3 x 3 
with angle 0 ° and translation of 8 pixels. 
Table 4. Tapis test results for 5x5 ROI right iris 64x256 pixels 
on a variety of databases 
Data
base 
(T) 
(%) 
FNMR 
(%) 
FMR 
(%) 
Success 
Rate 
(%) 
25 0.471 22.000 3.208 74.792 0.461 4.500 0.563 94.938 
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  3pixel 3pixel 3pixel 3pixel 
50 
0.472 22.000 3.919 74.082 
0.462 
3pixel 
4.500 
3pixel 
0.602 
3pixel 
94.898 
3pixel 
75 
0.473 22.667 4.883 72.450 
0.463 
3pixel 
4.667 
3pixel 
0.766 
3pixel 
94.567 
3pixel 
100 
0.472 23.000 3.843 73.157 
0.463 
3pixel 
4.500 
3pixel 
0.742 
3pixel 
94.758 
3pixel 
 
Figure 5. Accuracy Rate Graph Gabor Filters for the ROI of 
the right eye 64x256 pixels with different size databases. 
The graph above show a linear line with the increasing number of 
users by using 3-pixel translation, in other words the level of 
accuracy as the system is stable enough to increase the number of 
users. 
The graph in Figure 6 shows that the accuracy rate declined 
slightly and the system is stable enough with the addition of the 
number of users. 
Table 5. Test results Filters 3 x 3 to the left of the ROI slice 64 
x 256 pixels at various database sizes 
Data
base 
(T) 
(%) 
FNMR 
(%) 
FMR 
(%) 
Success 
Rate 
(%) 
25 
0.474 21.000 5.028 73.972 
0.469 
8pixel 
5.667 
8pixel 
1.250 
8pixel 
93.084 
8pixel 
50 
0.476 21.667 4.973 73.360 
0.469 
8pixel 
6.000 
8pixel 
1.361 
8pixel 
92.640 
8pixel 
75 
0.476 25.333 5.435 69.232 
0.470 
8pixel 
7.556 
8pixel 
1.658 
8pixel 
90.786 
8pixel 
100 
0.475 22.333 4.192 73.475 
0.470 
8pixel 
6.000 
8pixel 
1.603 
8pixel 
92.397 
8pixel 
 
Figure 6. Accuracy Rate Graph Gabor Filters for the ROI of 
the left eye 64x256 pixels with different size databases 
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ABSTRACT 
One major problem in Wyner-Ziv video coding with unsupervised 
motion vector learning is on the quality of blockwise motion vector 
field that produced by motion estimator. Nearest neighbor 
interpolation of block-wise motion vector field onto pixelwise 
motion vector field in fact creates step-like transitions at block 
boundaries. The actual pixelwise motion vector field has smooth 
transitions across space. This paper proposes method of bilinear 
interpolation to improve pixelwise motion vector field which 
mitigates the boundary effects. The implementation of this method 
in WZ video codec with unsupervised motion vector learning has 
led to 3-4 % and 6-7% bit rate saving for GOP 2 and 8 
respectively, when compare to nearest-neighbor interpolation 
method. Rate-distortion performance improved to 0.46 dB and 
0.27 db for GOP 2 and 8 respectively. 
Keywords 
WZ video coding, Nearest-neighbor interpolation, Bilinear 
interpolation, EM algorithm. 
1. INTRODUCTION 
Wyner-Ziv video coding offers an alternative to predictive video 
coding methods for applications requiring low-complexity 
encoding, such as wireless low-power video surveillance and video 
sensor networks. Wyner-ziv video coding limits the encoding 
complexity to a level at which video frames can be encoded 
separately, not jointly. Separately encoded frames can nevertheless 
be decoded jointly, since there is no complexity constraint at the 
decoder. Specifically, each Wyner-Ziv encoded frame can be 
decoded with reference to side information derived from one or 
more already reconstructed frames. The theoretical basis of Wyner-
Ziv coding for video was proposed in 1970s by Slepian-Wolf [1] 
and Wyner-Ziv [2]. These theorems mainly state that separate 
encoding and joint decoding of two correlated sources, X and Y, 
can be as efficient as joint encoding and decoding as in 
conventional video coding. The Slepian-Wolf theorem refers to 
lossless compression while the Wyner-Ziv theorem refers to lossy 
compression of X with side information Y available at the decoder. 
Based on those theorems [1,2], Wyner-Ziv video coding separates 
encoding of frames precludes motion estimation at the encoder. The 
decoder, instead, estimates the motion in order to construct 
appropriately motion-compensated side information. Therefore, the 
quality of the side information plays a central role in the Wyner-Ziv 
(WZ) codec’s overall rate-distortion (RD) performance. Without a 
powerful side information creation mechanism, no decent RD 
performance can be achieved. This fact motivated the development 
of many improvements in the simple and inefficient early side 
information methods. A novel and effective system for Wyner-Ziv 
(WZ) coding of video is presented in [3], with proposed a 
mechanism for unsupervised motion learning of forward motion 
vectors during the decoding of a frame using a expectation 
maximization algorithm. As shown in Figure. 1, the background 
WZ coding architecture in this work uses Low-Density Parity-
Check (LDPC) codes for Slepian-Wolf coding and works at the 
symbol level using joint bitplane decoding. This option is justified 
with the need to obtain an accurate motion field distribution. This 
motion learning framework with the “soft”(statistical) value at the 
LDPC decoder output to update the motion field, which is used by 
probability model to update the “soft” side information that fed to 
the LDPC decoder. 
The performance of method [3] showed that the RD performances 
are lower than Wyner-Ziv video codec with motion oracle. This 
showed that the motion estimator process still put on differences 
between WZ frame (X) and the shifted version of Y (side 
information frame). Error remaining after forward motion vector 
field-compensation is modeled by additive noise. Thus, the overall 
relationship between X and Y is 
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where N is modeled as Laplacian-distributed noise independent of 
X, Y , and M. 
Estimation from motion vector field M acquired by using block 
matching algorithm, that is computed based on block by block size 
k-by-k as such that noise N can be assumed to be stationary. 
Simplification in this motion estimation can be though as that all 
the pixels in a given block share the same P(M). Block-based 
motion estimation produces blockwise constant motion vectors.  
In this paper, we present an improvement method in the accuracy of 
estimation of motion vector field M in motion learning base Wyner-
Ziv video codec [3] by interpolation of a block by block motion 
vector field onto pixel by pixel motion vector field such that 
allowing the noise N to be nonstationary across image. Based on 
previous work [3,4], we implement bilinear interpolation technique 
for pixel by pixel motion vector field, which increases the 
resolution of the motion vector field and achieves smoother motion 
field transitions.  
2. THE WYNER-ZIV VIDEO CODEC 
The tool proposed in this paper are implemented and evaluated in 
the context of the state-of-the art transform domain unsupervised 
forward motion vector learning Wyner-Ziv video codec [3], 
illustrated in Figure 1.  
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Figure 1. WZ video codec architecture with unsupervised forward motion vector learning  
One frame Y (key frame) is transmitted by conventional coding, 
such as JPEG. Another frame X (Wyner-Ziv frame) must be 
encoded independently from Y but be decoded using Y’ as side 
information. To exploit spatial correlation, the Wyner-Ziv encoder 
transforms X into 8-by-8 blockwise discrete cosine transform 
(DCT) coefficients XT and quantizes XT by a JPEG-recommended 
quantization table. Quantized coefficients XTQ
The Slepian-Wolf decoder within the larger Wyner-Ziv decoder in 
Figure 1 is the loop formed by the LDPC decoder, the motion 
estimator and the probability model side information generator. 
This loop is an instance of the EM algorithm, as detailed 
thoroughly in figure 2. Using the received portions of S and the 
reference image Y’, the Slepian-Wolf decoder iteratively estimates 
the quantized transform coefficients X
 are losslessly 
communicated using a rate-adaptive low-density parity-check 
(LDPC) code [5]. The rate adaptive LDPC code enables small 
portions of the syndrome S to be incrementally sent, assuming a 
feedback channel is available. 
TQ. When the motion field M 
between X and Y’ can be accurately estimated, the Slepian-Wolf 
decoder provides significant bit rate saving over conventional 
lossless transmission of XTQ
As part of the decoder’s EM algorithm, the E-step updates the 
estimation distribution on motion field M with block-by-block 
motion vector M
. Thus, reliable motion field estimation 
is a critical step in efficient coding. 
u,v. For a specified blocksize k, every k-by-k block 
of θ(t-1) is compared to collocated block of Y as well as those ini a 
fixed motion search range around it. For a block θu,v(t-1) with top 
left pixel located at (u,v), the distribution on the shift Mu,v
 
 is  
update as below and normalized : 
{ } { } { })1(,,),()1(,)( ;|': , −+−= tvuvuMvutappvutapp MYPMPMP vu θ        (2) 
where 
vuMvu
Y
,),(
' +  is the  k – by - k block of Y’ with top left pixel 
at ((u,v)+Mu,v). Note that { })1(,,),( ;|' , −+ tvuvuMvu MYP vu θ  is the 
probability of observing Y’(u,v)+Mu,v given that it was generated 
through vector Mu,v from Xu,v )1(,−tvuθ as parameterized by . This 
procedure, shown in the left of Figure 2, occurs in the motion 
estimator. 
The M-step updates the soft estimate θ by maximizing the 
likelihood of Y’ and syndrome S. 
 { }
{ } { }Θ===
=
∑
Θ
;|,ˆmaxarg
;,ˆmaxarg:
)(
)(
mMSYPmMP
SYP
m
t
app
t θθ        (3) 
where the summation is over all configurations m of the motion 
field. True maximization is approximate by generating soft side 
information ψ(t), followed by an iteration of joint bit-plane LDPC 
decoding to yield θ(t)
The block-wise a posteriori distribution of the motion 
.  
{ }vutapp MP ,)(  
weights the estimates from each of the blocks Y’(u,v)+Mu,v
)(
,
t
vuψ
, which are 
then summed into soft side information , as shown in the 
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  probability model step in the right of Figure 2. The probability that 
the blended side information has value w at pixel (i, j) is 
 { } { }',|),(),,( )()( YmMwjiXPmMPwji
m
t
app
t ====∑ψ  
 { } ( )),(')( jiYwPZmMP m
m
t
app −==∑            (4) 
where PZ(z) is the probability mass function of the independent 
additive noise Z, and Y’m
After the coefficients X
 is the previous reconstructed frame 
compensated through motion configuration m. 
TQ
image. The existing one-disparity system uses nearest-neighbor 
reconstruction [6]. 
 are recovered by the Slepian-Wolf 
decoder, the Wyner-Ziv decoder proceeds to reconstruct the actual 
 
3. MOTION FIELD INTERPOLATION 
METHODS 
The equation in (2), makes a simplification in motion vector field 
estimation by calculating the distribution P(M) only on a block-by-
block basis. If the frame is subdivided into square blocks of size k-
by-k, then all the pixels in a given block share the same P(M). The 
Interpolation technique is used for smooth transitions across space 
in the blockwise motion vector field.  
 
Soft Matching
Estimate motion
pmf per block
Motion pmf
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θ
Y’ Y’
ψ
k
k
 
Figure 2. E-step motion estimation (left) and probability model 
(right) for Expectation Maximization algorithm.  
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Figure 3. Bilinear interpolation 
 
3.1 Nearest-Neighbor Interpolation 
Using a single distribution P(M) for all the pixels in a k-by-k block 
is equivalent to nearest neighbor interpolation of a small motion 
vector field onto a larger motion vector field. Specifically, if M(u,v) 
denotes the block-by-block motion vector field and M(i,j)
 
 denotes 
the pixel-by-pixel motion vector field, then 
   ( )( )kjkiMPjiMP ,)),(( =        (5) 
where, the interpolation is performed for each value M(i,j) can take. 
But, as explained in [4], nearest neighbor interpolation of a block-
by-block motion vector field onto a pixel-by-pixel motion vector 
field can yield unnatural step-like transitions.  
3.2 Nearest-Neighbor Interpolation 
The linear interpolation algorithm uses source block intensities at 
the four pixels (iS0, jS0), (iS1, jS0), (iS0, jS1), (iS1, jS1) that are 
closest to (iS, jS) in the source block. As shown in Figure 3, at first, 
the intensity values are interpolated along the i-axis to produce two 
intermediate results I0 and I1. 
 I0 = S(iS, jS0) = S(iS0, jS0)*(iS1 - jS) + S(iS1, jS0)*(iS - jS0
 
) 
I1 = S(iS, jS1) = S(iS0, jS1)*(iS1 - jS) + S(iS1, jS1)*(iS - jS0
Then, the sought-for intensity 
).   
(6) 
D(xD, yD) is computed by 
interpolating the intermediate values I0 and I1 along the j-axis: 
 D(iD, jD) = I0*(jS1 - jS) + I1*(jS - jS0
Where, (i
)                                 (7) 
D,jD) is pixel coordinates in the destination block, (iS,jS) 
is the computed coordinates of a point in the source block that is 
mapped exactly to (iD, jD
4. EXPERIMENTAL RESULTS 
), S(i,j) is pixel value (intensity) in the 
source block and D(i,j) is pixel value (intensity) in the destination 
block. 
The results presented in this section are based on simulation ran of 
transform-domain unsupervised motion vector learning Wyner-Ziv 
video codec [3] with the video sequence QCIF-size Foreman at 15 
fps and only the first 40 frames incorporated in this simulation. 
These sequences are chosen because they have already used in the 
previous work.  
In simulation, domain transform performed by blocksize k = 8 for 
DCT. Quantization matrix adopts a scaled version of the one in 
Annex K of the JPEG standard with scaling factors Q = 0.5, 1, 2, 
and 4 [7]. The LDPC encoder using a regular degree 3 LDPC 
accumulate code with length 50688 bit as a platform for joint 
bitplane LDPC decoding with bit depth d = 8. 
At this setting, exactly 6336 transform coefficients can be Wyner-
Ziv coded at a time. For this reason, each QCIF-sized Wyner-Ziv 
frame divide into quadrants and code each quadrant separately 
using corresponding quadrant of previous reconstructed frame as 
decoder reference.  
Interpolation of a block-by-block motion vector field onto a pixel- 
by-pixel motion vector field uses the shift range ± 10 pixels. This 
associates with the number of motion search range ± 10 pixels 
horizontally and vertically that used in estimation of motion vector 
field at the motion estimator and the probability model. The EM 
algorithm at the decoder that is initialized with a good value for the 
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  variance of the Laplacian noise and the value of distribution for 
motion vector Mu,v
{ }
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,
)0(
vuapp MP
, we adopted from [3], i.e : 
                       (8) 
After 50 iterations of EM, if the reconstructed X’ still does not 
satisfy the syndrome condition, the decoder request additional 
syndrome bit from decoder via feedback channel. The analysis on 
implementation of interpolation method in transform domain 
unsupervised motion vector learning Wyner-Ziv video codec [3] 
done by comparing nearest neighbor interpolation method and 
bilinear interpolation at GOP 2 and 8, respectively. Comparison 
with zero motion coding scheme and motion oracle also held with 
following previous work [3] 
4.1 Bit rate saving for lossy coding 
The main target of the implementation bilinear interpolation in the 
motion learning based WZ video codec are the production of more 
accurate soft side information for the LDPC decoder. Therefore, 
after decoding the sequences with the proposed interpolation 
method approach, it is expectable to observe bit rate savings from 
average value of decoded frame regarding the motion learning 
based WZ video codec  
 
Tabel 1. Comparison of bit rate saving of motion learning based WZ video codec using interpolation methods 
Interpolation Methods Rate of motion learning base WZ video 
codec with GOP 2 (kbps) 
Rate of motion learning base WZ video 
codec with GOP 8 (kbps) 
Q = 0,5 Q = 1 Q = 2 Q = 4 Q = 0,5 Q = 1 Q = 2 Q = 4 
Nearest-Neighbor 546 384 Q = 0 Q = 1 517 363 234 151 
Bilinear 524 370 247 169 481 338 217 142 
Saving rate 4% 4% 4% 3% 7% 7% 7% 6% 
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Figure 5. RD performances for motion learning based WZ 
video codec with different interpolation method for GOP 2 
(above) and 8 (below) 
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Figure 6. The comparison of RD performances of WZ video 
coding scheme with motion learning, motion oracle and zero 
motion, when bilinear interpolation conducted. GOP = 2 
(above) and GOP = 8 (below) 
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  Tabel 1. shows average bitrate yielded by motion learning based 
WZ video codec to code WZ frame using nearest-neighbor 
interpolation and bilinear interpolation. The bitrate is taken using 
JPEG quantization matrix with scaling factor Q = 0,5, 1, 2 and 4.  
The bilinear interpolation method reduced bit rate 3-4% for GOP2 
and 6-7% for GOP 8, compared with nearest-neighbor 
interpolation method. These results show that bilinear interpolation 
capable in increasing motion field resolution and mitigates the 
boundary effects and provides smooth transitions between blocks. 
4.2 Rate – Distortion Performance 
Figure. 4 show performance comparison of rate-distortion motion 
learning based WZ video codec when bilinear interpolation and 
nearest-neighbor interpolation conducted. Overall, at specified rate, 
bilinear interpolation method able to deliver better coding quality. 
For GOP 2, bilinear interpolation method yield average PSNR 
value of 0.46 dB higher than nearest-neighbor method, and 0,27 dB 
of GOP 8. 
Figure. 5 show the comparison of R-D performances of WZ video 
codec scheme with motion learning, motion oracle and zero motion 
as conducted at previous work [3]. In this comparison, all WZ 
video codec scheme uses bilinear interpolation to construct 
interpolation from block by block onto pixel by pixel. As shown in 
Figure 5, GOP 2, WZ video codec with motion learning, its 
performance is lower than WZ video codec with motion oracle, 0.4 
dB to be exact, but still 1.4 dB above WZ video codec with zero 
motion reference codec. For GOP 8, WZ video codec with motion 
learning, 0.6 dB lower than WZ video codec with motion oracle 
and 2 dB above WZ video codec with zero motion one. 
5. CONCLUSIONS 
This paper has proposed an approach to improve interpolation 
technique from block-by block motion vector field onto pixel-by-
pixel motion vector field in Wyner-Ziv video codec with 
unsupervised forward motion vector. Method of bilinear 
interpolation improves motion vector field quality that yielded by 
motion estimator.  
As compare to nearest-neighbor interpolation method, the bilinear 
interpolation is able to deliver bitrate saving 3-4% for GOP 2 and 
6-7% for GOP 8. Rate distortion performances of motion learning 
base WZ video codec also show that bilinear interpolation result in 
0.46 dB and 0.27 dB higher than nearest-neighbor interpolation for 
GOP 2 and 8 respectively. When bilinear interpolation used in 
every WZ video codec scheme, RD performances of motion 
learning base WZ video codec score below motion oracle base WZ 
video codec about 0.4 dB and 0.6 dB for GOP 2 and 8 respectively.  
Motion field estimation in E-step of EM algorithm uses fixed size 
8 x 8. Further works, in search of having true motion within blocks, 
varying block size is an alternative way to mitigate block artifacts. 
Variation in the block size k explores a tradeoff between motion 
field resolution and noise rejection.   
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ABSTRACT 
Iris segmentation is important issue in iris recognition system. 
The aim of iris segmentation is to obtain the ROI (region of 
interest) iris from the eye image. This paper compares two 
methods of iris segmentation, namely: Daugman and Hough 
method. Some image preprocessing techniques are applied to 
improve the performance of these methods. The next step after 
iris segmentation is normalization process. The normalization 
transforms the iris image in Cartesian coordinates to the polar 
coordinates. The images are obtained from the normalization 
will be used in iris features extraction stage. 
The performances of those methods are tested using eye images 
from database CASIA 1, 2 and 3 databases. The experiment 
results show that the Hough method is better than Daugman. The 
best accuracy of Daugman method achieves 92.57%, 26.75%, 
56.03% for the CASIA 1, CASIA 2 and CASIA 3 respectively, 
and the best accuracy of Hough method for the same databases is 
96.57%, 54.5%, 94.83% respectively. 
Keyword 
 Daugman, Hough, iris segmentation, iris normalization.  
1. INTRODUCTION 
Iris can be classified into the most reliable biometric 
characteristics because the variability of iris is very high [9]. In 
addition, the iris patterns also remain unchanged after the period 
in which the establishment is in the womb ages 3 to 8 months. 
Iris is also in a protected place that is not easily scratched or 
damaged [6]. 
The important issues in iris biometric recognition are iris 
acquisition, segmentation and normalization, feature extraction 
and matching. This paper is only focus on iris segmentation and 
normalization.  
The aim of iris segmentation is to extract the ROI of iris from 
the eye image automatically. The result of segmentation process 
will be determines the performance of overall iris recognition 
system because the unique patterns (features) of iris will be 
obtained from the ROI iris image.  
This paper compares two methods for iris segmentation, namely: 
Daugman and Hough methods. To improve the performance of 
those methods we perform some image preprocessing 
techniques. 
 
After image segmentation, the normalization processes is applied 
to segmented iris. The normalization transforms the iris image in 
Cartesian coordinate to the polar coordinate. The normalized iris 
image will be used in next step of iris recognition system, 
namely iris features extraction. 
 
2. COLLECTING IRIS IMAGE 
This paper use source of data from the eye image databases of 
Chinese Academy of Sciences Institute of Automation (CASIA). 
CASIA databases image was taken using a special infrared 
camera designed for biometrics research purposes. CASIA 
databases have 3 different versions with different characteristics 
in each version. CASIA 1 is taken from a short distance without 
the camera lights. CASIA 2 is taken from a little distance away 
from the CASIA 1 and is taken without using the camera lights, 
while CASIA 3 was taken from a short distance using the 
camera lights [2]. 
The following are examples of the eye image from CASIA 
database. 
        
(a)                            (b)                            (c) 
Figure 1. (a) (b) (c) example of eye image from CASIA 1, 2 
and 3 database respectively. 
 
3. SYSTEM OVERVIEW 
Figure 2 shown segmentation system overview of Daugman and 
Hough methods. 
In generally, the segmentation systems consist of 4 subsystems, 
namely: image preprocessing, segmentation, noise detection and 
normalization. Both Daugman and Hough methods, the process 
of preprocessing, noise detection and normalization are same. 
 
4. IMAGE PREPROCESSING 
Image preprocessing consist of 3 process: image resizing to 
obtain the uniform image size (256 pixel in width and the high of 
image is adjusted to the original image height), gray scaling to 
obtain gray scale image and gray scale pixel depth changing to 
obtain the same depth pixel resolution.  
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
371
  
Image Load Resize Grayscale
GaussianIntensity NormalizationDilation Bineryzation
Erosion Canny Edge Detection
Eyelid Circle 
Finding  using 
Circle Hough 
Transform
GaussianCanny Edge Detection
Iris Circle Finding 
using Circle 
Hough Transform
Cartesian to Polar 
Normalization
Eyelid Detection Eyelash Detection Image Output
Pre Processing
Segmentation
Normalization
Noise Detection
Pixel Depth 
Normalization
Image Load
(a) 
 
Contrast 
StretchingBineryzationErosion Dilation
Moment Image Load Contrast Stretching Gaussian
Pupil Circle 
Finding using 
Daugman Method
Iris Circle Finding 
using Daugman 
Method
Cartesian to Polar 
Normalization
Eyelid Detection Eyelash Detection Image Output
Segmentation
Normalization
Noise Detection
Image Load Resize Grayscale
Pra Processing
Pixel Depth 
Normalation
 (b) 
Figure 2. Segmentation system overview, (a) Hough, (b) 
Daugman method 
 
 
 
 
5. HOUGH SEGMENTATION 
Steps of Hough methods are: Gaussian filtering, intensity 
normalization, image thresolding, dilation, erosion, edge 
detection, pupil circle seeking using Hough, image loading, 
Gaussian filtering, Canny edge detection, and iris circle seeking 
using Hough respectively. 
 
5.1 Gaussian Filter 
Gaussian process serves to blur (smooth) the image and reduce 
the noise. Gaussian filter (kernel) is obtained by using Gaussian 
formula bellow: 
( )( )2222 2exp2
1),( α
πα
yxyxG +−=
    (1) 
 
5.2 Intensity Normalization 
The intensity normalization is needed to reduce the 
possible imperfections in the palmprint image due to non-
uniform illumination. The normalization process can be 
done as follow:. 
 
otherwise
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where I and I’  represents original gray scale iris image 
and the normalized image respectively, φ and ρ  represents 
mean and variance of the original image respectively,  
while φd and ρd represents  the desired values for mean 
and variance respectively. This research use φd = 100 and 
ρd
 
 = 100 for all experiments. 
5.3 Image thresolding 
The gray scale iris image is thresholded to obtain the 
binary iris image.. 
 
5.4 Dilation 
Dilation morphology is a process to expand the foreground 
(object) area. Foreground pixels are noted as black pixels and 
background pixels are white pixels. The steps of dilation process 
as follows: 
1. For each image pixel value do the following: 
2. Check whether the neighbor pixels are black pixels (value 
(0)). If yes, then set the current pixel value with value 0. 
This process uses 8-pixel neighborhood. 
 
5.5 Erosion 
Erosion is the opposite of dilation. If the dilation process 
produces image with wider object area, the erosion produces 
image with smaller object area than the original image version. 
Steps of erosion process as follows: 
1. For each image pixel value do the following: 
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  2. Check whether the surrounding pixels (pixels neighbor) 
have a white pixel value (255). If yes, then set the pixel 
value with a white value (255). This process uses 8-pixel 
neighborhood. 
5.6 Edge detection 
This paper used Canny edge detection to find the edge iris 
image. Canny edge detection has very good ability to perform 
edge detection. This method can detect edges image in various 
directions, not just limited to horizontal or vertical edge.  The 
purposes of edge detection is to decrease number of pixel  in 
object (circle) space searching in Hough transform step.   
 
5.7 Circle Hough Transform 
Circle Hough transformation find the central point (x0,y0
22
0
2
0 )()( ryyxx =−+−
) of 
each circle object in an image. General formula of circle Hough 
transform is: 
    (4) 
Where (x0,y0
This transformation utilizing the use of accumulators to store the 
voting results of the candidate (x
) is center of circle coordinate, r is radius and (x,y) 
is pixel coordinate on the circle line. 
0,y0). Value (x0,y0) with the 
highest voting results or on the threshold value is set as (x0,y0
 
) 
of the detected circle. 
 
     
(a)                       (b)                          (c) 
    
                    (d)                          (e)                          (f) 
   
                                   (g)                         (h) 
   
                    (i)                          (j)                          (k) 
Figure 3. Hough segmentation result, (a) original image, (b) 
Gaussian image, (c) normalized image, (d) binarized image, 
(e) dilated image, (f) eroded image, (g) edge image of (g), (h) 
detected pupil circle, (i) edge image of (b), (j) detected iris 
circle, (k) segmented pupil and iris circle 
 
To find the object circle in the accumulator need various size of 
radius (r). The algorithm to find the radius r is as follows: 
1. Preparing the accumulator to store the value of r, x0 and y0
2. Determine the upper and lower limit r. 
. 
3. For each edge point (xt,yt
4. For each value of r in the range of the upper and lower limit 
r, do step 5. 
) in the image do step 4. 
5. For each value of theta (0-360) do step 6 and 7. Step 5, 6 
and 7 is the step description of the circle by setting the edge 
point (xt,yt
6. Calculate the point (x, y) which is as far as r and the angle 
of θ from (x
) as the central point. 
t,yt
7. Make a vote by adding the value of the accumulator in the 
coordinates (x, y, r) with 1. 
). 
 
Value of x0, y0
 
 and r is taken from the coordinates of the 
accumulator with the highest voting score. 
The results of all steps of Hough segmentation method are 
shown in Figure 3. Circle Hough transform is used to find pupil 
circle from the edge image of eroded image (see figure 3 (g,h)) 
and iris circle from edge image of Gaussian image (see figure 3 
(i,j)). 
 
6. DAUGMAN SEGMENTATION 
Steps of Daugman segmentation methods are: contrast 
stretching, image binarization, dilation, erosion, center of area 
finding using moment, image loading, contrast stretching, 
Gaussian filtering, pupil circle and iris circle finding using 
Daugman method respectively. The image binarization, dilation, 
erosion and Gaussian filtering processes are same with Hough 
method. 
 
6.1 Contrast Stretching 
Contrast stretching increases the contrast value of iris image so 
the different between pupil and others in image become clearly. 
The contrast stretching algorithm is as follows: 
1. Input contrast factor C 
2. Set max = 127 + (C x -1) 
3. Set min = 127 – (C x -1) 
4. For each pixel in image do the following: 
5. Compute new pixel value by formula: 
val = min + ((pixel value/255) x (max – min)) 
6. If val is greater than 255 then set val = 255 
7. If val is less than 0 then set val = 0 
8. Set pixel value = val. 
 
6.2 Center of Moment 
The purpose of center of moment computation is to find the 
center point of pupil. This process is performed on eroded image 
(binary image from erosion process result). The algorithm to 
computer the center of moment coordinate is: 
1. Set m00
2. Set m
 = 0 
10
3. Set m
 = 0 
01
4. For each pixel in image do the step 5: 
 = 0 
5. If pixel value = 0 (pixel is object) then set: 
Store the pixel coordinate as (x,y) 
m00 =  m00
m
 + 1 
10 =  m10
m
 + x 
01 =  m01
6. Compute the center of moment coordinate (Mx,My): 
 + y 
Mx = m10/m00 
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  My = m01/m
 
00 
(Mx,My) coordinate is the center of pupil and this coordinate 
will be used for finding of Daugman circle. 
6.3 Daugman Circle Finding 
The algorithm to find the Daugman circle is based on Integro 
differential Daugman operator. This operator is defined as 
follows: 
∫∂
∂
00
00 ,,),,( 2
),(*)(
yxryxr
ds
r
yxI
r
rGMax
πσ     (5) 
Where I(x,y) represents the eye image, r is the radius that will be 
find, ( )rGσ  is Gaussian function and s is the circle line that is 
formed using r, x0, y0
This method will be used to find the pupil and iris circle. To find 
these circle, this algorithm need a center point as input. Based on 
the point, the Daugman circle can be detected by computing the 
differentiation of summation of pixels intensity at radius r and 
radius r+1. 
. This operator works by seeking the circle 
path where the differentiation of summation of pixels intensity 
with radius r occurs. 
Below is the algorithm to compute the Daugman circle. 
1. Input central point, interval value of r from r1 to r2 and 
max=0 
2. For each r value on the interval r1 to r2 do step 3-6: 
3. Draw the circle with radius r and compute the summation of 
their pixels intensity. We called this value as Sr. 
4. Draw the circle with radius r+1 and compute the summation 
of their pixels intensity. We called this value as Srr. 
5. Compute: Sd = abs (Sr – Srr) 
6. Compare Sd with max. If Sd is greater than max then set 
max = Sd and store the value of r. 
7. The selected r is the radius with maximum Sd. 
 
 
   
              (a)                           (b)                           (c) 
   
              (d)                           (e)                           (f) 
   
              (g)                           (h)                           (i) 
Figure 4. Daugman segmentation result, (a) contrast 
stretching image of image in figure 3(a), (b) binarized image, 
(c) dilated image, (d) eroded image, (e) center of moment of 
image (d), (f) Gaussian image of (a), (g) pupil circle, (h) iris 
circle, (i) segmented pupil and iris circle. 
7. EYELID DETECTION 
Eyelids and eyelashes that cover the iris are two types noise in 
iris image. Eyelid detection is done after segmentation process 
while eyelash detection is performed on normalized image.   
The algorithm to detect the eyelid is as follows: 
1. Initial value : Cmt = 0, Cmb = 0. 
2. Perform edge detection to find horizontal edge of image. 
3. For each line of pixels that lie between the top of pupil and  
iris section do the following: 
4. Count the number of edge pixels on the line. We called this 
value as Ct. Compare the value Ct with Cmt. If Ct is larger 
than Cmt then set Cmt = Ct, and store the ordinate position 
(Yt) of the line.  
5. For each line of pixels that lie between the bottom of the 
pupil and the iris section do the following: 
6. Count the number of edge pixels the line We called this 
valus as Cb. Compare the value Cb with Cmb, if Cb is 
larger than Cmb then set Cmb=Cb, and store the ordinate 
position (Yb) of the line. 
7. Fill all lines above the ordinate Yt if the  Cmt is greater than 
the threshold value. 
8. Fill all lines below the ordinate Yb if the Cmb is greater 
than the threshold value. 
 
Figure 5 show the example of eyelid detection result. 
 
Figure 5. Eyelid Detection Results. 
8. NORMALIZATION 
The normalization transforms the iris image after eyelid 
detection in Cartesian coordinate to the polar coordinate system.  
 
Figure 6. Cartesian to polar transformation  
This process transform each iris image pixel coordinate (x,y) to 
the polar coordinate (r,θ) where r (radius) value between 0-1 and 
θ value between 0 - 2π. This transformation can be illustrated as 
follows: 
 ),()),(),,(( θθθ rIryrxI →                      (6) 
With criterion: 
 )()()1(),( θθθ ip rxxrrx +−=                       (7) 
 )()()1(),( θθθ ip ryyrry +−=                      (8) 
Where I(x,y) represents iris image before transformation with 
Cartesian coordinate (x,y) and (r,θ) represents polar coordinate 
after normalization. (xp , yp,) and (xi , yi) represents pupil and 
iris boundary coordinate respectively at path of θ [9]. 
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  Normalization process is done by applying the transformation of 
coordinates to polar coordinates Cartesian. Here is the 
normalization process is: 
1. Form a new image with sized 360 in width and R Iris - R 
pupils in length. 
2. For each point (θ, r) in the new image, calculate coordinates 
(x, y) in the original image. 
3. Use the intensity at point (x, y)  at the original image as the 
pixel value at the point (θ, r) in the polar image. 
 
 
Figure 7. Normalization Results. 
9. EYELASH DETECTION 
Eyelash detection process is binarization process. Eyelash will 
be noted as black pixels after binarization. Figure 8 show the 
result of eyelash detection.  
 
 
Figure 8. Eyelash Detection Results. 
 
10. EXPERIMENT AND RESULT 
The performances of two methods are measured by using 
CASIA databases. The CASIA databases are split into several 
groups of databases. Because the number of different subject and 
the number of samples for each subject are different for each 
CASIA database then the number of groups for each database 
also different. 
Table 1, 2, 3 and 4 show the experiment results using databases 
that vary in size with 25, 50, 75 and 100 different subjects 
respectively with different number of samples for each subject. 
The success rate is shown in the tables are computed based on 
subjective scoring by users. 
Table 1. The success rate of Hough and Daugman 
segmentation method on database contained 25 People 
Database Index database Hough Daugman 
CASIA 1 Database 1 94.86% 92.57% 
CASIA 1 Database 2 93.71% 88.00% 
CASIA 1 Database 3 96.57% 90.86% 
CASIA 1 Database 4 93.71% 91.43% 
CASIA 2 Database 1 52.00% 26.75% 
CASIA 2 Database 2 54.50% 25.75% 
CASIA 3 Database 1 93.73% 35.69% 
CASIA 3 Database 2 91.88% 49.57% 
CASIA 3 Database 3 92.19% 45.72% 
CASIA 3 Database 4 93.97% 56.03% 
CASIA 3 Database 5 90.66% 43.96% 
CASIA 3 Database 6 94.83% 35.26% 
CASIA 3 Database 7 83.86% 38.60% 
CASIA 3 Database 8 92.92% 49.53% 
CASIA 3 Database 9 91.43% 44.29% 
CASIA 3 Database 10 81.21% 42.28% 
 
Table 1 show the comparison of the success rate of two methods 
on databases that contained 25 different subjects. The CASIA 1 
database is divided into 4 groups of database (e.g.: database 1, 
database 2, database 3 and database 4) are shown at index 
database column. The CASIA 2 database is split into 2 groups of 
database (e.g.: database 1 and database 2), and the CASIA 3 
database is divided into 10 groups (e.g.: database 1 to database 
10).  
The number of group is different for each CASIA database 
because the number of subjects in each CASIA database 
different. The Hough and Daugman methods are performed to 
each group and the success rate is computed by users using 
subjective scoring witch match or not match criterion. The 
number of match and not match score are computed, and the 
success rate is defined as follows: 
Success rate = (total of match score / total of samples) x 100%. 
Table 2. The success rate of Hough and Daugman 
segmentation method on database contained 50 People 
Database Index Database Hough Daugman 
CASIA 1 Database 1 94.29% 90.29% 
CASIA 1 Database 2 95.14% 91.14% 
CASIA 2 Database 1 53.25% 26.25% 
CASIA 3 Database 1 92.84% 42.33% 
CASIA 3 Database 2 93.19% 51.54% 
CASIA 3 Database 3 92.64% 39.83% 
CASIA 3 Database 4 87.73% 43.26% 
CASIA 3 Database 5 83.21% 25.91% 
 
In table 3 and 4 is shown that the performances of the two 
methods are not measured in CASIA 2 database because the 
number of subject in that database is less than 75 different 
subjects. 
Table 3. The success rate of Hough and Daugman 
segmentation method on database contained 75 People 
Database Index Database Hough Daugman 
CASIA 1 Database 1 95.05% 90.48% 
CASIA 3 Database 1 92.61% 43.54% 
CASIA 3 Database 2 93.08% 45.24% 
CASIA 3 Database 3 88.83% 43.56% 
 
Table 4. The success rate of Hough and Daugman 
segmentation method on database contained 100 People 
Database Index Database Hough Daugman  
CASIA 1 Database 1 94.71% 90.71% 
CASIA 3 Database 1 93.04% 47.47% 
CASIA 3 Database 2 92.72% 40.86% 
CASIA 3 Database 3 90.26% 42.80% 
 
In all of testing, the performance of Hough method is more 
accurate than Daugman method. 
Comparison of time complexity of Daugman and Hough method 
are shown di Table 5. 
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  Table 5 Time complexity of  Hough and Daugman method 
Database Daugman (s) Hough (s) 
CASIA 1 ± 0.67 ± 2.16 
CASIA 2 ± 0.62 ± 1.67 
CASIA 3 ± 1.16 ± 1.61 
 
11. CONCLUSION 
Two methods of iris segmentation, Hough and Daugman 
method, has been tested in this paper. In all of experiment results 
by using three CASIA databases, the Hough method has better 
accuracy than Daugman method, but in time complexity, 
Daugman method more efficient relatively than Hough method. 
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ABSTRACT 
This paper presents a new method for edge detection called 
NEATS. NEATS is an innovative edge detection method for 
digital image processing. Edge detection is used to identify an 
image by analyzing the image boundaries to determine the edge 
of the image. This new method uses a combination matrix from 
Elisabeth Method, Thomas Method, Silny Method and Adhi 
Method. We analyze the advantages and disadvantages of these 
methods to generate new matrix that can perform edge detection 
better. We applied this new method into various types of 
Indonesian Batik motives. When this new method implemented, 
it delivered different result for each batik motives. The 
experimental results indicate 
 
that the composition of the matrix 
which used for edge detection is influenced by the image pattern 
that will be tested. An image that tested by using the appropriate 
matrix will generate the optimal edge detection result. 
Keywords 
 NEATS, Edge Detection, digital image processing, Indonesian 
Batik motives.  
1.INTRODUCTION 
Image processing becomes one of the most challenging 
problems in Computer Vision [1]. The 
Edge detection is a very important feature-extraction method 
that has been widely used in many computer vision and image 
processing applications. The basic idea of most available edge 
detectors is to locate some local object-boundary information in 
an image by thresholding the pixel-intensity variation map [4]. 
purpose of image 
processing is to improve the image quality to be easily 
interpreted by humans and machines. Image processing 
techniques used to transform the image into another image. 
Image processing operations can be classified in several types of 
image quality improvement, such as: image restoration, image 
segmentation, image analysis and image reconstruction [2]. 
Image quality improvement is used to produce new images with 
better quality than the original image. Image analysis is used to 
identify the parameters associated with the characteristics of the 
object in the image, to further these parameters used in 
interpreting the image [2]. Key factor in extracting features of 
objects in the image is the ability to detect the edge of the image 
[2]. An object can be identified by the human eye really well. 
The human eye has a very good ability to identify an image, 
including contrast and color threshold [3]. However, the 
machine requires considerable effort to identify an image. 
Computer uses edge detection method to identify a digital 
image.  
In edge detection, 
Although many edge-detection evaluation methods have 
been developed, this is still a challenging and unsolved problem. 
The major challenge comes from the difficulty in choosing an 
appropriate performance measure of the edge-detection results 
[4]. We explore several methods for edge-detection, as detailed 
in the next section. This includes Elisabeth Method, Thomas 
Method, Silny Method and Adhi Method. To determine the 
correctness of each method, 
we examine the image’s pixel by comparing 
the changes with its neighbors [3]. This approach will find the 
edge threshold image based on the color contrast. The problem 
happens when the contrast on the image’s threshold is not clear. 
Poor color differences on the edge of the image reduces the 
accuracy of the edge detection process [3]. Therefore, we need a 
better method to determine where the edges are. 
we compare the results of edge 
detection by using those methods. Then, we analyze the 
advantages and disadvantages of those methods to generate new 
matrix that can perform edge detection better. In this study, we 
applied the new method into various types of Indonesian batik 
motives such as Batik Parang, Sidomukti, and Semen. The 
purpose of this research is to apply the NEATS method into 
2. EDGE DETECTION METHOD 
Indonesian batik motives. 
Boundary edge of an image is often referred to as the edge
The basic edge-detection operator is a matrix area gradient 
operation that determines the level of variance between different 
pixels [6]. The edge-detection operator is calculated by forming 
a matrix centered on a pixel chosen as the center of the matrix 
area. If the value of this matrix area is above a given threshold, 
then the middle pixel is classified as an edge [6]. 
. 
These boundaries are discovered by following a path of rapid 
change in image intensity [3]. Edge information for a particular 
pixel is obtained by exploring the brightness of pixels in its 
neighborhood. If all of the pixels in the neighborhood have 
almost the same brightness, then there is probably no edge at 
that point. However, if some of the neighbors are much brighter 
than the others, then there is a probably an edge at that point. 
Measuring the relative brightness of pixels in a neighborhood is 
mathematically analogous to calculating the derivative of 
brightness. Brightness values are discrete, not continuous, so we 
approximate the derivative function. Different edge detection 
methods  (Prewitt, Laplacian, Kirsch, Sobel etc.) use different 
discrete approximations of the derivative function. They look for 
places in the image where the intensity changes rapidly by 
locating places where the first derivative of the intensity is larger 
in magnitude than some threshold, or finding places where the 
second derivative of the intensity has a zero crossing [5]. 
There are many 
types of edge detection algorithms such as gradient edge-
detectors, Laplacian of Gaussian (LOG), zero crossing, and 
Gaussian edge-detectors [7]. Sobel, Prewitt and Roberts method 
are the example of gradient edge-detectors method. These 
methods are looking for maximum and minimum first derivative 
of an image. Marr and Hildreth found Laplacian of Gaussian 
(log) approach that combines the Gaussian filtering with zero 
crossing for the second derivative of the image [8]. This method 
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  detects the location of the edge, especially on the steep edge of 
the image [2]. At the steep edge of image, the second derivative 
value has zero crossing. It is the point where there is a change of 
second derivative values. On the sloping edge, there is no zero 
crossing [2]. The zero crossing method searches for the zero 
crossing in the second derivative of the image is like Laplacian 
of Gaussian
In order to detect edges of an image, we can use an edge 
detector program that using convolution filters. In each case, we 
apply a horizontal version of the filter to one bitmap, a vertical 
version another, then we use the formula pixel (1) to merge them 
together.  
, however it does not use Gaussian filtering [9]. 
Gaussian edge-detectors detect the image edges symmetrically 
along the edge and reduce noise by smoothing the image [3]. 
 
     
(1)
  
The convolution masks equally with the matrix that used for 
detection. These filters perform the horizontal edge detect, 
rotating them 90 degrees gives us the vertical, and then the 
merge takes place. Edge detection filters work essentially by 
looking for contrast in an image.  This can be done by many 
different ways. The convolution filters do it by applying a 
negative weight on one edge, and a positive on the other.  This 
has the net effect of trending towards zero if the values are the 
same, and trending upwards as contrast exists. By using this 
program, we can set a matrix that is used as a filter and then 
perform edge detection on an image to produce a new image that 
showed the result of edge detection.  
Many studies have been developed to find the edge detection 
algorithm that produces better results. Several new methods are 
developed based on edge detection algorithms that already exist. 
These new method are Elisabeth method, Thomas method, Adhi 
Method and Silny Method. Elisabeth method developed gradient 
method combined edge-detectors of Prewitt and Sobel by using 
multiplication by the identity matrix [10]. In Elisabeth method, 
the matrix x derived from the matrix x from Prewitt Method. 
Matrix y derived from matrix x from Sobel Method [10]. Matrix 
that used in Elizabeth Method shows in (2)
     
. 
     (2) 
 
The implementation of Elizabeth method shows that the straight 
line of the image can be detected clearly. However, if the image 
contains many curve lines, the result of edge detection seems 
blurred. This happens because the matrix x in Elizabeth method 
identified vertical straight lines while the matrix y identified 
horizontal straight lines. So the curve lines can not be detected 
accurately especially when the color is quite same [10]. By using 
this method, the vertical lines seems thicker on the right side 
because there are positive value on the right side of matrix x. 
The horizontal lines seem thicker on the bottom side because of 
the positive value on the bottom side of matrix y. The result of 
Elizabeth method implementation on Batik Image 
 
can be seen in 
Figure 1. 
 
  
 (a)       (b)  (c)  
 
Figure 1. Edge Detection on Indonesian Batik Motives: (a) 
Batik Parang, (b) Batik Sidomukti, (c) Batik Semen tested by 
Elizabeth Method 
 
Thomas method is combination between Prewitt and Canny 
method. In Thomas method, the matrix x derived from Prewitt 
Method that has been multiplied by the identity matrix and 
matrix y derived from Canny Method [11].  Matrix that used in 
Thomas Method shows in (3)
 
. 
             (3) 
 
By using Thomas Method, we can identify straight lines clearly. 
But, curve lines still looks blurred. Positive value on the left side 
of matrix x shows the thicker line on the left side of the line. 
Positive value on upper side of matrix y shows the thicker line 
on the upper side of the line. Thomas method has been tested on 
Batik Image. The result of Thomas Method implementation can 
be seen in Figure 2. 
 
 
 (a)      (b)   (c)  
 
Figure 2. Edge Detection on Indonesian Batik Motives: (a) 
Batik Parang, (b) Batik Sidomukti, (c) Batik Semen tested by 
Thomas Method 
 
Silny method is combination between Canny and Sobel 
method. In Silny method, the matrix x derived from the matrix x 
from Canny Method and matrix y derived from matrix y from 
Sobel Method [12]. Matrix that used in Silny Method shows in 
(4). 
     
       (4) 
 
By using Silny method, straight lines and curved lines on the 
boundaries of the object can be seen clearly. However, the edge 
details can not be identified. 
 
Implementation of Silny method on 
Batik Image can be seen in Figure 3. 
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(a)     (b)     (c) 
 
Figure 3. Edge Detection on Indonesian Batik Motives: (a) 
Batik Parang, (b) Batik Sidomukti, (c) Batik Semen tested by 
Silny Method 
 
Adhi method is developed from Quick Mess method. In this 
method, the Quick Mess matrix modified by moving the 
composition of the matrix value so that formed the PLUS sign 
on the center of matrix [13]. This form makes the horizontal and 
vertical lines of the object can be identified well. Then, the value 
of matrix increased three times higher [13]. By increasing the 
value of Quick Mess, edge can be identified more accurately
 
. 
Matrix that used in Adhi Method shows in (5). 
         (5)                    
 
By using Adhi method, curved lines and straight lines can be 
identified very details but the lines was very tiny. In addition, 
there is also a lot of noise caused by the highly accurate 
detection on the image.
 
 The result of Adhi Method 
implementation tested on Batik Image can be seen in Figure 4. 
 
(a)     (b)    (c) 
 
Figure 4. Edge Detection on Indonesian Batik Motives: (a) 
Batik Parang, (b) Batik Sidomukti, (c) Batik Semen tested by 
Adhi Method 
3. NEATS METHOD 
Based on above explanation, we know that each matrix has 
its own advantages and disadvantages. A method that applied to 
different images will produce different quality. We found that 
these differences depend on the dominance pattern contained on 
the image. Basically, the image is usually composed of vertical 
lines, horizontal lines and curve lines. Each pattern requires 
different edge detection process. As we know, Elizabeth and 
Thomas Method produces good result of edge detection for 
straight lines but not too good to detect the curve lines. While 
Adhi Method produces good edge detection for curve lines with 
details, although 
We found that a straight line can be detected by either if the 
value of the matrix composed straight. So, if we want to 
strengthen the edge detection on the vertical line, we have to use 
a matrix that has value which composed vertically on the border 
of matrix. While, if we want to strengthen the edge detection on 
the horizontal line, we have to use a matrix which value 
composed horizontally on the border of matrix. 
the lines seem very tiny. 
However, some images contain more curve lines than the 
straight lines. Therefore, we need a method that can detect curve 
lines very well. Adhi method is good enough to detect the curve 
lines, although edge detection on the straight lines is very tiny. 
By using Adhi Method, the boundaries of the image can be 
identified accurately. This is because the large value on the 
center of the matrix causes the dark color and the negative value 
on border of matrix causes the bright color so that the edge of 
the image will be seen. 
We found that in order to detect an accurate edge on the 
boundaries of the image, we have to combine the matrix. Matrix 
of Adhi Method can be used as the main matrix (Ex) to obtain 
images detailed. Then, we use matrix from Elizabeth and 
Thomas Method to identify the straight line by using it as matrix 
y (Ey). In fact, there are many images that almost consist of 
vertical straight line and there are other images that almost 
consist of horizontal straight line. Equation (6) is appropriate 
matrix for identifying images that have vertical straight line 
pattern. Equation (7) is appropriate matrix for identifying images 
that have horizontal 
 
straight line pattern. 
        (6) 
 
       (7) 
 
 
Therefore, we developed two types of matrix models in this 
method:  NEATS 1 and NEATS 2. sssOn NEATS1 we use 
matrix from Adhi Method as the main matrix (Ex) and use 
matrix in (6) as its matrix y (Ey). Matrix that will be used in 
NEATS1 showed in (8).  By using NEATS1, we expect to detect 
the edge of the image that almost contains the vertical straight 
line pattern. On NEATS2 we use matrix from Adhi Method as 
the main matrix (Ex) and use matrix in (7) as its matrix y (Ey). 
Matrix that will be used in NEATS2 showed in (9).  By using 
NEATS2, we expect to detect the edge of the image that almost 
contains the horizontal straight line pattern. Both matrix models 
will be tested to measure the accuracy
 
 of edge detection on 
many various pattern of Indonesian Batik motive.  
        (8) 
     (9) 
4. EXPERIMENTAL RESULT 
When implemented on Indonesian Batik motives, NEATS 
delivered various result for each Batik motives. We determine 
three types of general batik motif, such as batik with horizontal 
straight line dominance, batik with vertical straight line 
dominance and batik with curve line dominance.
We use three Batik motives 
  
to represent each type of 
Indonesian batik motive for NEATS implementation. There are 
Batik Parang, Sidomukti and Semen. Each batik motive has own 
characteristic. Batik Parang has many straight lines. Some of the 
curve lines are very tiny and adjacent but not sharp enough. 
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Batik Sidomukti has many complicated curve lines. Batik Semen 
has balance curve lines and straight lines. These Indonesian 
Batik motives show in Figure 5. 
 
  (a)     (b)  (c)  
 
Figure 5. Indonesian Batik Motives: (a) Batik Parang, (b) 
Batik Sidomukti, (c) Batik Semen for NEATS 
Implementation 
 
Then, we applied NEATS1 and NEATS2 on those images. 
This is the result of NEATS method on Indonesia Batik 
Motives: 
                                                                                              
 
 
Figure 6. NEATS1 implemented on Batik Parang 
 
 
 
Figure 7. NEATS2 implemented on Batik Parang 
 
 
 
Figure 8. NEATS1 implemented on Batik Sidomukti 
 
 
 
Figure 9. NEATS2 implemented on Batik Sidomukti 
 
 
 
Figure 10. NEATS1 implemented on Batik Semen 
 
 
 
Figure 11. NEATS2 implemented on Batik Semen 
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After NEATS had been implemented, we held a survey on 
100 peoples to identify the results. First, we compare the results 
of edge detection on each batik motive with Elisabeth Method, 
Thomas Method, Silny Method, Adhi Method and NEATS 
Method. We provide six levels of rank on each batik motive to 
determine the quality of edge detection result from the highest to 
the lowest. 
 
The result can be seen in Table 1. 
Table 1. Comparison of Edge Detection Result on Indonesian 
Batik Motives 
 Batik 
Parang 
Batik 
Sidomukti 
Batik 
Semen 
Elisabeth 
Method  5 5 6 
Thomas 
Method 4 6 5 
Silny Method  6 4 4 
Adhi Method  3 3 3 
NEATS 1  1 1 2 
NEATS 2  2 2 1 
 
Based on the Table 1, we know 
Edge detection with NEATS 1 produces the best result on 
Batik Parang that has a lot of vertical lines. NEATS 2 actually 
good enough implemented for Batik Parang, but NEATS 2 are 
more suitable for an image that has many horizontal lines like 
Batik Semen. Edge detection using Adhi Method on Batik 
Parang has actually been quite good and detailed, but the 
margins are too thin and not clear. Elizabeth Method and 
Thomas Method also produce good edge detection result on  
Batik Parang. However, these methods can not detect the edges 
on the images in detail.  
that the edge detection with 
NEATS 1 produces the best results for Batik Parang and Batik 
Sidomukti. Edge Detection using NEATS 2 is most suitable for 
Batik Semen. This identification is based on the overall quality 
of edge detection result on each Batik Motive. 
On Batik Sidomukti that has a lot of curved lines, NEATS 1 
also produces the best result. Actually NEATS 1 and NEATS 2 
suitable for the edge detection on images that have many curved 
lines. Adhi Method has actually good enough for edge detection 
on Batik Sidomukti. It can produces result with great detail but 
unfortunately the lines were too thin. Edge detection on Batik 
Sidomukti with Silny Method is also quite good but the results 
are not detailed. Elizabeth Method and Thomas Method are not 
suitable used for edge detection on Batik Sidomukti because 
both method can not identify overall lines clearly.  
On Batik Semen which has many horizontal lines, NEATS 2 
provides the best edge detection result. NEATS 1 also actually 
produces good result for edge detection on Batik Semen, but 
NEATS 1 is more suitable for an image that has a lot of vertical 
lines such as Batik Parang. In fact,the previous methods also 
good enough implemented on Batik Semen. However, edge 
detection results with previous methods have many 
disadvantages. Edge detection result using Adhi Method on 
Batik Semen already detailed but unclear. Edge detection result 
using Silny Method was pretty clear but not detailed enough. 
Second, we try to identify the accurate of edge detection on 
Indonesian Batik motives by NEATS1 and NEATS2. We also 
give five range levels to identify each identification item of the 
edge detection result. The result can be seen in Table 2. 
Elizabeth and Thomas Method method is not suitable for edge 
detection on Batik Semen because these methods can not detect 
horizontal lines cleary. 
 
Table 2. NEATS on Indonesian Batik Motives 
 Vertical 
Stright 
Lines 
Horizontal 
Straight 
Lines 
Curve 
Lines Noise Details 
NEATS 1 
on Batik 
Parang  5 4 5 2 5 
NEATS 2 
on Batik 
Parang  4 5 5 3 5 
NEATS 1 
on Batik 
Sidomukti  5 4 5 2 5 
NEATS 2 
on Batik 
Sidomukti  4 5 5 3 5 
NEATS 1 
on Batik 
Semen  5 4 5 2 5 
NEATS 2 
on Batik 
Semen 4 5 5 2 5 
 
Based on the Table 2, we know that if NEATS1 applied on 
Batik Parang, the vertical straight lines will be seen clearly with 
low noise. The curve lines also can be identified very well in 
details. However, horizontal straight lines cannot be identified 
horizontal as well as vertical straight line. Horizontal straight 
lines seem blurred. If NEATS2 applied on Batik Parang, the 
horizontal straight lines will be seen clearly. But, the vertical 
When NEATS1 and NEATS2 applied on Batik Sidomukti, 
the curve lines can be identified very clearly. But, when using 
NEATS1, vertical straight lines can be identified clearly while 
horizontal straight lines seem blurred. When using NEATS2, 
horizontal straight lines can be identified clearly while vertical 
straight lines seem blurred. 
straight lines seem not too clearly with more noise. The curve 
lines can be identified very well in details.  
Batik Semen has many curve lines and horizontal straight 
lines pattern. When NEATS1 and NEATS2 applied on it, we 
found that curves lines can be identified very clearly. By using 
NEATS1, vertical straight lines can be seen clearly but 
horizontal straight lines seem blurred with low noise. By using 
NEATS2, horizontal straight lines can be seen clearly but 
vertical straight lines seem blurred with high noise. 
5. CONCLUSION 
Based on the experimental result, we found that image edge 
detection is influenced by the matrix. The matrix selection is 
based on the type of image that will be tested. So the 
composition value should be placed exactly according to the 
dominant pattern on the image that will be tested. By NEATS 
method, we can perform accurate edge detection on digital 
images that have different lines domination. NEATS method is 
suitable for edge detection on Indonesian Batik Motives that has 
many types of patterns and different structure. By using 
NEATS1, we can perform accurate edge detection on images 
that have lots of curve and vertical lines. By using NEATS2, we 
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  can perform accurate edge detection on images that have lots of 
curve and horizontal lines. An image that tested by using the 
appropriate matrix will generate the optimal edge detection 
result. 
6. REFERENCES   
[1] Roman Louban. Image Processing of Edge and Surface 
Defect. Springer Series in Materials Science , Vol. 123. 
June 2009 
[2] Dewi Agushinta R, Alina Diyanti. Perbandingan Kinerja 
Metode Deteksi tepi pada Citra Wajah.  In Jurnal 
Universitas Gunadarma edisi Nomor 2 Volume 1, Mei 
2008. 
[3] Evelyn Brannock, Michael Weeks. Edge Detection Using 
Wavelets. Algorithms. In Proceedings of the 44th annual 
ACMSoutheast. Regional Conference (ACMSE 2006), 
pages 649–654, Mar 2006. 
[4] Song Wang, Feng Ge, and Tiecheng Liu. Evaluating Edge 
Detection through Boundary Detection. Department of 
Computer Science and Engineering, University of South 
Carolina, Columbia, USA. June 2005. 
[5] The MathWorks, Inc. Image Processing Toolbox User's 
Guide. The MathWorks, Inc, Natick, MA, 2004. 
[6] Hong Shan Neoh and Asher Hazanchuk. Adaptive Edge 
Detection for Real-Time Video Processing using FPGAs. 
Department of Computer Science and Engineering, 
University of South Carolina, Columbia, USA. June 2005. 
[7] M. Shari, M. Fathy, and M. T. Mahmoudi. A classified and 
comparative study of edge-detection algorithms. In 
Proceedings of the International Conference on 
Information Technology: Coding and Computing 
(ITCC.02), pages 117-120, April 2002. 
[8] D. Marr and E. Hildreth. Theory of edge-detection. In 
Proceedings of the Royal Society of London. Series B, 
volume 207, pages 187-217, 1980. 
[9] S. Mallat. A theory for multiresolution signal 
decomposition: The wavelet representation. IEEE Pattern 
Analysis and Machine Intelligence, 11(7):674-693, 1989. 
[10] Elisabeth Dhenys. New Edge Detection using Elisabeth 
Method: Case Study Javanese Batik (Unpublished). 
Universitas Atma Jaya Yogyakarta, December 2009. 
[11] Thomas Adi Purnomo Shidi, New Edge Detection Method 
for Indonesian Batik (Unpublished). Universitas Atma Jaya 
Yogyakarta, December 2009. 
[12] Silvia. Silny approach to Edge Detection for Central 
Borneo Batik (Unpublished). Universitas Atma Jaya 
Yogyakarta, December 2009. 
[13] Adhi Pranoto. Development Edge Detection using Pranoto 
Method, Case Study : Batik Sidomukti Motive 
(Unpublished). Universitas Atma Jaya Yogyakarta, 
December 2009.
 
 
 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
382
  Online Facial Caricature Generator 
Rudy Adipranata 
Informatics Department 
Petra Chistian University 
Siwalankerto 121-131 
Surabaya, Indonesia 
62-31-8439040 
rudya@petra.ac.id 
Stephanus Surya Jaya 
Informatics Department 
Petra Chistian University 
Siwalankerto 121-131 
Surabaya, Indonesia 
62-31-8439040 
east_62687@hotmail.com 
Kartika Gunadi 
Informatics Department 
Petra Chistian University 
Siwalankerto 121-131 
Surabaya, Indonesia 
62-31-8439040 
kgunadi@petra.ac.id 
 
 
ABSTRACT 
Facial caricature is a portrait of a person's face where the unique 
parts of the face is exaggerated. Nowadays, there are many website 
that provide caricature generation services. However, the resulting 
caricature was done by caricaturist. Based on that, a website that 
able to generate caricature from human face photograph is made in 
this research. The process is defined as follows: the image 
containing the face is uploaded to the website, facial feature 
extraction process to extract facial feature points from the image, 
shape exaggeration process to exaggerate unique facial features 
and caricature generation process that is defined as an image 
warping process to a prepared caricature. The experimental shows 
the resulting caricature has exploited unique facial features.   
Keywords 
Caricature generator, facial features, shape exaggeration 
1. INTRODUCTION 
Caricatures usually made by experienced caricaturist. There are 
many websites that offers caricature generation services by these 
caricaturist. In this research, an online caricature generator 
application that replace the role of caricaturist to generate a 
caricature from a face photograph is developed. The user of this 
application only need to upload the photograph, locate the face and 
determine several oher parameters that is needed for the caricature 
generation process. There are some research about caricature 
generation [1,2,6]. The most important process in this caricature 
generation process is the facial feature extraction process and the 
shape exaggeration process to exaggerate the facial features. 
2. CARICATURE GENERATOR 
Similar to how caricaturist works by exaggerating unique facial 
features, there are two main processes in this caricature generation 
process, the first is the facial feature extraction process and the 
second is shape exaggeration process for unique facial features. 
The caricature generation process is ended by image warping 
process with a caricaturist work as the base image and the 
exaggerated facial feature points as destination point. This research 
used Active Shape Model [3,4] to find the facial features. The 
model that is used in this facial feature extraction is based on face 
model definition proposed by Chiang, et.al [2] based on MPEG-4 
face definition parameters [7]. After finding the facial features, the 
shape exaggeration process is implemented using method that is 
proposed by Chiang, et.al [2]. The end of the caricature generation 
process is image warping [5] with a caricaturist work as the base. 
3. FACE MODEL DEFINITION 
Chiang, et.al [2] explained that to control the shape and appearance 
of each facial feature, we should define a set of 119 nodes based on 
the MPEG-4 face definition parameters and face animation 
parameters. These nodes are categorized into 8 groups: face 
contour, left-right eyebrow, left-right eye, nose, upper-lower lip. 
The groups are related to each other by a predefined hierarchy 
shown in Table 1.  
Table 1. Structure and Hierarchy of Face Component [2] 
Group ID  Region Rank NodeCount 
G1 Face Contour 1 19 
G2 Left Eye 2 22 
G3 Right Eye 2 22 
G4 Nose 2 22 
G5 Left Eyebrow 3 8 
G6 Right Eyebrow 3 8 
G7 Upper Lip 3 10 
G8 Lower Lip 3 8 
Figure 1 consists of an example of face mesh and eight groups of 
face component with their corresponding master node. 
 
Figure 1. (a) Face Mesh. (b) The Eight Groups and Its 
Corresponding Master Nodes  [2] 
Each group contains three different types of nodes: master node, 
calibration node, and slave node. The function of master node is to 
define the position of the specific group. All other nodes in the 
same group move accordingly with the master node. The 
calibration node serves as the reference for shape measurement, 
normalization and deformation. All nodes that are neither master 
nodes nor calibration nodes are slave nodes [2]. A quantitative 
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  analysis is also performed in this stage to obtain important 
statistics of face components. From each sample photograph, each 
node is marked manually and saved to obtain the statistics and 
calculate the average face model. 
4. ACTIVE SHAPE MODEL 
Active Shape Model (ASM) is a method where a model iteratively 
adapt to refine estimates of the pose, scale and shape of models of 
image objects [3]. The method uses flexible models derived from 
sets of training examples. 
Given a rough starting approximation, an instance of a model can 
be fit to an image. By choosing a set of shape parameters b for the 
model, we define the shape of the object in an object-centred co-
ordinate frame. We can create an instance X of the model in the 
image frame by defining the position, orientation and scale, using 
[4]: 
 cXxsMX += ])[,( θ       (1)  (1) 
where: 
• Tccccc YXYXX ),,...,,(=  
• )[.],( θsM  rotation θ and scale s 
• ),( cc YX  center position of the model 
To summarise, Active Shape Model works as follows [4]: 
1. Examine a region of the image around each point find the best 
nearby match for the point 
2. Update pose and shape parameter (Xt, Yt
3. Constraint shape parameter (b) to ensure plausible shape. 
(Example: |b
, s, θ, b) to best fit 
the new found points 
i| < 3√λ i
4. Repeat until convergence (convergence is reached when there 
is no significant change between each iteration). 
) 
In practice, the search is done along profiles normal to the model 
boundary through each model point. If the model boundary is 
expected to correspond to an edge, the strongest edge including 
orientation if known, can simply be located along the profile. The 
position of this gives the new suggested location for the model 
point. 
 
Figure 2. At Each Model Point Sample Along a Profile Normal 
to The Boundary [3] 
However, model points are not always placed on the strongest edge 
in the locality. They may represent a weaker secondary edge or 
some other image structure. The best approach is to learn from the 
training set what to look for in the target image. 
4.1 Multi Resolution Active Shape Model 
To improve the eficiency and robustness of the algorithm, it is 
implement in a multi-resolution framework. This involves first 
searching for the object in a coarse image, then refining the location 
in a series of finer resolution images [3]. 
For each training and test image, a gaussian image pyramid is built. 
The base image (level 0) is the original image. The next image 
(level 1) is formed by smoothing the original then subsampling to 
obtain an image with half the number of pixels in each dimension. 
Subsequent levels are formed by further smoothing and sub-
sampling [3]. 
 
Figure 3. A Gaussian Image Pyramid is Formed by Repeated 
Smoothing and Sub-sampling [3] 
Algorithm for Multi Resolution Active Shape Model [3]: 
1. Set L = L
2. While 
max 
0≥L  
a. Compute model point positions in image at level L. 
b. Search at each points on profle either side each current 
point 
c. Update pose and shape parameter (Xt, Yt, s, θ, b) to best 
fit the new found points 
d. Return to 2a if convergence is not reached in level L or  
max iterations have been applied at this resolution. 
e. if L > 0 then L = L -1 
3. Final result is given by the parameters after convergence at 
level 0. 
5. SYSTEM DESIGN 
The developed system is consisted of two main parts. The first is 
the website which is the main part where the face preparation and 
caricature generation process is implemented. The second part 
consists of several programs to mark the face samples and to 
obtain the statistics that is necessary for facial feature extraction 
and shape exaggeration process. The overall system design for 
main part is shown in Figure 4. 
 
Figure 4. System Design 
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  First, the image containing frontal face photograph is uploaded to 
the website. The image can be uploaded from user’s computer or 
from a URL. The next process is the face preparation process. In 
this process, the first step is to extract face from the image. This is 
done by marking the position of eyes and mouth. After the face is 
extracted, Multi-Resolution Active Shape Model is implemented to 
the image. After the facial feature points are extracted, user can 
adjust the facial feature points to the correct positions. 
The caricature generation is a process of generating caricature from 
exaggerated facial feature points and base caricature. The process 
consists of selecting face characteristics (skin color, eye color, 
eyebrow color, lip color), shape exaggeration and image warping.  
The process of selecting face characteristic is used to build base 
caricature that is used in image warping process. Shape 
exaggeration is a process of exaggerating unique facial features. 
For example if the face has a big nose, the resulting caricature will 
have a bigger nose. In this process, the facial feature points is 
compared to the average of face model. If a face component is 
declared as normal, shape exaggeration process is not implemented 
to the corresponding face component. User can define the 
exaggeration rate for this process.  
The last process is image warping process that warp the base 
caricature using the exaggerated facial feature points as destination 
points. The method that is used for image warping is triangular 
mesh warping. 
Besides the main part, there are several programs to process the 
data that is necessary for facial feature extraction and shape 
exaggeration process. The processed data are the sample images 
and the facial feature points that is labeled manually to obtain the 
statistics that is necessary used for facial feature extraction and 
shape exaggeration process. 
6. EXPERIMENTAL RESULTS 
Portion of the testing in this paper, use the FERET database of 
facial images collected under the FERET program, sponsored by 
the DOD Counterdrug Technology Development Program Office 
[8,9]. 
One of the system web page can be seen in Figure 5 (gallery page). 
 
Figure 5. Website – Picture Gallery 
In this page, user can select face from the gallery or upload a new 
image. After uploading a new image, user must mark the position 
of eyes and mouth then adjust the position of facial feature points a 
shown in Figure 6 and Figure 7. 
 
Figure 6. Marking The Position of Eyes and Mouth 
 
Figure 7. Facial Feature Adjustment 
To generate a caricature, user must select a face in the gallery then 
select the corresponding face characteristics such as skin color, eye 
color, eyebrow color, lip color as shown in Figure 8. 
 
Figure 8. Selecting Face Characteristics 
Some resulting caricatures from the developed system with 
different exaggeration rate can be seen in Figure 9. 
Original Face No 
Exaggeration 
Exaggeration 
Rate = 0.5 
Exaggeration 
Rate = 1 
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Figure 9. Experimental Results 
From the resulting caricatures, it can be seen that the resulting 
caricatures has reflected the original faces. The exaggeration 
process has exaggerated the unique facial features. The higher the 
exaggeration rate, the more unique the facial features in the 
resulting caricature. However, if the exaggeration rate is to high, 
the resulting caricature will be distorted. 
7. CONCLUSION 
In this research, it has been developed an online caricature 
generator system to generate a caricature from a human face. The 
system can exaggerate the unique facial features. With higher 
exaggeration rate, the more unique the facial features in the 
resulting caricature. However, if the exaggeration rate is to high, 
the resulting caricature will be distorted. 
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ABSTRACT 
Edge detection methods have been widely used for image 
processing / imaging. With this process the boundary between the 
background object can be determined properly. The number of 
edge detection methods that currently available can cause doubt in 
the decision-making appropriate which methods in accordance with 
the detected image conditions. Based on these issues, this paper 
aims to analyze the performance of edge detection by combining 
the method of  Sobel and Canny, so getting a new method, the 
method can Silny as one alternative for image processing. Case 
studies will be conducted on Batik Bintik of Central Borneo.  
Keywords 
 
Edge Detection, Sobel, Canny, Batik Bintik of Central Borneo 
1. INTRODUCTION 
 
With the advance of information technology in the computer field, 
the more discoveries that obtained from the test results for further 
improve of the information technology. One of these information 
technology as we know the image processing, which has been 
applied to a number of areas, such as in medicine, biology, law, 
security  and  arts [5].  One of the main stages in the processing of 
images is the using of image edge detection process and for this 
there are several methods that have been widely used such as 
method of Robert, Sobel, Prewitt and Canny [6]. Of course, each  
method has its pros and cons each - respectively. If the edge-
detection operator selection does not match, the result can lead to 
lack precision edge generated, other effects that occur can affect 
the process of further analysis. 
The research has  done base on these circumstances, by combining 
Canny and Sobell edge detection method, we   can get a new 
methods that can be used as an alternative to edge detection image 
processing.  
 
In this study the image to be used as a test is the motif  of Batik 
Bintik from Central Borneo, this batik is one of the  proud culture 
of  Dayak etnic  in Central Borneo. 
2. EDGE DETECTION METHOD 
 
2.1 Edge Detection  
 
Edge is the change in the degree of gray intensity values of a 
sudden (large) within a short distance. The difference is that shows 
the intensity of the image details [5]. 
Edge can be oriented in one direction, and the direction are varies, 
depending on the intensity changes.  
There are several techniques that can be used to detect the edge, 
they are [6] : 
Edge detection is the first step to cover the information in the 
image. Edge characterizing object boundaries and therefore useful 
for the segmentation process and the identification of objects in the 
image. Edge detection operation goal is to improve the appearance 
of a boundary line or area objects in the image [6]. 
 
1.  
2.  
The first gradient operator, the example of the first gradient 
that can be used to detect the edge of the image are the 
centered deviation gradient operator, Sobel operator, Prewitt 
operator, Roberts  operator, and Canny operator. 
3.  
Second derivative operator, also called the Laplace operator. 
Laplace operator detect the location of the edge, especially 
on the steep edge of the image. At the edge of a steep, 
second’s derivative have zero crossing, or at the point that 
have change of sign at the second derivative values, whereas 
on the sloping edge there is no zero crossing. An example is 
the Laplacian operator 
 
Compass operator, is used to detect the edge of the various 
directions in the image. Compass operator is used to detect 
the edge of the display of 8 (eight) cardinal directions namely 
North, Northeast, East, Southeast, South, West, Southwest 
and Northwest. Edge detection is done by convoluted image 
with various mask compass, and then sought the value of 
edge strength (magnitude) of the largest and direction.  
 
On the edge detection, we will apply the filter in the horizontal 
version of a bitmap, and for the other bitmap using a vertical 
version. And to combine them, use the formula pixels (1). 
 
Formula pixels = sqrt (pixel1 * pixel2 * pixel1 + pixel2)…(1) 
Edge detection works by finding the contrast of the image. This 
can be done several different ways, convolution filters do it by 
applying a negative weight on one side, and positive on the other 
side. This has the net effect of the trend towards zero if the values 
of the same, and the trend upwards as contrast exists. 
Excess of the generated images can be seen from the edge of a 
clear pedeteksian and the resulting noise reduced 
 
Filter will use the matrix, then detecting the edge of the image will 
be done to generate a new image better. 
 
Many research has been developed to find the edge detection 
algorithm that produces better results, one of them is a new method 
which we develop based on edge detection algorithm of two 
existing and previously recognized. Silny method developed 
gradient method edge-detector combination of Sobel and Canny by 
using the identity matrix multiplication. In Silny method, the 
matrix X is used comes from the matrix x Canny method, while the 
matrix y derived from matrix y Sobel method. 
Detection of the edge (Edge Detection) in an image is a process 
that produced the edges of image objects, the aim is [5] :
 
  
1. To mark the section of the detail image.  
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  2. 
 
To improve the detail of the blurred image, which occurs 
because of error or the effects of the image acquisition 
process. 
As it is known that the image acquisition results may contain 
a variety of characteristics [4], including noise and blur, then the 
solution of these problems is to develop other methods by adding 
the refining process (smoothing) before the edge detection process. 
 
 
In broad outline the development of this method can be seen 
in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Chart Of Edge Detection Process Development 
  
2.2 Sobel Method 
 
Sobel method [2] have done the edge detection by giving attention 
for the vertical and horizontal edge. 
 
Refining process used is a process of convolution of the window 
assigned to the detected image. In order to estimate the gradient of 
the middle window, the Sobel convolution using a 3x3 window, 
and the arrangement of pixels around the pixel (x, y) as the 
following chart (2). 
 
 
 
 
 
 
 
The Sobel Convolution………(2) 
 
So the value of the gradient is calculated using the equation below 
(3) and (4): 
 
sx = ( p3 + cp4 + p5 ) − ( p1 + cp8 + p7 ) …………………(3) 
sy ( p1 +  cp2 +  p3 ) ( p7 +  cp6 +  p5 )   ………………….(4) 
 
with the value of “c” is 2.  It makes the Sobel operator matriks as 
follows (5) : 
 
 
 
 
 
 
 
 
Sobel Matrix……….(5) 
 
 
This method takes the principle of Laplacian and gaussian 
functions that are known as a function to generate FSH. The 
advantages of Sobel method is the ability to reduce noise prior to 
edge detection calculations. 
 
2.3 Canny Method 
 
Canny [1] proposed 3 criteria as base of the filters development to 
optimize the edge detection on the image bernois, namely: 
 
a. Good detection,  
b. Good localisation,  
This criterion aims to maximize the value of signal to noise 
ratio (SNR) so that all the edge can be detected perfectly or 
nothing  was missing. 
c. Low multiplicity of the response or ”one response to single 
edge” this detector give the actual edge. 
Edge is detected on the actual position, or in other words that 
the distance between the edge position detected by the 
detector with the actual position is a minimum (ideally = 0). 
 
Based on these 3 criteria optimization, Canny successfully 
produces the equation below :   
….(6) 
 
but the equation is quite difficult to implement, so for the 
implementation Canny still using Gaussian filter to reduce noise 
and continued with the first derivative calculation and hysteresis 
thresholding. 
 
Steps of Canny Edge Detection method: 
1. 
2. 
Doing rarefaction (smoothing) to eliminate image noise by 
using Gaussian Filter. 
3. 
Finding the gradient magnitude image to see the areas that 
have high spatial derivatives. 
4. 
Determining the direction of the edge by using the inverse 
tangent of the gradient magnitude of Y (Gy) divided by the 
gradient magnitude of X (GX). Direction obtained from this 
calculation then mapped to 0, 45, 90, or 135 degrees 
according to the fourth degree of affinity with this direction. 
5. 
Non-Maximum Suppression, removal of the values that are 
not the maximum. 
Hysthresis do. Hysteresis using the two threshold T1 (lower 
threshold) and T2 (above threshold). If the magnitude is 
below T1, the point is set zero (become non-edge). If the 
magnitude is in the T2, so including the edge. If the 
 
Input Image 
 
 
Smoothing 
 
 
Output Image 
 
 
 
Edge 
Detection 
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  magnitude is between T1 and T2, the zero set unless there is 
a way (path) from point to point with a magnitude above T2 
Matrix that used in Canny Method shows in (7)
 
. 
 
 
 
 
 
 
 
 
 
Canny Matrix……..(7) 
 
2.4 Silny Method 
This new edge detection  method is the combination between 
Canny and Sobel matrix method. In Silny method, the matrix X is 
taken from the value of the matrix X Canny, because this method 
can detect well-edge image that contain noise, while the matrix Y 
is taken from the value of the matrix Y Sobell, because this method 
is only good if used to detect images that do not contain noise . 
This research was conducted to see how well the results obtained in 
the event of a merger between these two methods. 
Matrix that used in Silny Method shown in (8). 
 
 
 
 
 
 
 
 
 
 
 
 
 
3. THE BATIK BINTIK OF CENTRAL 
BORNEO’S MOTIF 
 
The Central Borneo’s batik or often calls with Batik Benang Bintik 
have a very variatif motif and colors that can spoil the taste. A 
common motif is the Batang Garing (symbol of stems / tree of  life 
for the Dayak community), 
(traditional weapon of Dayak Etnics), Enggang/Tingang Bird 
(Borneo’s Eagle), and Balanga (The Dayak’s Jar) or the 
combination of them.  
Mandau  
Batik cloth used not only for formal events, but also can be used on 
the non-formal events. In this test used Batik Bintik with Batang 
Garing motif, because this motif is more frequently used by the 
Dayak tribe in Kalimantan [8]. 
 
Examples of batik spots can be seen in Figure 2. 
 
 
4. RESEARCH METHODS 
 
The steps is shown by the Figure 3. 
Method of research is done by entering one by one matrix Sobel 
operator, Canny, and Silny which then continued to include the 
image in the form of Batik Kal-Teng Spot Batang Garing motives 
into software. The results of these three methods and then 
compared. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Steps of Image Edge Detection Reseach Chart 
 
 
 
 
Figure 2. Example of Batik Bintik Motif 
 
 
Input Image 
 
Using Edge 
Detection 
Operator 
 
 
Output Image 
 
Silny Matrix…….(8) 
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  5. EXPERIMENT RESULT 
 
Pictures below is the image of the edge detection results using the 
method of Sobel, Canny method, and the combined method of 
Sobel and Canny methods (Silny) : 
 
Batik motif that will be tested as shown in Figure 4
 
 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  Bintik Motif (Batang Garing Motif) 
 
 
5.1 Testing with Sobel Method 
 
Matrix that will be entered in to the software is matrix of the 
Sobbel Operator, with 3 x 3 windows.  Image resulted by Sobel 
Method
 
 can be seen in Figure 5. 
 
 
 
 
 
 
 
 
 
 
 
          
 
Figure 5.  Image resulted by Sobel Method 
 
Analysis : 
 
- 
- Edge detection for the main image appear on 1 side 
Motif spots / dots only appear on the right side (not a complete 
form), 
- 
- 
The shape curve on the edge of the image can not be unified 
whole. 
- 
Triangle form, the right edge detection is not visible and not 
straight. 
 
 
5.2 Testing with Canny Method 
 
Matrix that will be entered in to the software is matrix of 
the Canny Operator, with 3 x 3 windows.  The result of 
Picture of straight line can be seen clearly 
Canny 
method implementation on Batik Image can be seen in Figure 
 
6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.  Image resulted by Canny Method 
 
Analysis  
 
- 
- 
Detection of left and right edge is visible and thinner, because 
every edge / line, represented by only one response / pixel. 
- Edge detection for the main image appear on 1 side 
Motif spots / dots only appear on the left side (not the shape 
intact). 
- 
 
Triangle form, edge detection for the left and right are not 
visible and not straight 
 
 
 
5.3 Testing with Silny Method 
 
Silny matrix is the combination of matrix Sobell and 
Canny. 
In Silny method, value of X taken from the Canny method because 
this method has been shown to have a noise level lower than the 
other methods. While the matrix Y is taken from the Sobell 
methods. 
Matrix that used inSilny Method shows in (9)
 
. 
 
 
 
 
 
 
 
 
 
 
Silny Matrix……….(9) 
 
 
The result of Silny method implementation on Batik Image can be 
seen in Figure. 7. 
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Figure 7.  Image from the Silny Method 
 
Analysis : 
- 
- 
Because Silny Method is a combination from two methods, 
namely Sobel and Canny method, then the edge detection 
method produces canny generated imagery is also a 
combination of both methods. Edge detection on the main 
picture (center) looks much thicker and form a more perfect 
arches (intact). 
- 
Spots / dots image that previously only appeared on the right 
or left, with this method results are more complete (full 
round). 
- 
Straight line image can be detected better. 
However, this method is not perfect either, because it still 
looks a the noise is still apperared, looked at the arch shape 
on the bottom rod Garing motive is not clear / not detected 
properly as well as the triangle pattern on the edge of the 
imaging area. 
Edge detection results using the method of Sobel, Canny and Silny 
are not provide optimal results, it is proved by the noise that 
contained in the image is still well detected. In addition, many of 
the images are not detected, this analysis resulted in the detection 
of the edge image to be inaccurate. 
6. CONCLUSION AND 
RECOMMENDATION 
On the edge detection results using the Silny method seems that 
there is improvement from the image, though not very optimal. 
Some images that are not whole, because of this combined method, 
can be displayed properly 
 
6.1 Conclusion 
 
-  
-   Based on the results of experiments by entering matrix Sobel, 
Canny, and Silny into the software, can be seen that each  
method has its pros and cons. 
In the Sobel method, edge detection imaging is more focused 
on the right, while the Canny method is more focused on the 
left. As a result, imaging with Sobel method would be better on 
the right, the opposite applies for the Canny method. 
 -  Because Silny Method is a combination of Sobel and Cany 
Method,  seems like there are improvement of imaging, though 
not perfect yet. 
 
6.2 Recommendation 
 
Because Silny is a combination  methods, the noise generated by 
each method also incorporated, and slightly curved lines still not 
detected. Therefore further research is still needed so the process of 
combining these two methods can be minimized noise values and 
obtained better results in imaging and more accurate
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ABSTRACT 
CV. Agriranch is currently using a manual system and simple 
database program to manage the execution of purchasing, sales, 
and production. The system, however, is ineffective to determine 
the loss and profit gained by the company per period. 
Therefore, a new application was designed to assist with the 
workflow in CV. Agriranch. The application supports the lifecycle 
in the company through purchasing, sales, cost of goods sold 
calculation, and monthly report of inventory status. The 
application is using PHP as programming language, and Microsoft 
SQL Server 2005 as data storage media. 
Based on the experiment, 80% of the users stated that the features 
on the application are sufficient to fulfill the needs of the 
company. 
Keywords 
FIFO, Cost of Production, Cost of  Goods Sold, Cattle. 
1. INTRODUCTION 
CV Agriranch, located at Raya Driyorejo km. 19,3, Gresik, Jawa 
Timur was founded in 2007 by Mr Kim Chance MLC, West 
Australia Minister for Agriculture and Food. This company builds 
farm and cattle feedlot. Agriranch has a commitment to procure  
high quality beef cattle  both  from domestic resources and 
Australia. Cattle are raised intently and fed with high nutrition 
feed for periods ranging from 90 to 100 days to achieve specific 
market requirements. 
Over the years, purchasing, sales and data recording are 
conducted manually using Microsoft Excel. These facts posed a 
challenge made it difficult for the producer to calculate  “cost of 
goods sold” for the cattle. Besides, the manual system causes 
difficulties in generating detailed reports at the end of period. To 
resolve these problems, a new computerized system is needed to 
help Agriranch provide accurate and detailed data and report at 
the end of period. In the end, this new system can raise more 
profit for Agriranch. 
 
2. COST OF GOODS SOLD 
In a production of the goods, there are two types of costs, i.e. 
costs of production and non-production costs. Production costs are 
costs incurred for processing raw materials into finished products., 
while the non-production costs are the costs incurred for non-
production activities, such as marketing activities and 
administration [1]. 
 
Cost of goods sold can be categorized into three types. First, 
direct materials are all materials that form an integral part of the 
finished product and that can be included directly in calculating 
the cost of the product. Examples of direct materials are the 
lumber to make furniture and the crude oil to make gasoline [3].  
Second, direct labor is labor that converts direct materials into the 
finished product and the cost can be applied accordingly to a 
specific product [3]. Third, Factory overhead-also called 
manufacturing overhead which includes all manufacturing costs 
except those accounted for as direct cost, i.e., direct material and 
direct labor [3]. Below is  the formula to assign cost of goods 
sold: 
 
Cost of goods sold =   
Beginning Work In Process inventory +  
manufacturing cost  –  Ending Work In Progress inventory 
 
3. SYSTEM ANALYSIS 
In general, the company business process starts from cattle 
purchasing. At the farm, incoming cattle will be weighed and 
checked for health. Then, each cattle will be given ear tag as its 
identity. The cattle will be weighed monthly and any weight 
changes will be recorded. It is useful to know whether the weight 
gain of cattle balances with the amount of food. For selling  
process, buyer directly comes to the farm and choose the cattle 
they want to buy. When both parties have reached an agreement in 
regards to the price, cattle health, payment methods, etc., the 
buyer can take the cattle directly. The cattle feedlot production 
cost includes the employee cost, electricity, water, feed, 
vitamin,injection and medicine. At Agriranch, the actual profit of 
this farm was not known exactly because there was no proper 
guideline and system to a record all of the production costs.  
Reports are available only to the extent of price and number of 
cattle sold each month and the weight gain of the cattle. 
Document Flow of cattle purchasing can be shown as figure 1 
below. 
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  Cattle Purchasing
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Figure 1. Document Flow – Cattle Purchasing 
4. DATA FLOW DIAGRAM 
Context Diagram Design can be seen on  figure 2 below. There 
are 4 external entities that deliver input and output to the system, 
i.e. a. Supplier who receives purchasing order from CV 
Agriranch. Any materials are inputed to the system. B. Customer 
who buys cattle from the farming. The sold cattles are inputed to 
the system. C. Manager who obatins reports from the system. D. 
Staff who is responsible to breed and sell the cattle. 
CATTLE FEED REPORT
CATTLE REPORT
REQUESTING FOR REPORT
CUSTOMER DATA
INVOICE
BUY CATTLE
SUPPLIER DATA
INVOICE
PURCHASE ORDER
RESPONSIBILITY
COGS
SELLING REPORT
PURCHASING REPORT
DELIVERYCATTLE SELLING
PAYMENTPAYMENT
SUPPLIER
CUSTOMER
MANAGER
EMPLOYEE
0
CV AGRIRANCH SYSTEM 
INFORMATION
 
Figure 2. Cattle’s Cost of Goods Sold Context Diagram 
System 
 
This application consists of four processes, i.e. : 
1. Purchasing. In this process, purchase order is generated and 
the purchase transaction between the buyer and supplier 
occurs. 
2. Sales. This process covers cattle sale to the customer. 
3. Breeding. This process consists of  4 sub processes, i.e. cattle  
weighing, cattle care and handling such a administering 
medicine, vitamin and injection, cattle feeding and 
calculating breeding cost . Breeding process will give some 
output like cattle weight, cattle feeding consumption, and 
medicine consumption. These output will affect to the cost 
goods sold calculating. As for the calculation of breeding 
costs are as follows: 
Labor cost = Labor cost in 1 month x month 
                  Numbers of days x cattles 
 
Electricity cost = Electricity cost in 1 month x month 
                           Numbers of days x cattles 
 
Water cost = Water cost in 1 month x month 
                  Numbers of days x cattles 
 
Overhead cost = Overhead cost in 1 month x month 
                          Numbers of days x cattles 
 
4. Reporting. This process will provide purchasing, sales, stock 
and cost of goods sold report. 
 
5. IMPLEMENTATION 
The evaluation starts from purchase order, cattle receiving, 
medicine supply purchasing, cattle breeding, sales and cost of 
goods sold calculation. 
5.1 Cattle Purchase Order 
Figure 3 below show the interface to make a purchase order. 
Figure 3 Purchase Order Form 
For 
example, an order to PT SAPISEHAT of three types of 
“Brahman” cattle with an average weight of 190 kg and the 
average price of Rp. 15.000,- and two types of “Brahman Cross” 
cattle weighing on average 180 kg and the average price of Rp. 
12.000,-. 
5.2 Cattle Receive Form 
When the cattles arrive at the farm, the cattleman will record the 
data. Figure 4 show 3 suppliers sent three types of Brahman with 
the total price of Rp. 9,000,000,- and an additional fee of 
Rp.150.000,-.  
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Figure 4 Receive Form 
5.3 Medicine Supply Purchasing 
For medicine purchasing, the transaction will be stored in this 
form below (figure 5). For example, the farm wants to buy 
medicine at PT OBAT KIMIA, a bottle of Sangobion that costs 
Rp 15.000,-. per each. This form can be seen as follow. 
 
 
Figure 5 Medicine Supply Purchasing Form 
 
The stock card of Sangobon will be added to one bottle 
or 50ml (1 bottle equals to 50ml). One bottle of Sangobion costs  
Rp 15.000, therefore 1 ml would cost Rp15.000/50 = Rp 300,-. 
The form can be seen as follow. 
 
 
Figure 6. Medicine Stock Report 
 
5.4 Cattle Care and Handling 
Medicine can be administered when cattle are sick. Example, May 
16, 2009, a cow with identification # NS95 needed 50ml of  
Sangobion. It can recorded as follows. 
 
Figure 7. Medicine usage 
 
Card stock of Sangobion will be reduced by 50ml with the price 
of Rp 200,-/ml. This price was obtained from medicine usage 
NS035 (sangobion). The stock report of sangobion can be seen in 
figure 8 
 
 
Figure 8. Medicine Stock Report 
5.5 Cattle Selling 
For example, user sells a cow -to Edo with identification number 
004. That cow weighs 191 kg and the price per kg is 
 
Rp. 18 000, 
The process can be seen in figure 9. 
 
Figure 9 Cattle Selling 
5.6 Reporting 
This is Cost of Goods Sold report in April 2009. All sales in April 
2009 will be calculated with conversion cost in the same month. 
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Figure 10 Cost of Goods Sold Report 
6. EVALUATION 
The evaluation of the application of this program is done by 
analyzing the questionnaires of the five users who carried out tests 
on this application. This evaluation is
Table 1. Questionnaire Result 
 done through a user rating 
given to the criteria mentioned in table 1. 
 
1 
(poor) 
2 
(fair) 
3 
(good) 
4 
(very 
good) 
5 
(excellent) 
User Friendly 0 0% 0 0% 0 0% 1 20% 4 80% 
System Suitability 0 0% 0 0% 0 0% 1 20% 4 80% 
Problem Solution 0 0% 0 0% 0 0% 4 80% 1 20% 
Process’ Accuracy 0 0% 0 0% 1 20% 1 20% 3 60% 
Application Interface 0 0% 0 0% 0 0% 4 80% 1 20% 
Benefits Application 0 0% 0 0% 0 0% 1 20% 4 80% 
 
Result 
Question 
 
 
 
 
 
 
 
 
7. CONCLUSION 
This Cost of Goods Sold application runs well and helps CV 
Agriranch improve company performance gained on each month 
by providing actual expenses and cattle detail record. 
Based on the evaluation, this  application has fulfilled the user’s 
needs. This is shown by the fact that 80% of respondents provide 
positive feedbacks when answering question number three on 
suitability of the features created to the needs of users. In addition, 
this application can be proven as beneficial for the company by 
looking at the total percentage of answers to question number six, 
which asked about how large the benefits of this application for a 
company that is 80% of users replied very useful 
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ABSTRACT 
Well-known grid computing project, Folding@home, is recorded 
in Guinness World Records because using 4.223.713 computers 
and producing 5 petaflops by implementing volunteer computing. 
Total internet users in the world are 1.596.270.108 computers, and 
it means that Folding@home used only 0.265% from all of the 
computers available. The solution to increase the total resource 
used is using compensation method. One-to-many bargaining 
proven to save as much as 24.17% compared to the task provider 
expenditure using a one-to-one bargaining. From the cost side, the 
proposed model called CCCM which takes bandwidth into 
account. The research is successfully implemented in Rocks 
Clusters 5.1 and Tachyon 0.98.7 using MPICH. 
Keywords 
grid computing, compensation method, one-to-many bargaining, 
bandwidth. 
1. INTRODUCTION 
Grid computing is a combination of several computers to solve a 
problem at the same time, where the problem is usually a matter of 
technical knowledge and which require computer processing cycles 
or large amounts of data access [1]. One of grid computing strategy 
is to use software to share some part of the program to several 
computers, which usually amounted to thousands. Grid computing 
is better than conventional supercomputers, because every 
component of the grid can be purchased separately and then 
combined using a computer network that can produce similar 
computing resources with a multiprocessor supercomputer, but 
with cheaper prices. 
One well-known grid computing project is Folding@home. The 
project was recorded in the Guinness World Records as the biggest 
distributed computing cluster [2]. This project uses 4,223,713 
computers and produces 5 petaflops [3]. In order to achieve that, 
Folding@home applies volunteer computing. Any person may 
voluntarily donate the computer's performance to help this project 
so the computation process can be done more quickly than before. 
The need for grid computing has increased from time to time. In 
computer graphics, there is a technique called ray tracing that is 
used to produce images by tracking the path of light through pixels 
in an image. This technique requires high computing. Film and 
television industry is now starting to use ray tracing to describe the 
picture slowly [4]. 
By knowing this situation, grid computing projects that are 
previously carried out by organizations non-profit started to move 
toward commercial. This is supported by the fact that the cost to 
build a grid computing infrastructure is not cheap. A grid 
infrastructure costs approximately $225,000 for 32 clusters with its 
system administrators, resources, and cooling for a period of 5 
years [5]. There are 2 companies that already commercialize grid 
computing. They are Amazon's EC2 with prices $0.10 per 
instance-hour, and the Sun Grid with price $1 per CPU-hour [6]. 
Grid computing projects always require large resources, even the 
infrastructure that has been built by large companies were not able 
to serve customer demand. Amazon EC2 ever experienced API 
outage on February 15, 2008 [7]. It is almost impossible to propose 
a grid computing infrastructure that can serve all customer needs, 
because it will need a lot of money. 
Commercial companies cannot use volunteer computing like 
Folding@home, because the main purpose of the company is for 
profit, so there would be a few people who are willing to help. 
Besides volunteer computing, companies can implement 
compensation system for what they have contributed. If this 
compensation system to function properly, it is not impossible that 
this system will be able to beat the volunteer computing. That is 
possible because the number of Internet users in the world is 
1,596,270,108 computers [8]. Folding@home is now just using 
0.265% of the total number of the world's computers that are 
connected to the Internet. With the compensation, then the people 
will be more willing to provide resources, because they think that 
they are not loss for what they have, but they will make a profit 
from the compensation. 
Compensation method is usually used in internet marketing. Until 
now there are 4 methods of compensation: cost per click, cost per 
action, cost per sale, and cost per mille [9]. Four of them are not 
suitable when applied to grid computing. A new method should be 
proposed uniquely, because grid computing is not a form of human 
interaction, but more to the computer resources. 
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2. COOPERATION FLOW 
There are three players involved in the negotiation: project owner, 
task provider, and service provider. Figure 1 shows the cooperation 
flow from the beginning of the project until the compensation is 
paid. 
Initially, the project owner has a project that requires high 
computing resources. Task provider will create a proposal and 
propose it to the project owner. Project owner will review the 
entire proposal and select a task provider. If project owner refuses 
the task, then the task provider can revise the project proposal that 
have been made before if they still want to deal with the project 
owner. 
After the project owner cooperates with the task provider, the next 
task for task provider is to find resources to work on projects that 
have been received. Service providers that are interested to the 
project will make an offer. Bargaining process will occur between 
task provider and service provider. The process of bargaining is 
interesting, and it will be discussed more detail later. Bargaining is 
not just occured between two players, because the number of 
service providers could be more than one. This process is called a 
one-to-many bargaining. 
If there is a deal between the task provider and service provider, 
then the next task for task provider is to send tasks to service 
providers. Service providers will do the job with its resources. 
Processing results will be sent to the task provider. Task provider 
will collect the results from each service providers and combine it 
to be sent to the project owner. 
Project owner who receives the results of computation will provide 
rewards to task providers who work as promised as written on the 
contract. Task provider receives profits from task execution results, 
and will provide compensation to service providers. Service 
providers will receive compensation as promised in the beginning, 
and the process has reached the end. 
3.   MODEL EVALUATION 
In this research, there are two models that need to be discussed: 
Pricing Model and Cost Model. 
Pricing model is used to determine which decisions will be taken 
by task provider and service provider during the negotiation. 
Discussion of the pricing model is needed to meet the needs of 
service provider individual preferences. Service providers can 
come from anywhere using the Internet. 
Cost model is used to determine the amount of compensation that 
task provider should pay for the resources. The results of the 
negotiations based on the price model will be considered in the 
formulation of cost models. 
Table 1 shows the comparison of some previous research on 
implementation of game theoretic in grid computing. 
Table 1. Scheduling system for grid computing research 
Grid Scheduling 
Systems 
Game Theoretic 
Model 
Discuss about 
Spawn [10] and 
Popcorn [11] 
Auction Model Sealed-bid, second-
price auctions. 
Nimrod-G [12] Bargaining Model, 
Posted Price Model 
Deadline and 
budget constraint. 
Mungi [13], 
MOSIX [14] and 
Nimrod-G 
Commodity Market 
Model 
Rent. 
Rexec and 
Anemone [15] 
Bid based 
Proportional 
Utility function. 
 
 
Figure 1. Cooperation Flow for 
Project Owner, Task Provider, and Service Provider 
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  Resource Sharing 
SETI@Home, 
Condor [16] and 
MojoNation [17] 
Community, 
Coalition, Bartering 
Content sharing. 
Mariposa [18] Tender / Contract-
Net Model 
Budget-based 
processing. 
Ghosh [19] Non-cooperative 
Bargaining Model 
Pricing strategy. 
“This paper” One-to-many 
Bargaining Model 
Compensation 
method. 
 
Table 2 shows the comparison of some previous research on cost 
model in grid computing. 
Table 2. Cost model research 
Grid 
Scheduling 
Systems 
Cost Model Cost Factor Used For 
Grosu [19] COOP CPU cycle Distributed 
System 
Ghosh [20] OPTIMAL CPU cycle 
dan price 
per unit 
Mobile 
Grids 
“This paper” CCCM 
(Computational 
and 
communication 
cost model) 
CPU cycle, 
bandwidth, 
dan price 
per unit 
Internet 
Grids 
4. ARCHITECTURE 
Price model used in this paper is using game theoretic framework, 
especially bargaining model. The Players who are involved in this 
case are task provider and service providers. The amount of task 
provider is one, while the amount of service provider can be more 
than one. Service providers come from the internet to compete 
contributing in this project in order to get compensation. The 
concept of incomplete information between the players is to make 
sure that each player does not know of another assessment, which 
are the highest price from the task provider and the minimum price 
desired by the service provider. The illustration about the 
interaction between task provider and several service providers is 
illustrated in Figure 2. 
In a grid environment, job providers will try to get some resources 
that is offered by service providers that appear on the internet. Task 
provider have n round of negotiation to get the price per resource 
from Q resources. At time t, total available service providers is 
denoted as n(t), so that n (t) = Q. Figure 2 and figure 3 show that 
there is one task provider and several service providers. If we can 
model the relationship between task provider and service providers 
as a bargaining game BGj
Results from game after delay d denoted as 
, for 1 ≤ j ≤ Q, and manage their 
relationships properly to produce the game output, then the 
scenario can be considered as one-to-many bargaining with delay d 
as the time to collect offers from service providers. 
( )qΓ  where q is the 
possibility of negotiations will end at a certain time. Bargaining 
process uses the same concept as alternating offer. A pair ( )γλ,  
is defined as the strategy used to produce ( )txt , . If x is defined 
as a result of the first offer, and y is defined as a result of the  
 
 
 
Figure. 3 Game Notation 
 
 
second offer, then t is the time associated with these results. 
( )γλ,  will lead to an agreement ( )txt ,  with the probability 
( )tq−1  and probability to fail ( )tq−− 11 . 
The term bargaining according to Nash [21] assumed the condition 
as follows: 
a. The conflict of interests of both players. 
b. Both players have the power to end the bidding. 
c. Each offer cannot be terminated by only one player. 
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  Figure 4 shows an illustration of bargaining protocol between task 
provider and service providers. 
5. ONE-TO-MANY BARGAINING 
Bargaining process starts from task provider making an offer to all 
service providers. Service providers can accept, bargain, or reject 
it. If the offer is accepted by the service provider, then the 
bargaining is ended and there is a deal. If the offer is rejected, then 
the bargaining process is complete and there is no agreement 
between the two players. If the offer is bargained, then the service 
provider must submit a new proposal to task provider. Task 
provider will collect proposals from service providers and replies it 
within a certain time frame. From the results obtained, the task 
provider can determine which proposal is accepted, rejected, or 
bargained. Bargaining process will continue until one player accept 
or reject the offer. 
Ghosh offers a bargaining solution which describes the space that 
can be accepted by each player based on the time and resources. 
The bargaining solution space presented by Ghosh can be seen at 
Figure 5. 
Ghosh’s bargaining solution, which is using one-to-one bargaining, 
needs some modifications to be used on one-to-many bargaining. 
Bargaining solution space proposed by this paper has considered 
the threshold for maintaining cooperation between service 
providers. Function owned by the task provider have also 
considered the project deadline. A picture of reservation value for 
each player based on two variables, price and time is illustrated at 
figure 6. 
Utility value is a value to determine wheter the player should 
accept or decline the offer. The utility value for service provider is 
the final value after divided by CPU cycles to fulfil the fairness. 
The value can be formulated as follows: 
i
i
i a
p
=δ  
where δ i is the price per CPU cycle, p i is the price preference, and 
ai
With the value of per CPU cycle, then the value held by each 
service provider can be compared. From Figure 6, the service 
providers price tend to be down from time to time, because with 
the pressure of time, service providers are assumed to use Time-
dependent threshold strategies [22]. In this case the task provider 
use Time-dependent and responsive threshold strategies that have 
two lines, the utility value and the reservation value. For task 
provider, utility value is the lowest value offered by service 
providers, while the reservation value is the maximum value from 
task provider to avoid any coalition between the service providers. 
Task providers also have the time pressure to complete the project 
on time, so reservation values will increase over time. Task 
provider will try to complete the task on time, because the patience 
of service providers will be tested, so the task provider will get 
more profit. 
 is the CPU cycles of service provider i. 
6. PRICE MODEL 
Based on the assumption of strict limitations-game approach 
theoretic [23], the game can be characterized into the following 
rules: 
a. Each player is rational, which each have a preference level and 
always choose the best. Ghosh proposed formula for 
calculating the expected utility as below: 
 
Expected utility = E [Surplus] = (reserved valuation of w - 
standard price) x probability (standard price) 
 
 
Figure. 4 Bargaining Protocol 
 
 
Figure. 5 Bargaining Solution Space from Ghosh 
 
 
Figure. 6 One-to-many bargaining solution space 
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  This paper proposed a new formula for task provider by adding 
considerations of project time and price offered by each service 
provider. Changing of ghosh formula is to adjust to the process 
of negotiation using  one-to-many bargaining. From the 
provider side of the task, 
( )x-y
h
f-1xR 










+=
 
where R is the reserved valuation, x is the minimum price, y is 
the maximum price, f is the number of days before the project 
ended, and h is the total project days. 
 
Determination of threshold value by using the minimum price 
and maximum price is based on the price agreed between the 
project owner and the task provider. The maximum price that is 
included in this model should be below the price of 
commercial grid, Amazon EC2 and Sun Grid. Amazon EC2 
sell 1 GHz for $0.10 per hour, while the Sun Grid sell 3 GHz 
for $1 per hour. In this case Amazon EC2 3 times cheaper than 
sun grid. So in this case we will compare it to the Amazon 
EC2. If we change the price from Amazon EC2 CPU becomes 
per cycle, then the price is $0.0001. For the calculation of 
compensation per hour, the maximum value of the above 
formula should be $0.0001 or below, in order to compete with 
Amazon EC2. 
 
( ))wmin(,RminV =  
 
where V is the value of minimum valuation, and w is the offer 
of the service provider. By knowing equation (1) and (2), 
expected utility value formula can be written as below: 
 
( )
( )Vz
Vm1E
−
−
−=
 
 
where E is the expected utility value, m is the offer, and z is the 
highest offer. From the service provider side, 
 
( )sRmE −=  
 
where E is the expected utility value, m is the offer, and s is the 
possibility that the proposed price will be accepted. 
 
b. If the offer is rejected, then both the service provider and task 
provider will reduce their preference base on time that increase 
the possibility that the bid will be accepted by the other player. 
Task provider will reduce the reserved valuation based on the 
project deadline after reaching a certain period, while service 
providers will reduce the probability exponentially, by 
knowing the time pressures on service providers. 
 
c. Both players do not remember the previous experience, so in 
this case there is no learning process occurs. Task providers 
will only see the value based on time deadlines and minimum 
offer. On the other hand, the service provider only knows how 
long the bargaining process has occurred. 
 
 
7. COST MODEL 
Previous research conducted by Ghosh consider the CPU cycles as 
a factor for the cost calculations. The price negotiated also 
included as an agreed price. Below is the model proposed by 
Ghosh: 
( )∑ -
pC
n
1i ii
iii
= θµΦ
θΩ
=  
This paper proposed a new model by adding bandwidth as a 
communication cost. In the previous architecture, internet 
connection is not needed. In internet grids, internet connection 
should be considered. Each task and its result will be sent over the 
internet, so the service provider should provide the connection. As 
a task provider, it is needed to calculate the communication cost in 
the model. 
In a system there is n service providers. Task provider already 
know the price for service provider i is j i with processing speed μ i  
and delivery s i
Compensation for CPU cycle will be calculated based on time 
usage, while for the bandwidth is calculated based on the total data 
size. This type of compensation is frequency usage. CPU cycles are 
being utilized by the task provider, so that calculations based on 
time is more appropriate than by total usage. Bandwidth used for 
delivering computation results are not always used. Results are sent 
after the computation process is complete. Therefore, the task 
provider, the calculation of compensation cost based on usage will 
be more efficient than time-based. 
. Service providers have agreed that there are two 
resources used, the CPU cycles and bandwidth. 
Generally, compensation is calculated per unit hour, while the 
negotiations conducted with a range longer than compensation. 
Equation (1) which is used to calculate the cost per CPU cycle, 
i
i
i a
p
=δ , need to be modified in order to model the time unit 
costs by more detail to: 
ta
lo
i
i
ij =
 
where oij is part of the number of CPU cycles, and l i
d
op iji
ij =α
 is the number 
of CPU cycles generated by the service provider i during the time t 
at part of time j. 
 
where p i
qbijij =β
 is the agreed price, d is the divider of time to get the 
desired compensation period. To calculate the cost of bandwidth 
can be formulated as follows: 
 
where β i is the cost of bandwidth, b ij is the size of data at the time 
j, and q is the cost per unit of data. β i is a constant predetermined. 
Amazon EC2 sell $0.10 for each GB of data transferred. In order to 
compete with amazon, it should be constant under a set price, q <$ 
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  0.000000095 per KB. From equation (7) and (8), can be formulated 
for the cost of each service provider i at the time j : 
ijijijC β+α=  
The cost for each service provider i is: 
( )∑ β+α=
=
g
1j
ijijiC  
∑ 





+=
=
g
1j
ij
iji
i qbd
op
C  
The cost for the entire system is: 
∑∑ 





+=
= =
n
1i
g
1j
ij
iji qb
d
op
C  
This model is called Computational and Communication Cost 
Model (CCCM). 
8. COMPENSATION MODEL 
Cost model that has been formulated previously is a model for 
Internet grids. In this case, the task provider does not have the 
infrastructure that had been built before, but the resources used for 
computation is taken from any computer connected to the Internet. 
Approval of the use of resources is based on the negotiated price 
using the price model that has been determined. When viewed 
from the perspective of task provider, then the model is a model to 
determine the amount of cost incurred by the task provider. When 
viewed from the perspective of service providers, then the model is 
a model for determining the amount of compensation to be 
received by the service provider. By knowing this situation, the 
compensation that must be paid by the task provider is the cost 
itself, which can be formulated as follows: 
CK =  
∑∑ 





+=
= =
n
1i
g
1j
ij
iji qb
d
op
K  
where K is the total compensation. Compensation for a service 
provider, i, is: 
∑ 





+=
=
g
1j
ij
iji
i qbd
op
K
 
9. EVALUATION 
An algorithm is coded in order to evaluate the model proposed in 
this paper. Below is the pseudocode for one-to-many bargaining : 
1. For CurrentDay As Integer = 0 To 
TOTAL_PROJECT_DAYS 
2. Do 
3.   For ServiceProviderIndex As Long = 0 
To TOTAL_SERVICE_PROVIDER – 1 
4.     Compare service provider price with 
task provider price 
5.     Get minimum service provider price 
6.   Next ServiceProviderIndex 
7.   Deal with selected service provider 
8. Loop Until 
TotalServiceProvidersChosen.Count >= 
MIN_SERVICE_PROVIDER_PER_DAY OrElse 
TotalServiceProvidersPerDay.Count = 0 
9. Next CurrentDay 
This algorithm compares the prices between task provider and 
service providers each day until the project is completed. In 
accordance with the concept of one-to-many bargaining, service 
providers offer will be collected first, and then task provider will 
decide whether the offer is accepted or rejected. In addition, task 
provider will also make agreements with other service providers if 
still not meet the required quota, as long as these providers offer 
still meet the threshold that had been predetermined by task 
provider. 
The calculation of the task provider price can be calculated using 
the formula : 
CurrentTaskProviderPrice = 
TASK_PROVIDER_START_PRICE + (CurrentDay / 
TOTAL_PROJECT_DAYS) * 
(TASK_PROVIDER_MAX_BUYING_PRICE - MIN_PRICE) 
 
For service providers, the price offered to the task provider can be 
calculated through the pseudocode : 
1. For CurrentTaskProviderPrice As Long = 
MIN_PRICE To 
TASK_PROVIDER_MAX_BUYING_PRICE 
2.   Dim ExpectedSurplus As Double = 
(TASK_PROVIDER_MAX_BUYING_PRICE - 
CurrentTaskProviderPrice) * 
GetTaskProviderProbability(CurrentTaskPro
viderPrice, MIN_PRICE, 
TASK_PROVIDER_MAX_BUYING_PRICE, Round) 
3.   Compare and take price with max surplus 
4. Next CurrentTaskProviderPrice 
When associated with the formula has been designed in 
chapter 6 and 7, then: 
( )x-y
h
f-1xR 










+=  
x = TASK_PROVIDER_START_PRICE, f = CurrentDay, h = 
TOTAL_PROJECT_DAYS, y = 
TASK_PROVIDER_MAX_BUYING_PRICE, R = 
CurrentTaskProviderPrice. 
( ))wmin(,RminV =  
V = No 4 (Task provider and service providers price comparison), 
w = No 5 (Get service providers minimum price). 
( )
( )Vz
Vm1E
−
−
−=  
E = No 7 (Agreements with service providers). 
( )sRmE −=  
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  m = TASK_PROVIDER_MAX_BUYING_PRICE, R = 
CurrentTaskProviderPrice, s = GetTaskProviderProbability, E = 
ExpectedSurplus. 
Comparison between one-to-one bargaining and one-to-many 
bargaining is based on some criterias : total service providers is 
1000, the maximum price that can be accepted by the task provider 
is 100, the minimum price acceptable by the service providers is 
60, the maximum value of the transaction is 150, the minimum 
value of the transaction is 10, changes in the probability of 
rejection of the offer is 0.1, the project has a duration of 30 days, 
the minimum amount of service providers that should be met per 
day is 100, and task provider starting price is 50. 
Both methods use the same criteria, so that both methods can be 
compared. These criteria are used to perform variables 
randomization using uniform distribution. Testing is done from 
two sides, from the performance and from the stability of one-to-
one and one-to-many bargaining. 
Research carried out by using Visual Basic in Visual Studio 2008 
environment. This research represents the actual conditions, 
because the variables that will be measured is not about the speed, 
but the final price from the two methods. 
Performance 
Testing for performance is intended to determine whether one-to-
many bargaining is better than a one-to-one bargaining, or vice 
versa. Testing is done by comparing the minimum, maximum, 
average, and the total price. One-to-one bargaining, and one-to-
many bargaining will be compared based on the number of 
available service providers. 
From the Figure 7, it is known that the minimum value between the 
one-to-one bargaining with one-to-many bargaining more or less 
the same. This condition appears because the nature of these two 
methods that will immediately take the service providers who offer 
lower prices than task provider expected price. At the beginning of 
the graph, it shows a little difference, because one-to-many 
bargaining has a better method in negotiating by playing service 
providers time pressures. 
One-to-many bargaining tend to have a maximum value better than 
a one-to-one bargaining on the number of service providers more 
than 162. This happens because one-to-many bargaining has to 
meet the minimum number of service providers. 
This experiment is done by using the 100 service providers as a 
minimum value per day, so that one-to-many bargaining will be 
more stable if the number of providers is over 100. One-to-one 
bargaining is better because he always negotiate with each 
provider, but the one-to-one does not have information when the 
number of service providers are met. This will be very rare in the 
real world because the number of service providers as much as 
1,596,270,108 [8] should be more than enough. 
Based on the average price performance, one-to-many bargaining 
has a lower price than one-to-one bargaining. 
Based on the Figure 10, it is shown that when there is only 1 
service provider, one-to-one bargaining, and one-to-many 
 
Figure 7. Minimum Price Performance Comparison 
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Figure 9. Average Price Performance Comparison 
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Figure 8. Maximum Price Performance Comparison 
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bargaining have the same price, but along with the growing 
number of service providers, one-to-many bargaining has a lower 
price than one-to-one bargaining. 
Stability 
To see the stability of the method, the calculation process is 
performed 10 times. To get more accurate results, then the results 
that will be compared is the minimum value of one-to-one 
bargaining with maximum value of one-to-many bargaining. 
Figure 11 until 14 are the results of the research has been done. 
Numbers listed above table shows the number of experiments that 
are conducted. 
Based on the minimum price, the results show that one-to-many 
bargaining has a stable minimum price, because the price is 
consistently same with the price generated by the one-to-one 
bargaining. 
 
Figure 12. Maximum Price Stability Comparison 
 
One-to-one bargaining and one-to-many bargaining maximum 
price are equally stable. Based on 10 times randomization, one-to-
one bargaining price is around 80, while one-to-many bargaining 
price is around 60. 
 
 
Figure 13. Average Price Stability Comparison 
Based on Figure 13, it is known that one-to-one bargaining average 
price is from 66,979 until 68,059, while one-to-many bargaining 
average price is from 49,334 until 50,789. By knowing this 
number, it can be concluded that one-to-one bargaining and one-to-
many bargaining have stable maximum value. 
 
 
Figure 14. Total Price Stability Comparison 
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Figure 10. Total Price Performance Comparison 
0
10000
20000
30000
40000
50000
60000
70000
80000
1
10
1
20
1
30
1
40
1
50
1
60
1
70
1
80
1
90
1
T
o
t
a
l
P
r
i
c
e
Total Service Provider
One-to-one One-to-many
 
Figure 11. Minimum Price Stability Comparison 
0
5
10
15
20
1 2 3 4 5 6 7 8 9 10
P
r
i
c
e
Experiment No.
One to One One to Many
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
403
  According to the total price, one-to-one bargaining and one-to-
many bargaining has a stable price range, 66979-68059 and 49334-
50789. If the minimum value of one-to-one bargaining and the 
maximum value of one-to-many bargaining are compared, it is 
known that one-to-many bargaining can save 24.17% than using 
one-to-one bargaining. 
10. SIMULATION 
The algorithm that is written in Visual Basic code in chapter 9 is 
implemented on Rocks Clusters 5.1 and Tachyon 0.98.7. Rocks 
Clusters are used to create a cluster consisting of a head node and 
several compute nodes. Tachyon is used to simulate the ray tracing 
on the cluster. Computational and Communication Cost Model 
(CCCM) will be applied to the tachyon. Bargaining will be 
conducted before the tachyon is run, and the compensation 
calculation based on the computation and bandwidth used will be 
run after the tachyon. 
Simulation is done by using a head node and two compute nodes. It 
represents any number of nodes that will be used, because by 
observing the number of nodes variable, then the number of nodes 
doesn’t change the result significantly. 
The application of one-to-many bargaining on the Rocks Clusters 
5.1 is done by using MPICH library written in C. The number of 
cpu cycles obtained from the linux command, the "dmesg". 
Complete command to get cpu cycle of resource providers in units 
of MHz is "dmesg | sed -n 's/.*Detected \\(.*\\) 
MHz processor./\\1/w /tmp/cpu'". From that 
command, the number of cycles will be written in "/tmp/cpu", 
which will be read and sent to the task provider via MPI_Send 
task. The service provider identity is known by using 
"gethostname ()" in "unistd.h". 
Tachyon 0.98.7 is modified to be used in conjunction with CCCM. 
Cpu cycles calculation while running ray tracing is need to be 
added, and bandwidth usage calculation is sent to the task provider 
after ray tracing task is completed. Cpu cycles monitoring is done 
by using “top". The full command is "top -b -n1 | grep 
tachyon | awk '{print $9}' > /tmp/cpuusage". 
That command is used to see the cpu usage percentage for a 
process called tachyon, then write it into a "/tmp/cpuusage". 
This file will be read and added regularly. Interval used is per 
second. This system does not use "delay()" or "sleep()", but 
using "time()", because of the time accuracy. "delay()" and 
"sleep()" is considered not reliable in handling the delay in the 
system. 
Bandwidth calculation is done when calling MPICH command, 
MPI_Send_init. That command has one parameter, the count, 
which is used to determine the amount of data to be sent to the task 
provider. In the tachyon, the amount of bandwidth usage is 
calculated by using the formula "totalbandwidth + 
totalbandwidth = scene-> hres * 3;". 
The total compensation for cpu cycles usage is calculated using the 
formula "totalcpuusage * totalcompensation = 
PricePerSecond;", while the bandwidth usage compensation 
is calculated using the formula 
"bandwidthcompensation[i] = totalbandwidth[i] 
/ 1000000 * BANDWIDTH_PRICE;". 
Figure 15 is the result screen after CCCM is successfully 
simulated. 
Figure 16 is the ray tracing result. 
11. CONCLUSION 
One-to-many bargaining is better than one-to-one bargaining for 
considering the price offered by service providers. By using one-
to-many bargaining, the task provider can save costs 24.17% 
compared to using one-to-one bargaining. Computational and 
Communication Cost Model (CCCM) is a cost model that is better 
than OPTIMAL because this model does not only calculate the 
computational cost, but also calculate the communication cost. 
Task provider income will increase by applying one-to-many 
bargaining and CCCM. 
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ABSTRACT 
Rapid development in mobile devices has made its way for mobile 
phone as an efficient tool to store, process and access any 
information Vast demand for latest and most accurate information 
has been a certain distinctive challenge for everyone. This is 
coused by people who tend not to read the newspaper or using PC 
to access information through internet while subscribing to some 
prepaid content is often considered costly. 
One of the scenario we can use is by taking the of content that 
support RSS (Really Simple Syndication). Using Push technology, 
RSS content can be distributed. Jabber protocol is choosen as a 
push technology implementation and as a protocol in handling data 
exchange between client and serve. In this research, the writter is 
going to develop an mobile RSS Push where user only have to 
subscribe his RSS channel, while the RSS Push Server will 
automatically update the RSS channel then distribute it using 
jabber protocol to subscribed user based on their RSS channel.   
The main objective on developing Mobile RSS Push is to provide 
alternative efficient solution in distribution information and as an 
actual and efecient information provider. 
Keywords  
Web Feed, RSS, Jabber   
1. INTRODUCTION 
Rapid development in mobile devices has made its way for mobile 
phone as an efficient tool to store, process and access any 
information. Vast demand for latest and most accurate information 
has been a certain distinctive challenge for everyone. This is 
coused by people who tend not to read the newspaper or using PC 
to access information through internet while subscribing to some 
prepaid content is often considered costly. 
One of the scenarios that can be used is to retrieve the benefit of 
web content that support RSS.  RSS(Really Simple Syndication) is 
a term in internet technology that refer to the way to syndicate 
content of a website(web syndication). RSS makes the internet user 
easily to know the summary or the full web content without a need 
to visit the website first. 
The author’s main objective of this research is to develop an client 
server application where on the client side, author will develop a 
mobile application to receive news or article that is sent by server, 
whereas in the server side the author will develop a server 
application to manage, receive RSS news from RSS address of a 
website that has been registered by a client and to send lastest news 
to client using Jabber protocol.  
Supported by the GPRS technology, RSS content of a website can 
be received by the client with a low cost because the data is sent as 
text and the rate is not use normal sms rates but is calculated 
based on the number of data (bytes) received by the client.  
 
2. LITERATURE REVIEW 
2.1 Push Technology 
In term of computer and internet, Push Technology was 
something fenomenal, beginning when Microsoft made Active 
Desktop facility in their product, Windows98 in 1997 where 
In Windows98 desktop screen, we can see live a news web 
without having access it first, so the information was pushed 
by the provider to us with no need to pull it first by our own, 
just like we do when we are browsing or surfing in the 
internet. 
Some observers doubt whether push technology is similar to 
the Push e-mail and it’s not new. Listservs existing methods 
for distribution of the e-mail messages automatically without 
the user must make request. Basically the principle is similar 
to the Listserv's push technology, Push technology allows the 
distribution of information and figure more than what can be 
handled by e-mail and real-time system which stores and 
forwards e-mail's not the design for it. 
Push technology describes the types of internet-based 
communication where the server can send or provide data or 
information to the client without having client to request first 
to the server. Unlike the pull technology where the client 
receives the information or data from the server begin with 
request to the server first, in other words the client must first 
pull the data from the server. 
On figure1, we can see the illustration of the use of Pull 
technology. User make a request to the page of a website to 
know the latest information from it. User are actively making 
requests to know the latest information from a website's 
content. 
 
 
Figure 1. Pull Technology Illustration 
 
Unlike Pull technology, on figure  2, we can see the 
illustration of Push technology, which server is actively 
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  sending information of a content of a website to the user. User only 
need to register the website that he want to follow the information 
inside it. The implementation of Push technology requires software 
or applications that support both from the client and server, an 
example of the application that use Push technology is PointCast. 
 
 
Figure  2. Push Technology Illustration 
 2.2 Web Feed 
Web feed or news feed is a data format that enables us to see and 
get information on the latest update from the website periodically. 
The development of web feeds has changed the way publishers 
publish their content. Web feeds can be a benefit for the publisher 
to allows them to syndicate content quickly and automatically. 
General overview of the visitors who want to know the latest news 
from a website with the conventional way shown in the figure  3. 
 
 
Figure  3. Convensional way to know latest information of a 
website.  
In the figure  3, users is symbolized by user (A) that need to use his 
browsernya to see if there is new information or news from the 
blog (B) or website (C). This case it is time consuming and harm 
users in the use of bandwidth for the volume of data that has been 
used to open a blog page or website. The direction arrow in the 
figure  3 shows that the users have to actively visit the blog (B) and 
the website (C). Compare if we use web feed as shown in the 
figure  4. 
 
 
Figure 4. Web feed to know latest information from a 
website. 
 
The figure 4 users get the latest information from blogs (B) or 
website (C) without the need to visit it. This is becouse a blog 
and website have a web feed features. Subscribe to feed of a 
web site can be done using the application(usually called a 
feed reader) like web-based application, desktop or mobile. So 
using feed reader application we will get the latest update of 
the website or our blog. 
In general, the use of web feeds have several advantages, 
among others : 
 
1. With a web feed, we can choose to view news or 
information that we want. 
2. Save time and bandwidth to get information or news 
3. Publisher of a website can publish content quickly and 
automatically. 
 
Web feeds can be read not only from the computer but it also 
can be read through other media, such as mobile phone, PDA, 
smartphone and other devices as long as in that device there is 
a feed reader application  and connect to the Internet. 
 
 
 
Figure 5. Web feed in the various hardware 
 
Basically the web feed is a document (usually XML format) 
that contain the content of a short content with a link to full 
version. There are 2 kinds of web feed : 
1. RSS 
2. Atom 
Although there are differences between the RSS and Atom, 
but they basically have the same functionality that is taking 
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  the latest news updates from a website and change it into a format 
that can be read by a feed reader. 
The development of web feed technology alone can we see in the 
figure  6. 
 
Figure 6. History Diagram of web feed (RSS and Atom) 
2.3 RSS 2.0 
RSS in one of web feed format that is used to publish an 
information 
RSS is one of the types of web feed formats used to publish 
information that continues to grow as blogs or news headlines in 
the standard format. An RSS document provides summary 
information data (summary), headlines or content of a website full 
of content with metadata information such as date of publication 
and author. Use of the word can refer to the RSS format that is 
much, Really Simple Syndication (RSS 2.0), RDF Site Summary 
(RSS 1.0 and RSS 0.90), or Rich Site Summary (RSS 0.91). 
 
 2.4 Jabber 
The presence of IM has become a huge phenomenon on the 
Internet several years ago. It is marked with a large number of IM 
users increased. Level of penetration of IM usage is very high due 
to its ability to facilitate communication in a rapid, and able to rise 
to the impression of 'no distance'. Ease of use and the level of 
needs of the user is quite simple are also several of the reason why 
the IM users increased. 
IM is not only used for informal purposes only, but it also used to 
support research activities and office activities and other industries. 
In Todays IM there is fragmentation in IM market, some of the IM 
protocol are already available, although each protocol is still 
working in the same way. But the presence of Jabber protocol 
provide a huge effect of development in the IM community 
because this protocol is open source, has the interesting features 
and has the capacity to be developed more (extensibility). 
Jabber is an XML protocol for the exchange of messages 
(message) and presence information (presence) of real-time 
between two users in the Jabber network. There are lot of benefit 
of using Jabber technology. In the beginning Jabber technology is 
asynchronous, the IM platform that can be used widely based on 
the IM network and its function is almost the same as the system of 
official IM such as AOL Instant Messaging (AIM) and Yahoo 
Instant Messaging. 
2.4.1Jabber Protokol as Messeging Protocol 
In many cases the goal of Jabber is to build better IM system that 
supports the information in real-time presence and messaging. 
Better IM System in this case are : 
1. Open, Jabber protocols are free, open, public and 
easily understood. This makes it easier for anyone to 
make the implementation of the Jabber without charge 
a fee for the license.  
2. Standards, Internet Engeneering Task Force (IETF) 
has formulated XML protocol as instant messaging 
and presence technology that was approved under 
name Extensible Messaging and Presence Protocol, or 
XMPP. 
3. Proven, Jabber was first developed by Jaremie Miller 
in 1998 and now is stable enough, hundreds of 
developers works using Jabber technology. There are 
ten thousand of the Jabber server is active now on the 
Internet and millions of people use Jabber for IM. 
4. Decentralized, Architecture of the Jabber-like email, 
so that everyone can make their own jabber server. 
5. Secure, Jabber servers can be isolated from other 
networks. In addition, system security using SASL and 
TLS has been built in the core XMPP specification. 
6. Extensible, the advantages of using XML namesapces, 
everyone can build additional functionality over the 
jabber protocol. To maintain interoperability, common 
extensions are managed by XMPP Standard 
Foundation. 
7. Diverse, many companies and projects using open 
source jabber protocol to build a real-time application. 
Developers will not feel "locked" using technology 
jabber. 
8. Diverse, many companies and projects using open 
source jabber protocol to build a real-time application. 
Developers will not feel "locked" using jabber 
technology. 
2.4.2  Jabber Architecture 
Jabber use client server architecture. Jabber client can 
communicate with Jabber server on their domain Jabber. 
Jabber domain has advantages in its ability to separate the 
zone of communication, which is handled by different Jabber 
server, not like most other IM systems that use a centralized 
server for all communication zone. In Jabber, message sent by 
client to the server and then forwarded to the recipient server 
and delivered to the recipient client.  
Data format used for communication on the jabber data format 
is XML. XML is a standard World Wide Web Consortium for 
standard data format, for a generic document. All 
communication in Jabber involving the exchange of jabber 
package which every packet can be an  XML fragmentation. 
XML fragmentation can be said in the document as a sub 
document in the stream communication in Jabber 
 
3. SOFTWARE DESIGN 
Mobile RSS Push is a software-based on client –server 
architecture where at the client side is an JavaME application 
that can be installed and running on the environment of 
mobile device while at the server side there are two 
applications, there are : Jabber server and RSS Push Server. 
Jabber Server role in the traffic data communication between a 
client using the standard specification jabber protocol. RSS 
Push Server is a jabber client that role as a information 
distribution server. 
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  Software architecture of the Mobile RSS Push can be seen in the 
figure 4.1. 
 
Figure 7. System Architecure 
 
In figure 7 can be seen that basically Mobile RSS Push can be 
divided into 3 parts : Mobile RSS Push Client, RSS Push Server 
and Jabber Server. Mobile client users who are registered on the 
Jabber server send RSS channel registration request to the RSS 
Push Server. That request will be processed and the RSS channel 
that has been successfully registered is stored in the database 
server by RSS Push Server. Next RSS Push Server will update rss 
feeds regularly for all the RSS channels registered on the database 
server, then distribute it to all the client according to the RSS 
channel that has been registered previously. 
Scenario at each business system in this application are : 
1. Mobile RSS Push Client 
1.1. Users can receive and read a message received from 
the RSS server. 
1.2. Users can register their RSS Channel to the RSS Push 
Server 
1.3. Users can categorize their RSS. 
1.4. User can foward a message to the other users. 
1.5. User can add an ID of other users. 
 
2. RSS Push Server 
2.1. Receive an RSS channel registration request from a 
client 
2.2. Processing and updating RSS then parsing it into a 
format that has been previously determined to be sent 
to the client. 
2.3. Sending updated RSS to the client.  
 
3. Jabber Server 
3.1. Jabber Server authorize all the jabber client. 
3.2. Jabber Server authenticate all the jabber client. 
3.3. Receive stream from the client in the form of jabber 
protocol standard specification.  
 
3.1 Use case diagram 
3.1.1  Mobile RSS Push Client 
Use Case Diagram in figure 4.2 descibe that Mobile RSS Push 
Client has two actors, they are  Reader and Jabber servers. Readers 
can use all the features of Mobile RSS Push Client after connecting 
to the Jabber Server. Readers can read the latest RSS messages 
obtained from the Jabber server. Readers can also share their 
RSS to other readers using RSS Share feature. Reader can 
register all of the preferred RSS channel so that readers will 
automatically get the latest RSS from that RSS Channel. 
Readers can also save the ID of other user. To categorize the 
RSS Channel, readers can perform categorization on the RSS 
Channel, eg politics, sports or entertainment. 
 
 
 
Figure 8. Use Case Diagram of Mobile RSS Push 
 
3.1.2 RSS Push Server 
Use Case diagram in the figure 4.3 describes that RSS Push 
Server has three actors :  Jabber Server, Administrator, Web 
Content. RSS Push Server receives RSS Channel registration 
request from Mobile RSS Push Client through Jabber server. 
RSS Push Server automatically updates the RSS channels 
listed on the database server and send the latest RSS to the 
Mobile RSS Push client through Jabber client. Jabber Server 
to act as a mediator in the traffic data transmitted by the RSS 
Push Server to Mobile RSS Push client. Administrator’s job 
on system is to set the news server which are RSS channel and 
RSS Channel Subscriber. 
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Figure 9. Use Case Diagram ofRSS Push Server 
 
3.1.3 Jabber Server 
Use Case Diagram in figure 9 describe that the system has three 
actors : Jabber Server Jabber, Jabber client and Administrator. 
Jabber Server is a system that automatically processes send and 
receive streams from and to one or more Jabber clients that 
communicate using protocol Jabber. Jabber servers also perform 
authorization and authentication of the Jabber client. In addition to 
Jabber server also records all of the stream in the form of message 
protocol. Jabber client is divided into two kinds which are readers 
or users Mobile RSS Push Client and RSS Push Server. Readers or 
users of Mobile RSS Push Client able to register in the system, 
share and subscribe RSS. RSS Push Server has a role in receiving 
and registering new RSS. It also has a role to distribute RSS using 
message  protocol of Jabber protocol. Administrator in this system 
only served in the user management. 
 
3.2 User Interface 
This page is displayed when the first application run. 
Welcome To Mobbuzz
Username
Password
Login
Exit Menu
1. Register
2. Go Offline
3. Exit
 
 
Figure 10. Login Page 
 
Explanation of the figure 10 are: 
a. Form login, textField to contain the username and password. 
b. The login button. 
c. Command, consist of register, go offline and exit. 
 
4. TESTING  
For the testing, It will be provided five (5) the website that 
supports RSS 2.0 technology. The websites are as follows : 
 KapanLagi.com 
http://rss.detik.com/index.php/detikcom 
 Detik.com 
http://www.kapanlagi.com/feed/ 
 OkeZone.com - Bola 
http://sindikasi.okezone.com/index.php/bola/RSS2.0 
 BBC - Berita Dunia 
http://feeds.bbc.co.uk/indonesian/index.xml 
 Kompas.com 
http://www.kompas.com/getrss/nasional 
 
Scenario of this test is to register the RSS URL of five website 
above using Mobile RSS Push Client and observe whether 
distribution process of RSS through Jabber server can run 
smoothly. An incoming message on Mobile RSS Push client is 
one of the indicators that RSS Push server and Jabber server 
are running well. 
Results test of subscribing RSS Channel can be seen in the 
figure on 5.1 and 5.2, where in figure 11 is the image of Push 
Result on Mobile RSS Push and figure 12 is image of a web 
feed one of website that was created for this test. 
 
 
Figure 11. Inbox of RSS Message 
 
 
Figure 12.  RSS feed pada okezone.com 
 
 
a 
b 
c 
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  5. SUMMARY 
1. Mobile RSS Push application is designed using the 
Jabber server that is involved in the RSS distribution and 
RSS Push Server as a server that taking RSS feeds from 
the RSS channel that has been registered in the database 
server. RSS Push has a schedular, a period of time 
specified by the admin for each update  process of RSS 
channel. 
2. Jabber protocol used as a protocol in data transmission 
between client-server. RSS Push server will send 
updated RSS Channel to all mobile users who subscribe 
RSS Channel. 
3. RSS Channel registration process is done on the client 
side. User of mobile RSS Push Client can go to RSS 
Channel menu by entering the URL of the RSS feeds of 
a web content that you want to be registered to the 
server. 
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ABSTRACT 
Vision and Mission Educational Foundation (YPVM) Teacher’s 
Community Building Website is expected to motivate and 
empower teachers to keep updating their expertise and 
professionalism. YPVM, as an educational foundation, has been 
providing teachers’ trainings for years throughout East Java, 
Indonesia. It has also been aware of the needs of building 
teachers’ community. However no communication media have 
been available for them yet. By conducting an analysis of the 
existing system and problems, a web-based Community Building 
website for teachers is developed. This application is equipped 
with a Content Management System (CMS) to allow 
customization of the design and content of the website. The 
website also includes features on individual spaces for users, 
discussion forum and online member and seminar registration. An 
online library and project management tool are also integrated 
into the system to encourage self-learning and help YPVM to 
manage its activities. But these two features are not discussed at 
this paper. The responses of YPVM staff to the system testing 
are quite satisfactory on the completeness and appropriateness of 
the application. However further developments should be 
considered for maximum efforts. 
Keywords 
Community Building (CB), Content Management System (CMS), 
Teachers’ Training, Web-based Library System, Individual 
Space, networking  
1. INTRODUCTION 
Education or human resource development is vital for building 
the nation. The formal institutions most responsible with this 
issue are educational institutions. Schools from the level of 
kindergarten up to high school play important roles in preparing 
the foundation of education. Teachers, which in this paper also 
include members of the board and school head-masters, are the 
main actors in playing their roles as educators. 
If we take a look at the data from the Indonesian Department of  
Education as of March 8, 2008, there have been 243.327 schools 
in Indonesia (http://npsn.jardiknas.org/cont/ 
data_statistik/index.php), with 1.293.758  teachers covering 
those of the elementary up to senior  schools 
(http://nign.jardiknas.org/cont/data_statistik/index.php). 
Besides the necessity of going through formal education in 
teachers’ training, quantitatively there have been quite big efforts 
in informal teachers’ trainings in Indonesia for those big numbers 
of schools and teachers. Seminars and workshops have been set 
up for the above actors of education by various government or 
non government institutions to allow them to be kept updated. 
However the quality of most schools including the actors 
involved are still in doubt.   
The expertise and professionalism of most Indonesian teachers 
cannot keep up with the growing and changing needs of human 
resource development to face the national and global challenges.  
The geographical condition of Indonesia as an archipelago 
contributes to the problems faced. Most teachers’ trainings are 
held in Java. Limited funds and time from schools and teachers, 
especially from out of town or outside java, have kept away those 
educators from updating their knowledge on continuing basis. 
Specific problems faced by each school or each actor of education 
from time to time cannot be answered by once and a while 
seminars and workshops. Limited infrastructure on 
communication and facilities also contribute to the problems for 
the educators to share and update knowledge among them or to 
find references for self development and life-long learning 
The building of a community of teachers across the country is an 
alternative way to facilitate continual sharing of knowledge and 
experiences among teachers. Building such community is 
expected to be able to motivate and empower the teachers to keep 
updating their expertise and professionalism to face the 
challenges in human resources development of the country. There 
have been such teachers’ communities in Indonesia, though not 
the online ones. However, again problems of infrastructure on 
communication leave those existing community not working at 
their maximum capacity.  
At the same time, internet as a powerful means of communication 
has been growing fast in its utilization in Indonesia. Internet with 
its capacity of closing the gaps on space and time has the 
potentiality to bridge the gaps among educators across the 
country to do networking. Despites of some individual school 
websites or the government official website for educators 
providing information on education, up to now there seem to have 
no online networking media among educators in Indonesia.  
Being aware of the needs of developing the expertise and 
professionalism of teachers, YPVM (Vision and Mission 
Educational Foundation), a non-profit organization was 
established in 1999. This organization actively takes part in 
preparing educators to be servant leaders by holding seminars or 
workshops for teachers, members of the school boards and head-
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  masters especially on the subject of Educational Leadership & 
Management. There have  been efforts to facilitate networking 
among those participants for seminars to keep updating their 
knowledge by giving them opportunities for them to communicate 
with each other or even with the resource persons of seminars and 
trainings held through mails and emails on individual basis, but 
these efforts haven’t been working well as expected. They seem 
to face the problems of coordination and facilitation in motivating 
the teachers to interact and build a community.  
A research has been conducted to try to answer the above 
problems. The purpose of this reseach is to help YPVM to  
realize its vision on facilitating networking among the members 
to motivate and empower teachers to keep updating their 
expertise and professionalism. 
2. BASIC CONCEPTS 
The development of this website for teachers is based on the 
concept of Community Building which, if related to information 
technology, is called Community Networking (Odazby, 2005). 
According to Odazby, Community Networking functions as an 
online media for a community of people with similar objectives, 
to share in order to develop the community formed. The facilities 
provided for this media included features such as forums and 
chatting among members as open communication channels and 
private chatting between certain number of people and emails as a 
closed communication channel.(Schuler, n.d). Odazby and 
Schuler pointed out that community networking which was the 
online version of community building. It had the power to 
facilitate communication among members without any limitation 
of space and had the potentiality to be developed to a large scale 
of networking up to an international scope, although still only 
limited to those who had access to internet.    
The teacher’s community building website is developed using a 
CMS (Content Management System). CMS itself is software to 
facilitate the content, design and publishing management of a 
web (Robertson, 2005). The CMS is used to allow flexibility and 
customization in managing and developing the website for future 
purposes. This flexibility prevents the administrator not to 
depend on the programmers to update the design of the website.  
It also helps the administrator to keep updating the website not 
only with new contents but also with various designs. 
3. SYSTEM AND PROBLEM ANALYSIS 
YPVM, as a non-profit organization, has had no promotion 
media to introduce its existence to the society at large. YPVM is 
using invitation letters and registration forms as media of 
promotion. These basic media of promotion were sent to schools 
and school foundations, limited to East Java. This condition has 
prevented YPVM to be widely recognized. Consequently the 
number of participants was also limited. Up to now there have 
been 30 schools in Surabaya and 25 Boards outside Surabaya 
involving around 150 teachers taking part in the seminars and 
workshops held by YPVM. As it had no system on memberships, 
YPVM had no information on the exact number of members.  
Informally teachers who have participated on the seminars or 
workshops have been automatically regarded as members.  
Registration for the trainings have also been conducted manually 
through phones or returning the registration forms. 
The facilities as members have been limited to information on 
trainings conducted monthly. YPVM still had no media for 
communication among members or between members and 
YPVM. Consequently no significant networking was created 
among the members. It was also difficult for YPVM to contact 
the members if they changed addresses.  Not so much feedbacks 
were gathered from the members to develop the organization. The 
members communicated individually with other participants or 
YPVM staff or resource persons through emails.  
4. SYSTEM DESIGN 
Through an intensive surveys and interviews on user 
requirements, a teachers’ community building website 
(http://www.ypvm.org) has been designed and developed for 
YPVM to facilitate networking and life-long learning among 
teachers.  The definition of the teachers is limited to teachers, 
members of school boards and school head-masters from 
kindergarten up to high school actors of education who become 
members of YPVM.  MySQL Server was used to build the 
database, while PHP, MySQL, Javascript dan OS Windows were 
used to build the application 
This Teachers’ Community Building Website serves as a website 
for YPVM, is used as a promotion media to introduce its 
activities and provides online registration for members and 
participation to the trainings conducted. It also serves as a media 
for networking, equipped with modules on Community Building 
developed using Content Management System. The features of 
the website are as follows:  
a. Community Building  
Community Building is a media provided for its members to 
communicate and share. Thus a network of people with the 
same interest is created. Each member can share his/her 
profile. The members can also send messages or post 
comments to other members. Alerts to members’ birthday 
are also provided. Adopting some features of Friendster, the 
community building system allows each member to have a 
personal space to write his/her profile or to view his/her 
participation on the activities conducted by YPVM. This 
system allows the member to be located, contacted and 
commented by other members. Thus a community will be 
built among the members. As papers of seminars and 
trainings conducted by YPVM can be downloaded from this 
system, members who are not able to participate in those 
activities can still download and learn from the e-materials. 
b. Forum  
Forums for sharing information, ideas and experiences are 
also provided to facilitate discussion with other members. 
Members can create their own groups with specific topics for 
the forum. These forums serve as a media for networking and 
learning.    
Forums can also facilitate further discussion among the 
resource persons of seminars and trainings held by YPVM 
and the members after the seminars or trainings are over.  
To participate in the discussion of certain topics, the 
members have to join the specific group of the forum they 
are interested in. The registered members have the rights to 
suggest topics of discussion in the specific group they are 
registered. The unregistered members are not allowed to read 
and participate in the discussion belonged to the specific 
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  group. This forum is expected to document all postings 
among members, YPVM and the speakers of the seminars 
held to be access later as resources for self development.  
c. Member Registration   
YPVM website allows any non-members to do online 
registration and join as members. Most of the members are 
school teachers who have access to internet.  For those who 
have no access to internet yet, YPVM provides an 
opportunity to register at the office of YPVM by providing 
registration form in hardcopy. The member registration is 
conducted by letting each member to write his/her personal 
data manually such as: name, address, job, position, phone, 
and e-mail. YPVM has a plan to conduct trainings on the use 
of internet for its members. These trainings are expected to 
let this research product contribute maximum benefits for the 
members of YPVM. This feature on online registration is 
expected to help YPVM to have complete information on 
members, process and maintain the data of its members 
efficiently and effectively. 
d. Online Seminar Registration and Promotion. 
An online seminar registration is also provided for members 
and non-members who are interested to participate in the 
trainings held by YPVM. This online registration is expected 
to attract teachers and people in the educational fields to join 
YPVM. This feature cut the process of invitation letters as 
media of promotion, as the members get used to access this 
website regularly. Regular updated news on the availability 
of seminars is provided and accessible for those who have 
access to internet.  
e. Book Review 
Another feature provided is Book Review on collection 
posted by YPVM, allowing members to give comments. This 
feature is equipped by Download Feature used as a media for 
file sharing among members. Those files are mostly slide 
presentations and other materials from the seminars held by 
YPVM.   
5. SYSTEM TESTING AND RESULTS  
The YPVM Website can be accessed by members as well as non 
members. However the non-members can only do the online 
registration and view the front page only.  The members have to 
login to start using the features of this Community Building 
website. The system was tested by entering the name of Silvia as 
a username to login the system. The login page can be viewed at 
Figure 1.  
 
Figure 1. Login Page 
After Silvia has been successfully login, Silvia has the right to 
access the community building and discussion forums. Figure 2 is 
an interface for Silvia’s profile.  
 
Figure 2. Member Profile 
As Silvia enters the system, she is allowed to edit her profile, 
customize her interface, change password, view other members’ 
profiles, send and receive messages, view birthdays, download 
files, join discussion forums, post messages and view book 
reviews. Figure 3 shows the interface of updating profiles of 
Silvia as a member.  
 
Figure 3. Edit Member Profile 
By using CMS, the system provides features for the members to 
customize the interfaces of their web pages to their own choices. 
Using the Customized Interface Feature, the members can change 
the background color, or put pictures at the background. As 
shown at Figure 4, a member uses pictures of Love as the 
interface background of his page.   
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Figure 4. Customized Interface Feature 
The user can also view the profiles of other members as viewed at 
Figure 5. Using this menu, the user can search other members by 
writing the name of the member searched.  
 
Figure 5. Search Other Member 
The User can access the profile of a member by clicking the 
intended photo. The user can send messages, post comments or 
invite the intended member to chat as viewed at Figure 6. 
 
Figure 6. Compose New Message to Other Member 
The members have an Inbox and Outbox to keep messages from 
and to other members.  
 
 
Figure 7. Forum 
To join a group discussion, a member has to register to the 
specific group. Figure 7 shows that Silvia has not yet joined the 
”Pelatihan Teknologi Dasar (PTD)” Group. So Silvia cannot 
access the discussion topics posted in this specific group. On the 
other hand Silvia has joined the group on ”Info Kegiatan 
Sekolah”. So she can access this group, post new topics or give 
comments. Figure 7 shows how Silvia as a member of YPVM is 
making use or the Forum provided at this system. 
Another feature provided is Book Review on collection posted by 
YPVM, allowing them to give comments as viewed at Figure 8. 
 
Figure 8.  Book Review 
Download Feature is used as a media for file sharing among 
members as viewed at Figure 9. Those files are mostly slide 
presentations and other materials from the seminars held by 
YPVM.   
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Figure 9. Download Area 
 
6. CONCLUSION 
The application developed has been tested by the staff of YPVM. 
Questionnaires have also been distributed to gather responses 
towards the appropriateness of the application against the user 
requirements.  The responses of the staff were quite satisfactory 
towards both the completeness and appropriateness of the 
features against the requirements (83,33 %). 
As this application has just been developed, a test to the real 
members has not been conducted yet at this time of writing this 
paper. However this application has also been tested against 
some representatives of users, including the distribution of 
questionnaires for them to respond. They also gave quite 
satisfactory responses on the completeness (75%) and 
appropriateness of the features against the requirements (80 %), 
but they gave better responses towards advantages of the website 
for networking (90 %).  
Based on the responses of the respondents and self evaluation on 
the application, there should be improvement on the features 
provided. More powerful use of CMS has yet to be designed in 
allowing more flexibility in expanding menu and template 
designs, both for administrators as well as for members in 
managing its own personal space. Inclusion of digital library 
collection to be provided for the members will give opportunities 
for members who live far to be able to do the self-learning by 
access to full-texts. There should also be a facility to upload 
papers from the resource persons and writers for YPVM 
magazine. Those papers and online magazine can also be an 
automatic entry for the digital collection of the library. 
Of course the real indicator of success of this website in 
encouraging networking among members and life-long learning 
lies in the growing number of members over the years who do the 
real online networking activities. In due time the indicator of 
success also lies on the increase quality of members and the 
schools where they are associated. It still has to be proven yet. 
There should be another research on this issue.  
Another proof of success of this community building website in 
growing the expertise and professionalism of teachers can also be 
indicated by the knowledge production of each member in any 
form of publication. However this objective has to be 
accommodated by further development of features in the ability 
to upload, share files among the members and integrate those 
publication into the digital library collection of the library. There 
should also be a feature on providing online collaborative 
writings among teachers.  
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ABSTRACT 
Vision and Mission Educational Foundation (YPVM) is an 
educational foundation providing trainings and workshop programs 
as well as seminars for christian teachers. This foundation was 
facing problems in integrating and monitoring all activities anytime 
and from anywhere to be able to produce useful  information 
needed by the foundation to manage and develop further programs.   
A project management system application is developed to aid the 
foundation in executing their programs in its  best performance. 
This application covers access priveleges, jobs arrangement, 
budgeting arrangement of each activity. The data processing are 
integratedly arranged. This applicatrion is developed as a web-
based application using the PHP and Javascript programming 
language and MySQL database system. 
Resulted from the implementation experimentation, it is concluded 
that the application has been successful in managing and 
monitoring every activity conducted. The tasks and budgeting  
activities can also be presented in Ganttt chart form . Thus the 
progress of each activity can be monitored clearly. 
Keywords 
Educational Foundation, Project management, activity 
1. INTRODUCTION 
Vision and Mission Educational Foundation (YPVM) is an 
educational foundation trying to prepare Christian young 
generation to be responsible and productive servant leaders in 
various fields through its efforts in empowering Christian schools. 
The efforts are reflected in providing teacher training programs in 
the form of trainings, workshops and seminars, especially on 
Educational Leadership and Management based on Christian 
values. In the implementation process of their activities, there have 
been some parties involved in planning, organizing, monitoring and 
evaluating. Good coordination in setting the date, place, job 
description of each party involved including the budget planning 
and monitoring the progress of each activity is needed.   
Some parties involved are sponsors, the members of the 
foundation, activity committe, YPVM staffs etc. Some parties such 
as the sponsors and the members of the foundation are not full-
timers. They have their own jobs else where. They also have their 
own schedules. Problems  came up as they have to meet, discuss 
and make decision in planning and implementing the activities.   
Therefore YPVM needs a web-based project management 
application to help planning and managing each activity without 
any limitation on space and time. By then all activities can be 
managed  and monitored by all parties involved anytime and from 
anywhere.  
2. BASIC CONCEPTS 
2.1 Project Management 
According to Schwalbe (2006), Project management is an 
application of knowledge, skills, tools and techniques in a project 
activity to meet the needs of the project itself.  The success of a 
project is not only to cover time management, coverage, budgeting 
and qualities but also has to facilitate all process to achieve the 
goals.  
Project management has a bond with stakeholders. Stakeholder 
consists of those involved in or influenced by a project activity. 
They are sponsors, project teams, supporting staff, customers, 
users, vendors and those who are related to a project. Every 
stakeholder has different needs and expectations.  
According to Marion E. Haynes (1993, p.3), "Project Management 
unify and optimize the resources needed to complete the project 
successfully". These resources include skills, talent and teamwork 
effort; facilities, tools and equipment; information, systems and 
techniques; and money. 
2.2 Project Management Knowledge Area 
 
Figure 1. Project Management Knowledge Area  
(Schwalbe, 2006) 
According to Schwalbe (2006), Project management knowledge 
area describes the key competencies that have to be developed. 
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  Figure 1 shows 9 key knowledge areas from a project management. 
Four key knowledge areas: scope, time, cost and quality 
management are considered keys as they play important roles to 
meet the goal of a project.   
Besides those four knowledge areas, there are also other four 
knowledge areas facilitating project management. They are human 
resources, communication, risk and procurement management. 
Those knowledge areas are the process necessary to go through to 
meet the goal of the project.  
The Project integration management is the ninth knowledge area. It 
is a function to influence and be influenced by the other knowledge 
areas.  
2.3 Schedule Development 
Schedule development uses the results of all project time 
management pre-process to determine the beginning and last stage 
of the project. There are always several iteration of all project time 
management process, before a project schedule be completed. The 
final goal of a schedule development is to set a realistic project 
scheduling to provide a basis on monitoring the implementation of 
a project in the time dimension of a project. The main product of 
this process is a project scheduling, scheduling data model, a 
baseline scheduling, the intended change and the change for 
resources needed, activity attributes, project calendar and project 
management plan.  
One of the tools to help the scheduling development process is 
Gant chart. Gant chart is a tool for providing a standardized format 
to present information on project scheduling with a list of project 
activities from the starting up to the end date of a project in the 
format of a calendar.  . 
3. SYSTEM ANALYSIS 
YPVM is setting up activities such as  seminars, trainings, and 
school grants. So far the implementation of  those activities were 
conducted manually. The preparation, the implementation and 
evaluation process were not integratedly managed. The board used 
Microsoft Word and Microsoft Excell to document the activities 
and budget reports. The non-integrated system created problems 
for the foundation to manage and retrieve any information on the 
activities conducted. As the foundation has been progressing. a 
project management application is needed to manage the needed 
information for all activities conducted.  
4. SYSTEM DESIGN 
The system designed for YPVM involves several parties in its 
implementation such as members of the boards, sponsors, 
implementation committee, resource persons, and YPVM staff.  
Figure 2 shows an example of a flowchart on conducting a seminar 
activity. This process determines when and where a seminar is set 
up and who are involved in the implementation of this type of 
activity.  After this process is completed, an implementation 
committee will take over the responsibility to arrange all 
requirements needed to implement this activity from the 
preparation, implementation up to evaluation stage.  . 
At the preparation stage, the implementation committee is 
responsible for listing the tasks that have to be conducted by each 
appointed member of the committee. The system includes the 
creation of a proposal online. This proposal can be directly viewed 
by the members of the board. Through this system, they can also 
write comments on the proposal or give approvals electronically. 
The approvals will take the activity into implementation stage.  . 
The implementation stage is a process to fulfill the tasks defined 
before. The completed task can be reported automatically by each 
related member of the implementation committee. This process 
ends as all tasks have been completed.  
The evaluation stage is a stage where the evaluation process is 
conducted. At this stage, the system will check on the gap between 
planned activities and its realization. The result of the evaluation is 
presented in reporting formats. The reports will be submitted to the 
members of the board as proofs on the realization of the activities.  
 
Workshop / Training
SponsorSponsorSpeakerSpeakerCommitteeCommitteeYPVMYPVM
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Figure 2.  Flowvchart on Seminar Activity 
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  5. SYSTEM EXPERIMENTATION AND 
RESULTS  
Experimentation on conducting a seminar activity is shown on 
Figure 3 below. It is started by inputting a new event. It is an event 
on a training program for junior high school teachers.  
 
Figure 3. Add New Event 
First, an implementation committee is formed. Members are 
appointed.  Each member of the committee will be assigned job 
descriptions or tasks to be carried out. Each task is divided into 
three stages: planning, realization and evaluation stages. During 
this planning stage, a list of tasks, names of committee members 
and other task predecessors are inputted into the system as seen at 
Figure 3.  Predecessors are determined by inputting the names of 
the tasks and the detailed information of the tasks.  
Figure 4. Task Distribution 
After the job description has been defined, the next stage is 
creating a proposal for that activity as seen at Figure 5. Income and 
expenditure estimation of that event is then inputted.  
 
.  
 
Figure 5. Proposal Inputting 
The second stage is the realization stage. At this stage, the 
implementation of the activities and budgeting is conducted. Figure 
6. shows  an example of a form on income realization of the event 
Figure 6. Budget Realization 
The third stage is evaluation. There are two types of reports 
created: reports on tasks carried out and financial reports. Those 
reports give general and detailed information. Figure 7 is an 
example of a Gantt chart report on tasks carried out. This Gantt 
chart presents a report in a graphical form. At this Gant chart, the 
progress of each stage and the status of each task can be viewed. 
The blue bar shows the completed tasks. The red bar shows late 
tasks. The non color one shows that the task has not been 
conducted yet. There are also milestones of tasks to be conducted.  
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Figure 7. Activity Gantt Chart 
The financial report is an overall report on the estimation and 
realization of income and expenditure. Figure 8 shows an example 
of an over-budget report in the amount of Rp. 250.000,- from an 
implementation of an event on a training program for junior high 
school teachers. The over budget report resulted from the fact that 
the realization of the expenditure was greater than the realization of 
the total income. 
 
Figure 8. Financial Report 
 
This system has been experimented on 10 users. The results can be 
viewed at Table 1, using values from 1 (bad) – 5 (exceptional)  
 
 
Tabel 1. User Experimentation 
No Questions 
No of Respondent 
1 2 3 4 5 
1 
Does  this appliation 
match the system of the 
institution?  
0 0 3 5 2 
2 
How good are the 
features provided by 
this application?   
0 0 1 9 0 
3 
Do the reports procuced 
by the system match the 
needs of the institution?   
0 0 2 7 1 
4 
How good is the overall 
user interface of this 
application?  
0 0 1 7 2 
5 
How good is the overall 
performance of this 
application.  
0 0 6 3 1 
 
Based on the results of  user experimentation as viewed at Table.1, 
70% of the users stated that this application had matched the 
business process of the institution. 90% of the users said that the 
features provided had been good. 80% of the users acknowledged 
that the reports produced had matched the needs of the institution. 
90% of the users said that the user interface had been good, though 
the overall performance of the application is only average.  
6. CONCLUSION 
• The budgeting estimation and realization system for each 
activity can help the foundation in monitoring the 
utilization of budgets.  
• The availability of a clear time-scheduling on every job 
description helps the implementation process of each 
activity carried out as planned. This scheduling system is 
supported by an information system on the tasks that have 
to be completed. . 
• Based on the results of the questionnaires distributed to the 
staff and non staff of YPVM, it is concluded that overall 
the developed application has quite met the requirements.   
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ABSTRACT 
For years, LOGOS Reformed Evangelical Education does not have 
a centralized and organized academic information system. The data 
is being kept in archives and this situation complicates the school 
to control the school’s work and quality, such as student’s grades 
data that are still kept in paper archives, unstructured student’s 
data, manually written cash flow transaction and others. 
Based on that problems, the solution is to make a design and 
implementation of web-based school administration information 
system on LOGOS School. The system will facilitate the 
arrangement and data storage for the school administration 
information system’s data, and the school’s cash transaction 
system. This web based school administration information system 
is using internet as its media, and constructed using PHP v5.0.5, 
PHP Designer 2007  and MySQL 5.0. 
From the implementation and application setting, it can be 
concluded that the system is useful enough to be used as school 
administration information system. However, it also can be 
concluded that there is a lack of interface design in the report 
forms. 
Keywords 
School Administration Information System, Web-based 
 
1. INTRODUCTION 
The school administration and finance at Logos School so far not 
been computerized and is only using Microsoft Excel software. For 
school administration system, do not use the database. Financial 
systems, is very inefficient because they still use the paper and the 
length of time required to calculate the total of revenue and 
expenditure.  
Therefore they need a good information system and computerized 
work processes to support this school. 
 
Because the users of this 
system is not only teachers and employees in school, but also the 
parents who need access to their children’s grade from home, so 
Logos School needed a web-based application. 
2. BASIC CONCEPTS 
2.1 Administration 
• 
Administration has two important aspects, namely: [2] 
• 
Administration of a specific function to control, mobilize, 
develop, and directs an organization that runs by an 
administrator who is assisted by his staff. 
• 
Administration is a joint implementation process or the 
process of collaboration, between groups of people in 
particular to achieve a particular goal that has defined and 
preplanned. Cooperation among people took place in and 
through the organization. 
2.2 Student Information System 
Data processing system of students, teachers and other school 
activities are the main functions in an activity of the school 
administration. Provide better information services to parties 
in that institution and other related parties outside 
institution[1]  
A student information system (SIS) is a software application for 
educational establishments to manage student data. Student 
information systems provide capabilities for entering student test 
and other assessment scores through an electronic grade book, 
building student schedules, tracking student attendance, and 
managing many other student-related data needs in a school, 
college or university. Also known as student information 
management system (SIMS, SIM), student records system (SRS), 
student management system (SMS) or school management system 
(SMS). 
These systems vary in size, scope and capability, from packages 
that are implemented in relatively small organizations to cover 
student records alone, to enterprise-wide solutions that aim to cover 
most aspects of running large multi-campus organizations with 
significant local responsibility. Many systems can be scaled to 
different levels of functionality by purchasing add-on "modules" 
and can typically be configured by their home institutions to meet 
local needs. See Figure 1. 
Until recently, the common functions of a student records system 
are to support the maintenance of personal and study information 
relating to: 
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Figure 1. Diagram showing the importance and result of well 
thought out Student Data Management. [3] 
 
• Handling inquiries from prospective students 
• Handling the admissions process 
• Enrolling new students and storing teaching option 
choices 
• Automatically creating class & teacher schedules 
• Handling records of examinations, assessments, marks 
and grades and academic progression 
• Maintaining records of absences and attendance 
• Recording communications with students 
• Maintaining discipline records 
• Providing statistical reports 
• Maintenance boarding house details 
• Communicating student details to parents through a 
parent portal 
• Special Education / Individual Education Plan (IEP) 
services 
• Human resources services 
• Accounting and budgeting services 
• Student health records 
In larger enterprise solutions that have student data at their core, 
further functions include financial aid management and more may 
be customized by the developer. 
3. SYSTEM ANALYSIS 
Biod
Overall, the manual processes that occurred in the Logos School 
are as follows: 
ata collection consists of two parts, the personal data of 
employees, and the biodata of students. In current systems if the 
user wants to view the data, then the user must open an existing file 
on the biodata administration. 
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start
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Documenting employees made through the curiculum vitae 
proposed by the employees. (Figure 2). The process begins when 
the prospective employee filed an application to the Logos School. 
After passing the selection process by the foundation, if the 
applicant is administration employee, the applicant will be accepted 
immediately, if the applicant was a teacher then the applicant will 
be given special training on how to teach students that are based on 
Christian values. Once training is complete and the foundation 
approved,  the prospective teachers become permanent teachers. 
 
Figure 2. Employee data collection 
Admission of  the students carried out through a new student 
registration form. Students who have been selected and accepted, 
the data stored by the administration. Student data collection 
process is as shown in Figure 3. 
 
Figure 3. Student data collection 
Curriculum distribution is handled by the foundation. The 
curriculum then submitted to the administration to be stored and 
delivered to the teachers who teach, then come to the stage of the 
scheduling details of the curriculum.  
System assessment is conducted by each teacher. Teachers have the 
right to determine the assessment to their students. The grades that 
have been calculated, then  submitted to the administration and to 
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  students or parents of students as a notification. Every day, 
teachers make a report evaluating each student, which will then be 
submitted to the administration. Daily values will be accumulated 
into a report values per week, and then from those reports will be 
compiled as report cards on each term. This process, as shown in 
Figure 4. 
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Figure 4. Grading system 
4. SYSTEM DESIGN 
In the Data Flow Diagram (DFD) on Figure 5 can be seen that The 
Logos School System consists of four main systems of registration 
systems, learning systems, assessment systems, and administration 
systems. Admission system begins when the parents enrolled the 
students by filling out the student data on the registration form, 
then this data will be stored into the student and parents database 
on student registration process.  
Teaching and learning system begins when the foundation 
curriculum materials distributed to the administrator, then the 
administrator will distribute the schedule of lessons in accordance 
with curriculum materials. Teachers will be notified of teaching 
schedules and the biodata of students in classes he taught. Students 
can view the schedule via the internet. Once that happens everyday 
educational process which is accompanied with several 
announcements that can be viewed by students via the internet.  
Assessment system starting from the day-to-day assessment 
conducted by teachers against students. Teachers will fill the daily 
grades to the database, then from the day-to-day grades, it will be 
the process that will produce a report calculating the value (on 
average) each week. The process of making the report card each 
term is also based on the average weekly value of the student. 
Results from this report will be deposited into a special database 
that stores data for each term to the students report card.  
System Administration covers the development of curricula by the 
foundation, creation of class schedules and lessons, school revenue, 
school spending, school announcements, and delivery of student 
report cards to the foundation. 
Application to be designed is a web-based application software it 
could take several supporters among others: 
• Apache 2.0.55, was used as a web server 
• PHP version 5.0.5, is used to execute PHP scripts contained in 
files with extension. PHP (included in installation package XAMPP 
1.5.0-pl1). 
• MYSQL 5.0, is used as a database  
• PHP Designer 2007, used to create interfaces and programming 
 
• phpMyAdmin 2.6.4-pl3, used as a program assistant MySQL 
database administration. 
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Figure 5.  DFD of Administration Information System on 
LOGOS School 
5. RESULTS AND SYSTEM TESTING 
 
Biodata 
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  At first the system testing begins with entering biodata of students. 
Administrator entering data pertaining to students from the 
registration form. After filling the data, the status of students is not 
registered automatically because students are still considered to 
apply only. After completing the financial administration of 
building fund, the student status is converted into an active student, 
at the same time the system will automatically give the Registration 
Number to the students. (Figure 6). 
 
 
Figure 6. Form filling new student biodata 
For the biodata for teachers and employees, administrators enter 
the data in relation to teachers or employees concerned, the 
important thing to consider is the position to the teacher / 
employee. Then the system will automatically issue the Employee 
Number of teachers or employees. Data marked with an asterisk (*) 
must be filled out correctly. Form for new teachers and employees 
can be seen in Figure 7. 
 
Figure 7. Form new teachers and employees 
Curriculum 
This feature serves to store data for each level of academic 
curriculum and each of the existing term. One academic level is run 
for one year, each  year divided into four terms, and each term has a 
period of ten weeks. Changes can only be done by the 
administrator. Form to view a list of curriculum as shown in Figure 
8.  
 
Figure 8. Form to view a list of curriculum 
Grading System 
 
Figure 9. is a form to enter the daily grades of students. Only 
teachers can entering the grades. Other users can only view the 
student grades. There are two types of grades, firstly is the value in 
number (optional), secondly is the descriptions from the teachers 
concerned about students related with the theme of the criteria. 
Teachers have the rights to make changes to the value already 
entered.  
 
Figure 9. Form to enter the daily grades of the students 
Weekly grade can be obtained by dividing the total grades of a 
student in one week with a total attendance of the student. Form of 
the weekly reports can be seen in Figure 10. 
Final report is a result of the division of the total weekly grades of 
students with a number of weeks during one term, but for the 
description, teachers need to fill manually. After filling is 
completed, the Submit button is pressed, then the outcomes of 
these assessments will be saved and the system will display the 
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  relevant results of the student report card complete with the 
progress of the students accompanied 
 
with graphs, in accordance 
with their respective assessment criteria. The results of report cards 
can be seen in Figure 11. 
 
 
Figure 10. Form to view weekly grades 
 
 
Figure 11. Form of the final grades result 
Financial administration 
This feature has two parts, namely student payment menu that 
serves to record cash receipts from students, and student financial 
administration menu that serves as a processor receiving reports 
from students. This menu is only accessible by administrators and 
the foundation. Administrators act as data processors, while the 
foundation can only view the existing data. For cash receipts, the 
administrator must enter financial data and after being stored, the 
system will display the detail transactions that occurred (Figure 
12). 
 
Figure 12. Form to view payment of the student 
 
For Students Finance Administration, the administrator must enter 
the month and year of the transaction receipts from students, then 
pressed the button. The system will automatically calculate in detail 
and display the transaction report that occurred in that month. 
Results ot the reports can be seen in the Figure 13. 
 
 
Figure 13. The students financial administration report 
6. USER EVALUATION 
 
Evaluation of this system is done by analyzing the results of 
questionnaires from some users who carried out tests on this 
system. Users include the following: Administrator, Teacher,  
Parents, General User. 
The evaluation criteria to be used on Table 1 are : 
Assessment using a scale of 1 to 10, where the value of 1 
represents lowest value while the value of 10 represents the highest 
value. 
1. Feasibility of the software  
2. The accuracy of the data presented 
3. Speed to presents information 
4. Ease of using the software 
5. User interfaces appearance 
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  Table 1. User Evaluation 
       Criteria    
   User                    
1 2 3 4 5 
Immanuel S     8 9 8 8 7 
Pitra  8 7 8 7 7 
Tika  8 9 9 9 7 
Stefanie  8 7 7 7 6 
Sylvia  8 8 8 7 7 
Total 40 40 40 38 34 
 
7. CONCLUSIONS 
Broadly speaking, through a user evaluation results showed that in 
terms of appearance and ease of the program scored to 72%, in 
terms of accuracy and speed of the program scored to 80% and in 
terms of feasibility of the program scored to 80%. So we can 
conclude that the system is feasible to use as the school 
administration 
 
• 
• 
This LOGOS School Administration Information System 
has been able to run the administrative information system, 
student data collection system, data collection system of 
curriculum, assessment system includes a chart of students 
progress reports and the financial system. 
• 
After evaluating the implementation of this application and 
analyze the results of questionnaires relating to the display, 
can be concluded that the information presented, especially 
in the form of the report is still less attractive. 
 
From the results of questionnaires about the software 
showed that in terms of appearance and ease of the program 
scored to 72%, in terms of accuracy and speed of the 
program scored to 80% and in terms of feasibility of the 
program scored to 80%. So we can conclude that the school 
administration system is feasible to use to process data 
streams at Logos School. 
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ABSTRACT 
The optical communication is one of the important systems in the 
field of communication. To communicate between two locations, 
there need to use an adjustable light source to send photons or light 
wave to the light sensitive photodetector which can detect or collect 
the light waves.  For the first consideration of the system the laser 
beam transmitter is needed to be constructed. Then the second part 
is to implement the laser beam receiver. Modulated laser beam 
transmission is applied in communication. Semiconductor laser 
diode is used as the light source.  The receiver is tuned to receive 
the modulated laser and rejecting the unmodulated wave. The third 
part of the system is interfacing. It is to be constructed to convert 
analog signal to be proceed for computer for further processing. 
This analog to digital converter hardware circuit is then interfaced 
with computer line printer port for the purpose of getting  
information of the  incoming signal from the hardware circuit. The 
communication range is mainly depend on the intensity of the laser 
diode, transmissitivity and the sensitivity of the photodector. 
Keywords 
opticalcommunication;photodetector;laser;  A/D converter   
1. INTRODUCTION 
Laser beam communication can demonstrate the elementary 
concept of modern communication system.  In this process laser 
beam is needed to be modulated. Such modulation adds 
information (message signal) and carried to be transmitted to a 
distant location. Most of the method chosen for optical 
transmission system is a simple on/off light pulses that carry 
information. The transmitter unit comprises of buffer amplifier and 
voltage controlled oscillator circuits and the current driver circuit 
for the laser.Basically the optical communication system works via 
waves , either sound or EM wave (Radio , Infrared , Laser). The 
distance between the light source and the object of detection is 
doubled , the intensity of the light shining on it becomes one-fourth 
of what it was. This is the reason why the technology to send light 
from one point to another was very inefficient. Whereas the light 
from other sources spreads out, but laser is extremely directional. 
The potential for transferring information using laser was great. 
The basic process of the communication system is sending 
information from one place to another. It consists of an 
information source and destination connected by a communication 
media,hat transfer messages from transmitter to receiver. The 
communication channel is the path or medium for electrical or 
electromagnetic transmission between the transmitter and the 
receiver. This may be guided or non-guided channels such as radio 
wave, microwave and the laser beam. The potential for transferring 
information by laser is very efficient because of the properties of 
the laser beam: directional, coherence, and monochromaticity [7]. 
At the receiving end,it is required that a corresponding back-
mapping is done to reconvert the signal into the original message. 
This process is referred to as the demodulation. The associated 
module with this process is the receiver.  In the entire process the 
laser transmitter, laser beam detector, phase locked loop operation 
and analog to digital conversion are the main performance in 
implementing the system.The complete functional block diagram 
describes overall circuitry processing of the implementing system.  
The basic function of this system delineates the transmission of 
audio signal carried by modulated laserbeam and place  
information to a point where the laser focuses on the 
photodetector. The message siganl must be extracted from the laser 
beam where sound signal is recovered from the laser for listening. 
In this modulated laser based communication system, the receiving 
audio signal is needed to be converted in the form of do that it can 
be interfaced and the digitized signal is visualized on the PC’s 
screen provided by VB software program. The range of the laser 
based communication is fundamentally depending on the  power 
the laser beam used in  the transmitter and the sensitivity of  the 
optoelectronic sensor. 
In this paper, audio transmission based on the laser beam is 
described with the use of laser pointer as a source and the 
phototransistor is applied for the laser beam detector. The first part 
introduced the introduction of the system. The second part 
delineates background of laser communication and laser pointer 
characteristics. The third part includes design and implementation 
of the system. The final part described the conclusion of this paper. 
2. BACKGROUND 
2.1 Laser Communication 
Since the basic process of the communication system is sending 
information from one place to another.It consistsof an information 
source and destination connected bya communication media,that 
transfer messages from transmitter to receiver.The communication 
channel is the path or medium for electricalorelectromagnetic 
transmission between the transmitterand the receiver. This may be 
guided or non-guidedchannels such as radio wave, microwave and 
the laser beam. When the communication medium is air, there is 
little impedance to prevent a particular pulse shape from reaching 
its destination in the same configuration as whenit is transmitted.  
The potential for transferring informationby laser is very efficient 
becauseof the propertiesof the laser beam: directionality, 
coherence, and monochromaticity [7]. 
In this case, the signal must be attached to or superimposed on 
other voltages at frequencies that move easier in the transmission 
medium. The process of attaching signals to other easier to 
propagate signal (carrier) is called modulation. In design and 
implementation of this system the transmitter unit comprises of 
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  inverting amplifier for pre-emphasis and voltage controlled 
oscillator circuits and the current driver circuit for the laser. The 
semiconductor laser diode from the laser pointer module having 
the output power of less than 3 milliwatt is used as the source of 
laser emitter.   
2.1 Laser Diode 
Most of the low power (< 50mW) laser diode are designed to be 
running in a continuous mode to be rapidly modulated. In order to 
understand the basic workings of a laser, it is not necessary to 
understand advanced mathematics or physics. All lasers contain 
the same basic elements: an amplified medium, feedback, and a 
power supply. The output of the laser diode is a function of the 
current flowing across the active junction region. The spot size of 
laser beam is a function of the current flowing across the active 
junction. The spot size of laser beam becomes enlarge due to 
attenuation as it passes through the air around its environment. In 
this paper the available 3mW (milliwatt) laser diode is used in the 
laser beam transmitter circuit. It is class II type, 3 mW output 
power is in wavelength between 630 nm and 680 nm of visible 
region [5]. 
 
2.2 Characteristics of  Laser Pointer 
Laser pointers are manufactured in a variety of "colors" 
(wavelengths) ranging from green (532nm) to  red (670nm). Our 
eyes respond to green light (~ 555nm). A green laser pointer  
appears brighter than  a same power red laser pointer. The most 
common and  inexpensive laser pointer wavelength is red(670nm). 
Class I lasers are those lasers which generate such a low powered 
beam that it cannot cause damage to anyone or anything. People 
can look directly into a Class I laser all day without any damage to 
their eyes.Class II lasers are those which have a visible beam with 
a power rating not exceeding 1mW. Class III lasers produce 
enough power to be dangerous to an eye. When a laser is directed 
into an eye the light is focused to a small spot on the retina and 
cause damage to the retina. These lasers are labeled with a red and 
white "DANGER" sign warning people to avoid getting the direct 
beam into the eye.Class IV lasers will produce serious eye damage 
even from scattered reflections of the beam. These lasers will also 
produce serious skin burns if a person is exposed to the beam [5]. 
3. DESIGN AND IMPLEMENTATION OF 
THE SYSTEM 
3.1 Laser Guided Audio Transmitter 
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Figure 1. The basic block diagram of transmitter 
The basic block diagram described in Figure 1 fundamentally 
composes of  three parts: a buffer amplifier circuitry , a pulse 
position modulator , and the laser beam driver circuitry. The 
analog audio signal from the output of headphone is inputted to the 
buffer amplifier unit. The voltage to frequency circuit provides the 
frequency changes by modulating input voltages from the amplifier 
circuit. It can also be called the pulse position modulator. The last 
part is the current amplifier unit which amplifies the current by the 
action of transistor functions. The detailed circuit of transmitter 
section and it's part are also expressed in forwarding section. 
3.2  Design of Audio Receiver System 
Figure 2 is the complete block diagram of the  receiver. The basic 
block diagram is a combination of the circuit of  laser light 
detection by phototransistor, signal amplifier circuit , phase-locked 
loop design,  low-pass filter circuit and the power amplifier circuit.  
The detailed functions and basic operations are expressed and also 
the necessity figures are also described in this section. The whole 
receiver unit is supplied by the constant voltage regulator supply 
voltage. 
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Figure 2. The block diagram of audio receiver 
In the laser receiver circuitry, a phototransistor is used as the light 
detector and this provides good sensitivity at the higher frequency 
and in this case laser beam as the carrier frequency. The pulses of 
laser cause the collector-emitter resistance of phototransistor to fall 
slightly, and this generates the negative pulses at the collector of 
the transistor. The output from the phototransistor is low only a 
few millivolts or less. A stage of amplifier is essential to boost the 
signal. A high gain common emitter transistor serves as the initial 
state of  the signal amplify stage.   
The two-stage amplifying circuit is designed with LA 3161 and 
LM 741 op-amps for the signal amplifying stage. The task of an 
audio amplifier is to take a small signal and make it bigger without 
making any other changes in it. LA3161 has built in regulated 
voltage circuit so it is used to amplify the audio signal as a 
preamplifier. In the amplifying circuit, two op-amps are connected 
in series. The two amplifiers are functioned as inverting amplifiers 
The output of amplifying state is then connected to the input of 
phase-locked loop circuitry constructed by using 4046B PLL chip. 
  
3.2.1 Light Sensor Used in Photodetector Circuit 
The detection of optical radiation is usually accomplished by 
converting optical energy into an electrical signal. Optical 
detectors include photon detectors, in which one photon of light 
energy releases one electron that is detected in the electronic 
circuitry, and thermal detectors, in which the optical energy is 
converted into heat, which then generates an electrical signal. 
Often the detection of optical energy must be performed in the 
presence of noise sources, which interfere with the detection 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
428
  process. The detector circuitry usually employs a bias voltage and 
a load resistor in series with the detector. The incident light 
changes the characteristics of the detector and causes the current 
flowing in the circuit to change. The output signal is the change in 
voltage drop across the load resistor.  
 
3.2.2 Phototransistor 
In this paper a phototransistor is used as a light detector. It is a 
transistor whose collector and emitter currents are directly related 
to the light incident on the base region of the transistor. Although 
any transistor will respond to light , the phototransistor has some 
features that make it more sensitive at a certain wavelength of 
light.  When the base is illuminated with the correct wavelength of 
light, electron-hole pairs are formed in the base which creates a 
base current .  Phototransistors are solid state light detectors that 
possess internal gain.The speed of response of a phototransistor is 
dominated almost totally by the capacitance of the collector-base 
junction and the value of the load resistance. A phototransistor 
takes a certain amount of time to respond to sudden changes in 
light intensity. 
Table 1. Phototransistor voltage and current with variable DC 
voltages 
Supply 
Voltage(V) 
Voltage 
Drop(V) 
Current(mA) 
with day light 
Current(mA) 
with Laser 
light 
2 1.69 1.25 0.25 
3 2.73 1.5 0.25 
4 3.7 3.7 0.46 
5 4.8 4.8 0.56 
6 5.76 5 1.2 
7 6.15 5.2 2.3 
9 10.7 5.7 2.6 
3.3 Two-stage Amplifier 
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Figure 3. Two-stage amplifier 
The two-stage amplifying circuit design with       LA 3161 op-amp 
and LM 741 op-amp is shown in Figure 3. The task of an audio 
amplifier is to take a small signal and make it bigger without 
making any other changes in it. In the amplifying circuit, two op-
amps are connected in series. The two amplifiers are functioned as 
inverting amplifiers. The input signal is applied through a series 
input resistor R to the inverting inputs.  
The output is feedback through Rf
The circuit properties are dependent upon the external feedback 
network and thus easily controlled by external circuit elements. 
The output voltage can never exceed the power supply voltage [2]. 
. Negative feedback stabilizes 
against almost any type of disturbance. The gain can reduce to 
feedback a negative signal from the output which cancels parts of 
the input because negative feedback helps to overcome distortion 
and non-linearity. It also flattens frequency response.  
 
3.3.1  Function of 4046 B PLL in Receiver Circuit 
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Figure 4. Basic block diagram of  phase-locked loop( PLL) 
Figure 4 shows the basic block diagram of phase locked loop. The 
input signal from the output of amplifier circuitry is applied to one 
of the phase comparator inputs of phase-locked loop circuitry pin 
(14). The 4046B can be used as PLL and not just a voltage-
controlled oscillator (VCO). The center frequency is set 
approximately 100 kHz. The output from VCO is connected to 
phase comparator. The resistor and the capacitor pair formed a low 
pass filter between phase comparator's output and the input of 
VCO. The audio output signal is obtained from low-pass filter via 
an integral source follower stage. The voltage controlled oscillator 
input requires one external capacitor and one or two resistors 
determine the frequency range of the VCO.  
The frequency capture range is defined as the frequency range of 
input signals on which the PLL will lock if it was initially out of 
lock. The frequency lock range is defined as the frequency range of 
input signals on which the loop will stay locked if it was initially in 
lock. The capture range is smaller or equal to the lock range.  
3.4 Design of  Sallen- key Low Pass Filter 
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Figure 5.  Sallen-key low pass filter 
The Sallen-key filter is a popular filter due to it's versatility and 
ease of design. In this filter, there are two low pass RC circuits that 
provide a roll-off -40 dB/decade above the critical frequency. One 
RC circuit consists of RA and CA, and the second consists of  RB 
and CB
The critical frequency for 2nd order Sallen-Key filter is   f
.  
c= (2
RA RB CA CB  ) -1.The op-amp in the second–order Sallen-
Key filter acts as a non-inverting amplifier with negative feedback 
provided by the R1 / R2 circuit. The damping factor is set by the 
values of R1 and R2, thus making the filter response. The R1 /R2
In Figure 3.5, non-inverting Sallen-Key is designed so that the 
input signal is not inverted. The low pass filter characteristic is 
shown in Figure 6. The gain option is implemented with R
 
ratio must be 0.586 to produce the damping factor of 1.414 
required for a 2nd order Butterworth response [3]. 
A and 
RB. The two resistors, R1 and R2 ,and the two capacitors CA and 
CB 
 
are connected to the op-amp's non-inverting input.  
 
 
Figure 6.  The curve for low pass filter characteristics 
 
3.5  Power Amplifier LM 386 Op-Amp Circuit 
The power amplifier supplies sufficient power to the headphone or 
speaker to enable the speech coil to move in and out by the 
required amount. A power amplifier should not be confused with a 
voltage amplifier which supply currents of up to several amperes 
and enable the speaker cone to move at frequencies of between 10 
Hz and 20 kHz. Figure 3.7 shows the circuit diagram of LM 386 
power amplifier circuitry as the part of the laser beam guided audio 
receiving system.The signal from the low-pass filter is fed to this 
power amplifier circuitry which provides an excessive output 
signal. Additional external components can be placed in parallel 
with the internal feedback resistors to tailor the gain and frequency 
response for individual applications. This amplifier will operate 
over a wide-range of voltage between 4V-12V [2]. 
Vin
 
Audio Output VR1
 + 
-  
LM386  
R2  
 
R1
 
C1
C2
 
 
Figure 7.  Power amplifier circuit 
4. INTERFACING WITH ANALOG WORLD 
4.1 Analog to Digital Conversion 
Analog to digital conversion is an electronic process in which a 
continuously variable signal is changed, without altering its 
essential content into a multi-level signal.The input to ADC 
consists of a voltage that varies among a theoretically infinite 
number of values. The output of ADC has defined levels or states.  
The simplest digital signals have only two states, and are called 
binary.  All whole numbers can be represented in binary form as 
string of ones and zeros. Digital signals propagate more efficiently 
than analog signals because digital impulses, which are well-
defined orderly, are easier for electronic circuits to distinguish 
from noise, which is chaotic. This is the advantage of digital 
modes in communications. This paper aims to create 
hardware/software combination to convert audio signals into its 
digital counterpart [4]..  
This is to be achieved by creating ADC hardware that is capable of 
converting at least twice the highest frequency of audio waves. To 
attain control of ADC device, the hardware circuit is connected via 
the parallel port, which is being controlled by the program 
software. In this thesis, the National Semiconductor ADC 0804 
Analog-to-Digital Converter chip is used. The ADC 0804 uses the 
method of successive approximation to generate a digital code that 
is proportional to the applied analog input. The ADC requires a 
free running clock in a specific frequency range to convert drive 
the conversion circuitry.  
4.2 Interfacing with PC’s Parallel Port 
For interfacing process the analog signal of the system must be 
converted to digital form. This action can be performed by analog 
to digital conversion process. The interfacing circuit is an essential 
part for the connection of real world and the computer. The 
purpose of the interface circuit is to convert the analog signal to 
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  binary signal thatis suitable for the computer. The binary output 
from analogto digital converter will enter a specialized interfaced, 
a port. The program which is run by computer, will periodically 
examine the data input at this portand processing it. The parallel 
port of a PC has 8 data outputs and 9 handshake lines- 5 input lines 
and 4 output lines. This makes it easy to interface a wide range of 
user add-ons to a PC’s port [6]. 
ADC 0804 Multilplexer74LS157
PC’s Parallel 
port
Analog 
input 
Displayed 
data
 
Figure 8. The basic block diagram of analog interfacing 
For a given known input voltage, the software converts the 
corresponding binary numbers from ADC to ordinary decimal and it 
will be displayed on the screen. Input voltage can be varied DC 
voltage range of 0 to + 5V. Once ADC 0804 makes a digital 
conversion of the analog voltage on it's pins, the multiplexer 
74LS157 is used to read a nibble data at a time, and then it switches 
to the other nibble and reads it. The software can be used to read the 
nibble from the Status port. After receiving two nibbles, into a byte 
raw value and display it on screen. The Status port is read and the 
most significant bit, corresponding to the Busy bit pin) is inverted 
using the exclusive-or function [1]. 
To make above hardware work, the multiplexer must be initialized 
first to switch either inputs low nibble or high nibble of 8 inputs 
from ADC. The least significant is read first and put A/B to low. 
The strobe is hardware inverted and then set Bit 0 of the control 
port to get a low on Pin 1 in parallel port . To start the conversion 
process WR  is taken from low to high. Once the low nibble is 
selected, least significant bit can be read from the Status port. The 
Busy bit is hardware inverted and then XORed with 0x80 to toggle 
it back. The most significant nibble of the the results are only 
interested, and thus AND the results with 0xF0 to mask off the 
least significant nibble, and shift the nibble just read to the    
position of least significant nibble of variable. To get the most 
significant nibble, the multiplexer is needed to be switched to 
select input B and put the two nibble together to form one byte of 
digital value. This digital value can be returned to graphical 
interface to display it.[1] 
Visual Basic program provides pre-built graphic user interface 
components and easily manipulate layout and component 
properties. VB also lets run the application while building it. The 
dialog box provides user to set sampling time. It also gives the 
option to choose running mode either just sampling the number of 
samples that user input or infinite sampling mode. The display can 
be stopped any time by pressing the Stop button. 
 
Figure 9. The graphical user interface of the system 
5.  CONCLUSION 
Communication occurs when information is transmitted between an 
information source and the user of that information. There must be 
a transmission medium or channel between the source and the 
receptor . The laser beam is used as a communication medium. The 
range of the laser-based communication system may is 
fundamentally depend on the power the laser beam used in the 
transmitter and the sensitivity and the spectral response 
characteristics of  the visible light detector.  In this paper the audio 
signal is used as an information source and laser beam is applied as 
a high frequency carrier mediumwhere a carrier is a wave having at 
least one characteristic that may be varied from a known reference 
value by modulation. The intensity of the laser beam is being 
modulated to carry the information source to the other point of the 
receptor is placed. The receiving audio signal is needed to be 
converted in the form of digital so that it can be interfaced and the 
digitized signal isvisualized on the PC’s screen provided by VB 
programs.  The ADC 0804 hardware circuitry is built and connected 
to the PC's parallel port to process the visualization of data. The 
data visualization is monitored on the PC so as to detect any 
interference between the transmitter and receiver circuit.. The 
system can be useful in optical communication as well as data 
visualization applications. The performance of this system will be 
better if the high output power of laser diode can be used and the 
light detector of having a wide sensing area and the fiber optic cable 
is used as the communication medium. 
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ABSTRACT 
Steganography is a science and art which explains about how to 
hide secret information in to another media that make people does 
not realize the existing of this message. But steganography has a 
significant weakness, that is the operation has been widely known. 
Therefore the writer tried to combine two methods; The first 
method was Least Significant Bit for Steganography and the 
second was Substitution Monoalphabetic Cipher for 
Cryptographic. The combination of the two methods was carried 
out into media picture 24 bit due to this media was not used up the 
resources memory. So that, it is very possible to send image media 
through email. By applying the two methods, it is hope that the 
message’s security is safe from the disturbance of other people who 
does not have authority to read the message.   
Keywords 
Steganography, Least Significant Bit, Monoalphabetic Cipher 
Substitution, Image. 
1. INTRODUCTION 
Message is something that is very secret and should be known only 
by the sender and recipient, therefore the sender does not want if 
the contents of their message are known by other people who does 
not have any authority to read the message. By seeing this 
condition, the writer was trying to build a message security through 
image application. Why using this media? Because image media is 
commonly used when someone wants to send picture through 
email, and its size is not too big, so it is easy to send. then, another 
question appear : why should a message be hidden if media mail 
has been very secure? 
An idea was found when the writer was working in one of leading 
state-owned enterprise in Indonesia, where its  network security 
still have problem, as reading someone’s email is not so difficult. 
However, the discussion about reading the other person’s email 
messages is out of the writer’s boundary. 
The commonly used method for securing message is cryptography 
method, which is used for security system with encrypting data 
inside. But, the disadvantage of this method is that everyone can 
see that the message has a confidential and it will raise the desire 
for someone (so called cryptanalyst) to break the confidentiality in 
the message. For this reason, a developed method from 
Cryptography, Steganography, is emerged. But, it also has 
drawback in terms of data security; the lack of this method is the 
quality of the data as a container for message will be disturbed 
(Munir, 2004). These deficiencies can arise the desire of  so called-
steganalist to dismantle the message, after they felt sure that the 
file has a hidden message 
To minimize the weakness, the writer tried to combine the method 
of cryptography and steganography for a more complex security 
message. The containers used to hide the message, is image media 
as described at the beginning of the introduction. 
This paper is based on previous study ever with title “Making 
Application Steganography (Embedding Message in Picture)” by 
Kurnia Windyartinigsih in 2007. 
2. FUNDAMENTAL THEORY 
In this software development, cryptography process was done and 
followed by steganography process. Figure 1 shows the process 
details.  
 
Penyisipan Data
Data
Media
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Media yg telah 
disisipi data
Pengirim
Jaringan Komunikasi Data
Media yg telah 
disisipi dataEkstraksi Data
Kunci
Data
Media
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Figure 1. Inserting message system diagram 
3. STEGANOGRAPHY 
3.1 LSB Method 
There are two steps in steganography system. They are hidden 
process and recovery data from the file repository. Data hiding is 
done by replacing the bits of data in the segment images with 
multiple bits of data secret. In arrangement of bits in a byte (1 
byte=8 bits), there is the Most Significant Bit (MSB), and the 
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  Least Significant Bit (LSB). The least significant bits will be 
replaced with a bit of the secret message. 
 
Bits suitable for this change is LSB, because that change is just 
change one byte value higher or one lower than the previous value. 
For example, if the byte supposed to show red color, the change 
one bit LSB will not change the red color in a significant way. 
Afterall, the bare human’s eyes can not identify such small 
changes. 
Example of the image data segment before change: 
0 0 1 1 0 0 1 1 1 0 1 0 0 0 1 0 
1 1 1 0 0 0 1 0 0 1 1 0 1 1 1 1 
Image data segment after ‘0 1 1 1‘ are hidden: 
0 0 1 1 0 0 1 0 1 0 1 0 0 0 1 1 
1 1 1 0 0 0 1 1 0 1 1 0 1 1 1 1 
So the data that are intended to be inserted, by replacing the last 
bit. 
3.2 The Data Size in Image 
The size of hidden data will depend on the size of the image 
containing it. In 24-bit image which has size 256*256 pixel, there 
are 65536 pixel. Each pixel’s size is 3 bytes (Red, Green, Blue 
components), means a total of 65,536*3=196,608 bytes. Because 
each byte can only hide one bit in its LSB, then the size of the data 
to be hidden in the image maximum is 196608/8= 24576 byte. The 
greater data hidden in one image, the greater possibility of damaged 
data in the image manipulation contain. 
4. MONOALPHABETIC CIPHER     
     SUBSTITUTION METHOD 
Monoalphabetic Cipher Subtitution Method was derived from the 
caesar method used by Roman emperor Julius Caesar, but because 
it is easy in dismantling the lock on the method, monoalpabetic 
cipher substitution method was developed. The principle of caesar 
method is to shift each letter that include as many as three, or the 
amount of shift is k=3. So if we write A alphabet so the output is D 
alphabet. Monoalphabetic cipher substitution of replacing the letter 
with another letter or a specific symbol, depending on the number 
of letters and symbols available. 
For Example Letter Becoming Key : 
Letter Key 
a ! 
b @ 
c # 
d $ 
e % 
f ^ 
g & 
h * 
i ( 
j ? 
k > 
 
5. INSERTION KEY MESSAGES 
The process of inserting the key message are: 
1. subtitute the original message into a key message. 
if(message[x]= 'a') 
           message[x]='?'; 
 else if(             ) 
2.  The subtitute message was inserted to an Image which is 
already loaded 
BinaryMessage=BibaryMessage+binary 
(AsciiToInt(message[x])); 
3.  Save Image 
6. READING MESSAGE IN IMAGE 
The process is the anthithesis of the image insertion process, 
namely: 
1.  Image contain message is loaded, continue with reading the 
message on that image 
message=message+chartoascii                 
(decimal(BinaryMessage.SubString(n,8))); 
2.  The message resulted from the image reading is subtituted by 
key messages 
    if(message[x]=='?') 
    message[x]='a'; 
    else if (              ) 
3.  The message included in the process insertion of the key 
messages can be read, according to its original form. 
7. SOFTWARE ANALYSIS 
 Software interface consist of Login Form, Change Password Form, 
Steganography Encryption Form, and Steganography Decryption 
Form. 
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    Figure 2. Steganography encryption form 
 
 
Figure 3. Steganography decryption form 
8. IMAGE TESTING 
The Message inserted in Figure 4 was  “Bersatu Kita Teguh 
Bercerai Kita Runtuh.” after the message was inserted, the image 
did not visibly changing because bit that were replaced not too 
significant in the image quality. See Figure 5  
 
Figure 4. Image not inserted message 
 
 
Figure 5. Image after inserted message 
In the test above, the usage of cryptography would not seen 
because the message that already crypt has been opened at the time 
of decrypting the message. 
Figure 5 shows that the message on the image was opened using 
LSB method only. 
If the image was opened by only using the LSB method, the 
message obtained would be  
s=8#?6@Wl|6?WV=>@<Ws=8[=8?|W          l|6?WC@96@<*   
and not  “Bersatu Kita Teguh Bercerai Kita Runtuh” 
10. TESTING IMAGE WITH HISTOGRAM 
In figure 4 and figure 5 the writer compare between the two images, 
which is seen by the naked eye. Surely the human eye can not 
notice a difference between the second image, which is why the 
author uses a histogram to show whether there is a significant 
difference between the image that has been inserted with the 
message that the message has not been inserted. See Figure 6 
Figure 6. Images with comparative histogram 
Of Figure 6 shows that by using the histogram differences between 
the two images are not seen to be significantly different. 
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  11. CONCLUSION 
Based on the results of the analysis, a software tool to inserting and 
extracting message into image has been successfully developed, 
and before the message is inserted into the image, the message will 
get cryptographic process first. Although someone has managed to 
uncover a secret message that has been inserted, they will get only 
the messages that can not be read. 
In LSB method, only the last bits are going to be changed, because 
using the other bits has high probability to reduce the image 
quality. 
Both methods still can be developed with the addition of other 
methods, either using a random function on the pixels or use the 
XOR function, before the bit is inserted in the message. The more 
security is applied, the safer the message will be. 
12. REFERENCES 
[1] J. Cox, Ingemar, et all. 2007. Digital Watermarking and 
Steganography. USA :Morgan Kaufmann 
[2] Masaleno,Andino.2006.Pengantar Steganografi.Online : 
www.ilmukomputer.com. [18 Maret 2009] 
[3] Munir, Rinaldi. 2004. Pengolahan Citra Digital.Bandung : 
Informatika Bandung. 
[4] Kurniawan, Yusuf. 2004. Kriptografi Keamanan Internet dan 
Jaringan Komunikasi. Bandung : Informatika Bandung. 
 
 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
435
  Feasibility Analysis of Zigbee Protocol  
 
in Wireless Body Area Network  
Vera Suryani 
Informatics Engineering Dept. 
Institut Teknologi Telkom 
Jl. Telkomunikasi no 1 
Bandung, West Java, Indonesia 
+62227564108 ext 2107 
vra@ittelkom.ac.id 
Achmad Rizal 
BioSPIN RG 
Institut Teknologi Telkom 
Jl. Telkomunikasi no 1 
Bandung, West Java, Indonesia 
+62227564108 ext 2014 
arl@ittelkom.ac.id 
 
 
ABSTRACT 
In this paper, we describe feasibility analysis of Zigbee protocol 
in Wireless Body Area Network (WBAN).   We use NS2 to 
simulate data from oscilloscope as model for physiological signal 
from sensor to WBAN’s server. Four sensors were mounted in 
patient body and send the data simultaneously to the server using 
Zigbee protocol. Simulation result shows that packet loss, 
throughput and delay of the data transmission using Zigbee 
protocol is feasible to use in WBAN’s data transmission.   
Keywords 
Zigbee protocol, WBAN, Telemedicine,   
1. INTRODUCTION 
Telemedicine system can be interpreted as a technique / method to 
perform medical procedures in the overall distance. In the 
implementation, telemedicine telecommunications infrastructure 
needed to connect the parties involved in the telemedicine 
(doctors, patients, pharmacists and others). The simplest form of 
telemedicine is the consultation between patients with a doctor 
using telecommunications services. In this mode, the doctor can 
only determine the patient's diagnosis of the complaint could not 
check the condition of the patient directly. To ensure valid 
diagnosis, where doctors can examine the patient's physiological 
signals, needed a mechanism to acquire the patient's physiological 
signals and send them via telecommunications networks. 
Telemedicine system like this would require a series of sensors to 
acquire physiological signals from the patient and sent to doctor’s  
A body-centric network, so-called BAN-Body Area Network, can 
be formed by integrating these devices on a human body (or its 
proximity). If BAN is implemented wirelessly, so we call it 
WBAN-Wireless Body Area Network.  WBAN, with sensors 
consuming extremely low power, is used to monitor patients in 
critical conditions inside hospital. Outside the hospital, the 
network can transmit patients’ vital signs to their physicians over 
the Internet (or private networks) in real time.  In WBAN 
implementation, some parameters must be considered such as 
chosen platform. After we chose the platform, we have to measure 
the other network parameters such as delay time, packet loss, 
throughput and so on.    
PC. If there are several sensors mounted on the patient's body and 
simultaneously send a physiological signal data, sensor networks 
will be required. Series of sensors mounted on the body which 
must be integrated in one network so you can easily set in the data 
transmission. 
2. WBAN USING ZIGBEE 
Wireless body area sensor networks (WBANs) are well suited to 
increase telepresence, as they can provide specific information 
about an individual’s behavior without using complex laboratory 
equipment and without interfering with the person’s natural 
behavior [11]. WBANs are generally built around several sensing 
devices wirelessly linked together using narrow-band radio 
communication [12]. Recent developments in the field of wireless 
networks have generated many new commercial wireless 
communication platforms based on different protocols and 
technologies (Wi-Fi, WiMax, Bluetooth, Zigbee, UMTS, UWB) 
[13]. These technologies offer a wide range of characteristics in 
terms of speed, transmission range, power requirements, 
connectivity, and cost. The choice of wireless network 
architecture for a WBAN application is context and sensor 
dependent.  
The use of a WBAN system in telemedicine context calls for a 
small, reliable, low-power platform capable of seamlessly 
integrating several modules. The Zigbee technology was designed 
for this type of application. The IEEE 802.15.4 physical radio 
standard operates on the 2.4-GHz unlicensed band over 16 
channels, and the network layer supports topologies such as star, 
tree, and mesh. Depending on the power output and 
environmental characteristics, transmission distances range from 
10–100 m [14]. 
ZigBee's main advantage is its ability to be configured in so-called 
mesh networks with wireless nodes that are capable of multi-year 
battery lives. In a mesh topology, each node is in direct 
communication with its immediate neighbor; if a node fails, 
messages are automatically rerouted a sort of miniature Internet. 
ZigBee also supports more efficient star topologies, in which 
central access points talk to the nodes. 
ZigBee is actually the network protocol, security, and application 
layers for one type of network that can run on radios conforming 
to the 802.15 standard of the Institute of Electrical and Electronics 
Engineers Inc. (IEEE), an umbrella that also covers Bluetooth and 
other types of wireless personal area networks (WPANs). The 
physical layers for ZigBee transmitters are described in IEEE 
802.15.4 and were approved in 2006.  
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  Table 1. Possible BAN/WBAN platformsWireless technologies 
and possible BAN/WBAN platforms [1] 
Technology Transfer Rate Range  BAN/WBAN 
WiFi 11 – 54 Mb/s 30 – 50 m PDAs 
WiMax 45 – 70 Mb/s 100 m – 
50 km 
Portable 
computers 
Bluetooth 57 kb/s – 3 Mb/s 100 m iMotes 
Zigbee 20 -250 Mb/s 100 m MiCaz, Telos 
UMTS 50 kb/s – 2 Mb/s 5 – 100 
km 
Mobihealth 
UWB 54 kb/s – 48 Mb/s 1 – 10 km Magnet 
The Zigbee protocol was designed to be optimal for the control 
and sensor application space. It is less complex than Bluetooth, 
has superior power management (2 AA battery can have ZigBee 
module last over years) , supports many more nodes per network, 
has lower latency, lets devices join the network more quickly, and 
wakes up in milliseconds instead of seconds. These of advantages 
of Zigbee, make it become the right platform for WBAN’s 
application. 
3. MODELLING AND SIMULATION 
The simulation of WBAN in WSN network using IEEE 802.15.4 
was conducted by Network Simulator 2 (NS2). The inputs for the 
simulation are describe below. 
3.1 Topology 
Mesh topology is chosen in the simulation because each sensor is 
directly connected to the PAN coordinator. That’s why no routing 
protocol used in scenario. Topology is selected with 4 sensor 
nodes and 1 PAN coordinator. All of the sensor nodes attach on 1 
patient but located in different coordinates. Topology used in the 
simulation can be seen in Figure 1. 
 
 
 
 
 
 
 
 
 
Figure 1. Network topology used in scenario 
 
3.2 Scenario  
The input parameters for the simulation are presented in Table 2. 
 
Table 2.  Input Parameter for Simulation 
Parameter Spesification 
Distance between nodes ± 25 meter 
Packet size  30 bytes 
Packet rate 5 Kbps 
Duration 900 s 
Propagation Two Ray Ground 
Routing protocol None  
 
These inputs are used in the scenario for measuring: packet loss, 
throughput and delay between sensor nodes to PAN coordinator. 
Delay = propagation delay + transmission delay + queuing delay 
Packet loss = 
source fromsent  packets all
ndestinatior reach thei  tofail that packets  x 100% 
Throughput =
source fromsent  packets all
ndestinatio their reaching packets successful x100% 
                                    
4. SIMULATION AND ANALYSIS  
4.1 Delay 
Each sensors yield different delay, as shown in table 3. 
Table 3.  Delay from Sensor to server 
Source Destination Delay (ms) 
1 0 0.352034 
2 0 0.352031 
3 0 0.352033 
4 0 0.352032 
 
The average delay for all sources is calculated as 0.3520325 ms. It 
means that each node only needs to transmit directly to destination 
because the routing protocol is disabled. The delay will increase if 
we use routing protocol such as AODV for finding path from 
source to destination. 
4.2 Packet loss 
Each nodes has packet loss when sending the packets, as shown in 
table 4. 
Table 4. Packetloss from all nodes 
Source Packetloss (bytes) 
Percentage 
(%) 
0 101640 1.65595445 
1 87150 1.4198783 
2 85080 1.38615313 
3 93690 1.52643026 
4 96900 1.57872871 
 
From the tracing file during simulation, it shown that drop packets 
caused by failed connection establishment in TCP connection. 
This happened because of low signals from the source to 
destination. None of the packets contain data is drop during the 
transmission. 
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  4.3 Throughput 
The received packets for each node presented in table 5 : 
Table 5. Throughput  from all nodes 
Source Throughput (bytes) 
Percentage 
(%) 
0 6036210 98.34404555 
1 6050700 98.5801217 
2 6052770 98.61384687 
3 6044160 98.47356974 
4 6040950 98.42127129 
 
From table 5, we can infer that throughput from each sensors and 
PAN coordinator yield in for about 98% from overall packets 
transmitted. And the packets received are data, which means that 
Zigbee protocol is reliable enough to be used as network 
technology for WBAN. 
Throughput from each sensors and PAN coordinator yield in for 
about 98% from overall packets transmitted, means that Zigbee 
protocol is reliable enough to be used as network technology for 
WBAN. 
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5. SUMMARY 
The average delay for all sources is calculated as 0.3520325 ms 
Drop packets caused by failed connection establishment in TCP 
connection, furthermore it’s also caused by low signals from the 
source to destination. 
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ABSTRACT 
The precense of technology provide people to grab information 
easy and comfortable. A lot of media are available to be used in 
order to get information very fast such as mobile phone. 
Nowadays mobile phone can be used to watch television too. 
Television broadcast are transmitted via internet that does not 
require special infrastructure development. Online internet TV 
can be watch from mobile phone using the “Darwin Streaming 
Server” technology from the internet server as a broadcast TV 
service provider. 
Keywords 
Mobile phone which can receive online TV broadcast installed 
“Real Player Mobile” software or other software that supports 
RTSP file format. RTSP Streaming protocol, H263 video codec, 
and the AMR codec are used by online internet TV application. 
By using digital technology, it is expected that TV viewers could 
watch TV program in perfect picture quality anywhere even in 
moving vehicle. It is also a simple way for television stations to 
broadcast a television broadcast without having to build many 
transmission towers. 
Mobile TV, RTSP Streaming Protocol, Helix Mobile Producer. 
1. INTRODUCTION 
Indonesian territory scratch from Sabang to Merauke almost two 
millions square kilometers and consist of 17508 islands. To 
develop analogue TV network in this huge area need time and 
much effort. That’s why we should develope 
Nowadays are available digital TV services that broadcast via 
satellite or cable TV, but it is relatively expensive to pay the 
digital television 
network as a solution to the analogue television network. 
monthly fee. On other had we have to develope infrastructure 
such as parabola dish and decoders to receive this service. 
Therefore a new breakthrough by using internet TV. This 
network does not require special infrastructure because it was 
provided by internet infrastructure. So it is free of charge for 
watching television broadcast
Sample of mobile TV is shown on figure 1 below: 
. 
 
Figure 1. Mobile TV Sample 
2. CURRENT TRENDS 
Trends in television broadcasting is switching from analog to 
digital broadcast. Using media such as mobile phones, personal 
digital assistance (PDA), digital TV offers better quality. 
Communication and Information Ministries in May 2009 lead a 
team conducted digital television broadcast trial for mobile 
internet TV receiver and will make a trial in fixed TV. 
Digital broadcast for mobile TV trial was conducted by "Tren 
Mobile TV" consortium and the "Telkom-Telkomsel-Indonusa" 
consortium since August 3rd
10 TV programs broadcast by 
, 2009 by using OMABICASS 
system. The transmitter attached on Menara Kebon Sirih 
building with coverage Central Jakarta using 24 UHF channel. 
"Tren Mobile TV", those are: 
TVRI, RCTI, TPI, Global TV, MNC News, CNN, Al Jazeera, 
Bloomberg, MNC Music, and MNC Entertainment. 
Communication and Information Ministries appointed  
community representative to distribute 50 Nokia mobile phone 
type N77 for trial in receiving DVB-H broadcasts. 
"Tren Mobile TV” has signed a memorandum of understanding 
with BPPT to measure the strength and quality of this broadcast 
signals. This was made to accelerate development of Mobile TV 
in Indonesia with new standard in providing Mobile TV. 
Public received analog broadcast which quality depend on the 
strength of broadcast frequencies. Digital TV broadcast will 
provide sharp, perfect, and stable image even in moving vehicle 
and in bad wheater. This quality was enabled by digital TV 
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  broadcast technology that convergence between image (video), 
data (internet) and voice. 
Now digital TV broadcast views by some people in Jakarta and 
need improvement to deploy digital TV broadcast throughout 
Indonesia. 
 
Figure 2. Streaming Video & Audio Work 
3. THE APPLICATION 
Development of the internet TV is not using UHF frequencies as 
transmission media, but using RTSP protocol over internet 
connections. This is very advantageous, because by using the 
Internet connection is not disrupted by the weather, and the 
interference signal at the receiver antenna. Another advantage of 
RTSP protocol is supported by almost all newest mobile phone, 
so it is no special phone is required to receive television 
broadcast. 
The computer server of internet TV requires only 1 unit 
computer installed some support software, those are: Encoder 
Helix Mobile Producer, Darwin Streaming Server, and equipped 
with static IP internet connection. a server can only broadcast a 
television channel. To broadcast multiple channel have to use 
some computer server. 
Server of internet TV works by capturing and broadcast a 
channel of television in real time synchronous. The simple steps 
are: a computer server with TV tuner capturing broadcast 
television (for example: TVRI as TV provider) through the 
receiver antenna with a certain frequency or directly via a cable 
if it is done at the TVRI station. TV tuner transmit the television 
broadcast to Helix Mobile Producer encoder then it trans coded 
(format changes) to a 3GP format file. Helix Mobile Producer 
encoder transmits the 3GP data packet video streaming to 
Darwin Streaming Server for broadcasting through an internet 
connection with the RTSP protocol. Mobile phones get internet 
TV broadcasts by connecting to the server for a 3GP data packet 
streaming via internet which is displayed on the video player 
phone screen using a software that supports streaming over 
RTSP protocol. Example of the software were installed in 
mobile phone to show it is Real Player Mobile. This software is 
pre-installed by vendor. 
By using method mentioned, the broadcast of internet TV does 
not require a digital transmitter as practiced by Trends Mobile-
Telkomsel and Telkom TV-Indonusa. Using the transmitter 
becomes limited broadcast range area and it requires an 
expensive cost for construction. 
4. INFRASTRUCTURE 
There are three main infrastructure for internet television 
broadcasts: the mobile phone network with a minimum of 
50kbps bandwidth internet, television service providers and a 
mobile phone that supports XHTML programming languages. 
4.1 Network 
3G technology enables mobile network operators to provide 
service to users for a broader range of internet with the ability to 
display video calls. 3G technology consisting of three standards: 
Enhance Data rates for GSM Evolution (EDGE), Wideband-
CDMA, and CDMA 2000. The weakness of this technology is 
relatively more expensive and lack of network coverage because 
this technology is still new. 
EDGE is the minimum standard requirement to support the 
successful of mobile TV services. EDGE support data 
transmission speeds up to 384kbps. 
HSDPA is the latest technology in mobile telecommunication 
systems, issued by the 3GPP Release 5. This is a 3.5-generation 
technology (3.5 G). This technology is an enhancement of 
WCDMA. Similarly with CDMA2000, it developed EV-DO 
which is designed for high speed data transfer. 
HSDPA has a data packet based services in WCDMA downlink 
with data rate up to 14.4 mbps and 5 MHz bandwidth in 
WCDMA downlink. For streaming, data services are more 
widely used in the downlink than the uplink
4.2 Server 
. 
In the computer server, there are applications that work for a 
broadcast television. It uses PHP and XHTML mobile as a 
programming language for display application, RTSP protocol 
for video transmission, Darwin Streaming Server is an 
application server to transmit the RTSP protocol, Helix Mobile 
Producer is the encoder application to retrieve and send the 
impression from the TV tuner to Darwin Streaming Server. 
This application is designed using RTSP protocol that regulates 
the transmission of video and audio for this protocol suitable for 
video and audio is compressed from the original size to a smaller 
size. This protocol also provides a connection that has the status 
of servers and clients, this will simplify the client to pause or 
find a random position in the stream when playing back a video. 
Streaming application servers used in this server machine is 
Darwin Streaming Server (DSS). DSS was selected because this 
application is freeware. The application supports RTSP 
streaming protocol and supports Live Stream, which is streamed 
directly from an existing multimedia device such as TV tuner, 
webcam, and others using encoder applications. 
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Encoder application used Helix Mobile Producer. Although the 
encoder application is a commercial with a fairly expensive 
price, the features are needed such as changes in video and audio 
codec to H.263 and AMR-NB which is a codec that can read 
most mobile devices, capture video and audio from a variety of 
multimedia devices, and transmit video and audio to users via 
streaming server application. 
4.3 Mobile Phone 
This device is used to receive internet television broadcasts / 
mobile TV. Viewers can watch TV anywhere via mobile phone 
the screen. The mobile phone is meant to capture internet 
television broadcasting / mobile TV is not mobile phone that has 
a TV feature that captures TV broadcasts via UHF or VHF 
signal. 
Not all types of mobile phones can be used to watch this 
television broadcast. Mobile phone used to watch television 
broadcasts online / mobile TV must have features that can 
capture EDGE or HSDPA signals, which can be installed "Real 
Player Mobile" software or other software that supports RTSP 
file format, and support XHTML. One of the phones which has 
these features is a Nokia N77. 
5. SCOPE 
Every region in Indonesia has many analog TV channels. Each 
television stations broadcast a channel at a time generally. Only 
a few television stations broadcast more than a channel at a time, 
like TVRI. 
Similarly, the design of this internet television / mobile TV: an 
internet television station generally uses a server device to 
produce a channel broadcasts. A server device can only 
broadcast a channel only. For an internet television broadcasting 
service provider / mobile TV intends to broadcast more than 1 
channel, it must prepare more than a server device. 
6. IMPLEMENTATION 
Something necessary to be prepared for the internet television 
broadcasting for internet mobile TV: 
6.1 Streaming Server Setting 
It requires a streaming server to relay (forward) video or audio 
from an encoder, transforming into a video or audio input to a 
format that can be played on mobile devices. Streaming server 
for this purpose are Mobile Streaming Server (MSS). 
Setting to be done: 
• Set the IP and port by the MSS. 
• Set the IP encoder that will be forwarded by the MSS. 
• Set the relay MSS to determine the origin and destination 
streams of data packets. 
After that the MSS is ready to receive data packets transmitted 
from the encoder. 
6.2 Encoder Setting 
The encoder is used to change the input from TV tuner into a 
video and audio formats so that it can be played by mobile 
devices. Encoder that can do this is the encoder that has the 
same codec with codec on the mobile device using the RTP 
protocol to transport data. This is called mobile encoder. 
Setting to be done: 
• Determining the video and audio source (file or device). 
• Determine the codec used. 
• Determine the bit rate of the output. 
• Define the output result (file or streaming RTP). 
• Defining the IP and port of the streaming server if the 
output is an RTP stream. 
 
Figure 3. From TV station transmit by antenna to server 
 
 
Figure 4. From TV station transmit directly to server 
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  After setting is done, then the encoder is ready to transmit data 
packets streaming video and audio from one device to the 
mobile device. 
6.3 Mobile Phone Setting 
To watch television broadcasts, viewers using mobile phones 
whit specifications to receive EDGE or HSDPA signals, and a 
"Real Player Mobile" software or other software to play the 
video as a television broadcast. 
Use the cellular provider that offers 3G or 3.5G (EDGE or 
HSDPA) services. Arrange the features of 3G or 3.5G in the 
phone accordance with the specifications of the cellular 
provider. Today, almost all cellular phone service provider is 
provide 3G or 3.5G services. The difference of them is in setting 
of their specification. 
6.4 Other Setting 
For Internet television broadcasting service provider / mobile 
TV needs to prepare the server device and also set up internet 
network connection with data upload speeds of 2mbps, or at 
least 50kbps. Server takes a very high speed to upload video 
data. 
 
Figure 5. Menu on Cellular 
7. CONCLUSIONS 
This mobile TV / Internet television is still in experimental. 
Wishing it will come true a digital television broadcasts soon, so 
that it can be used by most people via mobile phone anywhere. 
Digital television via mobile phone network will enable to view 
broadcast television with excellent image quality with that not 
affected by the weather. 
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ABSTRACT 
Information transfer is one of a major issue in information 
technology development. This is because one of basic purpose of 
development of information technologies is intended to transfer 
information between the parties. One of the latest developments in 
information transfer is the routing called MANET (Mobile Ad-hoc 
Network) which is used as one standard routing on the wireless 
world. MANET itself is divided into two methods are proactive 
routing method, which is represented by the Optimized Link State 
Routing (OLSR) and reactive routing method, which is represented 
by the Ad-hoc On-demand Distance Vector (AODV). 
In this research, will be conduct three different methods qualitative 
performance about OLSR and AODV to see about their 
implementation, and performance about those two routing method. 
This qualitative method that has conduct is the calculation method 
of the mathematical model, network simulation method, and field 
testing methods. The network type that have been use to this 
experiment is type A (using three nodes), type B (using four 
nodes), type C (using 5 nodes) and for testing a complex network 
(more than 10 nodes) will be used a network simulation QualNet. 
Based on the testing results, we can conclude that quantitative 
performance of AODV routing protocol is better than the OLSR 
routing protocol in a simple network (no more than 10 nodes), 
while the OLSR routing on complex networks (more than 10 
nodes) better than AODV. 
Keywords 
MANET, ad-hoc network routing protocols, OLSR, AODV
1. INTRODUCTION 
  
Information transfer is one of a major issue in information 
technology development. This is because one of basic purpose of 
development of information technologies is intended to transfer 
information between the parties. One of the latest developments in 
information transfer is the routing called MANET (Mobile Ad-hoc 
Network) which is used as one standard routing on the wireless 
world. MANET itself is divided into two methods are proactive 
routing method, which is represented by the Optimized Link State 
Routing (OLSR) and reactive routing method, which is represented 
by the Ad-hoc On-demand Distance Vector (AODV) [4]. 
In this research, will be conduct three different methods qualitative 
performance about OLSR and AODV to see about their 
implementation, and performance about those two routing method. 
Methods that have been used to conduct a qualitative performance 
are a calculation method using mathematical model, network 
simulation method, and field testing methods. The network type 
that have been use to this experiment is type A (using three nodes), 
type B (using four nodes), type C (using 5 nodes) and for testing a 
complex network (more than 10 nodes) will be used a network 
simulation QualNet. For 
2. PROACTIVE AND REACTIVE 
ROUTING 
testing data transfer will be done a 
continuously transfer data in certain numbers of packet and a 
certain packet size, so that later the performance between the 
AODV and OLSR based on this testing variables.  
Proactive routing (figure 1) determine the routes to some nodes in a 
network that has been developed so that the route will always be 
ready when needed. Overhead for this routing is large enough 
because each node must discover all existing routes in the network, 
thus this method will be create a relative large bandwidth consume 
to keep this routes keep up-to-date. But in exchange, the package 
transmit is become fast enough because the route is already exists. 
Example for this method is like Destination sequenced Distance 
Vector (DSDV), Optimized Link State Routing (OLSR) and GSR 
[3]. 
Meanwhile, reactive routing determines the route only if its 
necessary so that the overhead of Route Discovery is quite small, 
this method uses the mechanism of flooding (global search). But in 
exchange a node that will transmit a packet must wait for the 
discovery of a route. Examples of reactive routing instance: 
Dynamic Source Routing (DSR), Ad-hoc On-demand Distance 
Vector (AODV) and TORA [3]. 
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Figure 1. Example of proactive routing algorithm [5] 
3. MOBILE AD-HOC NETWORK (MANET) 
Mobile Ad-hoc Network (MANET) is one of ad-hoc wireless 
network type. MANET is a self-configuring network from a 
multiple mobile routers (and associated hosts) connected by 
wireless links [2]. Routers are free to move randomly and organize 
themselves dynamically so that the wireless network topology can 
change drastically and can not be predicted [9] 
 
Figure 2. Ad-hoc mode and managed mode [9] 
One of the lacks from an ad-hoc mode is the inability of the node to 
forward data packets to the third node (figure 2). If the network 
using an access point, even node A and node C not in each other 
range area, but they can still communicated each other through the 
access point that still within their reach area. In the ad-hoc mode, 
node A and C can’t communicate each other because their location 
is out off their range area (figure 2). But with a routing protocol, 
the second node in the middle is inserted in the ad-hoc mode (figure 
3), packet can carry data from the first node (A) to the third node 
(C). In this case, the second node to act as a relay to widen the 
reach of wireless networks (figure 4). One of the implementation of 
mesh routing technique is a MANET. 
Figure 3. Master mode (access point) and client/managed 
mode [9] 
 
Figure 4. Ad-hoc mode [9] 
4. OPTIMIZED LINK STATE ROUTING 
(OLSR) 
Optimized Link State Routing (OLSR) is a proactive routing in 
mobile ad-hoc network. This protocol has the stability of link state 
algorithm and has the advantage with a route that’s quickly 
available when it’s needed. OLSR is an optimization of the 
classical link state protocol designed for wireless network usage. 
 
Figure 5. Examples of routing protocol OLSR [8] 
Each node on the network, for example in figure 5 is node N2, will 
select multiple nodes in the network of his neighbors. These nodes 
will send packets to node N2. Neighboring nodes, namely the N1 
and N6 called Multipoint relays of node N2. Node N2 chose him 
for the Assembly to cover all the nodes that are two hops away, for 
example node N7, N8, N9, and N4.  
Beside that, OLSR does not require sequential message delivery. 
Each control message has a sequence number that otomatically 
increase for each message. This causes the receiver of the message 
can identify the latest message [6]. 
5. AD-HOC ON-DEMAND DISTANCE 
VECTOR (AODV) 
On-demand Distance Vector (AODV) routing protocol is designed 
for ad-hoc network [1]. Which AODV can perform unicast and 
multicast routing. AODV is a reactive routing protocol that use on-
demand-based algorithm, which means that this protocol will make 
the route in the network only if it’s required by the source node to 
send a message. AODV route runs only as long as needed by the 
source. Additionally, AODV makes tree connecting member and 
the member-node multicast group. 
In AODV, to find a route to destination, the source will broadcasts 
route request packets to the neighbor. The neighbor node will then 
broadcast the packet to their neighbor until it reaches the node that 
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  has information about the node destination or until it reaches the 
destination node. Route request packet will be used a sequential 
numbers to ensure that these nodes will repply only with the latest 
information alone [5] [6] 
When a node sends a route request to neighboring nodes, the 
package also store information from which the package first arrived 
in its routing table. This information is used to create a route back 
from the route request packet. AODV uses only symmetric links 
because the route request packets follow the route back from the 
route request packet. Whereby when the route reply packet 
transmitted back to the source (figure 2), the nodes along the route 
include further routes into its routing table. 
The advantage from AODV is that this protocol does not create 
additional traffic on the communications links that already exist. 
This makes routing simple and does not require a lot of memory 
allocation for routing calculations. However, AODV needs more 
time to create connections, and initial communication needed to 
create sometimes more difficult than some other methods [7] 
6. NETWORK DESIGN 
To perform quantitative performance test in data transfer between 
MANET proactive routing protocol (OLSR) and reactive routing 
method (AODV), there’s three types of networks (type A, B, and 
C) that designed for represent several type of ad-hoc wireless 
networks. Ranging from relatively simple to quite complicated 
network. Three types of this networks are as follows (figure 6, 7, 
and 8). Where the Laptop source will be placed on T building and 
laptop destination will be place on W building. 
6.1 Network Structure Type A  
Network Structure Type A (figure 6) builds by three wireless ad-
hoc devices using three laptops. Network Structure Type A 
designed with the simplest structure among this three types of 
experimental network, so the performance of this type is expected 
become the best-performing network. 
  
Figure 6. Network structure type A  
6.2 Network Structure Type B 
Network Structure Type B builds by four wireless ad-hoc devices 
using four laptops (Figure 8). 
  
Figure 7. Network structure type B 
6.3 Network Structure Type C 
Network structure type C build by five wireless ad-hoc devices 
using  five laptops. This network type is designed with the most 
complicated structure among another network structure types for 
this experiment, so this performance supposed become the worst. 
  
Figure 8. Network Structure Type C 
7. Implementation and System Testing   
Implementation and system testing for both OLSR and AODV is 
performed by delivery a several data packets, up to 30 packages 
with each package size is 512 bytes. Testing also also conducted 
with a large delivery of data packets from 512 bytes to 16 
kilobytes. The process of comparison of results of OLSR and 
AODV will be based on packet delivery ratio, end to end delay, 
packet control ratio, path length ratio, and throughput generated by 
network structure design type A, B, and C. 
7.1 Testing on Network Structure Type A 
7.1.1 Network Test based on Amount of Packet 
Transmision on Network Structure Type A 
On this experiment, each of network structure will be tested by a 
number of packets (1, 5, 10, 15, 20, 25 and 30 packets) that 
transmitted from source node to destination node with a packet size 
512 bytes for each Packet. The simulation results from network 
type A using AODV routing can be seen in table 1. Meanwhile, test 
results against OLSR routing based can be seen in table 2 
Table 1. Network structure type A testing using AODV 
routing based on amount of packets 
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  Table 2. Network structure type A testing using OLSR routing 
based on amount of packets 
 
From table 1 and 2 we can see that both the routing AODV and 
OLSR routing has their own superiority on different variables. 
However, there is a tendency that AODV routing have a better 
performance than OLSR routing on  network structure type A. 
In figure 9, shows the results of packet delivery ratio from network 
type A based on amount of packets, which shows that AODV 
routing is better than OLSR routing. In the figure 10, shows that 
the results delay end-to-end network type A from routing AODV is 
better than OLSR. Except on the first testing, it shows that the 
delay end-to-end on AODV is smaller than OLSR. 
Packet Delivery Ratio
0
20
40
60
80
100
120
1 5 10 15 20 25 30
Amount of Packet
PD
R 
(%
)
Dest A AODV Dest B AODV Dest A OLSR Dest B OLSR
 
Figure 9. Packet delivery ratio testing from network type A 
based on amount of  packets 
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Figure 10. Delay end-to-end from network type A based on 
amount of packets 
7.1.2 Network Test based on Size of Packet 
Transmision on Network Structure Type A 
The parameters have been used in this testing based on the size of 
packets that transmitted from the source node to destination node. 
The size of the packets is range from 512 to 16.384 bytes, for each 
test the source will send five packets to destination. The testing 
using AODV routing on Network Structure type A can be seen in 
Table 3, while for OLSR in Table 4.  
From table 3 and 4 we can see that both the routing AODV and 
OLSR routing has their own superiority on different variables. 
However, there is a tendency that AODV routing have a better 
performance than OLSR routing on  network structure type A. 
Table 3. Network structure type A testing using AODV 
routing based on the size of packets 
 
Table 4. Network structure type A testing using OLSR routing 
based on the size of packets 
 
On packet delivery ratio and delay end to end testing AODV has a 
greater result than OLSR. But, on control packet and path length 
ratio AODV has a smaller result than OLSR, the same result is also 
happened on testing using amount of packets. On  throughput both 
of AODV and OLSR have a quite same result. 
7.2 Testing on Network Structure Type B 
7.2.1  Network Test based on Amount of Packet 
Transmision on Network Structure Type B 
Testing network structure type B based on the amount of packets is 
shown in table 5 (for AODV) and table 6 (for OLSR). Where is 
seen that the packet delivery ratio in AODV is greater than in 
OLSR, as well as the delay of end-to-end and control packet. While 
the ratio for the path length was found that AODV is smaller than 
OLSR. Meanwhile, the network throughput for type B shows that 
in almost all the testing, both AODV and OLSR have a similar 
result except in fifth test shows that the throughput of OLSR which 
is greater than AODV. 
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  Table 5. Network structure type B testing using AODV routing 
based on amount of packet 
 
Table 6. Network structure type B testing using OLSR routing 
based on amount of packet 
 
7.2.2 Network Test based on Size of Packet 
Transmision on Network Structure Type B 
Testing network structure type B based on the size of packets is 
shown in table 7 (for AODV) and table 8 (for OLSR). Which, the 
result on packet delivery ratio, delay end-to-end, and control packet 
ratio showed that AODV packet has a greater result than OLSR. 
While for path length ratio and throughput AODV result is smaller 
than OLSR. 
Table 7. Network structure type B testing using AODV routing 
based on size of packets 
 
Table 8. Network structure type B testing using OLSR routing 
based on size of packets 
 
7.3 Testing on Network Structure Type C 
7.3.1 Network Test based on Amount of Packet 
Transmision on Network Structure Type C 
Testing network structure type C based on the amount of packets is 
shown in table 9 (for AODV) and table 10 (for OLSR). Where is 
seen that the packet delivery ratio in AODV is greater than in 
OLSR. While for delay end-to-end testing almost all the testing 
packages (except for 25 and 30 packets testing), delay end-to-end 
on AODV is greater than OLSR. Meanwhile, on the packet control 
ratio and path length ratio, AODV test result is less than OLSR. 
Meanwhile, for throughput testing showed that the throughput at 
AODV and OLSR relatively the same result, except for the fifth 
test, which the throughput of OLSR packet is smaller than the 
AODV. 
Table 9. The simulation results of AODV Routing Type C 
network based amount of packet  
 
Table 10. The simulation results of OLSR Routing Type C 
network based amount of packet  
 
7.3.2 Network Test Based on Size of Packet 
Transmision on Network Structure Type C 
Testing network structure type C based on size of packets is shown 
in table 11 (for AODV) and table 12 (for OLSR). Where is seen 
that the packet delivery ratio, delay end-to-end, and throughput in 
AODV is greater than in OLSR. While for packet control ratio dan 
path length ratio AODV is smaller than OLSR. 
Table 11. The simulation results of AODV routing type C 
network based on size of packet  
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  Table 12. The simulation results of OLSR routing type C 
network based on size of packet  
 
7.4 Testing Results on Complex Networks  
To test a complex network that consists of more than 10 nodes will 
be tested using simulation software Qualnet, as been seen on figure 
11. The result on testing packet delivery ratio for a complex 
network (more than 10 nodes) in the static condition can be seen on 
table 13 and 14. The result shows that OLSR routing has better 
quantitative performance compared with AODV. 
 
 
Figure 11. Complex network design using qualnet simulation 
software 
Table 13. AODV Packet Delivery Ratio Testing on Complex 
Network  
 
Table 14. OLSR packet delivery ratio testing on complex 
network 
 
8. CONCLUSION 
The conclusion that can be obtained based on the design and 
testing is that there’s a tendency that the quantitative performance 
from AODV routing protocol is better than OLSR in a network 
that less complex (less than 10 nodes) either on the network type 
A, B and C. But for a complex network (more than 10 nodes) 
there’s a tendency that quantitative performance from OLSR 
routing protocol is better than AODV. 
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ABSTRACT 
This paper presents an initial result of research from rain rate 
measurements in Mataram Lombok Indonesia. Rain rate is intruder 
for channel communication espesially in Local Multipoint 
Distribution Service transmission at 30 GHz. Channel 
charactization in order to understand and mitigate the problem. 
Parameter statistic of rain rate to proceces prediction used design 
and evaluation LMDS system. Data rain rate from urban 
mensureament made channel noise used union to generate signal 
rain rate. Mean and variance for the check normal data used large-
scale fading. Large-scale fading is lognormal distribute. Noise in 
channel from rain rate made classification in colour noise. 
Keyword 
Rain rate, Channel communication, Noise 
 
1. INTRODUCTION 
 This paper deals with the estimation of noise correla- tions along 
an array of sensors. The aim of this paper is not to add a 
supplementary method for spectral (spatial) analysis; it is to present 
feasible methods for estimation of noise correlations in the 
presence of point sources (ships, etc.). Direct ARMA modeling of 
sensor outputs (sources plus noise) is a way to consider noise with 
arbitrary correlations, but it is not well suited to array processing, 
the main difficulty being due to high-order modeling (which is 
necessary for a great number of sources). The separation of the 
space of observations (sensor outputs) and sources subspaces) is a 
better way for noise correlation estimation. The main advantage of 
these approaches relies upon the low-order model of noise. The 
adequacy of an AR(MA) modeling of noise is, obviously, a crucial 
point and will be considered later. It is also important to consider 
the improvements obtained by means of the noise correlation 
estimated [1]. 
We present principally two types of methods for the estimation of 
noise parameters (estimation of the ARMA coefficients). The first 
is related to the calculation of the likelihood of whitened 
observations (by means of ARMA noise modeling) 
Indonesia needs broadband communication next generation, 
because newera multimedia telecommunication in the other place 
has used (LDMS). Wireless communication used 30 GHz has 
installed for high-speed communication, the otherwise rain rate has 
intruder to this communication. This condition challenging to 
design and evaluation system for simulation channel wireless 
impact rain rate [2].   
 
2. RAIN RATE MODELING 
Rain rate is random condition. Random have inferential statistics, 
than it is interested in making an inference about the characteristics 
of a population through information obtained in a subset called 
sample. To make an inference about a population parameter 
(characteristic), population draws a random sample from the 
population. Random sampling procedure is one in which every 
possible sample of n observations from the population is equally 
likely to occur, suppose can select a sample of size n from a 
population of size N, and  attempt to make an inference about the 
population mean by drawing a sample from the population and 
calculating the sample mean. Exsample for sample is 
nxxx ,...,, 21 , are n independent random variables from a 
population with mean µ and variance σ[4]. Then the sum or 
average of those variables will be approximately normal with mean 
µ and variance σ2/n as the sample size becomes large [3]. 
The lognormal distribution is an asymmetric distribution 
with interesting applications for modeling the probability 
distributions of stock and other asset prices. A continuous random 
variable x follows a lognormal distribution if its natural logarithm, 
ln(x), follows a normal distribution. Distribution can also say that 
if the natural log of a random variable, ln(x), follows a normal 
distribution, the random variable, x, follows a lognormal 
distribution. Interesting observations about the lognormal 
distribution is the lognormal distribution is asymmetric (skewed to 
the right). Recall that the exponential and logarithmic functions 
mirror each other. 
 Model rain rate at line millimeter wave is assumes distribution 
lognormal for rain rate with statistical parameters and function of 
auto covariance is derivable from mean, standard deviation, and 
function of autocovariance from value logarithmic rain rate[2]. 
 
Normal N( ),σµ  (1a) 
 
Generate Lognormal: 
LogNormal LN(m,v) (1b) 
 
Mean generate signal : 
2
2
22 σµ
σ
µ ++ == eem  (2) 
 
Variance generate: 
)1(
222 −= + σσµ eev  (3) 
 
Variance generate : 
)1(
22 −= σemv  (3a) 
 
Exponential generate: 
1
2
+=
m
veσ  (4) 
 
Variance generate: 
)1ln(2 +=
m
vσ  (5) 
 
Mean  generate : 
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2
2σ
µ+
= em  (6) 
 
Mean generate : 
)ln(
2
2
m=+ σµ  (7) 
 
Mean final generate : 
2
)ln(
2σµ −= m  (7a) 
 
Calculate for expentation y from exponential condition 
lognormal distribution : 
 
 (8) 
From regression linier found formula   : 
 
        (9) 
      
Probability lognormal dirtibution formula is : 
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2.1. Auto Regressive (AR) Modeling  
Stochastic modeling is assumed rain rate r mm/hr be wide sense 
stationary and distribution lognormal, hence this also express that 
specific damping of rain γ (dB/km) along the length of radio line 
(link) also distribution lognormal and stationery[2]. So η = in α 
logarithm natural from rain rate normal distribution will with 
parameter taken away from by measurement of field. Parameter is 
median from rain damping αm (equivalent with μη from η) and 
deviation ση
Then Assumption is function of autocorrelation 
 from η [2].  
)(τφR from rain 
damping known or measurement directly from data yielded. For 
function of autocorrelation normalization from r rainfall having 
distribution lognormal, where τ it is time delay, hence function of 
obtainable autocovarian. Evocation procedure of rainfall looks like 
evocation of Raleigh fading. A normal distribution series with 
mean zero and ηo (k) = ηo
)()()()(
1
00 kc gnkηnakη
M
n
+−−= ∑
=
 (kτ) where k is integer and τ It is 
sampling time can be awakene in recursive[3]: 
 (11) 
where a(n) be coefficient AR, n = 1 ,..., M, M is number of orders 
from process depended from maximum delay, g(k) be random 
series number Gaussian mean 0 and variant 1 awakened with 
computer[4], c is factor is donation of deviation standard from 
series noise cg(k)[5]. With getting of series ηo
( )ηo μ)(ηexp)r( += kk
 (k) hence series r(k) 
obtained with equation: 
 (12) 
 
2.2. Moving Average (MA) Modeling  
Coefficient MA is got with step of first of all estimate input sample 
(in this case rainfall result of measurement). After estimating 
parameter AR high order by the way of looking for inverse from a 
filter AR like the one has done with method circular lattice, which 
written down with equation: 
∑
=
−+=
p
k
ki knannh
1
)()()( δδ  (13) 
Where ka  is coefficient AR, p is order from series AR, this is 
filter inverse AR. Filter AR in transfer function channel assume IIR 
filter.  After estimating then awakens estimation of input sample 
from data with rainfall data convolute with inverse from filter AR. 
The estimation can be awakene with equation: 
)(*)()( nhnyne i=  (14) 
 
2.3. Auto Regressive Moving Average (ARMA) 
Modeling  
Auto Regressive Moving Average is fusion from AR an 
MA, condition to evocation (generate) of rain rate with this ARMA 
process made equation shown in:  
∑ ∑
= =
−+−−=
p
i
q
j
jnvjbinyiany
1 0
)()()()()(  (15) 
 
3. SIMULATION 
Data measurement processed by Matlab. Focus data at November 
2009 than use to simulation for precdiction and estimation.  Rain 
rate simulation in convective condition, this condition fade slope 
very deep and attenuation from rain rate should be stop. Figure 1 
probabiliti distribution rain rate condition. Figure 2 is spatial 
measurement from 3 rain gauge compire 2 rain gauge BMKG 
(Badan Metreologi Klimatologi dan Geofisika Mataram. Figure 3 
normalitation from 5 rain gauge use to model variation moving rain 
rate. Figure 4 Rain gauge measureament condition rain rate in 
spatial. Figure 5 Resault rain gauge measureament made 
correlation used analized moving rain rate in Mataram.  
 
4. DISCUSSSION 
Rain is intruder for signal transmission and become big problem in 
telecommunications area of technology wireless. For frequency 30 
GHz, millimeter having weakness, because the wave is very short 
is order to achieve good performance, which is good needs design 
anti fading. Variation time and spatial in Mataram have fade slope 
very high to mitigate.   
 
5. CONCLUSION 
Rain rate from data measurement assume about rain rate is 
lognormal distribution used to estimation spectral of rain rate 
considers temporal characteristics (time domain). The results 
suggest more accurate prediction channel provides an evaluation 
for a worse scenario than the ITU-R method, and hence is more 
recommend for use in the design millimeter wave communication 
system for tropical maritime region. Data rain rate from urban 
mensureament made channel noise used union to generate signal 
rain rate. Mean and variance for the check normal data used large-
scale fading. Large-scale fading is lognormal distribute. Noise in 
channel from rain rate made classification in colour noise. 
Expectation from colour noise to mitigate rainrate condition is 
solution to design LMDS.  
 
( )250.0 σµ+= ey
xeyx y =⇔=)ln(
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Fig.1 Simulation Distribution Rain Rate in Mataram. 
 
 
Fig.2 Simulation 3D Rain rate variation spatial and time 
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Fig.3 Simulation data rain rate variation spatial and time. 
 
 
Fig.4 Rain gauge measureament 
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Fig.5 Correlation Spatial Time Rain Rate from Rain gauge 
measureament 
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Fig.6 Correlation Spatial Time  in attenuation Large-Scale 
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ABSTRACT 
Bandwidth Constraint Model is a key component in Differentiated 
Service Aware MPLS traffic engineering. DSTE supports classes 
and allows constraint-based routing. DSTE enhance the ability of 
MPLS TE bandwidth reservation on a link based on per class 
definition. Maximum Allocation Model is one of the Bandwidth 
Constraint Model, which is defined as one-to-one relationship with 
the defined Class Type. In this paper, we evaluate the performance 
of DSTE where Maximum Allocation Model (DSTE MAM) is 
used as bandwidth constraint. The performance is also compared to 
original MPLS TE. As the result, MAM can improve network 
performance significantly in term of throughput, end-to-end delay, 
packet loss and link utilization.   
Keywords 
DiffServ, Bandwidth Constraint Model, MPLS-TE, DS-TE 
1. INTRODUCTION 
DiffServ, or Differentiated Service, allocates  bandwidth and 
network resource based-on classes of traffic. The concept of 
DiffServ itself is to distinguish IP packet based-on Differentiated 
Service Code Point[11]. Hence, the focus if DiffServ is focused on 
forwarding plane  instead of end-to-end path to guarantee IP packet 
delivery [12]. 
The limitation of conventional DiffServ is about when the fish 
problem exist the network [5][6]. Fish problem in DiffServ causes 
unbalanced traffic distribution in defined network path. If a path is 
overloaded, thus the traffic drop rate will become more higher. The 
fish problem in DiffServ network is illustrated in Figure 1. It is 
known that SPF (Shortest Path First) is formed following LER-
LSR_1-LSR_2-LER, since that path contains the lowest network 
costs (such as RTT).  
 
Figure 1. Fish Problem in DiffServ Network 
 
Bandwidth Constraint Model propose by [3] is used to avoid the 
fish problem if DiffServ network. Actually, Bandwidth Constraint 
Model is a policy that defines a mechanism to allocate bandwidth 
regarding the different classes of traffic. This model can also be 
extended to DiffServ-Aware MPLS-TE (DS-TE), such  as 
proposed in [4].  
In this paper, we observe the effect of Maximum Allocation Model 
to the multimedia application in simulated DiffServ-Aware MPLS 
TE (DS-TE). We observe that DS-TE can handle the bottleneck at 
routers. The theoretical framework of [4] is also proved in this 
paper, and it is shown that no matter how congested the router, the 
traffic that carries multimedia data with Bandwidth Constraint 
Model suffers with the constant throughput, low delay, low packet 
drop, and optimum usage of the existing bandwidth.  
• Throughput and End to End delay are observed to see the 
capability od DS-TE in defining a path from source to 
destination node  
• Paket Loss is observed to see the DS-TE to handle congested 
in the network 
• Bandwidth usage is observed to see the capability of 
Bandwidth Constraint Model to allocate the required 
bandwidth for every class of traffic with the optimum usage 
This paper is the extended work of [16]. In their work, Deni et.all 
developed a simulation framework to set up the DS-TE simulation 
based on NS-2 network simulator, while the MAM as the 
bandwidth constraint is not taken into account.  
2. DIFFERENTIATED SERVICE-AWARE 
MPLS-TRAFFIC ENGINEERING 
MPLS Traffic Engineering (aka MPLS-TE) is defined to minimize 
congestion and to increase network performance [1][7][11][12]. In 
MPLS-TE, the routing mechanism is redefined and to allow traffic 
resources flow efficiently [12]. This can avoid bottleneck and 
network congestion, which will decrease the performance in term of 
jitter, delay and bandwidth utilization. MPLS-TE provides Explicit 
Routing through an LSP. To build an LSP, MPLS-TE involves 
RSVP mechanism, where ingress Label Switch Router (LER) 
explicitly defines Label Switch Path (LSP) to the egress LER 
through the intermediate core routers in between [13].  
MPLS TE also extends the ordinary of MPLS routing to support 
Constraint Based Routing [3][6]. Instead of using IGP with single 
metric for routing definition, Constraint Based Routing has the 
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  ability to calculate more details about the routing information 
based on the bandwidth constraint and traffic resource flowing into 
the network [3][6]. 
Nowadays, MPLS TE is combined with DiffServ TE to provide 
better performance by utilizing available bandwidth optimally. 
Such combined technique is known as Differentiated Service-
Aware MPLS TE or DS-TE [4]. DS-TE provides more details 
control mechanism to minimize congestion in the network. To 
achieve this goal, DS-TE has a bit modification to support class of 
traffic definition to allow constraint based routing carried out in the 
path definition. The addition of this routing control mechanism 
helps DS-TE to properly control the portion of different classes of 
traffic flowing in the network. Basically DS-TE is carried out as 
control plane; however DS-TE is still use ordinary DiffServ 
mechanism as its forwarding plane. By means of DS-TE, it is 
possible to define more classes of traffic with different bandwidth 
allocation for each of class [4][6].  
DS-TE uses Class-Type (CT) concept, which is to allocate 
bandwidth on each traffic class, constraint based routing, and 
admission control. A DS-TE network may use up to 8 CT (CT0 to 
CT7), which still supports priority on LSP. An LSP in DS-TE may 
have different priority regardless CT definition.  CT in DS-TE is 
similar to the concept of Per Hop Behavior (PHB) and Per Hop 
Scheduling Class (PSC) in ordinary DiffServ. Hence, the flexible 
mapping between CT and PSC is possible in DS-TE [1][6].  
DS-TE includes a new object definition CLASSTYPE RSVP. This 
object specifies CT  definition related to LSP, which is defined with 
value 1-7. However, regarding this new object definition, a DS-TE 
node has to support such new object, which is inserted in the path 
message.  
The set of Bandwidth Constraint (BC) defines policy used by a 
node to allocate bandwidth to CTs. For each of set, it may contain 
up to 9 BCs. Hence, when a DS-TE node identifies new LSP on the 
link, such node will use BC policy to update the unreserved 
bandwidth for every DS-TE class[1]. In this paper, we use 
Maximum Allocation Model (MAM)[4] as BC for DS-TE network, 
since MAM is easy to implement in the system compared to BC 
with Russian Doll Model (RDM). MAM is defined as follows: 
• Max BC = Max Class-Type = 8 
• For every c, 0 ≤ c ≤ (MaxCT-1) :  
• Reserved(CTc) ≤ BCc ≤ Max-Reservable-Bandwidth 
• SUM (Reserved(CTc))  ≤ Max-Reservable-Bandwidth 
• where SUM for all c is  0 ≤ c ≤ (MaxCT-1)  
Figure 2 shows a set of BC using MAM in DS-TE. In that figure, 
BC0 limits the bandwidth CT0 up to 15 % from maximum 
reserveable bandwidth; BC1 limits CT1 up to 50%, and BC2 limits 
CT2 up to 10%. The feature of BC in DS-TE allow each CT to 
receive the portion of its bandwidth definition without preemption 
mechanism[1]. 
 
 
Figure 2. MAM Bandwidth Constraint Model 
 
Basically, DS-TE uses bandwidth constraint model as a control 
plane to allow DS-TE to choose the LSP efficiently regarding the 
availability of the bandwidth. However, there exist another feature 
implemented in MPLS-TE which is relatively more efficient than 
DSTE. This feature if  known as Explicit Routing. By means of 
this explicit routing, it is possible to allocate one flow on one LSP, 
because explicit routing can be defined manually by network 
administrator on each of MPLS TE network.  
In DS-TE, one LSP is still possible to carry one or two traffic 
flows. However, the advantage of defining LSP in DS-TE is no 
network administrator intervention involved. Hence compared to 
MPLS-TE, the path of LSP in DS-TE can be determined 
automatically.   
3. SIMULATION DESIGN 
In this paper, a simulation model is developed based on scenario in 
[10]. However, in this paper, a MAM model and performance 
analysis is explained. The performance measure of interest in this 
paper covers throughput, end-to-end delay, packet loss, and 
bandwidth utilization.  
3.1 Simulation Model 
The simulation of Bandwidth Constraint Model in DS-TE Network 
can be  performed in Network Simulator 2 (NS-2).  The topology 
used for simulation purpose in this paper is depicted in Figure 3. 
Such simulated topology consists of link, node, and linkstate 
protocol. To meet the requirement of DS-TE model, we modify the 
network link hence it can provide bandwidth allocation for each of 
traffic flowing into the network.   
Another parameter defined in DS-TE link is Admission Control to 
handle bandwidth request from each class of traffic. The nodes 
used in this simulation are defined as standard router and MPLS 
capable router. Linkstate protocol is further used to exchange the 
information of link status.  
From Figure 3, it is assumed that all nodes are connected by means 
of 10 mbps link. From this, the Bandwidth Constraint is further 
defined as follows.  
50% is allocated for BC1. We define that BC1 corresponds to 
Class Type 1 (CT1), which is allocated to carry VoIP traffic. 
Hence, based-on this BC1 the routing path or LSP of VoIP traffic 
flow is governed.   
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Figure 3. DS-TE Topology used in Simulation 
 
30% is allocated for BC2. We define that BC2 corresponds to 
Class Type 2 (CT2), which is allocated to carry data traffic. Hence, 
based-on this BC1 the routing path or LSP of data traffic flow is 
governed. 
20% is allocated for BC3. We define that BC3 corresponds to 
Class Type 3 (CT3), which is allocated to carry Best Effort (BE) 
traffic. However, BE traffic is not to be included in QoS definition, 
and the 20% of allocated bandwidth is more than enough.  
All nodes, except sources and destination nodes are defined as 
MPLS node. The set of node {Src_0, Src_1, Src_2, Src_3, Src_4, 
Dst_18, Dst_19, Dst_20, Dst_21} are all defined as standard node 
in NS-2, and the remaining nodes are MPLS capable node.  
3.2 Traffic Model 
The flows of traffic VoIP is defined as Constant Bit Rate (CBR). 
CBR is a type of application layer traffic in which the data rate sent 
by traffic source is constant. CBR is widely used by a service that 
requires predictable response time and CBR is run on the link with 
static bandwidth definition. The example of CBR traffic is video 
conference traffic, VoIP traffic, and traffic generated from on 
demand service. 
In the simulation, flows of VoIP traffic and Best Effort are run on 
top of UDP transport protocol. However, to carry data traffic, the 
flow is run on top of TCP. The mapping of each traffic flow onto 
Bandwidth Constraint Model is defined as follows:   
• VoIP traffic will be mapped onto a flow with Flow ID. This 
Flow ID 1 I then mapped onto Class Type 1 (CT1) to allow 
VoIP traffic to get the portion of BC1.  
• Data traffic will be mapped onto a flow with Flow ID 2. This 
Flow ID 1 is mapped onto CT2 with BC2 allocation model. 
• The remaining Best Effort Traffic will be mapped onto Flow 
ID 3, which is then allocated for CT3. Based on simulation 
model, CT 3 is allocated using BC3 model 
4. PERFORMANCE EVALUATION 
The goal of [16] is to identify and develop simulation requirement 
to evaluate bandwidth constraint model in DS-TE environment. 
This paper continues [16] by running the simulation based on 
several scenario. The simulation in this paper is to find the 
performance overview and analysis the effect of bandwidth 
constraint management to the performance metrics, such as 
throughput, end to end delay, packet loss and bandwidth utilization 
in DS-TE network. We define two scenario for simulation run, i.e. 
LSP is governed automatically before traffic exist in the DS-TE 
network, and the second one is traffic flows before LSP is governed 
in DS-TE network.  
Throughput  X (bps) is obtained from the calculation of succeeded 
traffic sent of every class of traffic to the destination nodes 
(AcceptedTr(dst)). The obtained value will be divided by the length 
of n simulation time. In NS-2 simulator, we define throughput by  
(1) 
Packet Loss (PLossTR) is the number of dropped packet during the 
length of n simulation time for every flow of traffic. In NS-2 
simulator we define the number of packet loss by 
(2) 
In this simulation, we define end to end delay as the time needed for 
every transmitted packet to reach the destination. The delay 
component that forms the end to end delay is transmission delay 
and queuing delay.  
The result of simulation of scenario 1, which is the throughput of 
application, is depicted in Table 1a and 1b. In both scenarios, we 
can see that the effect of Bandwidth Constraint Model using MAM 
can improve the throughput of network application, significantly 
for VoIP and Data traffic.  
 
Table 1 Average Throughput  in Scenario 1 
 Voice Data 
Best 
Effort 
DSTE MAM 1275221 39487 15833 
NON DSTE 1157055 1687 15833 
 
Table 2 Average Throughput  in Scenario 2 
 Voice Data Best Effort 
DSTE MAM 1700485 59647 47500 
NON DSTE 1550060 3367 833 
  
However, in scenario 2 we have more packet loss because the 
traffic flows in the network before LSP is governed. This means 
that in that condition, traffic flows without using path definition 
(LSP) and the routing path used to forward the traffic is only using 
OSPF as the default routing protocol.  
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Figure 4. Bandwidth Utilization 
Figure 4 shows bandwidth utilization as the result of simulation, 
which is measured from node 5 to node 17 in the simulated 
topology. During simulation time 0 – 1.1s, bandwidth utilization 
takes only 4% on both DS-TE and Non DS-TE network. This is 
because in this phase, the available bandwidth is only utilized for 
flooding of routing packet. After 3s, DS-TE shows better 
performance in term of utilizing the available bandwidth by 
defining new path instead of the existing path governed previously 
using OSPF.  Hence the bandwidth utilization on this path is up to 
78% at simulation time 5s. However, for Non DS-TE, the path 
used to forward the IP packets  is still based on OSPF, and the 
bandwidth utilization can only reach 43% at simulation time 5s.  
5. CONCLUSION 
Based on two scenarios of simulation, it can be concluded that 
Maximum Allocation Model (MAM) as the Bandwidth Constraint 
Model in DS-TE affect better performance compared to the original 
MPLS-TE. During the simulation, MAM can increase throughput 
up to 10%, reduce packet loss up to 10%, and reduce the end-to-
end delay significantly for VoIP application, i.e. up to 38%. The 
effect of MAM also influenced the bandwidth utilization. 
From the simulation, the creation of LSP in MAM is also the key 
factor in DS-TE. MAM is possible to be used to govern the LSP 
automatically per class basis. Thus, every defined LSP can be used 
to stream one class of traffic flow to significantly increase the 
throughput.   
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ABSTRACT 
There are two types of connections on the local computer 
network (Local Area Network [LAN]) is through a cable 
(wired) and wireless (wireless). But we don’t know with 
certainty who the user is connecting to the network. This can 
threaten network security for users who do not connect the 
carrying and not easy to trace and find out who did it if there is 
an any attack. Based on security, we need a security system 
Authentication, Authorization, and Accounting (AAA) to 
ensure the safety and convenience of users, because with this 
system we know with certainty who the user is connecting. 
The user can move from one network to another network, it 
needed a centralized system. Therefore, in this research using 
RADIUS protocol and focus on the accounting process. 
Accounting results in this study were analyzed and can be used 
for tracking purposes (who, when and where the request 
originated) if there is a crime that uses an internal computer 
network access of University of Brawijaya, the process of user 
access fees if you use Internet access, as well as materials for 
planning and resource allocation of bandwidth at the time 
mendatang.Perancangan software includes logical design of 
computer networks, using a RADIUS server freeradius design, 
design of database server for storing accounting data, the 
design of the NAS as a RADIUS client. With this system can 
be produced with enhanced security requirements in the form 
of tracking IP addresses and time of occurrence is known, the 
value decreased throughput after applying this system that is 
equal to 5.75%, we can utilize the results of accounting data 
for purposes of calculating the cost of user access to computer 
networks. 
 
Keywords 
Internet Network Security, AAA, RADIUS, accounting, 
centralized, Protocol 
 
1. INTRODUCTION 
These last few years, information technology and 
telecommunications in Indonesia began to develop rapidly. 
The more sophisticated and modern and affordable device to 
Indonesia such as notebooks, PDAs, and cell phone equipped 
with the facilities to be connected to a computer network can 
be a factor. Some of the activities of life such as business, 
buying and selling goods, education, exchange information, 
news, daily records, banking transactions, communicate with 
other people far away place, all developing in the direction the 
Internet. 
Problems to be faced when connected to computer networks 
and the Internet is all about safety. Today many systems found 
in computer networks that do not implement an adequate 
security system so it is possible for users who are not entitled 
to (illegal) can enter into the computer network system is 
connected. The intruder may have committed acts detrimental 
to retrieve data such as, attacking other computers or devices 
connected to that network and others. With the growing need 
for information and telecommunications, we need a reliable 
network security method and can monitor user activity 
connected to the computer network. For it's one way we can 
use the AAA security mechanism which is a continuation of 
the Authentication, Authorization and Accounting [[5]: 5]. 
Authentication is the activity of a person to verify that 
something is valid or invalid [[5]: 5]. Authorization is the 
determination of whether something (a user or device) that has 
the license for accessing the service. [[5]], and tracking of 
significant accounting of who, what, when and where the 
request originated and where the response will be sent [[5]: 5]. 
AAA is very important in wireless networks because of the 
roaming and user identity to be kept, and the system must 
continue to monitor user activity [[5]: 5]. 
Remote Access Dial-In User Service (RADIUS) is one of the 
AAA network protocols in use enough to dominate in the field. 
This is because the protocol is open and vendor independent 
[[4]: 6]. There are several reasons why RADIUS is selected, 
that is simple, efficient, and easy to implement [[3]: 3]. 
RADIUS runs a centralized user administration system, this 
system will simplify the task administrator. With this system 
users can use the hotspots in different places by performing 
authentication to a RADIUS server [[3]: 3]. 
Base on the concept of RADIUS and accounting processes 
going on inside as well as designing the implementation of 
user accounting system is centralized computer network using 
RADIUS protocol at University of Brawijaya (UB) and 
analyzing accounting processes that occur in it. Therefore in 
this study using RADIUS protocol and focus on the accounting 
process because for the authentication and authorization 
process will be discussed in another study done in conjunction 
with this research by Winda Septarini sisters. Accounting 
results in this study were analyzed and can be used for tracking 
purposes (who, when and where the request originated) if there 
is a crime that uses an internal computer network access UB, 
the process of user access fees if you use the Internet access. 
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  2. MECHANISM OF AAA  
Mechanism of AAA (Authentication, Authorization, 
Accounting) mechanisms regulate the procedure how to 
communicate, both between the client to the network domains 
as well as between clients with different domains while 
maintaining the security of data exchange. [[1]: 21] 
 
2.1 Authentication (Authentication) 
Authentication is the process of ratification of the identity of 
the customer (end user) to access the network. This process 
begins with sending a unique code (eg, username, password, 
pin, fingerprints, etc.) by the subscribers to the server. On the 
server side, the system will receive a unique code, then 
compare it with a unique code stored in the database server. If 
the result is the same, then the server will provide access rights 
to the customer. But if the results are not equal, then the server 
sends a failure message and refuse customers access rights 
[[4]: 4]. 
 
2.2 Authorization (Authorization) 
Authorization (Authorization) represents the process of 
checking the authority of the user, anywhere access rights 
allowed and which are not [[1]: 22]. 
 
2.3 Listing (Accounting) 
In this case, the Company recorded a network resource that has 
been used by the customer. This recording can be aimed to the 
analysis, inspection, payments, planning and resource 
allocation. Recording can also be to secure systems, such as 
watching for suspicious customers, and so forth [[4]: 5]. 
Listing (Accounting) is the process of data collection 
information about how long the user to connect and billing 
time has passed during usage. [[1]: 22] 
 
3. REMOTE AUTHENTICATION DIAL-
IN USER SERVICE (RADIUS) 
RADIUS is a protocol developed for the process of AAA 
(authentication, authorization, and accounting). RADIUS runs 
a centralized user administration system, this system will 
facilitate the task of administrators [SET, 05: 3]. 
Remote Access Dial In User Service (RADIUS) developed in 
1990 by Livingstone dipertengahan Enterprise (now Lucent 
Technologies). At first the development of RADIUS use port 
1645 which turned out to have clashed with datametrics 
service. Now the port that is used RADIUS is port 1812 which 
is default format on the Request for ditetapakan Command 
(RFC) 2138 [[1]: 22]. 
Remote Authentication Dial-In User Service (RADIUS) 
(RFC2865) was originally used by ISPs to otenti? Cation with 
the username / password before you can connect with the ISP 
network, and it usually is for dial-up users. RADIUS is used to 
back-end server in the 802.1x authentication. In addition there 
are several protocols RADIUS AAA (Authentication, 
Authorization, Accounting), which can also use the TACACS, 
TACACS +, and DIAMETER [FUA-08: 6]. 
 
3.1 RADIUS Data Packet Format 
RADIUS packet format consists of the Code, Identifier, 
Length, authenticator and Attributes as shown in the following 
figure [[1]: 22] 
 
Figure 1. RADIUS data packet structure 
. 
Principle Radius 
RADIUS is a security protocol that works using a distributed 
client-server system that is widely used with AAA to secure 
the network users who are not entitled to [[1]: 22]. 
RADIUS to authenticate users through a series of 
communications between clients and servers. If a user has 
successfully authenticating, the user can use the services 
provided by the network [[1]: 22]. 
RADIUS protocol is a UDP-based connectionless protocol that 
does not use a direct connection. One RADIUS packet is 
marked with a field that uses UDP port 1812. Some 
considerations RADIUS uses UDP transport layer, namely: 
[[1]: 25] 
*  If the first authentication request fails, then the second 
request should be considered. 
*  Nature stateless protocol that simplifies the use of UDP. 
*  UDP simplifies the implementation of the server side. 
 
3.2 RADIUS Access Mechanism 
Traffic protocol messages on the RADIUS request and 
response methods (client / server) that can be seen in the image 
below [[1]: 27]. 
 
Figure 2. Traffic messaging client NAS with RADIUS 
server 
 
*  Users do dial-in on the NAS. NAS will prompt the user to 
enter name and password if the connection is successfully 
established. [[1]: 25]. 
*  NAS will be building a data packet of information, called 
the access request. Information provided by the NAS in the 
RADIUS server contains specific information from the 
NAS itself that requested the access request, the port that is 
used for modem connections as well as names and 
passwords. For protection from hackers, the NAS which 
acts as a RADIUS client, encrypts the password before 
being submitted to the RADIUS server. Access requests 
are sent on the network from the RADIUS client to the 
RADIUS server. If the RADIUS server can not be reached, 
moving the RADIUS client can route on an alternative 
server if the configuration is defined in the NAS [[1]: 25]. 
*  When the access request is received, the authentication 
server will validate the request and decrypt the data packet 
to obtain information on names and passwords. If your 
name and password as the database server, the server sends 
access accept that contain information network system 
needs to be provided by the user. Also accept this access 
can contain information to restrict access to users on the 
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  network. If the login process does not meet the fitness, 
then the RADIUS server sends the access rejection at the 
NAS and the user can not access the network [[6]: 26]. 
To ensure a user request actually given on the right side, the 
server sends RADIUS authentication key or a signature that 
indicates its presence on the RADIUS client [[1]: 26]. 
 
3.3 Radius Architecture 
This system architecture consists of three parts, namely a 
wireless node (Supplicant), access point (autentikator), 
authentication server. Authentication server used is the 
Remote Authentication Dial-In Service (RADIUS) server and 
is used to authenticate users who will access the wireless LAN. 
EAP is a layer 2 protocol that replaced the PAP and CHAP 
[[3]: 5]. 
 
Figure 3. Architecture using a RADIUS server 
Authentication Mechanism 
 
Explanation of Figure: 
*  Wireless Node (WN) / Supplicant to request access to the 
wireless network, Access Points (APs) will be asked 
Supplicant identity. None other than the data traffic is 
allowed before the Supplicant EAP terautentikasi. Access 
Point is not a autentikator, but the access point contains 
autentikator [[3]: 5]. 
*  Once a user name and password is sent, the authentication 
process begins. A protocol used between the Supplicant 
and Autentikator is EAP, or EAP over LAN protocol 
(EAPoL). Autentikator encapsulates the EAP message 
back into the RADIUS format, and sends it to the RADIUS 
server. During the authentication process, autentikator only 
convey packets between Supplicant and the RADIUS 
server. After the authentication process is completed, 
RADIUS server sends a message of success (or failure, if 
the process fails autentikasinya) [[3]: 6]. 
*  If the authentication process successfully, Supplicant 
allowed to access the wireless LAN and / or the Internet 
[[3]: 6]. 
 
3.4 RADIUS Accounting 
Basic document standard RADIUS (RADIUS2865) does not 
provide specifications for accounting support. Akantetapi, 
RADIUS accounting RFC information is defined in another 
section (RADACC2866),. Accounting procedures are also 
based on client-server model where the client (NAS) pass 
information about the user to the RADIUS accounting server, 
which is the host machine from the RADIUS accounting [[2]: 
139]. 
RADIUS Accounting is using two types of messages: Request 
and Accounting Accounting Response, both are also sent via 
UDP. Accounting Request is always sent from the RADIUS 
client to the RADIUS server, when the Accounting Response 
generated by the RADIUS server when receiving and 
processing the Accounting Requests (Figure 7.4.3). However, 
as we shall see in the roaming scenario of proxy server may 
play a role in the exchange of Request Accounting-Response 
[[2]: 139]. 
 
 
Figure 4. Traffic messaging client NAS with RADIUS 
server 
 
3.5 Accounting Mechanism 
NAS is able to support RADIUS accounting mechanism to 
generate Accounting Request "Start" at the time of operation 
start and send it to the RADIUS accounting server. This 
package is to determine, among other things, the type of 
service delivered, and the user that sent the service. Upon 
receipt of a valid accounting request, the server adds 
accounting records in the log and respond to requests 
generated Accounting Response to indicate that the packet was 
received [[2]: 139]. 
At the end of service delivery, the client will generate 
Accounting Stop packet describing the type of service has 
been delivered and such statistics and the duration of the 
session, the reason for disconnect, the number of inputs and 
output.itu octets will all be sent to the RADIUS accounting 
server, which will send a return statement that the packet has 
been received. Of course, if the RADIUS accounting server 
can not successfully record, accounting package will not send 
notice of Accounting-Response to the client [[2]: 140]. 
 
 
Figure 5. Exchange of Messages at the time of accounting 
session 
 
4. DESIGN 
In this chapter will explain the design of implementation 
mechanisms accounting system is centralized computer 
network users using the RADIUS protocol UB. Before 
designing the writer must know beforehand how the existing 
computer network at UB today. Next, we conducted a needs 
analysis and system design. 
 
4.1 Existing Computer Network UB 
This section will explain how the topology of computer 
networks such as UB and what specification the routers that 
exist on computer network systems UB today. This is needed 
for the analysis of where the laying of NAS and servers as well 
as the extent to which this system can be implemented at UB 
will relate to the specification of hardware and software that 
already exists. [8] 
At present, there are two types of connections on the local 
computer network (Local Area Network [LAN]) UB is 
through a cable (wired) and wireless (wireless). For computers 
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  that use cable networks are the main network (backbone) in 
each faculty and from each faculty were divided again into 
every major. After that there are majors at some point access 
point hotspots is provided as an area for students who want to 
connect to computer networks wirelessly.  
UB Computer Network Topology 
 
 
Figure 6. Computer Network Topology UB 
 
    From the above figure we can know that the type of 
computer network topology at UB is a type of tree networks. It 
can be seen from the structure of the network, which combines 
characteristics of linear networks and star networks. Computer 
network at UB consists of a set of workstations berkonfigurasi 
with star structure connected to the backbone network which is 
the main network. Backbone network or the major networks 
are star-shaped UB where his client node is a gateway from a 
network computer in every faculty and non-faculty. While 
every major gateway connected to a linearly connected to the 
network backbone, which was on the faculty. Furthermore, for 
networks in the majors using a star network is connected to the 
gateway majors. 
 
4.2 Specification network routers UB 
Routers at UB still use a router with a linux pc as the operating 
system. Some still use the Pentium III uses even one who is 
still using the Pentium II, while for others already using the 
Pentium IV and above. Referring to the specifications of the 
hardware requirement analysis in Section 4.1.1.1 it is almost 
50% of the routers that exist at UB has fulfilled the 
requirement. 
 
4.3 UB Computer Network Users 
Basically, users are allowed to use the facilities computer 
network is the UB faculty, staff, and students of UB. But, 
along with the increasing number of access points that provide 
free wireless Internet access at this UB.saat, we can not know 
with certainty who the user is connecting to a computer 
network UB. This is because each person can freely connect to 
computer networks UB through the access point without 
security systems are adequate, so it is possible for users who 
are not entitled to (illegal) can enter into the computer network 
system linking and do an activity that is harmful. 
 
4.4 Needs Analysis 
After seeing the UB existing computer network can be defined 
several requirements as follows: 
*  A system that can perform user registration process anyone 
who is connected 
*  A system that can do recording of user activity connected. 
*  The system is easily implemented with existing computer 
networks UB 
 
4.5 System Design 
The Design Implementation of Computer Network User 
Accounting System By Using Centralized RADIUS protocol 
of this study are based on analysis of needs that have been 
discussed above. Pearancangan include how the topology of 
the system and working principle of the system will then for 
the purposes of testing the system, then created a prototype of 
a system which was then implemented to analyze how the 
performance of these systems have been designed. 
 
4.6 UB Networks Designing Accounting 
System 
UB network accounting system designed centrally, ie all the 
NAS or the radius of an existing client-router at each end will 
make the process of authentication, authorization and 
accounting on a RADIUS server. It aims to each user can use 
the facilities UB computer network resource usage wherever 
he was in the campus area.  
 
Figure 7. Designing Computer Network Topology UB 
accounting system 
 
RADIUS servers, database servers, and billing system is 
placed on the NOCs (Network Operation Center) - UB which 
is a computer network operation center at UB. Next to each 
end-existing router at UB are used as a NAS that serves as the 
gateway and the user's computer networks UB autentikator 
well-connected using a cable or wirelessly. While for the 
access point will function only on layer 2 alone, it aims to be 
easy in the future because it does not restrict the 
implementation of the brand and certain types of access points. 
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  For more details we can see in the picture the following 
topology. 
 
4.7 Prototype Design of Accounting System 
Computer Network UB 
Designing a network accounting system prototype UB 
kumputer made based on the analysis previously discussed. 
The design of this prototype will be used for testing systems 
that have been designed. The result of the prototype design 
will then be implemented in a computer network Electrical 
Engineering Department of UB to the author can obtain real 
data for analysis of test results. In this prototype design 
topology used is the form of a tree network, this computer 
network topology disesuakan with UB. In this prototype laying 
RADIUS server, MySQL server and billing system is adapted 
to the design that is made before the NOC-UB zone. 
Subsequently used by the two end-routers that function as 
NAS for testing two types of computer networks and the cable 
network is a network without cables. More detail can be seen 
in the following figure. 
 
 
Figure 8. Prototype Design of Accounting System 
Computer Network UB 
 
The allocation of IP can be seen in the following table: 
 
Table 1. IP Allocation Prototype System for Computer 
Network UB accounting 
 
Name Interface IP Address Gateway 
Server 
RADIUS 
eth 0 172.18.3.3
1/24 
172.18.3.1/24 
Server basis 
data 
eth 0 172.18.3.3
2/24 
172.18.3.1/24 
NAS-1 eth 0 
(uplink) 
172.17.67.
62/ 
172.17.67.41/ 
tun 0 
(downlink) 
172.17..91.
1/25 
NAS-2 eth 0 
(uplink) 
172.17.67.
67/ 
172.17.67.65/ 
tun 0 
(downlink) 
172.17.91.
0/25 
 
4.8 The Design Specification Hardware 
Hardware specification is a description of the device or 
equipment used in this study. Specification contains the 
processor, memory, hard disks and other equipment. 
Description of the device could also mention the brand, type, 
name, speed, capacity and other matters that sufficient detail of 
the device. 
The hardware used in this study is the fruit of 4 personal 
computer used as a RADIUS server, 2 RADIUS client and 
server database that will be developed as a prototype computer 
network at UB for the purposes of testing. In addition, the 
required 2 wireless access points for testing in order 
Supplicant may be connected to a computer network using 
either cables or wireless. 
 
4.9 The Design Specifications Software 
At the user's use RADIUS accounting system is the software 
used that is: 
 
Freeradius 
Freeradius is an application server that is used as a RADIUS 
server authentication, authorization and accounting following 
its design specifications 
*  Freeradius using version 2.1.6-0 
*  What is the center of UB internal network. 
*  Server has support for MySQL as a database server that 
stores the user's accounting data. 
*  Server can restrict users so that can not connect with the 
same account at once. 
*  The server can perform user access restrictions based on 
duration or volume of usage. 
*  Freeradius register the IP address of each of the existing 
NAS to communicate with the server. For the security of 
the connection between NAS and server, both having a 
similar keyword called radiussecret. 
 
Mysql 
MySQL is a DBMS (Data Base Management System) that 
serves as a database server for storage of accounting data from 
RADIUS server. The following design specifications 
*  MySQL version 5.0 
*  A separate database server with RADIUS servers and are 
one segment of the IP address to be able to communicate 
with each other. 
*  What is the center of UB internal network. 
*  The database has a table easyhotspot scheme which is a 
modified scheme Radius table with additional tables for 
user management. 
 
Chillispot 
Chilispot is an application that is used as a NAS which is a 
RADIUS client. The following design specifications 
*  Use version-1.1.0-1 Chillispot 
*  NAS IP address registered with the RADIUS server. 
*  Functioning as a router and DHCP server can assign IP 
addresses automatically to the user. 
*  Having an IP address and network segmentation similar to 
the existing network UB. 
* Firewall to use the existing rule with additional rules UB 
network that supports the functions of NAS is to ridirect all 
packet forwarding to port 3990 before users authenticate. 
*  To secure data communications between the NAS and the 
user then applies the function https login page, so that 
valuable information such as usernames and passwords in 
an encrypted state. 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
461
  Design of User Management 
In accordance with the above requirement analysis, the 
management of computer network users are divided as follows 
UB 
*  Students 
 -  Username to use NIM 
-  Connection will drop out if the user does not do an 
activity for 5 minutes 
 -  Users can not login more than once at the same time. 
*  Lecturer and Staff 
 -  Username used Nip / Nik 
-  Connection will drop out if the user does not do an 
activity for 5 minutes 
 -  Users can not login more than once at the same time. 
 
5. IMPLEMENTATION  
The prototype system is a computer network user accounting 
system that has been designed UB in Chapter IV, will be 
implemented and tested in this phase. There are three major 
steps undertaken in this chapter, namely implementation, 
testing and analyzing the results of user accounting system 
prototype UB computer network. 
Configuration Implementation is done by doing the installation 
of hardware and software perangakat. After that, prepare in 
accordance with the prototype of a computer network topology 
that has been made in the design stage. Configuration is then 
performed on each server as follows. 
 
5.1 RADIUS Server 
Installing the RADIUS server configuration on the computer 
after the Linux Operating System is installed Ubuntu. In the 
installation, use the minimum mode, ie, only install the 
required software packages and, for reasons of security and 
brevity. Selected in the installation include: 
*  Freeradius, RADIUS server application. 
*  Freeradius-mysql, freeradius additional modules that can 
use MySQL as database server. 
Configuring the RADIUS server needs to be done in order to 
function properly is as follows 
*  Configure the default gateway IP address and RADIUS 
server 
*  Conduct freeradius configuration in order to communicate 
with the MySQL database server 
*  Conduct freeradius configuration in order to read and store 
data from the user accounting database server 
*  Conduct freeradius configuration to restrict the user, so can 
not connect with the same account at the same time 
*  Conduct freeradius configuration to be able to perform 
user access restrictions based on duration or volume usage 
*  Collecting information on the NAS are allowed to 
communicate with RADIUS servers 
 
7. CONCLUSIONS 
Base on the testing results and design analysis implementation 
of accounting systems in a centralized computer network users 
using the RADIUS protocol, it can be concluded that: 
• Processes that occur on a network accounting system 
prototype UB computer is consistent with existing theory 
on the basis of the theory. 
• Obtained completely user accounting data including 
accounting data numbering plan data, user session id, 
unique user id, username to connect, nas port used by a 
user id, nas port type used by the user, the start time of the 
user to connect, end time users to connect, long time users 
to connect, the user input data used, the amount of output 
data that is used the user, nas mac address of the gateway 
user, mac address of the user who made the connection, 
user connection because he decided, and when a user ip 
address dataconnections. 
• We can produce security enhancements provided in the 
form of tracking IP addresses and time of occurrence 
unknown. 
• The value is applied after the system throughput decreased 
by 5.75% compared with the value before the application 
system throughput. 
• We can utilize the results of accounting data for purposes 
of calculating the cost of user access to computer 
networks. 
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ABSTRACT 
This paper attempts to achieve a wireless data communication 
between two or more personal computers (PCs) by using the 
Frequency Hopping Spread Spectrum (FHSS) technique. A circuit 
containing of a PIC16LF877A microcontroller and an nRF905 
single-chip radio transceiver is used as a transceiver unit for 
controlling and handling frequency and data. The PC uses the RS-
232 interface to communicate with the transceiver unit. The 
PIC16LF877A at the transceiver unit uses the Serial Peripheral 
Interface (SPI) protocol to interface with the nRF905. The PIC 
controls the hopping frequency and timing of the transceiver unit. It 
uses the predefined pseudo-random number algorithm to change 
the frequency. The nRF905 transmits/receives data with the 
hopping frequency set by the PIC with Manchester-encoded 
Gaussian Frequency Shift Keying (GFSK) modulation. The master 
transceiver unit generates the time synchronization pattern for the 
slave transceiver unit and the slave transceiver unit gets the time 
synchronization pattern from the master transceiver unit to hop 
frequency simultaneously with the master. 
Keywords 
Pseudo random number, FHSS, SPI 
 
1. INTRODUCTION 
Today, communication has increasing influence on our daily life. 
Wireless data communication services allow people to access the 
data network without a physical connection. Wireless 
communication or communication without the need for physical 
contact between sender and receiver is a small scaled data 
communication system utilizing radio frequencies rather than cable.  
Communication by radio means the transfers of intelligent from 
one point to another through space using radiated electromagnetic 
wave in the frequency spectrum of from about 10kHz to 300GHz. 
Electromagnetic waves (radio waves) are propagated through space 
from the transmitting antenna to receiving antenna. Radio 
frequency (RF) technology is implemented using two main 
methods. They are narrow band and spread spectrum (SS) 
techniques. Since narrow band modulation schemes have problem 
with multipath transmission and they are very sensitive to 
interference, SS technology is preferred. The more resent frequency 
is the spread spectrum. SS communications systems are often used 
there is a need for message security and confidentiality. 
 
2. SPREAD SPECTRUM TECHNOLOGY 
In modern telecommunications spread spectrum methods are 
widely present. The term spread spectrum has been used in a wide 
variety of military and commercial communication systems. Spread 
spectrum communication is mostly digital communications 
technology. Spread spectrum radio communication, long a favorite 
technology of the military because it resists jamming and is hard 
for an enemy to intercept, is now on the verge of potentially 
explosive commercial development. Because spread spectrum 
signals which are distributed over a wide range of frequencies and 
then collected onto their original frequency at the receiver, are so 
inconspicuous as to be ‘transparent’. They are unlikely to be 
intercepted by military opponents. Spread spectrum uses wide 
band, noise-like signals. Because spread spectrum signals are 
noise-like, they are hard to detect.  Spread spectrum signals are also 
hard to intercept or demodulate. Further, spread spectrum signals 
are hard to jam (interfere with) than narrow band signals. Spread 
signals are intentionally made to be much wider band than the 
information they are carrying to make them more noise- like. 
Spread spectrum signals use fast codes that run many times the 
information bandwidth or data rate. These special ‘Spreading’ 
codes are called “Pseudo Random” or “Pseudo Noise” codes. They 
are called “Pseudo” because they are not real Gaussian Noise. The 
use of these special pseudo noise codes in spread spectrum 
communications makes signals appear wide band and noise-like. At 
the receiver the signal is ‘despread’ using a synchronized replica of 
the pseudo-noise code.  It is this very characteristic that makes SS 
signals possess the quality of Low Probability of Intercept. General 
model of spread spectrum digital communication system are shown 
in Figure 1. 
Figure 1. General Model of Spread Spectrum Digital 
Communication System 
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  Spread spectrum systems have been classified by their 
architecture and modulation. The commonly employed SS 
modulation techniques are the following. 
• Direct Sequence Spread Spectrum (DSSS) 
• frequency hopping spread spectrum (FHSS);  
• hybrid direct-sequence and frequency-hopping spread 
spectrum;  
• time hopping spread spectrum and  
• chirp spread spectrum 
IEEE 802.11 is being proposed to provide wireless connection for 
local area network using spread spectrum techniques in the 
Industrial, Scientific, Medical (ISM) bands. In this paper  build 
wireless communication system operating at  867.2-870.2 MHz of 
the ISM bands. The physical layer of this wireless data 
communication has designed to perform frequency hopping spread 
spectrum processing and RF transceiving.  
 
3. FREQUENCY HOPPING TECHNIQUE 
Frequency hopping is not a signal spread across the spectrum, but a 
broad bandwidth in the spectrum which is divided into many 
possible broad cast frequencies to which the data will be sent over. 
The wide band frequency spectrum desired is generated in a 
different manner in a frequency hopping system. That is it “hops” 
from frequency to frequency over a wide band. For FHSS, there 
exists a code which determines at any particular moment in time 
what frequency it will transmit at hopping from frequency to 
frequency. FHSS systems transmit data on one frequency for a 
period of time, before hopping to another frequency to continue the 
transmission. Hence the only way to obtain the transmission is to 
be has an identical code that knows which frequency it will jump to 
next. The frequencies are used in a predefined pseudo-random 
sequence that both the master and slave know. The hopping pattern 
or sequence appears random but is actually a periodic sequence 
tracked by master and slave. The hopping pattern of the frequency 
synthesizer is determined by the output of the PN generator. 
Random frequency hopping sequence is shown in Figure 2. 
Thus, a FHSS system produces a spreading effect by pseudo-
randomly hopping the RF carrier frequency in the available RF 
band. The processing gain of the FHSS system is given by the ratio 
of the spread signal bandwidth to the information bandwidth. 
 
Figure 2. Frequency Hopping in the Time and Frequency 
Domains 
 
4. SYSTEM DESIGN 
   
(a) Master Section 
 
(b) Slave Section 
Figure 3. Block Diagram of the Wireless Data Communication 
with FHSS Technique 
The goal of this system is to find out how data could be transferred 
wirelessly from primary station to remote stations link physically 
separate computers. The entire block diagram of the system is 
shown in Figure 3. 
At the master, the PC generates the data. Which uses the RS-232  
interface to communicate with the transceiver unit. USART is used 
to helps PIC link to PC. The PIC 16LF877A at the transceiver unit 
uses the Serial Peripheral Interface (SPI) protocol to interface with 
the nRF905.  PIC 16LF877A microcontroller and nRF905   radio 
transceiver are used as a transceiver unit for controlling and 
handling frequency and data. The nRF905 single chip transceiver 
transmits the signal to the antenna by using  GFSK modulation 
technique. 
At the slave, the incoming signal is picked up by the antenna and 
this section used the same technique as the master, but in reverse. 
This slave transceiver unit gets the time synchronize from the 
master unit to hop frequency simultaneously with the master. It 
uses the predefined pseudo-random number algorithm to change 
the frequency. This system uses large number of frequencies 867.2-
870.2 MHz ISM bands for the RF transmission. It can switch 16 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
464
  hopping channels and each channel is 200 kHz wide and the data 
rate is 50kbps. 
 
5. HARDWARE AND SOFTWARE     
IMPLEMENTATION FOR FHSS 
SYSTEM 
5.1 Hardware Implementation 
It is not easy to handle high frequency RF components without 
using high end equipments and fabrication tools. Every millimeter 
length of copper track can effectively change the signal strength. 
Because this system emphasize on the transferring data with carrier 
frequency hopping technique, precise carrier frequency generation 
is needed and which can be changed frequently. RC oscillator 
carrier frequency generators cannot be used because their precision 
is not satisfactory in rapid changing mode. Thus, crystal based 
frequency generation is used in this design. nRF905 multiband RF 
transceiver from Nordic Semiconductor, U4, is chosen as RF 
transceiver unit. It is a single-chip radio transceiver for the 
433/868/915 MHz ISM band which runs on crystal based clock. 
nRF905 working voltage is between 1.9V and 3.6V. To simplify 
the hardware design, 3V power supply is decided to be used for the 
whole system. Thus all components must be worked on 3V power 
supply. A PIC16LF877A microcontroller from Microchip 
Corporation, U3, is used as the main controller of the system 
because LF series of PIC microcontrollers operate on 2V to 5.5V 
range. MAX-232ACPE    RS-232 transceiver from Maxim 
Integrated Product, U1, is used to interface between the 
microcontroller and the PC (personal computer). Although the 
nominal working voltage of U1 is 5V, it was found working well 
with 3V power supply. 
 
5.1.1 nRF905 
The nRF905 transceiver consists of a fully integrated frequency 
synthesizer, receiver chain with demodulator, a power amplifier, a 
crystal oscillator and a modulator. The ShockBurst feature 
automatically handles preamble and CRC. Configuration is 
programmable by use of the SPI interface. Current consumption is 
very low, in transmit only 11mA at an output power of -10dBm, 
and in receive mode 12.5mA. In this design, nRF905 is designed to 
work with carrier frequency between 867.2MHz to 870.2MHz in 
200kHz step channels.  
A 20MHz crystal, Y2, is used as a working clock. Resistor R6, 
capacitor C21 and C22 are crystal oscillator bias components. 
Capacitor C9, C11, C12 and C16 are power supply decoupling 
capacitors. R4 is a reference bias resistor. Capacitor C18 and C20 
are PA supply decoupling capacitors. Resistor R5 is used for 
antenna Q reduction. Capacitor C15, C17 and C19
The ANT1 and ANT2 output pins provide a balanced RF output to 
the antenna. The manufacturer recommended these pins must have 
a DC path to VDD_PA, either via a RF choke or via the center 
point in a dipole antenna. The load impedance seen between the 
ANT1 and ANT2 outputs should be in the range          200-700Ω. 
A low load impedance (for instance 50Ω) can be obtained by fitting 
a simple matching network or a RF transformer. Both loop antenna 
and 50Ω antenna can be used but loop antenna is chosen for 
compact, low cost and simple design.  
 are antenna 
tuning capacitor. All resistors and capacitors mentioned above are 
recommended by Nordic for 868MHz carrier frequency range.  
     
  
TRX_CE
1
PWR_UP
2
uPCLK
3
VDD
4
VSS
5
CD
6
AM
7
DR
8
V
SS
9
M
IS
O
10
M
O
SI
11
SC
K
12
C
SN
13
X
C
1
14
X
C
2
15
V
SS
16
VDD
17
VSS
18
VDD_PA
19
ANT1
20
ANT2
21
VSS
22
IREF
23
VSS
24
V
D
D
25
V
SS
26
V
SS
27
V
SS
28
V
SS
29
V
SS
30
D
V
D
D
_1
V
2
31
T
X
E
N
32
nRF905
U4
1 2
20MHz
Y2
22pF
C21
22pF
C22
GND GND
1M
R6
GND
GND
GND
GND
33pF
C16
VDD
GND
33pF
C11
4.7nF
C12
10nF
C9
GND
GND GND
VDD
VDD
22K
R4 GND
3.3nF
C20
33pF
C18
3.9pF
C15
4.7pF
C17
5.6pF
C19
18K
R5
GND
GND
Loop Antenna 9.5x9.5mm
GND
GND
PIC RA0
PIC RA1
PIC RE0
PIC RE1
PIC RE2
PIC SDI
PIC SDO
PIC SCK
PIC RA2
 
Figure 4. nRF905 Transceiver Section 
 
 
Figure 5. PCB Layout Example for nRF905, Differential 
Connection to a Loop Antenna (Top View) 
 
 
Figure 6.  PCB Layout Example for nRF905,Differential 
Connection to a Loop Antenna  (Bottom View) 
Figure 5 and Figure 6 show the recommended PCB (Printed Circuit 
Board) layout for 868MHz operation. The recommended PCB 
layout is designed for used with SMD (Surface Mounted Device) 
components and maintains the shortest distance between antenna 
and components. SMD components cannot available in local and 
fabrication also needs high end tools. Therefore the recommended 
PCB layout cannot be used. In this design, only normal components 
and larger PCB can be used.  
Another problem is found for the nRF905. It is a very small IC 
(5mm X 5mm) and has 32 pins with 8 pins per side. The distance 
between two adjacent pins is only 0.5mm. The PCB etching is not 
possible in local facility. Thus, the pins of nRF905 are soldered by 
small wires by using a special soldering iron and a magnifier and 
connected these wire to the larger PCB layout. Then the PCB is 
covered by grounded enclosed tin plate (shown dotted region in the 
Figure 4) except antenna. The drawback of this poor RF section 
design is shorter communication range compare with the 
recommended design.  
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  5.1.2 PIC16LF877A 
A 4MHz crystal, Y1, is used for low-voltage operation for 
PIC16LF877A. Capacitor C13 and capacitor C14 are crystal 
oscillator capacitors. Capacitor C10
RA0 and RA1 pins control TX_EN and TRX_CE control pins of 
U4. RB4 pin is configured to send DSR (Data Set Ready) signal to 
the PC which is connected to T2IN of U1. RB5 pin is configured to 
receive DTR (Data Terminal Ready) signal from PC from R2OUT 
of U1.  
 is the decoupling capacitor.  
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Figure 7.  PIC16LF877A section 
 
RC0, RC1 and RC2 pins are connected to 3 LEDs which 
show DR (Data Ready), AM (Address Match) and CD 
(Carrier Detect) states read from nRF905 by using port E. 
SCK, SDI, SDO and RA2 pins are used to interface with 
nRF905 by using SPI protocol.  These pins are connected to 
MISO, MOSI, SCK and CSN pins of nRF905. TX and RX 
pins are used to transmit and receive data from RS-232 
interfacing with PC by using T1IN and R1IN pins of U1. 
All port D pins are connected to 8 LEDs which show 
transmitted or received characters. RE0, RE1 and RE2 are 
configured to read CD, AM and DR states from nRF905.  
 
5.1.3 MAX232ACPE 
MAX232ACPE RS-232 transceiver from Maxim Integrated 
Product, U1, is used to interface the microcontroller with the PC. 
MAX232A has higher slew rate, needs smaller capacitor and faster 
data transfer rate than normal MAX232. Capacitor C1 and C2 are 
positive charge pump capacitors and capacitor C3 and C4 
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negative charge pump capacitors. R1IN pin is used to receive RS-
232 data from the TX pin (pin 3) of RS-232 port of the PC and 
inverted these signals to logic level signals which are read by the 
PIC by using R1OUT pin. T1IN pin reads TX pin of PIC and 
inverted and send to T1OUT pin which will be connected to TX pin 
(pin 2) of RS-232 port of the PC. T2IN pin reads from RB4 pin of 
PIC. It is used to show DSR handshaking signal for the RS-232 
protocol. This signal is inverted and appears at T2OUT pin of U1 
which is connected to DSR pin of RS-232 port of the PC. R2IN pin 
reads and inverts the DTR signal from the RS-232 port of the PC 
and shows at R2OUT pin of U1 which will be read by the RB5 pin 
of the PIC.  
 
Figure 8. MAX232ACPE Section 
Photo of complete circuit and data transferring system are shown in  
Figure 9 and 10 respectively.  
 
Figure 9. Photo of Complete Circuit 
 
 
 
 
 
 
 
Figure 10. Photo of Data Transferring System 
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  5.2 Software Implementation for the System 
The firmware program for the microcontroller is compiled with the 
PICC Compiler Toolsuite version 8.02 from HI-TECH Software. 
The source code is written in the MPLAB IDE version 7.01 from 
Microchip Corporation. The window software for personal 
computer terminal is written and compiled with Visual C#.NET 
from Visual Studio 2003.NET from Microsoft Corporation. 
The microcontroller uses two communication protocols. It uses 
UART protocol to interfacing with PC and uses SPI protocol to 
interfacing with nRF905. In SPI interfacing the microcontroller is 
in the master mode and nRF905 is in slave mode.  
In UART interfacing, the maximum data transfer rate available for 
the 4MHz PIC, 19.2kbps, is used. In SPI interfacing, the maximum 
data transfer rate available for the 4MHz PIC, 1Mbps, is also used.  
TIMER1 of the microcontroller is used to as the main timer. Each 
pseudo random frequency channel number is calculated by 
manipulating of a predefined 16-bit seed number and the 16-bit 
current clock numbers. The master transceiver is the main clock 
number generator. The slave transceiver needs to synchronize with 
the clock number of the master transceiver. The clock number is 
started from 0 and is increased every 50ms. Each 50ms is called a 
time slot and the clock number is the time slot number. The master 
unit transmits its data packet in each even time slot and receives 
data from the slave unit every odd time slot.  The slave unit 
transmits its data packet in each odd time slot and receives data 
from the slave unit every even time slot. Every time slot has a 
number and which is used to generate pseudo random number. 
Thus, the working frequency is hopping randomly every 50ms. 
This working frequency must be same on both master and slave 
unit. The slave unit synchronizes its clock number with the master 
clock number every time the data packet is received.  
In both master and slave transceiver units the odd and even time 
slots are not identical. To allow for some time slipping, an 
uncertainty window is defined around the exact receive timing. The 
window length is 200μs before the exact receive timing. Thus, in 
master every even time slot length is 49.8ms and every odd time 
slot length is 50.2ms. In slave every odd time slot length is 49.8ms 
and every even time slot length is 50.2ms.  
The nRF905 transceiver can transmit and receive up to 38 byte 
data packet each time, including two CRC check bytes, four 
address bytes and 32 bytes data. In this design, only 24 bytes of 32 
bytes data area is used for data. Three bytes from the left 8 bytes is 
used for two clock bytes and one data count byte. 
The most difficult part for the slave transceiver is the time 
synchronization. The master and slave transceivers must hop their 
working frequencies at the same time, which means the slave unit 
needs to adjust its time slot starting point to the time slot starting 
point of the master transceiver.  
The time required for the transmitting of one data packet of 
nRF905 transceiver is measured by using software timer. It is 
found that 6.94ms long from TX_CE enable to DR high. If the 
slave transceiver received DR signal, the slave adjusts its left time 
for the next time slot to 43.06 (50ms -6.94ms). Thus the starting 
time for next time slot is synchronized with master. The slave 
transceiver always adjusts its starting time and time slot number 
with every received packet.  
At first even time slot, the master unit pages for the slave unit. It 
transmits its time slot number by using a single default frequency. 
Then it changes working frequency for the receive time slot. At that 
time, the slave scan for master by stopping its timer, changes the 
working frequency to the single default frequency and listens to the 
data packet of the master transceiver. When the data packet is 
received, the time slot number is set to the master clock number 
plus one and adjusts its starting time of the next time slot and runs 
the timer. Then it changes working frequency for the transmit time 
slot.  
In master, at every even time slot start, the master unit transmits its 
data packet. After transmission, if the transmit packet includes data 
it send channel number to the PC. Then it changes working 
frequency and waits for the data from the PC until its time up. 
In slave, at every odd time slot start, the master unit transmits its 
data packet. After transmission, if the transmit packet includes data 
it send channel number to the PC. Then it change working 
frequency and wait for the data from the PC until its time up. 
 At every time slot, the master unit listens to the data packet sent 
from the slave for 8.2ms. If the data packet is not received before 
waiting time, it assumes missing packet and increase miss count 
number. If the miss count greater than 20 the master need to be 
page to slave and the slave need to be scan for master  again. At 
master, if the data packet is received and the data count byte is 
greater than one, the master unit sends data to the PC. At slave,if 
the data packet is received the slave unit updates its time and time 
slot number.  
 
6. CONCLUSION AND DISCUSSION 
The aim of this paper was to obtain a secure data communication 
transceiver by using FHSS technique. The hardware design 
includes three major components, a PIC16LF877A microcontroller 
from Microchip Corporation, an nRF905 RF transceiver from 
Nordic Semiconductor and MAX232ACPE RS-232 transceiver 
from Maxim Integrated Product. A personal computer (PC) is also 
included as the data input output terminal. 
The microcontroller is used to send and receive data to and from 
both PC and nRF905 interface. It uses SPI protocol for interfacing 
with nRF905 and uses UART SCI protocol for interfacing with PC. 
MAX232ACPE transceiver works as a voltage level converter 
between RS-232 level and UART logic level. nRF905 RF 
transceiver is used as the wireless transceiver module which is 
configured to run on 20MHz clock and 868MHz working 
frequency range.   
The working frequency channel of this unit is changed randomly 
every 50ms time slot, which means one random number is 
generated each time slot. The random number is a 4-bit number 
which is calculated from microcontroller by using a 16-bit seed 
number and the 16-bit working time slot number. The seed number 
is preprogrammed on both master and slave microcontroller. The 
random number is then added to the base 8-bit frequency channel 
number to form 16 working frequency channels range from 
867.2MHz to 870.2 in 200kHz steps. Both the master and slave 
unit must generate the same random number at the same time slot 
to work on same working frequency to maintain the connection. 
The slave unit needs to check and adjust its clock number with the 
master clock each time the data packet is received. 
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  The data pack is a packet consisting of 32 bytes. Each data packet 
consists of two bytes clock number and one byte number of data 
count in addition to 24 bytes data totally 27 bytes. The other 5 
bytes are reserved for further uses. The transceiver transmits one 
packet in every 100ms and receives one packet in every 100ms. 
The master unit transmits in each even time slot number receives in 
each odd time slot number. The slave unit transmits in each odd 
time slot number and receives in each even slot number. The master 
always needs to start the connection. It starts by transmitting a 
paging packet, which consists of the slave address and two clock 
bytes, by using default frequency. Then the master is receiving 
from the slave with the random frequency generated from the clock 
number. The slave unit is always scanning its data by using default 
frequency every time the master unit is not present. If the address 
of the transmitted packet matches the slave address, the slave unit 
reads the clock number in the received packet and synchronizes its 
clock. Then the slave retransmits the data packet to the master by 
using the random number generated from the received master clock. 
Then the connection is established.  
The units are tested by using two PCs as data terminal. Testing 
includes sending characters and text files. The communication 
range up to 10m can be used and found working well.  
 
6.1 System Benefits 
This FHSS transceiver ensures secure data communication. 16 
working frequencies changing randomly in every 50ms is difficult 
to detect. The 32-bit address ensures security and extensibility of 
the working units. 50kbps data transfer rate is satisfactory for 
wireless data communication. Three green LEDs indicates the CD 
(carrier detect) the AM (address match) and DR (data ready) state 
of the transceiver. The eight red LEDs is used to display the 
transceiving data. These LEDs visually confirm the connection 
status. The unit can be used in the area where the noise level is high 
because it works on multi frequencies. If one frequency is 
interfered, the next frequency is still working. It can be used 
especially on military application and the places where the data 
bandwidth is limited. The slave units can be extended for a large 
network. 
 
6.2 Further Extensions 
The working frequency channels can be extended (up to 29 
channels) with wideband antenna designs. The well designing of 
whip antenna can be used for longer communication range. 
Because of the lack of instruments, the transceiver section cannot 
be constructed as the recommendation. Therefore the 
communication range is shorter than mention in the specification. 
Better data hand-shaking techniques can be designed by using extra 
packet bytes. The random number generation used in this design is 
just for testing purpose and it is found that the randomness is not 
satisfactory. Better random generation technique should be used in 
the future to get more secure communication. More slave units can 
be added (up to (232
[1] “Basic Communication Theory”, INFOSEC Engineering. 
http://www.blackmagic.com/ses/bruceg/ COMMBOOK/ch1 
commbook.html  
 -1) slave units) to the network by changing 
communication protocol. Power saving features of both PIC and 
nRF905 can be used for extended battery life if the unit is designed 
to operate with 3V lithium battery. 
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ABSTRACT 
Recently, service providers are interested in developing 
geolocation-based services for users, such as weather dan traffic 
information using mobile positioning technology. GPS is widely 
used for determining user’s position in an outdoor environment. 
But GPS lacks reliable performance in an indoor environment. 
Because of these reasons, we offer a positioning system application 
that utilizes wireless LAN which is commonly found in most 
laptops today. The positioning system uses Location Fingerprinting 
method which consists of two phases: training and positioning. The 
objective of training phase is to build a fingerprint database, which 
is a Received Signal Strength (RSS) data from each installed 
Access Point. In order to minimize time needed to do site survey, 
Weighted Distance Inverse interpolation is used. In the positioning 
phase, user sends RSS data to server and the position is determined 
based on the fingerprint database. 
The result of the experiment shows that the positioning system 
reliability depends on the fingerprint database. RSS data, which is 
the main fingerprint data is very sensitive to environment 
condition. Accuracy of the positioning can be improved by adding 
more Access Points and determining optimal number of Reference 
Points. This application can be developed further so that it can 
cover wider area.  
Keywords 
Positioning System, Wireless, Networking, Location 
Fingerprinting, Weighted Distance Inverse. 
 
1.   INTRODUCTION 
In recent years, mobile positioning is increasingly high demand by 
telecommunications service providers. This is caused by the 
increasing number of applications that require accurate location 
information from mobile devices. In a position outside the building 
(outdoor), GPS (Global Positioning System) is one technology that 
can be used to provide users with positioning information accurate 
enough. But the solution is less appropriate when used in indoor 
environment. This is caused by weak signals received by a GPS 
device from the satellites due to impeded by building structures. 
Along with the increasingly widespread use of wireless LAN 
system in various indoor environments, such as schools, 
universities, and shopping centers, arises the idea about using the 
access point as a solution to provide user position information in 
the indoor environment [3]. 
 
Access point (AP) cannot provide information on the user's 
position directly [4]. Interconnection is established between the AP 
and mobile device users, resulting in some information. One of the 
important information obtained from the interconnection between 
the AP and the user's mobile device is the Received Signal Strength 
(RSS) [5]. RSS is said to be important, because this is the only 
information that can indicate the distance between the AP and 
mobile device users. Therefore, we need an application that can 
process information in order to get these RSS users accurate 
positioning information. 
 
2.   OBJECTIVES 
The implementation of this problem is based on how to determine 
the reference point (RP) during field surveys in order to obtain 
training data that represents every point on the environment being 
surveyed, and also how to do the interpolation of data using Inverse 
Distance Weighted method (WDI) to assist in providing reliable 
training data. The data on AP RSS is stored in a database server in 
realtime. 
The aim of this work is to create a client application to determine 
the position of connected clients with a wireless LAN in an indoor 
environment based on information processed by the RSS method 
and WDI Location fingerprinting. 
 
3.   WIRELESS LAN 
Basically, wireless LAN (Local Area Network) is a connection 
between two or more computers without using wires. Wireless 
LAN technology is the modulation of radio waves to communicate 
data between devices within a region, called the basic service set. 
Thus, the client can move the position but remains connected to the 
network, within the coverage area of the wireless LAN. 802.11 is a 
standard by IEEE to represent wireless LAN. This protocol has 
three main layer stacks, they are the Upper Layer, Data Link Layer, 
and Physical Layer [2]. Authentication like RADIUS is handled 
above these layers. 
Any 802.11a/b/g device can operate at one of the following 4 
operating modes: 
• Master (AP / Infrastructure) 
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  Wireless LAN in this mode will create a new wireless network 
name (SSID) and a particular channel. Wireless LAN devices in 
master mode can only communicate with other devices that run on 
the mode of managed and associated with it. 
• Managed (Client) 
Wireless LAN devices in the managed mode will join the wireless 
network created by a master device and adjust the channel works. 
In the managed device, generally available RSS information from 
each access point detected. 
• Ad-hoc (Peer-to-Peer) 
In ad-hoc mode there are no master or AP devices. Each device 
connected in ad-hoc network communicate directly with her partner 
device. 
• Monitor 
This mode is typically used to monitor the condition of a wireless 
LAN. In this mode, the wireless LAN device not only sends the 
data but monitors radio traffic on the specified channel. 
 
4.  LOCATION FINGERPRINTING 
One method for determining the position of a client using the 
Wireless LAN is the Location fingerprinting method. This method 
consists of 2 main stages, namely training phase and positioning. 
The whole process of location fingerprinting is illustrated in Figure 
1: 
 
Figure 1. Location Fingerprinting 
The purpose of this training phase is to construct a fingerprint 
database. To produce an optimal database, the selection of 
Reference Point (RP) needs to be done carefully. 
After determining the number of RPs, a client device is placed on 
an RP and Received Signal Strength measured (RSS) from each 
Access Point (AP) that was detected by the client. Data obtained 
from the RP characteristics, namely, the RSS of each AP, and then 
stored into the database along with the coordinates of the position 
of the RP. This process is repeated for all of the RPs that have been 
determined. 
In Figure 1, the client described as the Mobile User (MU) and was 
placed on the RP-3. RSS of AP(1) to AP(2) to the MU are to be 
measured and the results entered into the database, along with the 
coordinates of his position, starting from (x, y)1 through (x, y) n
In the location determination phase, the client at an unknown 
position will measure the Signal Strength (SS) received from each 
Access Point [1]. SS measurement results are then compared with 
the database obtained from the training phase, in order to obtain 
the client's position. 
. 
 
5. WEIGHTED DISTANCE INVERSE 
To save time and effort required in preparing the fingerprint 
database in training phase, there is a method called data 
interpolation. Interpolation process is filling the data gaps with 
data from a particular method of data collection to produce a 
continuous distribution pattern (Sanjaya, 2006) [7]. 
One method of data interpolation is a frequently used Weighted 
Distance Inverse (WDI). This method assumes that each point has 
a localized effect and its value decreases with distance. The WDI 
formula is: 
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Where: 
  Z = Weight value 
  b = Value of power factor 
  X0
  X
 = Location of the point whose value is unknown 
i
  d
 = Location of the point whose value is already known 
i = Distance between X0 and X
 
i 
6.   SYSTEM DESIGN 
The development of the system is using Microsoft .NET 
Framework. Microsoft .NET Framework is a software component 
that is part of Microsoft Windows. The .NET has a big library and 
able to meet most needs of programming in various fields, such as 
user interface, file management (read / write files), database 
connectivity, network communications, cryptography, web-based 
application development, numeric algorithms, and so forth. 
For the network topology in the system design, in Figure 2 we can 
see that this mapping system requires several Access Points to be 
able to determine the position of a client based on RSS [6]. In 
addition, one of the APs must also be connected to a server via a 
wired LAN. It is important because it tells the server as its role as a 
database server, which stores the fingerprint data, client data, and 
history logs required by the mapping system. 
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Figure 2. Network Topology 
In addition, field surveys are also needed to determine the best 
positions of APs, so that the mapping system can be implemented 
on a wider coverage area. Field surveys are also required to collect 
fingerprint data which is needed in the training stage in the method 
of mapping by Location Fingerprinting [8]. 
Generally, system design for this wireless LAN application, a 
mapping is divided into 3 parts: the design of systems for field 
surveys, system design for the client, and system design for the 
server. 
 
6.1  System Design for Site Survey 
Application of a field survey was made to assist in collecting 
fingerprint data, obtained from the RPs which has been determined 
earlier. In addition, this application can also be used to design the 
placement of the APs and RPs on the image map used. 
Before we can perform a field survey of this system, an image map 
of the location should be available first. After that, the position of 
APs and RPs in survey will also be defined. If the survey data 
already exists, the data can be directly loaded into the application. 
Conversely, if there is no survey data, the placement of the AP and 
RP should be defined manually. 
The format used to store survey data is the XML data formats. 
Here is a survey data example: 
<?xml version="1.0" encoding="utf-8"?> 
<datasurvey> 
  <accesspoints> 
    <AP 
      ssid="00:20:A6:84:C2:28 (virtue)" 
      nomor="1" 
      x="414" 
      y="181" /> 
    <AP 
      ssid="00:20:A6:84:BF:FE (dynames)" 
      nomor="2" 
      x="365" 
      y="10" /> 
  </accesspoints> 
  <referencepoints> 
    <RP 
      nomor="1" 
      x="446" 
      y="159" /> 
    <RP 
      nomor="2" 
      x="380" 
      y="159" /> 
    <RP 
      nomor="3" 
      x="414" 
      y="159" /> 
  </referencepoints> 
</datasurvey> 
In this XML archive there are two main elements, they are 
accesspoints and referencepoints. The 
accesspoints element stores: 
ssid - the MAC address of Access Point 
nomor - Access Point sequence number 
x,y - coordinate position of Access Point 
And for the referencepoints: 
nomor - Reference Point sequence number 
x,y - coordinate position of RP 
6.2   System Design for the Client 
Client application is used to monitor the APs, records the 
information of wireless LAN devices that are used by the client, 
and sends the data to the server to be stored and processed further 
to determine the client's position. 
This system looks for APs that are around the client and the APs' 
MAC addresses are checked whether among those 3 detected APs 
have been deployed for mapping systems. When 3 APs have been 
deployed, then the MAC address and RSS from the AP is recorded 
and sent to the server periodically. 
The system will then match the RSS data that have been sent by the 
client with the generated fingerprint data. If there is data in 
accordance with the RSS fingerprint data, the coordinate position 
(x,y), which correlates with the fingerprint data is inserted into the 
client as information for the current client's position. 
6.3   System Design for the Server 
The system displays a map of the location and described the tiny 
dots on the image to represent the client's current position. Client's 
position was taken from the client data in the database. The map 
view is refreshed periodically. 
Before performing the data interpolation, the system asked for an 
input as part of the image map that its RSS data will be generated 
using the WDI. 
After all input values are entered, the system does the RSS data 
interpolation for points that have not known its RSS, according to 
the maps. 
7.   CODING 
To begin the implementation, field survey is required to obtain 
fingerprint data, which forms the RSS data in the training stage in 
the method of Location Fingerprinting. 
For coding the site survey with Microsoft .NET we used a library to gain 
access to the wireless device, it is called MetaGeek IOCTL NDIS or 
Input/Output Control Network Driver Interface Specification. 
MySQL Connector/Net library is used to access the database 
system. All information are stored in a MySQL database. 
 
 
2nd International Conferences on Soft Computing, Intelligent System and Information Technology 2010
471
  8.   EVALUATION 
The evaluation takes place in a one floor area of rooms. Two 
laptops with wireless LAN and 3 access points separated in the 
area. 
Testing is done by holding the notebook in a standing position. 
Tests conducted on 10 test positions, randomly determined, and at 
each test position was tested 10 times. In each test, the RSS value 
is taken at 10 seconds in average. 
The next step is to determine the RPs positions and the number of 
available APs. From these tests, with more number of APs, the 
determination of the location becomes more stable and accurate. It 
can be seen from the standard deviation which is lower, the average 
value of the smaller difference in distance, and higher average value 
of the validity. 
From the results of power factor WDI test, the accuracy of location 
determination system is good enough when the value of power 
factor is 3. In the power factor value below 3, the distance between 
adjacent points is less influence on the prediction signal, resulting 
in a less than optimal for the data used in location determination 
system. In contrast to the value of power factor above 3, the 
distance between adjacent dots increasingly influential, so that the 
influence of points that is located a little far ignored. 
 
 
Figure 3. RSS (y axis, in dB) by distance (x axis, in meters) 
Figure 3 shows the distance between client and Access Point with 
its signal strength. From this result, it turns out the relationship 
between RSS and distance varies, so that relations cannot be 
determined mathematically. 
 
9. CONCLUSION AND SUGGESTIONS 
Based on test results, there are a few things to conclude: 
- To produce fingerprint data that represents all points of the 
position requires the placement of  APs and RPs in a field survey 
to conform the shape of the room and AP's coverage. 
- The more APs the more stable and accurate the results are.  The 
added number of APs make the characteristics of each point 
more unique, because the existing fingerprint pattern also 
changes. 
- To produce an optimum interpolated data, WDI function 
parameter adjustment is necessary, namely the value of power 
factor. In addition, the determination of RP was also significantly 
influence the interpolation, because WDI is using RP as a 
reference point to interpolate. 
- RSS data delivery process from the client to the server could not 
be done in realtime, because the interconnection between the 
client and server is via wireless LAN, and that its data 
transmission speed is strongly influenced by surrounding 
environmental conditions, such as distance, barriers and level 
density. 
- Depending on the accuracy of location determination of the 
fingerprint data that is used as a reference, the search algorithm 
used in fingerprint data, the orientation (direction) notebook and 
a power antenna on the laptop that are used. 
- There is no definite relationship between the RSS and distance. 
This is because in addition to distance, many other factors that 
affect the RSS, such as the orientation of the notebook, power 
antenna, and types of modules used in wireless LANs. 
- ActionScript 3.0 and Flash Player display mapping results with 
the client well enough and responsive. 
After an evaluation of the overall system, the authors hope that this 
work may be developed further with the development of the 
suggestions as follows: 
- Factors affecting variation RSS data received, for example: 
interception, air temperature, low density and structure of the 
building, need to be researched more about how big the impact 
on the quality of fingerprint data generated. 
- Parameters determining the location need to be added also to the 
power antenna and the orientation of the client in order to 
produce more accurate position. 
- To improve the accuracy of location determination, the search 
algorithm fingerprint data needs to be configured in such a way 
that it can recognize patterns in the fingerprint database. 
- The system can also be developed so that not only it can detect 
the client's position that is on the same floor, but also the 
different floors and a wider range of location determination. 
- This location determination systems can also be extended with 
location-based application service provider, such as weather 
information, event information, etc. 
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ABSTRACT 
The use of Wireless LAN technology has in mobile phone products 
has attracted more research in this technology. One of the most 
common uses of WLAN is to connect to the internet via local area 
networks.  
As the advance of mobile phone technology march out, the WLAN 
technology is now available on recent mobile phones products. 
Preliminary, the mobile phone WLAN is used commonly to 
connect to local area networks (LAN) as its legacy use.  However, 
there is an opportunity that this technology can be used for file 
transfers between mobile phones and other network-based devices. 
This research proposes an extended use of the mobile phone 
WLAN in the data transmission between mobile phones and other 
network-based devices. Experiments results show that the data 
transmission can be used to transfer files among network-based 
devices with high level of satisfactory. 
Keywords 
PyS60, WLAN, Data Transfer. 
1. INTRODUCTION 
The most commonly used operating system in mobile phones is 
Symbian 60. On this platform, data transfer application commonly 
uses Bluetooth technology due to its cheap production cost and it 
has been widely installed on most mobile phone types.  
In the previous research [5], Shiddiqi et al. has developed an 
application that can transfer files between mobile phones using 
Wireless LAN technology. This research extends the previous 
research by conducting more research on this application to explore 
the used of the mobile phone WLAN technology and names the 
application as WLANXChange. 
2. PAGE SIZE 
Wireless LAN (WLAN) has components that build the architecture 
of the WLAN network. The components consist of station, basic 
service station, and extended service set. The details of the 
components are as follows: 
2.1 Station 
Station is a component in WLAN architecture known as node. All 
components that can be connected through a wireless medium in a 
WLAN are called a station. All stations are equipped with wireless 
network interface cards (WNICs). Wireless clients can be mobile 
devices such as laptops, personal digital assistants, IP phones, or 
PCs that have been equipped with wireless network interface.3 
2.2 Basic Set Service 
Basic service set (BSS) is a collection of stations that can 
communicate between each other. There are two types of BSS, i.e. 
the Independent BSS and Infrastructure BSS. Each BSS has a 
BSSID obtained from the MAC address of the access point serving 
BSS. An independent BSS is an Ad-Hoc network that does not 
have an access point, so that the BSS is not able to connect with 
other BSS. As for infrastructure BSS may be associated with other 
stations that are located on the same single BSS through access 
point. 
2.3 Extended Set Service 
Extended service set (ESS) is a set of connected BSS. Access 
points connected to the ESS distribution system. Each ESS has an 
ID called the SSID is a 32-byte (maximum) character string. 
3. PYTHON FOR SYMBIAN 60 (PYS60) 
Python for Symbian S60 (Pys60) is the development of specific 
language used python for the Symbian smart phone platform Series 
60. In addition to the standard features of the python language, 
PyS60 provides access to many unique functions of smart phones 
such as camera, contacts, calendar, audio recorder, games, TCP / IP 
and Bluetooth communication simple. 
PyS60 is open source, under Apache 2 license and python. Python 
for S60 based on the Python version 2.2.2. not only supports many 
of the modules Python Standard Library, but also includes some 
special modules for mobile platforms, such as Native GUI 
elements, Bluetooth, networking, GSM Location Information, SMS 
messaging, access to the camera, and others. Nokia makes python 
bindings for Symbian OS is the public API provided on the device 
S60. 
4. SYSTEM ARCHITECTURE 
To enable the WLANXChange to transfer files, the first thing to do 
is to connect to the WLAN network either in Ad-Hoc and 
infrastructure. In addition, to facilitate the user in recognizing 
connected devices in a network, we use the device identification 
system ID. To provide flexibility in user interaction, it would 
require a communication between devices where each device can 
communicate with each other and both were doing the sending 
request, the denial request, receiving the request, and the user can 
send data to other devices that run the same applications on a 
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  network. Figure 1 shows the components needed to make the 
technique works. 
Sistem ID
Sistem 
Request dan 
Response
Sistem 
Transfer Data
WLANXchange
 
Figure 1. WLANXchange components 
4.1 System ID 
ID used to identify other devices that run the same applications in a 
single subnet. ID of each device will be sent via a packet data 
transport protocols using UDP (User Datagram 
Protocol).Transport protocol UDP is selected as this ID packet data 
is not large. This protocol is suitable for use in the recognition 
process ID from a cell phone to be connected because the search 
process ID must be updated should there is a change in the device 
to each node belonging to the subnet. Figure 2 shows the packet 
format string ID. 
STATUS # DEVICENAME 
Figure 2. Format string packet ID 
STATUS can be filled by binary codes 0 or 1, 1 indicates that the 
device is in a state ready to receive requests or is not carrying out a 
process of both sending and receiving. Meanwhile, if the status 
value 0 indicates that the device is in a state could be due to busy 
doing the sending or receiving data. Figure 3 shows an example of 
packet format string ID. 
1 # 5800 XM 
Figure 3. Example of format string packet ID 
Those examples explain that the status of the device named 5800 
XM is ready to receive and send data.  
4.2 ID Receiver 
ID receiver in charge of receiving data packets from the device ID 
other in a network, and enter into the list of devices and update 
them. List of device is the collection ID of the device using the 
same application. Application Receiver ID will bind and listen on 
port 7654 address 
4.3 System Request and Response 
Request is a set of commands used two devices to perform 
handshaking before data is sent. More precisely this request is a 
handshaking protocol. Figure 4 is a list of the request and the 
response code of this protocol. 
 
Code Explanation  
1 This code is sent when a device wants to 
send to another device. For example: 
 
It means that a device (192.168.0.5) 
wants to send 5 files with total size of 
35000000 bytes. 
2 This code is a response of code 1. This 
code is sent from receiving device to 
sending device. For example :  
 
It means that a device (192.168.0.7) is 
ready to receive files from sending 
device. 
3 This code is used to reject file transfer 
request from sender. 
4 Code 4 is used when receiving device’s 
storage is not enough to store file(s) that 
will be transmitted. 
Figure 4. List of the request and the response code from the 
handshaking protocol 
To be able to do the sending and receiving the request and 
response, it can take 2 pieces of software components in the 
receiver and sender Request. 
a. Receiver 
Just like an ordinary receiver, receiver served as the entrance 
to receive and process packets in accordance with the request 
in the specified format and then display it to users 
b. Sender 
Sender will send packets to the sender requests that the on 
going. In addition, to send request packet, the sender also 
sends a good response-response is determined by the user and 
will automatically send the software. 
Both of request and response packets are sent using the 
transport control protocol (TCP). This is because these 
packages are very important and must be guaranteed to be 
sent to the recipient to the back, and make the next routine. 
Request and response running on port 6543 
4.4 Data Transfer System 
The data stream is sent in the data stream that runs on the TCP 
transport protocol. Stream packets of data arranged as in Figure 5. 
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Figure 5.  The format of data streams packets 
Name of the file is sent with the intention of naming files on the 
recipient, but if there is the same name in the destination folder on 
the recipient, the name of the file is automatically generated by the 
software. Packet data transmission channel will only open when the 
handshake of the two devices has been formed (code 1 in the back 
with a code 2). When the recipient code provides 2 replies to the 
sender, the recipient will open the 5432 port, and the device is 
ready to receive data packets. Once the code is received, the device 
2 will start to send the data. Then the device will open the 5432 
port channel to a receiver to send data and the channel will 
immediately ends when all data has been completed is sent once the 
port is closed. 
5. EXPERIMENTS 
This section will discuss both functionality testing and performance 
of WLANXchange in data transfer between phones using WLAN 
transmission media. The scope of this test are as follows: 
o Two phones that run the Symbian operating system 60 5th 
Edition and 1 pc phone operating system Symbian 60 3rd 
Edition  
o Python 1.9.7 for each phone and recompiled python shell 
scripts that have been signed for each phone 
o Using 3 phone  specifications respectively as follows: 
o 2 Nokia 5800 XM, with 128 MB of RAM and 7 GB of 
storage 
o 1 Nokia E51, with 96 MB RAM and 256 MB of storage 
5.1 Performance Testing 
This test is intended to find application performance in data 
transfer. Performance is measured in this test is the transfer rate 
and maximum distance. 
5.1.1 Transfer Rate Testing 
There are several variables of transfer rate on this test that are 
changed to determine the effect of the variable transfer rate.  
•   Bluetooth vs. WLAN 
This scenario compares the speed of 2 different connection modes 
of Bluetooth and WLAN. 
•   Single File vs. Multiple File.  
In this scenario compared between sending files one-one with 
sending multiple files. However, multiple delivery modes used files 
and queue files are not sent at the same time. 
Transfer rate tests conducted at all the variables are at best 
performance. That is the distance used is 1 meter. Test results 
shown in Table 1. 
 
 
 
 
Table 1. Testing speed data transmission between WLAN vs 
Bluetooth 
 
From the results of these tests, (units in Kbps) shows that the use 
of the WLAN connection has a transfer rate which is greater than 
Bluetooth. The speed of data transmission for WLAN reaches 5 
times the speed of Bluetooth at the same distance. 
5.1.2 Maximum Distance Testing 
In this scenario, the maximum distance calculation experiments 
carried out by comparing between a WLAN connections with a 
Bluetooth connection. Each distance is measured by the distance 
that lies between the two devices in all tests done on an open space 
with no obstacles between the devices with other devices. The 
results of testing are shown in Table 2 and Table 3.  
Table 2. Testing the maximum distance in WLAN 
 
Table 3. Testing the maximum distance on the Bluetooth 
 
From the table it shows that the maximum distance a WLAN 
connection farther than Bluetooth, which is 22 feet compared with 
a Bluetooth connection which can only transmit data at a maximum 
distance of 4 meters. 
5.2 Indirect File Transfers 
This scenario is aimed to test the WLANXChange reliability in 
transferring files using an access point as a bridge of file transfers. 
The access point can also be used to extend maximum distance that 
can be covered between transferring devices. The mechanism of 
connecting mobile phones through an access point can be shown in 
figure 6. 
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Figure 6.  The Mechanism of indirect connection 
As shown in Figure 6, the process of file transfer stars by 
connection the sending and receiving device to the nearest access 
point (step 1). If a mobile phone wants to transfer a file to one or 
two devices, it broadcasts cell id request to all connected mobile 
phones connected to the access point (step 3). Upon receiving the 
cell id request, the receiving mobile phones reply the cell id request 
by sending back response packet to the requesting cell id mobile 
phone (step 5). Having the destination cell id(s), the sending 
mobile phone sends the file(s) to the destination mobile phones 
(step 7).  
This test used an access point with IEEE 802.11g standard that has 
100 MBps throughput. The reason of using this type of standard is 
to avoid bottle neck problem caused by lower throughput capacity 
of access point being used. The result of the experiment is shown in 
table 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4. Transfer Rate of Indirect Connection 
 
The table shows that there is a decrease in performance of 
transferring throughput compared to the direct transferring in the 
same distances. This is due to the use of WLAN access point takes 
a few seconds to process file request and response from source and 
destination between two sending/receiving devices. By comparing 
direct vs indirect transferring experiments, it can be observed the 
relations of distance and transferring throughput. By increasing the 
distance of two meters, the average transferring throughput 
decreased 4.3 Mbytes or ± 1% of direct connection at the same 
distance.  
However, there is a positive side of using access point. As shown in 
table 4, the maximum distance that can be reached of the 
sending/receiving devices incdreased. As shown in table 4, the 
maximum distance of indirect connection is 32 meters. This is 10 
meters further than of the direct connection which is only 22 meters 
(as shown in table 3). Thus, the throughput decrease caused by the 
use of access point is patched-up by the increas of maximum 
transferring distance.  
5.3 Transferring to Computer 
This scenario observed the transferring performance of mobile 
device to computer by using the same WLANXChange framework. 
In this scenario, a mobile device (
Table 5.  Transfer Rate from 5800 XM to Laptop 
Nokia 5800 XM) and a laptop 
were used. The laptop used in this scenario has IEEE 802.11g of its 
WLAN standard. This experiment was conducted in the same 
distance measurements. The result of this experiment can be seen 
in Table 5. 
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5.4 Bottle Neck Problem 
The table shows that at the initial distance (2 meters), the transfer 
rate is higher than direct connection between two mobile devices. 
This is shown from 2 meters up to 4 meters. However, increasing 
the distance from this point forward will cause the decrease 
performance compared to direct connection between two mobile 
phones. On the average, the decrease is 60 Mbps per 2 meters 
additional distance. 
Once again, this research conducted an experiment regarding bottle 
neck issue. The experiment used the same devices to test the bottle 
neck problem. The test was done by using Nokia 5800 XM with 
the Nokia E51. This is because Nokia E51 (20 MB RAM) has 
lower computing capacity than Nokia 5800 XM. In addition, when 
receiving a stream file, the receiving device has to receive file and 
write the received file to local storage. This is the reason why the 
receiving device needs large resources to run the two tasks 
simultaneously.  
In this experiment, files with larger size were used. This approach 
is aimed to test if there is an effect when using small size files 
compared to one large size file. The result of the experiment can be 
seen in table 4 and 5. 
Table 4.  Transfer Rate from 5800 XM to E51 
 
 
Table 5. Transfer Rate from E51 to 5800 XM 
 
 
6. CONCLUSION  
The table 4 and 5 shows that transferring a larger file size produced 
higher data rate compared to transferring a number of files with 
similar total size [5]. This can be caused by the process of sending 
a number of files need extra steps to complete, i.e. selecting file and 
start sending after the previous file successfully sent. 
7. FUTURE WORKS 
The proposed technique of sending file using WLAN on mobile 
phones is valid and feasible to implement. The experiments show 
that by using WLAN, the file transfer between mobile phones is 
more reliable than using bluetoth. This is proven by its speed and 
connection reliability which were faster and produced higher 
throughput than bluetooth. Another thing to consider is that by 
using the WLANXChange, the users do not have to open their 
inbox if they want to receive files as in bluetooth technology. The 
users can directly store their received files to their storage on their 
mobile phones. 
 
It may be a good for this application to have its own protocol, 
because the current application uses TCP/IP. The dedicated 
protocol will increase the transfer rate of the application.  
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ABSTRACT 
We knows from [1] that Fuzzy Type 2 controller can solve stability 
criterion problem better than Ordinary Fuzzy or we called on this 
paper with Fuzzy Type 1. On [1] shows on experiment results 
graphics that Fuzzy Type 2 more stable than Fuzzy Type 1. From 
[2], the experiment results show that Fuzzy controller can be a 
good controller than PID controller, but it still shows there is an 
oscillation effect. In [2] conclusion that Fuzzy controller to be an 
effective to implement the cycle-to-cycle method on human gait 
control. We do some experiment with several normal subjects to 
analyze performance Fuzzy Type 2 control implement on 
Functional Electrical Stimulation for swing phase gait restoration. 
In this paper, we describe that Fuzzy Type 2 can control swing 
phase gait restoration with minimum oscillation than Fuzzy    Type 
1 on [2] experiment. We also describe that there are  an internal 
factors which can disturb control action. They are a muscle fatigue 
and muscle force potential. We can analyze which one on 
experiments that an internal factor appears and make Fuzzy Type 2 
must be changed their value.  
Keywords 
Fuzzy Type 2, Swing Phase Gait Restoration, FES, Cycle-to-Cycle, 
Muscle Fatigue, Muscle Force Potential. 
1. INTRODUCTION 
Human gait have 2 phases, stand phase and swing phase [2]. Swing 
phase gait need a muscle ability to make sure perfectly gait process. 
Even we got SCI (Spinal Cord Injury), we can lost a muscle ability. 
For that purpose, we research about swing gait phase restoration. 
My research continue the previously research [2] about swing 
phase gait restoration. I was develop a system control for minimize 
an oscillation level which still happened on result of the previously 
research which used Fuzzy Controller. Karnik and Mendel 
introduced Fuzzy Logic Type 2 [3]. A previously Fuzzy Logic 
called with Ordinary Fuzzy or Fuzzy Type 1. Many systems which 
have a non stationer noise measurement have an uncertainty 
linguistic. This make an imprecision level exceed a fuzziness level 
of Ordinary Fuzzy.  Fuzzy Type 2 have a vagueness and 
uncertainty level higher than Ordinary Fuzzy, because Fuzzy Type 
2 have a membership grade as a linguistic form not the same with 
Ordinary Fuzzy which have a membership grade as a real value. 
Beside that, Fuzzy Type 2 have a Footprint of Uncertainty (Figure 
1) make this control have an imprecision and uncertainty level 
higher than Ordinary Fuzzy or Adaptive Fuzzy. Usually, Fuzzy 
Type 2 used on solve the noise a measurements from a sensors [4].   
Until the day, there is no research have been found a sensors with 
zero noise to measure angles of human gait.  
In this research, we build a FES stimulator, open-loop test FES 
stimulator with several subjects, design of Fuzzy Type 2 
Controller, closed-loop test with Fuzzy Type 2 controller, analyze a 
control performance of Fuzzy Type 2 controller. A block diagram 
system as seen as a Figure 2. Block diagram of Fuzzy Type 2 as 
seen as Figure 3, and block diagram of plant as seen as Figure 4. 
 
Figure 1. Footprint of uncertainty (FOU) [4]. 
 
 
Figure 2. Block diagram [4]. 
 
 
Figure 3. Block diagram fuzzy type 2 [4]. 
 
Figure 4. Block diagram of plant [4]. 
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  We can see from block diagram that input Fuzzy Type 2 controller 
is an error [n-1], the output Fuzzy Type 2 controller is a delta Time 
Burst (∆TB). This TB[n] which control of FES duration to control 
how long stimulate will be active to stimulate musculo-skeletal 
systems. FES must be connected to some electrode and impressed 
on skin with specific muscle under skin. It’s can see on Figure 5. 
Fuzzy Type 2 on General Form can not be realized in a real time, 
because it is very complex calculation so it takes more times. For 
this problem, a Fast Geometric Defuzzification Method [9] was 
used on this research. It is can use on a real time, but a level of 
vagueness and uncertainty is limited to a General Form Fuzzy Type 
2. With Geometric model, Fuzzy Type 2 divided into 5 areas a big 
triangle and the final form will be seen as a polyhedron geometry. It 
can see on Figure 6. Fuzzy Type 2 was design on a computer for 
easy calculation using high language. On Figure 7 we can see a 
computer simulation test of Fuzzy Type 2 Controller. More details 
of design and experiment result Fuzzy Type 2 was published on 
SNTF Regional Conference [5].  
 
 
Figure 5. Electrode position for vastus and hamstring muscle. 
 
Figure 6. Fuzzy type 2 divided into 5 areas [4]. 
 
 
Figure 7. Simulation test of fuzzy type 2 [4]. 
 
2. CORRELATION VALUE 
Internal factors influence a system control can be check with 
correlation and dependencies value. We knows that correlation as 
show as Equation 1. 
      (1) 
In statistics concept, correlation are statistical relationships 
between two or more random observed data values. For an example 
are correlation between demand for one product and its price. 
Correlations are useful because they can predict a relationship that 
can be exploited in practice.  
Correlation value between absolute value 0 to 0.6 indicate that 
output control does not influenced by an external factors control.  
Correlation value between 0.6 to 1 indicate that output control 
influenced by an external factors control.  An external factors 
control in this research defined by two internal factors as a muscle 
fatigue and muscle force potential. Muscle fatigue defined that 
muscle can be under contraction compare with previously angle, its 
mean that the angle produced lower than previously angle. Muscle 
force potential defined that muscle can be over contraction compare 
with previously angle.  
3. EXPERIMENT RESULTS 
Experiment was taken by a normal subjects. In one experiment, 
each subject got 30 cycles and the data recorded automatically with 
computer. One experiment taken approximately 5 until 10 minutes. 
After got 30 cycles, subject must be have a rest time about 30 
minutes. After got a rest time, we can do an experiment with the 
same subject. We do five times experiment for each subject, but 
only two experiments show on this paper. 
There are two actions, first action is knee extension which vastus 
muscle was stimulated, second action is knee flexion which 
hamstring muscle was stimulated. Target knee extension on 40 
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  degree, an target knee flexion on 90 degree. Each chart must be 
show two lines, upper line is knee flexion representation, and 
bottom line is knee extension, except correlation charts. On each 
knee join angle chart, it is also show a dash line which indicate 
oscillation tolerate about ± 5 degree. It means that if the knee 
extension angle still on 35 until 45 degree, its still on the track, no 
oscillation.  For knee flexion must be fit on 85 until 95 degree, for 
called no oscillation. 
For each figures, show six charts, first chart is a knee joint angle 
(deg) chart, second chart is a Time Burst duration (sec) chart, third 
chart is an error knee joint (deg) chart, fourth chart is a sensitivity 
(deg/sec) chart, fifth chart is a correlation chart for vastus muscle 
chart, and the last is a correlation chart for hamstring muscle chart. 
In this paper does not show the calculation tables because it is need 
a more spaces, but only show a chart, it is enough to be see a 
correlation values representation. 
 
3.1 Subject 1. 
 
Figure 8. Experiment 1 on subject 1. 
 
 
 
 
 
Figure 9. Experiment 2 on subject 1. 
3.2 Subject 2. 
 
Figure 10. Experiment 1 on Subject 2. 
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Figure 11. Experiment 2 on subject 2. 
3.3 Subject 3. 
 
Figure 12. Experiment 1 on subject 3. 
 
 
Figure 13. Experiment 2 on subject 3. 
 
3.4 Discussions 
Sensitivity defined with difference between angle joint in degree 
with Time Burst duration (TB) in second. Correlation value 
between sensitivity (deg/sec) with TB duration (sec). In Figure 8, 
we can see first experiment result on subject 1. Correlation value 
(r) is more than absolute 0.6. It’s indicate that the oscillation 
caused by external parameter of control. On cycle 12th for 
hamstring muscle, muscle force potential found there, and cycle 
18th and 20th
Figure 9
 for hamstring muscle, muscle fatigue found there. On 
, we see the r value quite less than 0.6, but it is limited to 
0.6, so, we can conclude that there are an external parameter 
control but it’s not dominant.   
For subject 2, if we see from a correlation value that indicate all 
experiment influenced by an external parameter. Subject 2 have a 
muscle fatigue more than 1 cycle, on 18th and 21th in experiment 1, 
and  17th and 20th
On 
  in experiment 2, but there is not a muscle force 
potential.  
Figure 12 and Figure 13,  we can see two experiments of 
subject 3 that the Fuzzy Type 2 working perfectly with minimum 
oscillation ± 5 degree. The value of correlation very low, limited to 
0, it’s indicate this experiment does not influenced by an external 
parameter.  
All of experiments which analysis found muscle fatigue and muscle 
force potential, we can see a responses of Fuzzy Type 2 is very 
fast. It’s not need more than 2 cycles to change their values and 
recover a muscles contraction.  
4. CONCLUSIONS 
Correlation value can be a method to detection external control 
factors. With statistic equation, we can measure what the value 
between sensitivity and TB duration.  Actually we got from 
experiment that the oscillation happen caused by muscle fatigue 
and muscle force potential have a correlation value between 0.6 
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  until 0.8. Also we got from experiment, a correlation value which 
muscle fatigue and muscle force potential does not happen between 
0.15 until 0.57 in absolute value.  
Minimal oscillation from Fuzzy Type 2 about under ± 5 degree. 
Minimal oscillation happen with there is no correlation between 
sensitivity and TB duration. On [4], there is a conclusion that the 
oscillation level Fuzzy Type 2 controller got minimum than 
Ordinary Fuzzy controller. 
From experiments we know that Fuzzy Type 2 have a ability to fast 
responses for recovery on muscle fatigue and muscle force 
potential. This fast responses very needed for clinically actions for 
swing phase gait restoration on standing subject.  
In the future, we would make experiments muscles contraction 
restoration for stroke patient in clinically.  We still completely 
safety utilizing for clinically used, safety for patient, and also safety 
for medical officer like physicians or nurses. 
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ABSTRACT 
Wind speed is measured in a wide variety of ways, ranging from 
simple to most sophisticated electronic systems. This wind speed 
indicator is intended for use in a variety of activities, such as track 
events, sailing, hand-gliding, model aircraft flying, and measuring 
the speed of airflow in wind tunnels or in other gas-flow 
application.  In this wind speed indicator, two ultrasonic 
transducers and PIC microcontroller are used.  Knowing the basic 
speed of sound under specified conditions, the rate at which the air 
mass moving can be calculated from the measured timing.  The 
read out is shown on an alphanumeric liquid crystal display (LCD), 
with reading in meter per second, feet per second, kilometer per 
hour, and mile per hour. In this constructed anemometer, only the 
current wind speed can be measured and the average wind speed 
taken over 16 transmission cycles can also be obtained.  There are 
two ways of calibrations.   Firstly, by comparing  the wind speed of 
constructed anemometer  with the car’s speedometer, it is accurate 
up to 50 kilometer per hour, and then began to fall of rapidly.  
Secondly, the speed of constructed anemometer is compared with 
reference anemometer.  By comparing the resulting data, the 
magnitude of wind speeds are nearly the same.  The resolution of 
constructed anemometer is to the nearest tenth of a meter per 
second and the measuring range of wind speed is from zero up to 
50 miles per hour and possibly higher. 
Keywords 
Ultrasonic transducer, PIC microcontroller, Anemometer. 
1. INTRODUCTION 
The instrument that measure wind speed is called anemometer. 
Several techniques for measuring wind speed exist.  Wind speed is 
measured in a wide variety of ways, ranging from simple to most 
sophisticated electronic systems.  The cup type anemometer has 
three or six light, conical cups mounted on a shaft which turns on 
low-friction bearings [1].  The cup type anemometer was 
constructed by Ni Ni Khaing, at Yangon Technological University, 
in 2003 [5].  The sonic anemometer is the most suitable type for 
advanced wind measurements, particularly where it is necessary to 
capture very fast fluctuations.  Design of 1D sonic anemometer was 
constructed by the Department of Electrical and Computer 
Engineering, at University of Massachusetts Amherst, in 2003 [7].  
An acoustic digital anemometer was also constructed by Tufan 
coskun Karalar, Department of Electrical Engineering and 
Computer Science, University of California at Berkely [6]. The 
goal of this anemometer is to design and implement a system that 
can be used for monitoring indoor airflow. 
This ultrasonic wind speed measurement technology uses 
ultrasound to determine horizontal wind speed.  The ultrasonic 
technique measures the transit time, the time it takes for the 
ultrasound to travel from one transducer to another, depending on 
the wind speed along the ultrasonic path.  With wind along the 
sound path, the upwind transit time increases and the downwind 
transit time decreases.  From difference transit times, the PIC 
(Peripheral Interface Controller) microcontroller computes the 
horizontal wind speed.  The rest of  paper is organized as follows.  
2. AIM AND OBJECTIVES 
This ultrasonic wind speed indicator (anemometer) is intended for 
use in a variety of activities, such as track events, sailing, hand-
gliding, and model aircraft flying, to name but a few.  This is also 
used instrumental in measuring the speed of airflow in wind tunnels 
or in other gas-flow application.  It can also be used to monitor the 
conditions in the garden or compound.  The objectives of this 
research are as follows: 
- To share the basic principle of acoustic digital anemometry 
- To describe the ultrasound and the operation of ultrasonic 
   transducer system                                  
- To design one dimensional anemometer that will measure  
   small wind speed 
- To send and receive ultrasonic signals across transducers that  
   are not affected  by noise 
3. BASIC PRINCIPAL OF ACOUSTIC 
ANEMOMETER 
The main fact taken by acoustic digital anemometry is that sound 
propagation speed is directly affected by the motion of its 
propagation medium.  For sound wave traveling in air, any air flow 
affects the propagation speed.  This is shown in figure 1. 
For example, there are two points 1 and 2 and there is also airflow 
from point 1 to point 2 along the line connecting these two points.  
If the sound of speed is measured from point 1 to point 2, the result 
will be 
                          V12 = Vsound-still +Vairflow                            (3.1) 
Where V12 is the speed of sound with point 1 as the transmitter and 
point 2 as the receiver, Vsound-still is the speed of sound in still air 
and Vairflow is the airflow speed along the line from point 1 to point 
2. 
Then, if an acoustic signal is transmitted in the opposite direction, 
i.e., point 2 is the transmitter and point 1 is the receiver, the sound 
speed will be measured as  
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                           V21 = Vsound-still – Vairflow                           (3.2) 
where the variables V21, Vsound-still, and Vairflow are defined similarly 
to those in equation (2.1). 
 If  V12 and V21 are measured for these two cases, Vairflow 
can be obtained using 
                            Vairflow = (V12 – V21
             
)/2                             (3.3) 
d
Point 1 Point 2
 
Figure 1. Basic Principle of Airflow Measurement 
The directionality of the flow can be easily determined by nothing 
that airflow has the same direction as the transmission yields a 
higher acoustic speed.  It should, however, be kept in mind that by 
taking the difference of two speeds the result would be only the 
component of airflow along the line connecting point 1 and 2. 
As already discussed, speed of sound is a strong function of the 
properties of the propagation media, i.e. temperature, type, state, 
etc. This dependence can significantly affect the Vsound-still 
components.  But in the difference of V12 and V21, Vsound-still
4. MICROCONTROLLER 
 term 
drops out and this strong dependence on ambient condition is not a 
main concern .  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Figure 2. A Block Diagram of PIC Microcontroller System     
A microcontroller is a single chip computer Micro  suggests  that  
the  device  is  small,  and controller suggests that the device 
can be used in control   applications.   Another   term   used   for 
microcontroller is embedded controller, since most of the 
microcontrollers are built into the devices they control. It is one of the 
most important developments in   electronics   since   the   
invention   of   the microprocessor itself.  All microcontrollers 
operate  on  a  set  of  instructions  stored  in  their memory. 
PIC has the calculation function and the memory like the CPU and 
is controlled by the software.  However, the throughput, the 
memory capacity isn't big.  It  depends  on the kind of PIC but the 
maximum operation clock frequency is about 20 MHz and the 
memory capacity to write the program is about 1K to 4K words. 
In this research, PIC16F628-20/P was used to generate the 40 kHz 
pulse and to control the route of pulse between the ultrasonic 
transducers, and then to calculate the wind speed. 
The PIC 16F628A belongs to midrange family of  
the PIC microcontroller devices. It has the following  
features [6 ]: 
1. 8K word of program memory 
2. 68 bytes of RAM 
3. 128 bytes of EEPROM 
4. 16 input / output pins 
5. timer and interrupt functions  
6. comparator function 
5. DESIGN IMPLEMENTATION OF WIND 
SPEED ANEMOMETER 
           
MULTIPLEXER/
DEMULTIPLEXER
AMPLIFICATION
MODULE
PIC
MICROCONTROLLER
MODULE & ITS
PROGRAMING LANGUAGE
LCD MODULE
TRANSDUCER 1 TRANSDUCER 2
 
Figure 3. Block Diagram of Constructed Wind Speed Meter 
A proposed design for a one dimensional ultrasonic wind speed 
meter is described in figure 3.  Sound waves can be used as a tracer 
to measure wind speed.  The sound is injected into the atmosphere, 
and the time taken for it to be carried over a fixed distance is 
measured.  The anemometer measures the difference in transit 
times between sound pulses moving between ultrasonic 
transducers. 
The time it takes for a sound to travel between a source and 
receiver can be easily measured.  Knowing the basic speed of sound 
under specified conditions, the rate at which the air mass is moving 
can be calculated from the measured timing.  When using a single 
source and receiver, of course, the wind must be moving directly in 
line with them.  In practice, it does not matter whether the wind 
flows toward or away from the source, electronic techniques can 
compensate accordingly. 
The use of an audio sound source and receiver would not be 
practical since such a system would be subjected to interference 
from many extraneous sounds.  Ultrasonic method, though, are 
much less susceptible to interference.  Using the ultrasonic 
transducers, the wind speed assessment is easy to understand.  Two 
ultrasonic transducers are faced each other across a known 
Vairflow 
V21 = Vsound - Vairflow 
V12 = Vsound + Vairflow 
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  distance.  One shoots a pulse at the other and the time it takes for 
the signal to cross between the two is measured.  
        
5.1. Ultrasonic Sensing and Obtaining Wind    
Speed  
5.1.1. Ultrasonic Signal Transmission and  
Receiving    
The circuit diagram for the ultrasonic transmission and reception 
functions is shown in Figure 4.  The two transducers are shown as 
X3 and X4. As just said, they are both used interchangeably as 
transmitter and receiver. Analogue multiplexer IC3 selects the 
mode in which the transducers are used. 
The transducers operate at usual ultrasonic frequency of 40 kHz.  
The transmission pulses are generated by a PIC microcontroller, 
which is described presently in relation to Figure 4.2.  The route 
that the pulses take through IC3 is selected by the logic level 
applied to its pin 10, also controlled by the PIC. 
When pin 10 is held low, the pulses are routed from IC3 pin 3 to 
pin 1, and out to transducer X3.  This transducer transmits the 
pulses across a gap of several centimeters to the second 
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Figure 4. Ultrasonic Transmissions and Reception Circuit 
Diagram for the Ultrasonic Wind Speed Meter 
transducer, X4, which receives the pulses and routes them to IC3 to 
pin 12.  The pulses pass through IC3 to pin 13 and to the analogue 
amplification circuit formed.  
When IC3 pin 10 is held high, the pulses are routed from IC3 pin 3 
to pin 5, and this time out to transducer X4.  Now transducer X3 
receives them and they pass via pin 14 to pin 13 and so out to the 
amplifier. 
5.1.2. Received Pulse Signal Amplification  
The pulses pass through IC3 to pin 13 are much attenuated by their 
journey and the analogue amplification circuit is formed around op-
amps IC4a and IC4b.  This is shown in Figure 5.  In this design 
LM358 op-amps are used as ac coupled inverting amplifiers.  The 
ac-coupled inverting amplifier multiplies the non-DC input voltage 
by the desired negative gain:  
               Vout = [-(Rf / Rg) x Vin] + Vbias                  
(5.1)   
where Vbias
i
f
c R
R
A −=
 is added to the op amp non-inverting input to bring that 
input pin voltage within the normal operating range of the 
amplifier.  It also provides an offset for the output, so that it is 
within its operating range. The closed loop gain of inverting 
amplifier is 
                                                                          (5.2) 
From IC3 pin 13, the received pulses are ac coupled via capacitor 
C5 to the first amplifier, IC4a.  The gain of first amplification stage 
is 
             100
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1
3
6
1 === K
M
R
RAc                     
A gain of about 100 is provided by this stage, as set by 
the values of resistors R3 and R6.  The signal is then ac coupled by 
C7 to the stage around IC4b.  
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Figure 5. The Received Ultrasonic Pulse Amplification Circuit 
Here the gain can be varied between about x0.5 and x10, as 
controlled by preset VR2.  The potential divider formed by R4 and 
R5 applies mid-rail bias to the non-inverting inputs of the two op-
amps (pins 5 and 3 respectively). 
The final gain stage is provided by transistor TR1.  Its base (b) is 
biased normally low by resistor R9, so holding it in a turned-off 
condition.  The output from IC4b is ac coupled to TR1 by capacitor 
C8 which exceed about 0.6V turns on TR1, causing a full line-level 
negative-going pulse at its collector(c). This pulse is coupled via 
resistor R11 back to the PIC. 
5.1.3. Control Circuit and Output Display 
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Figure 6. Circuit Diagram for the Control and Display 
Functions of Ultrasonic Wind Speed Meter 
As shown in the control circuit diagram of Figure 6, the PIC 
16F628 microcontroller (IC1) is responsible for generating and 
sending pulses to the ultrasonic transducers, and for timing the 
return of the received signal. The PIC is operated at 20MHz as set 
by crystal X1 in conjunction with capacitors C3 and C4.             
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  The results of calculations are output to the 2-line 16-character 
alphanumeric LCD(X2). This is operated in 4-bit control mode, 
with its screen contrast adjustable by preset VR1.    
5.2. Software Implementation 
As shown in the control circuit diagram of Figure 6, the 
PIC16F628 microcontroller is responsible for generating and 
sending pulses to the ultrasonic transducers, and for timing the 
return of the received signal.  The wind speed is calculated from the 
difference timing value between two timing values.  The results of 
its calculations are output to the 2-line 16-character alphanumeric 
LCD display.  
 The process for the transmission and receiving of ultrasonic signal, 
calculation of wind speed and display of these values are written 
with MPASM assembly language. 
5.3. Ultrasonic Transducer Assembly 
There are two types of ultrasonic transducer assembly in this 
design, one for hand held and another for settle mount, shown in 
Figure 7.  For hand-held, two ultrasonic transducers are mounted 
on the aluminium stick and faced each other.  They are distant 18 
cm (7 inches) and the aluminium stick is one foot long.  For settle 
mount, the ultrasonic transducers are mounted on the shaft of the 
wind vane.  The distance between the transducer faces was set to 
about 18 cm (7 inches), but the distance is not critical and a 
fraction either way does not matter.   
The transducers used in this design were the standard front-facing 
open-mesh type.  It does not matter in which order the transducers 
are mounted and connected.  Although supplied as a pair 
comprising one transmitter and one receiver, as explained earlier, 
they are used interchangeably in both capacities.  
 
      
        (a)    (b) 
Figure 7. Transducers Assembly of Ultrasonic Wind Speed 
Meter: (a) Hand- held (b) Settle-mount. 
5.4. Display Values 
When the power is switched on, four sets of values will be seen on 
the LCD, possibly changing a bit erratically at present.  This is 
shown in Figure 8(a). On the top  line  are  shown  the  monitored  
wind speed values in meters and feet per second, both having two 
decimal places to the nearest 0.01 value.  The maximum integer 
value that can be shown is 99. 
The lower line shows the speed in kilometer and mile per hour, to 
one decimal place, with a maximum integer value of 999.  In fact, it 
is not actually known how high a wind speed the unit will correctly 
respond to, but it should be at least 50mph (80kph) and likely to be 
much higher. 
 
 
         
  (a)    (b) 
 
    (c)           
Figure 8. Wind Speed Display Values: (a) for Current Value 
(b) for  AverageValue, (c) for Timing Value during 
Each Pair of Transmission Cycles 
When the switch S3 is pressed, the unit into full averaging mode is 
set and signified by the letter 'Av' being shown at the far right of 
LCD line 2, shown in Figure 8(b). In this mode, the second block 
of 16 values previously mentioned is averaged and the calculations 
use that result instead of the immediate value that is shown when 
averaging is off, and 'Av ,' replaced by two blanks on screen.  
Repeated pressing of S3 toggles between the two modes. 
When the switch S2 is pressed, the test mode is selected by 
replacing the top line values with the actual timing values, detected 
during each pair of transmission cycles, shown in Figure 8(c).  
These are the actual values read from the PIC's Timer 1 register.  
To their right is shown the absolute difference between them 
(without + or – signs). 
 When the switch S2 is pressed again, once more it is 
caused the meters per second (m/s) and feet per second (f/s) speeds 
to be shown.  
6. Test and Results 
It is necessary to calibrate in every constructed anemometers.  
There are two ways of calibration.  The constructed anemometer is 
calibrated by placing it in the known wind speed airflow of wind 
tunnel.  However, it is not possible because it is not obtained wind 
tunnel.  Thus, the constructed anemometer is calibrated by 
adjusting the resulting values of constructed anemometer with the 
available commercial reference anemometers.  Before it is not 
adjusted with reference anemometer, the wind speed of constructed 
anemometer is compared with the car's speedometer. The ultrasonic 
transducer assembly is positioned outside the car's window in this 
measuring. The measuring of constructed anemometer is accurate 
up to about 50 kilometer per hour, and then began to fall of rapidly.  
It is concluded that the aerodynamic of the car began to take effect 
above this speed.  The comparison of speed of car and speed of 
ultrasonic anemometer is shown in Figure 8. 
Then this constructed anemometer is compared with reference 
anemometer.  The reference anemometer is Sensitive Anemometer 
(1186 – Casella, London, England) that reads in feet per second.  
In this data reading, the reference anemometer reads the wind speed 
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  at 30 second average values.  The constructed anemometer reads 
the wind speed at 5 second average value in 6 times.  Then, 30 
second average value is calculated.  By this ways, the data reading 
of the two anemometers is obtained. 
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Figure 9. A Graph of Comparison of Car's Speed and 
Ultrasonic Anemometer 
By comparing the resulting data, the magnitude of the recorded 
values from the reference anemometer and constructed anemometer 
are nearly the same.  The result of the constructed anemometer is 
4.4034% less than the result of reference anemometer.  The 
comparing graph of resulting data of these anemometers is shown 
in Figure 9. 
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Figure 10. A Graph of Comparison of Reference Anemometer 
and Constructed Ultrasonic Anemometer in ft/s 
7. CONCLUSION 
The ultrasonic transducer assembly is pointed in the direction from 
which the wind is blowing and a screen displays the rate at which 
the wind is moving between two ultrasonic sensors.  The readout is 
shown on an alphanumeric display (LCD), with reading in meters 
per second, feet per second, kilo-meters per hour, and miles per 
hour. In this constructed anemometer, only the current wind speed 
can be measured and the average wind speed taken over 16 
transmission cycles can also be obtained.  The resolution is to the 
nearest tenth of a meter per second and the measuring range of 
wind speed is from zero up to 50 mile per hour and possibly higher.   
The advantages of this anemometer are: 
(1) The threshold is zero.  Therefore, it is more sensitive than 
others. 
(2) It can measure very small wind speeds accurately. 
(3) Since it is measuring time of flight, the output is linear. 
(4) It can measure wind speed three times per second. 
(5) It can measure from zero up to 50mile/hour, and possibly 
higher. 
(6) Resolution is 0.1 m/sec. 
8. LIMITATION 
The anemometers are the instruments that measure wind speed.  
Generally two principal components of the wind, such as wind 
speed and direction, are most interested parameters.  Wind 
direction is also an important item of information.  
Although this constructed anemometer is fitted on the wind vane to 
detect the wind direction, it does not display the directions of the 
wind in the display system.  It is used just to mention the direction 
of the wind because the aim of this research is only to measure the 
wind speed.  In this design, the recording system will not be 
obtained because the constructed anemometer is intended for to 
indicate the current wind speed.  However, if it is necessary to 
display the wind direction and to record the data, some 
modification has to be made. 
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ABSTRACT 
Batch chemical industries have been attracting for safety 
engineers since they pose a number problem in behavior and 
operation. The reliability of a chemical reactor installed in a 
plant depends on the capability of the control/ supervision 
system to estimate its state and to identify, in time, its 
operational malfunctions or failure modes. In this paper, fault 
diagnosis in batch chemical process control system using 
intelligent system is proposed. The artificial intelligence 
technologies that are associated with knowledge-based 
approaches and adopted for monitoring, control, and diagnosis 
in the process industries include expert systems, fuzzy logic, 
neural network, and support vector machine. 
As has been mentioned, a correct choice of reactor operating 
conditions does not totally protect the plant against a thermal 
runaway. So, apart from the off-line activities, which help to 
define safe operating conditions, also on-line prevention 
measures are necessary to detect any unexpected situation 
leading to a runaway scenario. Among others under the on-line 
safety measures, an early warning detection system is 
indispensable to detect and evaluate unexpected dangerous 
situations, which may occur in batch reactors e.g., due to a 
failure of the cooling or stirring systems or to a human mistake. 
Nowadays, the batch industries are seeking for the more real 
time, accurate, efficient and low-cost method and application for 
supporting safety in their industries. The use of intelligent 
system method (comparing between neural network and support 
vector machine) for fault diagnosis in chemical batch plant can 
be the best choice for the solutions. The solutions, which are 
recommended by the use of intelligent system, will support the 
operator in their activities to control, prevent, and mitigate the 
hazards. 
Keywords 
Batch chemical process control, neural network, support vector 
machine, fault diagnosis 
 
1. INTRODUCTION 
Batch chemical industries have been attracting for safety 
engineers since they pose a number problem in behavior and 
operation. Compare to the continuous plants, a batch process has 
unique characteristics, behavior of process changes dynamically, 
role of operators, and the change of process variable [1]. Besides 
using the hazardous material, a batch abnormality can be caused 
by the deviation of process variable and plant mal-operation [2]. 
A process variable deviation occurs during batch process and it 
becomes a significant factor for the safety issues in the plants. 
The deviations tend to influence plant operation and change the 
situation into abnormal state and contribute in damaging the 
plants.  
Towards fulfill the global requirement, the companies should 
ensure safety and quality for their plant. Over the years, product 
quality has become primary focus due to it gives direct impact to 
benefit. However, due to aging and reducing of plant reliability, 
safety problems will emerge in some existing batch plants. Some 
conventional methods such as Failure Tree Analysis, Event Tree 
Analysis, and Human Reliability Analysis are still used in 
industries. However, these method are capable only both in pre-
accident and post-accident situation [3], and do not consider the 
real condition of the plants, it is difficult to analyze accurately 
the real time process and integrate the results with the prior 
condition of the processes. For example, Event Tree Analysis, it 
is usually implemented in two stages, pre-incident and post-
incident analysis. Pre-incident is intended to identify hazards 
that vulnerable to the plant system, environment, human, etc., 
the results should be considered as the input for operational 
stage. The post-incident analysis is intended to evaluate the 
probability of occurrence, the results of this analysis should be 
considered as historical data that guides the operational stages 
for the near future. On the other hand, identification of hazards 
based on the operational stage condition is essential to avoid the 
consequences and revise the recent condition for safety 
improvement program. As solution of this problem, a fault 
propagation assessment technique can be used in analyzing 
accurately the abnormalities. Fault propagation manipulates 
information from sensor and batch recipe system to estimate the 
performance of safety objects in handling abnormality [4]. The 
aim of real time hazard identification is to predict the condition 
patterns prior to accident occurs, these patterns are expressed in 
indices and obviously, the optimal policy for plant safety design 
and maintenance can be decided in avoiding the hazardous 
outcomes. The real-time applications of performance reliability 
prediction are useful in operation control as well as predictive 
maintenance [5].  
One of the potential accidents in the batch plants is runaway 
reaction. Runaway reaction has been reported as potential hazard 
in the batch process. Based on the newest data, runaway reaction 
leads to fires and explosion, where the majority of incidents 
occurred during normal operation and two main causes were 
investigated as runaway reaction and overflow of material. As 
case study, runaway incidents in PVC batch process are 
investigated at VCM charging line that potential contributes to 
overflow of monomer and lead to runaway reaction.  
The objective of this paper is to evaluate the application of 
Support Vector Machine (SVM) for predicting runaway reaction 
in a PVC reactor. This research is a continuation of our research 
before [6]. SVM models, which are based on the statistical 
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  learning theory, are a new class of models that can be used for 
predicting the values. 
 
2. FAULT DIAGNOSIS IN BATCH 
PROCESSES  
Most of the fault diagnosis approaches presented so far are 
applicable to steady-state processes. These approaches can be 
divided into three groups: historical based methods, model-
based techniques and combinations of both. However, the 
application of these diagnosis approaches to batch chemical 
processes is usually difficult. 
In the past decade, research was focused on the use of either 
fundamental models or detailed knowledge based models. The 
first monitoring procedure is based on estimation methods. The 
second relies on the knowledge of the operators and engineers 
about the process. 
More recently, the use of pattern recognition methods based on 
neural networks and the use of statistical techniques are matter 
of research. With respect to the use of statistical techniques, 
multiway principal component analysis (MPCA) has shown 
good results in batch process monitoring (Nomikos and 
MacGregor, 1994). This technique is currently used as a 
reference in the present research. The only information needed is 
a historical database of past batches. However, it has some 
drawbacks like the difficult isolation and localization of the 
fault. 
Finally, in order to combine the strengths of both pattern 
recognition and inference methods, adaptive neuro-fuzzy 
systems are being developed. The idea is to obtain an adaptive 
learning diagnostic system with transparent knowledge 
representation. Some combinations are the subjects of current 
research (Leonhardt and Ayoubi, 1997): ANNs influenced by 
fuzzy logic (e.g. fuzzy models within ANNs), fuzzy systems 
influenced by ANNs (e.g. serial configuration), and hybrid 
neurofuzzy systems. In the past few years, the application of 
combined methods for fault diagnosis has steadily been growing. 
 
3. ANNs FOR FAULT DIAGNOSIS WITH 
CASE STUDY IS PVC BATCH PROCESS  
Among the pattern recognition methods, the ANNs approach is 
the most popular. ANNs have many very useful properties for 
fault diagnosis. They can handle nonlinear and undetermined 
processes. They learn the diagnosis by means of the training 
data. They are very noise tolerant and work well with noisy 
measurements. 
Their ability to adapt during use is also an interesting property. 
In the petrochemical industry, ANNs have been used as 
supervised pattern classifiers. They are trained on historical or 
simulated steady state process data with the aim of detecting a 
specified number of suspected faults. 
The first reports (Hoskins & Himmelblau, 1988; 
Venkatasubramanian, Vaidyanathan & Yamamoto, 1990) show 
the application of backpropagation networks (BPNs) using 
sigmoidal functions in the first layer. In more recent studies, 
radial basis function networks (RBFNs) are preferred because 
they provide more reliable generalisation and fewer 
extrapolation errors (Yu, Gomm & Shen, 1998). The elliptical 
basis function neural network is similar to RBFNs with Gaussian 
basis function. However, it has more favorable and intuitive 
results in function approximation and classification (Chen & 
Liu, 1999). Self-organizing maps (SOMs), which are trained, 
unsupervised, are not always able to classify data correctly. 
However, their ability to classify data autonomously is very 
interesting and useful when real industrial processes are 
considered (Koivo, 1994). Regarding the special case of faults in 
sensors, auto-associative neural networks have been showing 
good results. Their application is based on the nonlinear 
principal component analysis technique (Kramer, 1992). 
The problem of the traditional ANNs related to totally capture 
the space and time characteristics of process signals are 
overcome with the use of wavelet functions. Studies on wavelet 
functions, an area of signal processing, have advanced rapidly in 
the last few years. Its application to fault diagnosis is being 
performed in two ways: 
 By using it for feature extraction, the outputs are then 
processed either by an ANN (Chen, Wang, Yang & 
McGreavy, 1999), by qualitative trend analysis (Vedam & 
Venkatasubramanian, 1997), or by a principal component 
analysis approach (Bakshi, 1998). 
 By using it as an activation function in an ANN (Zhao, 
Chen & Shen, 1998). 
 
3.1 Detection and Identification of Runaway 
Application  
The runaway reaction is generally accepted to occur in stages, 
viz.,  
Detection – to ascertain, if a runaway has occurred? 
Identification – where exactly is the fault? 
For this case study, I have selected a model plant of PVC batch, 
as shown in Fig. 1. In the batch reactor of PVC plant, the raw 
materials including the reactants and catalysts are charged to the 
reactor first and agitated, after that the reaction is initiated with 
heat being added or removed as required. From this simplify 
model plant, a batch dynamic simulator using Visual Modeler 
(VM) has been developed and from this we obtained the process 
variable data on temperature, pressure, and level of the reactor 
(Rizal et al., 2005). Next, this data is used for detection and 
identification of process fault in case of a runaway reaction. The 
focus of this chapter is on recognizing condition of the 
temperature normal and abnormal (runaway reaction) inside the 
reactor. The experimental results of the temperatures inside the 
reactor, for normal and abnormal reactions are shown in Fig. 2. 
In Figure 2, the temperature inside the reactor has been divided 
into three zones, i.e., charging, heat-up, and reaction tasks. 
During the reaction step, the temperature is maintained between 
50 0C and 600C by charging the cooling water. We have 
observed that the temperature inside the reactor will start 
deviating when the process transits from heat-up phase to 
reaction phase. This temperature deviation shows the possibility 
of a runaway reaction. 
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Figure 1. Batch reactor of PVC plant diagram 
 
    Reactor model must contain all the information pertaining to 
detection; first, if the batch operation is going beyond the normal 
limits of temperature and pressure. If an abnormal situation is 
encountered (i.e., runaway reaction), the system must identify 
the fault. 
 
 
 
 
 
 
Figure 2. The experiment results of the temperature inside 
the reactor: normal and runaway reactions 
 
 4. SUPPORT VECTOR MACHINE  
Various machine-learning techniques, for example 
neural networks, have already been widely used in 
computational chemistry. In the last years, however, neural 
networks have been used somewhat less in engineering and 
science. Instead there has been an increasing interest in support 
vector machine for various domains, due to its ease in handling 
complex problems. 
Support vector machine is a novel statistical learning 
theory based on machine learning algorithm presented by 
Vapnik and coworkers in 1995. Originally, SVM was developed 
for solving classification problems. Recently, with the 
introduction of ε-insensitive loss function, it has been extended 
to solve regression problems, and has shown great performance 
in QSPR (Quantitative structure–property relationship) studies 
due to its ability to interpret the nonlinear relationships between 
molecular structure and properties [7].  
 
4.1 Model Implementation With Case Study 
– PVC Batch Plant   
Case study is simplifying batch reactor of PVC plant as has 
shown in Figure 1. The temperature data (normal and runaway) 
are used to illustrate the performance of the proposed model. 
This study describes a classification methodology based on 
SVM, which using SVM classifier with linear kernel function 
and one-norm function.  
Software program that utilized SVM model is the Matlab with 
Bioinformatics toolbox (The Mathwork, 2009). Steps for 
classify data using support vector machine are: 
• Load the data (temperature of vessel) 
• Create data, a two-column matrix containing sepal 
length and sepal width measurements 
• From the species vector, create a new column vector, 
groups, to classify data into two groups: Normal and 
Abnormal 
• Randomly select training and test sets 
• Use the svmtrain
 
 function to train an SVM classifier 
using a linear kernel function and plot the grouped 
data. 
 
 
 
 
 
 
Figure 3. Data’s temperature in reactor PVC batch plant 
In this implementation, I have used data’s temperature in reactor 
PVC batch plant as shown in Figure 3. The data’s temperatures 
consist of normal and runaway condition.  
Figure 4 represent the simulation result of SVM classify the test 
set using a support vector machine from temperature data in 
reactor PVC batch plant. From this figure have been found an 
optimal separating hyperplane by maximizing the margin 
between the separating hyperplane and the data. In this case, the 
y- axis is for normal temperature and the x-axis is for the 
runaway temperature (in degree Celsius). 
 
   
 
 
 
 
 
 
 
Figure 4. Simulation result of SVM classify the test set using 
a support vector machine from temperature data in reactor 
PVC batch plant 
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  After that, we can also make an evaluation the performance of 
the classifier with formula and result (Matlab execution): 
>> classperf(cp,classes,test); 
>> cp.CorrectRate 
ans = 
    0.9867 
Figure 5 and Figure 6 represent the simulation result of hard 
margin SVM classifier by using a one-norm. For evaluating the 
performance of the classifier, we use the formula and result 
(Matlab execution): 
>> classperf(cp,classes,test); 
>> cp.CorrectRate 
ans = 
    0.9867 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Simulation result of SVM hard margin SVM 
classifier (svmtrain) by a using one-norm 
 
Figure 6. Simulation result of SVM hard margin SVM 
classifier (svmclassify) by using a one-norm 
 
From simulation result of SVM classify the test set using a 
support vector machine from temperature data in reactor PVC 
batch plant, we have got that the optimal hyperplane is F(x) = 
60.6 0C. From the data, we note that the temperature 60.6 0C 
occurred when the time process is 13105 s. If we assume that 
runaway reaction will start when the temperature threshold value 
is 70 0
5. CONCLUSIONS 
C (13614 s), then we have time for anticipating the 
runaway reaction is about 8.5 minutes. 
Study of fault diagnosis in chemical batch plant using intelligent 
system (knowledge-base) is described and analyzed in this work. 
In the context of chemical batch plant where hazardous materials 
are used, it is highly critical to monitor the activities of process 
to prevent the accident from occurring. Obviously, 
inconsistencies of process variables during operational stage 
often occurred. In addition, the plant miss-operations caused by 
the plant operators also contribute to the harmful situation. In 
order to overcome the chemical batch problems, the applications 
of fault diagnosis using intelligent system are presented. 
Employing different approaches for fault diagnosis such as 
model-based that uses quantitative models and equations to 
estimate the states or parameters of the system. The general 
conclusions from these studies are: 
Applying neural networks to detect runaway reaction in a batch 
process, we have mentioned the parameters m, b, and R that 
measure the efficiency of trained network, for normal and 
runaway conditions. For investigating the causes leading to 
undesired consequence (abnormal condition) and where this 
occurs, we have used fault tree analysis.  
Study on predicting runaway reaction using support vector 
machine (SVM) is considered for their simpler design & 
implementation, and for allowing the better handling of complex 
& large data sets. From the simulation result of SVM classifier 
from temperature data in reactor PVC batch plant, we found that 
the prediction of runaway reaction can be detected earlier and 
safer i.e., we have time for anticipating the runaway reaction is 
about 8.5 minutes. 
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ABSTRACT 
An adaptive control can be very useful in applications where the 
characteristic of the controlled plant is changing over time. This 
paper describes one implementation of an adaptive proportional-
integral-derivative (PID) controller using the simultaneous 
perturbation stochastic approximation algorithm (SPSA). The 
SPSA algorithm is appropriate for this application because it is 
usually difficult to obtain the detailed nonlinear model of the 
system response with respect to the PID gains, and the number of 
measurements required is relatively small. The proposed adaptive 
controller is a model reference adaptive control using a realistic 
target response instead of an ideal step function. The evaluation 
showed that the proposed adaptive controller is able to optimize the 
PID gains with the output position response approaching the target 
position response. 
Keywords 
Adaptive control, PID controller, SPSA algorithm 
1. INTRODUCTION 
The traditional proportional-integral-derivative (PID) controller 
holds an important role in many applications where close loop 
control systems are required. In many implementations, the PID 
gains of the controller need to be calibrated manually to meet 
certain objectives. However, over a time period, the characteristic 
of the plant usually changed, and must be recalibrated periodically 
to meet the objectives. In such applications, where the plant or the 
environment significantly changes over time, an adaptive controller 
can be very useful since it can automatically adapt the PID gains to 
achieve the desired objectives. 
This paper evaluates the implementation of an adaptive PID 
controller using the simultaneous perturbation stochastic 
approximation (SPSA) algorithm [1-2] and a realistic target 
response modeled as a linear time invariant system. The SPSA 
optimization algorithm is suitable for multivariate nonlinear 
problem where the model of the controlled plant is difficult or 
impossible to obtain. 
Adaptive PID controller using the SPSA algorithm has been 
observed in [3], where the target response was an ideal step 
function. This paper likes to investigate the performance of the 
adaptive controller where the target response is a more realistic 
function. Furthermore SPSA algorithm in this paper is slightly 
modified from [1-2] to include different gain sequences for 
different PID gain. 
2. THE ADAPTIVE CONTROL METHOD 
Generally the adaptive control methods can be grouped into three 
types, which are the gain scheduling, self tuning, and model 
reference. The gain scheduling method generally utilizes a look-up 
table to determine the best control parameters according to some 
known finite conditions of the plant. This method is easy to 
implement and fast but required a detailed knowledge of the plant 
to obtain the look-up table. The self tuning adaptive control 
continuously updates the model of the actual controlled system to 
be able to calculate the optimal parameter of the controller. It needs 
an elaborate model of the actual plant and complex calculation to 
obtain the optimal control parameters. The model reference 
compares the desired system response to the actual system 
response to adjust the controller’s parameters. This method allows 
the non-adaptive control to work independently in case the adaptive 
algorithm fails. 
The proposed adaptive proportional-integral-derivative (PID) 
controller is based on the model reference method, where the SPSA 
algorithm is used to adapt the PID gains. The detailed 
configuration of the proposed controller is shown in figure 1. 
Target 
Response
SPSA 
Algorithm
PID Controller Plant (DC Motor)
P I D
Measurement of 
loss function
Set point 
input
Position 
output  
Figure 1. Block diagram of the proposed adaptive PID 
controller using SPSA algorithm. 
The shaded components in the diagram are a general construct of a 
traditional PID controlled system. They are implemented in 
hardware with a direct current (dc) motor to represent the plant and 
a 16-bit PID controller. The 16-bit controller is implemented in a 
field programmable gate array (FPGA) [4]. The other components 
in the block diagram are implemented in a  computer (PC) to add 
adaptive capability to the traditional PID control system.  
The target response is a predefined desired position response of the 
dc motor modeled as a linear time invariant equation, i.e., 
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  where 0φ  is the initial position of the dc motor and Sφ  is the set 
point input of the system. The target response expressed in (1) is 
considered more realistic because the position of the dc motor 
changes gradually unlike a step function used in [3]. 
The loss function is measured as the integral of the absolute 
different between the target response and the actual position 
response over time, as shown as the shaded area in figure 2. As the 
shaded areas get smaller, the closer the actual response to the 
desired target response. 
Set point
Time
P
os
iti
on
Actual response
Target response
Measured loss function
 
Figure 2. Loss function measurement example 
3. THE 16-BIT PID CONTROLLER 
Implementation of the proportional-integral-derivative (PID) 
controller in hardware is chosen for better performance in terms of 
sampling rate, and latency. It also shows that the adaptive method 
can be seen as a complementary add-on module to upgrade the 
existing traditional PID controller. The choice of 16-bit fixed point 
arithmetic is important to have an adequately precise controller. 
The close loop position control system with PID is modeled as a 
continuous transfer function F(s): 
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where P, I, and D are the proportional, integral, and derivative gain 
respectively, M(s) is the control output, and E(s) is the control 
input. The derived discrete transfer function F(z) of (2) is 
expressed as: 
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and Ts
The discrete time function can be directly derived from (3) as: 
 is the sampling period. 
 )()2()()()( 210 sss TtMTtEbTtEbtEbtM −+−⋅+−⋅+⋅=  (5) 
where M(t) is the PID control output to drive the dc motor, E(t) is 
the different between the set point and the angular position of the 
dc motor. Equation (5) is implemented in hardware as shown in the 
following figure. The coefficient b0, b1, and b2
M(t-Ts)
E(t-Ts) E(t-2Ts)
X
X
X
b0
b1
b2
M(t)
E(t)
 are precalculated in 
the PC based on the perturbated PID gains. 
 
Figure 3. Hardware implementation of the PID controller 
The multiplication, addition, and storage in figure 3 are all 
implemented as 16-bit fixed point digital circuits. The M(t) is 
however divided by 256 before being sent into an 8-bit pulse width 
modulation (PWM) module. High precision PWM module and dc 
motor is not necessary in this evaluation. Furthermore, the 
minimum magnitude of the output duty cycle of the PWM module 
is set to 58% to overcome friction in the mechanic of the dc motor. 
Shaft position encoder and decoder logic provide a 16-bit angular 
position feedback from the dc motor. 
Serial communication circuit included in the design provides 
interface between the PID controller and the SPSA algorithm in the 
PC. The serial baud rate is set at 38400 bauds per second. Values 
such as the position feedback, control output and the internal 
registers of the PID controller are sent to PC through the serial 
communication path. On the other direction, the PC can send the 
values set point, PID gains, and commands to control the PID 
controller. 
4. THE SPSA ALGORITHM 
The simultaneous perturbation stochastic approximation (SPSA) is 
a relatively new multivariate optimization algorithm [1]. This 
stochastic approximation algorithm is suitable for optimizing 
objective function that has many parameters, and where the 
objective function gradient is difficult or impossible to obtain. 
Other interesting features of the SPSA algorithm are the relatively 
small number of measurement required per iteration regardless of 
the dimension of the problem. 
The SPSA algorithm does not need the gradient information of the 
objective functions, instead it approximates the gradient based on 
two perturbations and measurements y(·) of the loss function L(·). 
These two measurements are made by simultaneously varying all of 
the parameters θˆ  in the problem. The measurement of the loss 
function generally includes additive noise, i.e. 
))ˆ(()ˆ( noiseLy += θθ , where in this application the parameters 
are the PID gains: 
 θˆ  = [ P   I   D ]T
There are two types of gradient approximation methods. The first 
is the one-sided gradient approximation where the gradient is 
 (6) 
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  approximated from two measurements, which are the measurement 
with the current set of parameter )ˆ(θy  and the measurement with 
the perturbated set of parameters )ˆ( onperturbatiy +θ . The second 
is the two-sided gradient approximation where the gradient is 
approximated from measurement with the positive and negative 
perturbation of the current set of parameters, i.e. 
)ˆ( onperturbatiy +θ  and )ˆ( onperturbatiy −θ  respectively. This 
paper uses the later method, where the positive perturbation 
)ˆˆ( kkk cy ∆+θ  is called the “yplus” while the perturbated 
parameter set )ˆˆ( kkk c ∆+θ  is called the “θplus”, and the negative 
perturbation )ˆˆ( ∆− kk cy θ  is called the “yminus” while the 
perturbated parameter set )ˆˆ( kkk c ∆−θ  is called the “θminus”, 
where k is the iteration number starting from 1 to the number of 
iteration. 
The gradient for each parameter is approximated according to: 
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or simplified to: 
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The gain sequence ck
 
 is a positive number that gets smaller as k 
gets larger according to: 
γk
cck =  (11) 
where the coefficient c sets the maximum gain of the perturbation, 
and the coefficient γ defines the exponentially decaying rate of the 
gain sequence ck ∆ˆ. The delta  is an independently generated 
random vector with Bernoulli ±1 distribution, where each possible 
outcome has a probability of 0.5. 
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The next set of PID gains is updated at the end of iteration k with 
the following relationship: 
 )ˆ(1 kkPkPkk gaPP θ−=+  (13) 
 )ˆ(1 kkIkIkk gaII θ−=+  (14) 
 )ˆ(1 kkDkDkk gaDD θ−=+  (15) 
where the gain sequences akP, akI, akD
 
 are decaying as k gets larger 
according to the equation: 
α)(
ˆˆ
Ak
aak
+
=  (16) 
where: 
 aˆ = [ aP  aI  aD ]T
The coefficients 
 (17) 
aˆ  set the maximum gain for the update of P, I, 
and D parameters individually, while the coefficient α determine 
the exponentially decaying rate of the gain sequences kaˆ . The 
coefficient A increases the stability by neglecting the first A set of 
gain sequences kaˆ  to compensate for a more aggressive values of  
aˆ . 
The choice of gain sequences (ck kaˆ, and ), along with the 
coefficients aˆ , c, and A govern the performance and stability of 
the SPSA algorithm, as with all stochastic approximation 
algorithms with their respective coefficients. 
5. EVALUATION 
For consistent evaluation result, the discrete time index k and the 
actual angular position of the dc motor is always reset to zero, and 
the PID controller is always reset to its initial state at the start of 
every perturbation. The set point Sφ  is fixed at 0.5 all the time. At 
each iteration the output position response over time is recorded 
twice during the yplus and yminus perturbations, and then the PID 
gains θˆ  are updated based on the approximated gradients )ˆ(ˆ kkg θ . 
The gain sequences and coefficients of the SPSA algorithm are 
determined partly by trial and error with the guidance from [2] to 
find the suitable values for this implementation. Their complete 
values are shown in the following table. 
Table 1. SPSA algorithm gain sequences, coefficients, and 
evaluation parameters 
SPSA coefficients c 0.004 
SPSA coefficient γ 0.5 
SPSA coefficients [aP, aI, aD [0.02, 0.01, 0.0003] ] 
SPSA coefficient A 2 
SPSA coefficient α 0.7 
Initial proportional gain P 0.5 0 
Initial integral gain I 0 0 
Initial derivative gain D 0 0 
Number of sample 3000 
Number of iteration 20 
Sampling rate T 45 Hz s 
 
Figure 4 shows the final position response after 20 iterations of 
SPSA algorithm, compared to the desired target response and the 
initial response. The initial position response in figure 4 is the 
output position response of the PID controller with the initial PID 
gains in table 1 above. It can be seen that the adaptive PID 
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  controller managed to reduce the steady state error and reduce the 
rise time close to the desired target response without causing severe 
overshoot or oscillation to the final response. 
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Figure 4. Position response of the adaptive PID controller 
before and after adaptation 
Figure 5 shows the measured loss function for both the yplus and 
yminus perturbation at each iteration. The measured loss functions 
in figure 5 are normalized to the number of sample. The loss 
functions have approximately reached a saturated condition starting 
at the tenth iteration where both the loss functions are well below 
0.025. 
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Figure 5. Yplus and yminus loss function measurement 
The results in figure 5 are supported in figure 6, where all the PID 
gains start to converge at the tenth iteration.  
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Figure 6. Values of (a) the proportional gain, (b) the integral 
gain, and (c) the derivative gain 
Furthermore by having individual SPSA coefficient a for each PID 
gain in equation (13-15), each PID gain update can have different 
step size per iteration. This is suitable for the simple PID controller 
that is more sensitive to the change in proportional and integral 
gains compared to the derivative gain. 
6. CONCLUSIONS 
The proposed adaptive PID controller using the SPSA algorithm 
and realistic target response function has been shown to be able to 
adapt its own PID gains to minimize steady state error and reduce 
rise time, close to the desired target position response over time. 
The PID gains approximately start to converge at the tenth 
iteration. 
Using the linear time invariant system as a model to the target 
response, the rise time of the output position response can be 
reduced without causing severe overshoot or oscillation. 
The independent gain sequence ak
The existing PID controller can be upgraded to an adaptive PID 
controller simply by tapping the SPSA algorithm to the input set 
point and output position, provided that the PID gains of the 
existing PID controller can be updated in real time. 
 for each PID gains has been 
shown to update each PID gains with different step size per 
iteration. 
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ABSTRACT 
Induction heating is clean environmental heating process due to a 
non-contact heating process. A lot of researches work in 
development of a new material and design heating process. With 
COMSOL Multiphysics software, the phenomena in induction 
heating process can be simulated and estimated. Therefore, the 
effect of inductor’s width, inductor’s distance, and conductive 
plate material in induction heating process were also simulated. 
The result shown that the efficiency of induction heating 
influenced by the width’s variations and conductive material.  
Keywords 
COMSOL, efficiency, induction heating. 
1. INTRODUCTION 
A green and renewable energy, high cost, and clean 
environmental are important issues that influenced the technology 
in home appliances recently such as in stove and water heating. 
Induction heating is one of the new technologies in home 
appliance. There are some researches that discussed about 
induction heating process and implementation due to their clean 
and no pollution [1-5]. According to this reasons, the induction 
heating efficiency is simulated and analyzed using COMSOL 
Multiphysics software. In this paper, the effect of frequency, 
distance of inductor, and conductive material of inductor are also 
considered. 
Induction heating is a non-contact heating process. It uses high 
frequency electricity to heat materials that are electrically 
conductive [6]. Since it is non-contact, the heating process does 
not contaminate the material being heated. It is also very efficient 
since the heat is actually generated inside the work piece. This 
can be contrasted with other heating methods where heat is 
generated in a flame or heating element, which is then applied to 
the work piece.  
The paper is organized as follows: In the next section, a brief 
review of induction heating theory is presented. In Section III, a 
description of the problem setting in COMSOL is explained. 
Section IV explains the geometry object and constraint in this 
simulation. Section V presents results of simulation using 
COMSOL Multiphysiscs software and discussion of the results. 
Finally, the conclusions are made in section VI. 
2. INDUCTION HEATING BASIC 
A source of high frequency electricity is used to drive a large 
alternating current through a coil. This coil is known as the work 
coil. The passage of current through this coil generates a very 
intense and rapidly changing magnetic field in the space within 
the work coil. The work piece to be heated is placed within this 
intense alternating magnetic field [6, 7]. 
The alternating magnetic field induces a current flow in the 
conductive work piece. The arrangement of the work coil and the 
work piece can be thought of as an electrical transformer. The 
work coil is like the primary where electrical energy is fed in, and 
the work piece is like a single turn secondary that is short-
circuited. This causes tremendous currents to flow through the 
work piece. These are known as eddy currents. 
In addition to this, the high frequency used in induction heating 
applications gives rise to a phenomenon called skin effect [6, 7]. 
This skin effect forces the alternating current to flow in a thin 
layer towards the surface of the work piece. The skin effect 
increases the effective resistance of the metal to the passage of 
the large current. Therefore it greatly increases the heating effect 
caused by the current induced in the work piece. The principle of 
induction heating is mainly based on two well-known physical 
phenomena: 
Electromagnetic induction, the energy transfer to the object to be 
heated occurs by means of electromagnetic induction. It is known 
that in a loop of conductive material an alternating current is 
induced, when this loop is placed in an alternating magnetic field. 
The formula is the following [7]:  
 
dt
dE φ=  (2.1) 
When the loop is short-circuited, the induced voltage E will cause 
a current to flow that opposes its cause – the alternating magnetic 
field. This is Faraday - Lenz’s law. 
If a ‘massive’ conductor (e.g. a cylinder) is placed in the 
alternating magnetic field instead of the short circuited loop, than 
eddy currents (Foucault currents) will be induced in here. The 
eddy currents heat up the conductor according to the Joule effect 
The second phenomena is joule effect, when a current I [A] flows 
through a conductor with resistance R [Ω], the power P [W] is 
dissipated in the conductor according to the formula [7]. 
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   2RIP =  (2.2) 
A general characteristic of alternating currents is that they are 
concentrated on the outside of a conductor. This is called the skin 
effect. Also the eddy currents, induced in the material to be 
heated, are the biggest on the outside and diminish towards the 
centre. So, on the outside most of the heat is generated. The skin 
effect is characterized by its so-called penetration depth d. The 
penetration depth is defined as the thickness of the layer, 
measured from the outside, in which 87% of the power is 
developed. The penetration depth can be deduced from 
Maxwell’s equations. For a cylindrical load with a diameter that 
is much bigger than , the formula is as follows:   
 
f..µπ
ρ
δ =  (2.3) 
The penetration depth, on one hand, depends on the 
characteristics of the material to be heated (µ, ρ) and, on the other 
hand, is also influenced by the frequency. The frequency 
dependence offers a possibility to control the penetration depth. 
As can be derived from the formula above, the penetration depth 
is inversely proportional to the square root of μr. For non-
magnetic materials like copper or aluminum the relative magnetic 
permeability is μr=1. Ferromagnetic materials (iron, many types 
of steel) on the contrary, have a µr-value that is much higher. 
Therefore, these materials generally show a more explicit skin 
effect (smaller ). The magnetic permeability of ferromagnetic 
materials strongly depends on the composition of the materials 
and on the circumstances (temperature, magnetic field intensity, 
saturation). Above the Curie temperature µr suddenly drops again 
to µr=1, which implies a rapid increase of the penetration depth. 
The current flow in skin effect can be calculated using equation: 
 δ
x
ox eii
−
=  (2.4) 
Where, ix
3. PROBLEM SETTING 
 is distance from the skin (surface) of the object, current 
density at x and Io refer to current density on skin depth. 
In this paper, the quantities that want to be computed and 
analyzed are the effect of the inductor’s width and distance on the 
efficiency at frequency 50 Hz and 2 kHz and the material of the 
plate affects the results. According to this problem, the equations 
to be solved in the COMSOL Multiphysiscs software will be start 
with Ampere’s law as seen in, 
 
t
DJvxBE
t
DJxH c
∂
∂
+++=
∂
∂
+=∇ σσ  (3.1) 
Now assume time-harmonic fields and use the definitions of the 
potentials, 
 xAB ∇=  (3.2) 
 
t
AVE
∂
∂
−−∇=  (3.3) 
Combine them with the constitutive relationships B = μ0 (H + M) 
and D = ε0
 
 E + P to rewrite Ampere’s law as 
( ) ( ) ( )
( ) PjJVj
xAvxMxAxAj
c
o
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 (3.4) 
In the 2D in-plane case there are no variations in the z direction, 
and the electric field is parallel to the z-axis. Therefore you can 
write V∇ as −ΔV/L where ΔV is the potential difference over the 
distance L. Now simplify these equations to 
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(3.5) 
The mathematical model for heat transfer by conduction is the 
following version of the heat equation 
 ( ) QkVT
t
TCpts =∇−∂
∂ .ρδ  (3.6) 
The resistance per meter is defined as 2I
PR =  where P is the 
power loss, and I is the current through the inductor and can be 
calculated using the formula: 
 ∫= dAQP .  (3.7) 
 dAII z∫=  (3.8) 
The value of the second integral is known, because the total 
current is part of the boundary conditions. However, performing 
the integration of the FEM solution provides an opportunity to 
verify that the previous calculations are correct. 
The skin depth, that is, the distance where the electromagnetic 
field has decreased by a factor e−1, is for a good conductor,  
 
fπµ
ρ
ωµσ
δ ==
2  (3.9) 
4. OBJECT GEOMETRY AND 
MATERIAL 
The geometry of this simulation in this paper can be seen in 
Figure 1. 
 
Figure 1. Object geometry of induction heating 
Information written in red refer to the AC Power Electromagnetic 
(qa) mode, and the ones in green refer to the Heat Transfer by 
Surface current / 
Continuity 
 
Continuity / Continuity 
 
Surface current / 
Continuity 
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  Conduction (ht) mode. The heat source comes from the resistive 
heating, time average (Qav_qa) 
Material of induction heating referred to Table 1. 
which is used inside the conductive 
plate. 
 
Table 1. Material properties of induction heating 
Material Electric 
Conductivit
y (σ) 
Permea
bility 
(μ) 
Heat 
capacity 
(J/kg.K) 
Therm. 
conduct
ivity 
Density 
(kg/m3) 
Aluminu
m 3.774.10 1 
7 900 160 2700 
Copper 5.998.10 1 7 385 400 8700 
Iron 1,12.10 4000 7 400 76,2 7870 
Steel  4,032.10 1 6 475 44,5 7850 
Silicon 
Carbide 1.10 1 
3 1200 450(300/T) 3200 0..75 
Sub domain settings of this simulation can be referred to 
Table 2 and Table3. 
Table 2. Properties of AC Power Electromagnetic (qa) 
Settings  Sub domain 1, 
3-4 
Sub domain 
Relative 
permeability  
1 {1,0;0,1} {1,0;0,1} 
(Copper) 
Relative 
permittivity  
1 1 1 (Copper) 
Electric 
conductivity  
S/m 0 5.998e7[S/m] 
(Copper) 
Table 3. Properties of Heat Transfer by Conduction (ht) 
Settings Sub 
domain 1 
Sub domain 2 Sub domain 
3,4 
Thermal 
conductivity  
0.026 400[W/(m*K)]  400[W/(m*K)]  
Density  1.293 8700[kg/m^3]  8700[kg/m^3]  
Heat capacity  1.01e 385[J/(kg*K)]  3 385[J/(kg*K)]  
Heat source  0 Q 0 av_qa 
5. RESULTS AND DISCUSSION  
5.1 Inductor’s Width 
In this part of the report, the inductor’s width has been changed, 
for two different frequencies 50 Hz and 2 kHz. First of all, the 
skin effect which has been introduced before should be presented 
using a practical case and the software COMSOL. The following 
example compares the temperature and current density 
distributions for the same configuration; only the frequency is 
changed (50 Hz and 2 kHz) as can be seen in Figure 2. 
@ 50 Hz @ 2 kHz 
  
 
 
Figure 2. Current density distribution in different frequency 
It is easy to see how the skin effect affects the current 
distribution. With a higher frequency, the current density is 
increased near the boundary, and the different penetration depth 
(δ) can be calculated in order to quantify this skin effect. 
From the Figure 2, the skin effect does not effect to the variation 
of the inductor’s width. Skin effect only depends on frequency, 
electric conductivity and permeability (equation 2.3). Based on 
this equation, the values of skin effect can be seen in Table 4. 
Table 4. Comparison of skin depth  
Skin depth(mm) 
Frequency 
50 Hz 2 kHz 
Calculate 3 0.5 
Simulation 8 2 
 
In the following analyze, the width’s of the inductor has 
been increased, but the distance between the inductor 
winding and the conductive plate has been kept constant. 
The result of simulation can be seen in Figure 3. 
Width 
(m) 
Temperature 
Distribution 
 (2 kHz) 
Current density 
distribution 
(2 kHz) 
Total Current 
Density 
distribution 
(2 kHz) 
0,02  
   
0,03  
   
0,04  
  
 
0,05  
   
0,1  
   
Figure 3. Effect of Inductor’s width 
At frequency 2kHz, the current distribution is not linear anymore 
[cf. Equation 2.4]. The current density is higher near the 
boundary (skin effect), and it can be seen that the increasing of 
width amplify this phenomena. 
The density of the magnetic field wanes as the object gets closer 
to the center from the surface. According to Faraday’s Law, the 
current generated on the surface of a conductive object has an 
inverse relationship with the current on the inducting circuit as 
Current Density Distribution 
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  described in [cf. Equation 2.4].The current on the surface of the 
object generates an eddy current . 
If an object has conductive properties like iron, additional heat 
energy is generated due to magnetic hysteresis. The amount of 
heat energy created by hysteresis is in proportion to the size of 
the hysteresis. The efficiency can be calculated using equation: 
 
copper
out
in
out
Ri
P
P
P
2==µ  (5.1) 
Pout can find from postprocessing and Subdomain integration 
(integration the power in average time) with subdomain in plate 
material and in Pin
If the inductor’s width changes the current density also will 
change 
 in subdomain inductor. 
 
A
IJs 00 =  (5.2) 
where the A are area of inductor. So, if area of inductor increases, 
the current density will be decreased. Therefore, the 
electromagnetic induces to plate material also reduce and the 
power in plate material also reduced (Ampere’s Law), and the 
efficiency will decrease.  
If the frequency increase the power will be increase also the 
efficiency is higher than in lower frequency. It’s can be illustrate 
that in high frequency, the ac resistance (Rac) will be higher than 
dc resistance (Rdc
 
), it’s happen due to skin effect phenomena. 
δ
ρ
=<=>




= RR
width
I
surface
loss RMS
2
 (5.3) 
 
inRR
R
+
=η  (5.4) 
The comparison of efficiency and power output in different width 
and frequency can be seen in Table 5. 
Table 5. Efficiency and power output of induction heating in 
different frequency 
Width 
(m) 
Efficiency Power Output (kW) 
50 Hz 2 kHz 50 Hz 2 kHz 
0.02 41.74% 97.16% 4594 10694 
0.03 40.82% 96.16% 2252 5230 
0.04 38.13% 88.53% 1387 3221 
0.05 34.54% 80.19% 965 2240 
0.1 14.62% 34.07% 335 782 
5.2 Inductor’s Distance 
The distance between inductor and conductive plate also affect 
the induction heating process, and this mechanism is called 
proximity effect. If the distance between inductor plate and 
conductive plate increase, then the strength of the proximity 
effect will decrease.  Due to Faraday’s Law, the eddy current 
within the conductive plate have an opposite direction to that of 
the source current of inductor. Therefore, due to proximity effect, 
the inductor current and the conductive plate eddy current will 
concentrate in the area facing each other.  
For example, at 50 Hz, it can be done by increasing the distance 
between the inductor and the plate, but the width of the inductor 
stayed constant as shown in Figure 4. 
Dist
ance 
Temperature 
Distribution 
(50 Hz) 
Current 
density 
distribution 
(50 Hz) 
Total Current Density 
distribution 
(50Hz) 
0,03 
m 
  
 
0,04 
m 
  
 
0,05 
m 
  
 
0,06 
m   
 
0,1 
m   
 
Figure 4. Effect of inductor’s distance 
It can be observed that to change the distance between the 
inductor and the plate, has consequences on the temperature 
distribution outside the material but not on the skin effect. 
Actually, the current density is still linear inside the material. 
However, it can also be noticed that the efficiency has changed. 
The eddy current has a higher density in the conductive plate area 
where the distance between them (air gaps) is small. It means, 
they have a good coupling.  Therefore, there will be intense 
heating due to the Joule effect. 
Table 6. Maximum current density in conductive plate 
Distance of air gaps Maximum Current density [A/m²] 
0.03 m 1.02.107 
0.04 m 9.106 
0.05 m 8.106 
0.06 m 7.106 
0.1 m 5.106 
It can be seen on this part that the current distribution is not 
disturbed by the distance between the inductor and the conductive 
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  plate, but the efficiency of the induction heating is affected. It is 
easy to understand that the heating action is decreased when the 
distance increases. 
5.3 Conductive Plate Material 
At last but not least, an interesting study is about the variations of 
the material of the plate. The following example shows a 
comparison between copper, iron, steel and silicon carbide as 
seen in Figure 5. 
Mater
ial 
Temperature 
Distribution 
(50 Hz) 
Current density 
distribution (50 
Hz) 
Total Current 
Density 
distribution (50Hz) 
Copp
er 
  
 
Al 
  
 
Fe 
  
 
Steel 
  
 
Sic 
   
Figure 5. Effect of conductive plate material  
It can be shown that the distribution of the current density inside 
the material is more or less linear, depending on the material 
used. The current distribution inside the copper or the aluminum 
are strongly non linear, but it is almost linear if the material used 
is steel, or even more with silicon carbide. This is related to the 
electric conductivity. The different values of electric conductivity 
for each material can be compared as follow: σcu > σAl > σSteel > 
σSic
However, there is an exception to this behavior, it is iron. 
Actually, the material has an unexpected behavior, but this is due 
to its relative permeability which is much higher than for the 
other materials. The comparison of different material can be seen 
in Table 7. 
; so, smaller the value of the electric conductivity is, more 
linear the current density inside the material will be. 
Table 7. Effect of conductive plate material in induction 
heating 
Material 
Skin depth (mm) Temperature 
after 1020 sec, 
in °K Calculate Simulation 
Aluminum 0,58 2,5 515,5 
Copper 0, 5 2 590,5 
Iron 0,0168 0,5 14 816 
Steel 1,177 8 1464,5 
Silicon 112 10 294,5 
Table 5 shows that the penetration depth and the temperature will 
be varied with the electric conductivity and permeability. 
6. CONCLUSION 
It has been shown that the skin effect (non linearity of the current 
distribution) is affected by the frequency, and the material used, 
but it is affected neither by the conductor width nor by the 
distance between conductor and conductive plate. 
The width variations have no effect on the current density 
distribution, but it affects the efficiency. One was that if the width 
is increased, the efficiency is then reduced. For the distance 
variations, the current density distribution is not effected in this 
case also, only the maximum value who is decreased when the 
distance is increased. 
If the conductive plate material is changed, variations on the 
current density distribution have been observed. Actually, if we 
increase the electric conductivity, the linearity of the distribution 
is decreased. 
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