In this paper, we consider approximation algorithms for optimizing a generic multi-variate homogeneous polynomial function, subject to homogeneous quadratic constraints. Such optimization models have wide applications, e.g., in signal processing, magnetic resonance imaging (MRI), data training, approximation theory, and portfolio selection. Since polynomial functions are nonconvex in general, the problems under consideration are all NP-hard. In this paper we shall focus on polynomial-time approximation algorithms. In particular, we first study optimization of a multi-linear tensor function over the Cartesian product of spheres. We shall propose approximation algorithms for such problem and derive worst-case performance ratios, which are shown to depend only on the dimensions of the models. The methods are then extended to optimize a generic multi-variate homogeneous polynomial function with spherical constraints. Likewise, approximation algorithms are proposed with provable relative approximation performance ratios. Furthermore, the constraint set is relaxed to be an intersection of co-centered ellipsoids. In particular, we consider maximization of a homogeneous polynomial over the intersection of ellipsoids centered at the origin, and propose polynomial-time approximation algorithms with provable worst-case performance ratios. Numerical results are reported, illustrating the effectiveness of the approximation algorithms studied.
Introduction
Maximizing (or minimizing) a polynomial function, subject to some suitable polynomial constraints, is a fundamental model in optimization. As such, it is widely used in practice -just to name a few examples: signal processing, speech recognition, biomedical engineering, investment science, quantum mechanics, and statistics. It is basically impossible to list, even very partially, the success stories of polynomial optimization, due simply to its sheer size in the literature. To motivate our study, below we shall nonetheless mention a few sample applications to illustrate the usefulness of polynomial optimization. Polynomial optimization has immediate applications in signal and image processing, e.g. Magnetic Resonance Imaging (MRI). As an example, Ghosh et al. [5] formulated a fiber detection problem in Diffusion MRI by maximizing a homogenous polynomial function, subject to a spherical constraint. In this particular case, the order of the polynomial may be high, and the problem is non-convex. Barmpoutis et al. [2] presented a case for the 4th order tensor approximation in Diffusion Weighted MRI. In statistics, Micchelli and Olsen [27] considered a maximum-likelihood estimation model in speech recognition. In Maricic et al. [25] , a quartic polynomial model was proposed for blind channel equalization in digital communication, and in Qi and Teo [40] , a study of global optimization was conducted for high order polynomial minimization models arising from signal processing. Polynomial functions also have wide applications in material sciences. As an example, Soare, Yoon, and Cazacu [43] proposed some 4th, 6th and 8th order homogeneous polynomials to model the plastic anisotropy of orthotropic sheet metal. In quantum physics, for example, Dahl et al. [3] proposed a polynomial optimization model to verify whether a physical system is entangled or not, which is an important problem in quantum physics. Gurvits [8] showed that the entanglement verification is NP-hard in general. In fact, the model discussed in [3] is related to the nonnegative quadratic mappings studied by Luo, Sturm and Zhang [22] . Homogeneous polynomials, which we shall focus on in this paper, play an important role in approximation theory; see e.g. two recent papers by Kroó and Szabados [15] and Varjú [46] . Essentially the results state that the homogeneous polynomial functions are fairly 'dense' among continuous functions in a certain well-defined sense. One interesting application of homogeneous polynomial optimization is related to the so-called eigenvalues of tensors; see Qi [38, 39] , and Ni et al. [32] . Investment models involving more than the first two moments (for instance to include the skewness and the kurtosis of the investment returns) have been another source of inspiration underlying polynomial optimization. Mandelbrot and Hudson [24] made a strong case against a 'normal view' of the investment returns. The use of higher moments in portfolio selection becomes quite necessary. Along that line, several authors proposed investment models incorporating the higher moments; e.g. De Athayde and Flôre [1] , Prakash, Chang and Pactwa [36] , Jondeau and Rockinger [11] . Moreover, Parpas and Rustem [33] and Maringer and Parpas [26] proposed diffusion-based methods to solve the non-convex polynomial optimization models arising from portfolio selection involving higher moments.
On the front of solution methods, the search for general and efficient algorithms for polynomial optimization has been a priority for many mathematical programmers. Indeed, generic solution methods based on nonlinear programming and global optimization have been studied and tested; see e.g. Qi [37] , and Qi et al. [41] and the references therein. An entirely different (and systematic) approach based on the so-called Sum of Squares (SOS) was proposed by Lasserre [17, 18] , and Parrilo [34, 35] . The SOS approach has a strong theoretical appeal, since it can in principle solve any general polynomial optimization model to any given accuracy, by resorting to a (possibly large) Semidefinite Program (SDP). For univariate polynomial optimization, Nesterov [30] showed that the SOS approach in combination with the SDP solution has a polynomial-time complexity. In general, however, the SDP problems required to be solved by the SOS approach may grow very large. At any rate, thanks to the recently developed efficient SDP solvers (cf. e.g. SeDeMi of Jos Sturm [44] , SDPT3 of Toh et al. [45] , and SDPA of Fujisawa et al. [4] ), the SOS approach is attractive. Henrion and Lasserre [10] developed a specialized tool known as GloptiPoly for finding a global optimal solution for a polynomial function based on the SOS approach. For an overview on the recent theoretical developments, we refer to the excellent survey by Laurent [19] .
In most cases, polynomial optimization is NP-hard, even for some very special ones, such as maximizing a cubic polynomial over a sphere (cf. Nestorov [31] ). The reader is referred to De Klerk [12] for a survey on the computational complexity issues of polynomial optimization over some simple constraint sets. In case the constraint set is a simplex, and the polynomial has a fixed degree, then it is possible to derive Polynomial-Time Approximation Schemes (PTAS); see De Klerk et al. [13] , albeit the result is viewed mostly as a theoretical one. Almost in all practical situations, the problem is difficult to solve, theoretically as well as numerically. The intractability of general polynomial optimization therefore motivates the search for approximative solutions. Luo and Zhang [23] proposed an approximation algorithm for optimizing a homogenous quartic polynomial under ellipsoidal constraints. That approach is similar, in its spirit, to the seminal SDP relaxation and randomization method of Goemans and Williamson [6] , although the objective function in [6] is quadratic. Note that the approach in [6] has been generalized subsequently by many authors, including Nesterov [29] , Ye [47, 48] , Nemirovski et al. [28] , Zhang [49] , Zhang and Huang [50] , Luo et al. [21] , and He et al. [9] . All these works deal with quadratic objective functions. Luo and Zhang [23] considered quartic optimization, and showed that optimizing a quartic polynomial over the intersection of some co-centered ellipsoids is essentially equivalent to its (quadratic) SDP relaxation problem, which is itself also NP-hard; however, this gives a handle on the design of approximation algorithms with provable worst-case approximation ratios. Indeed, Luo and Zhang [23] used this fact to show that if there is only one quadratic constraint then the problem admits an Ω(1/n 2 ) approximate solution. Ling et al. [20] considered a special quartic optimization model. Basically, the problem is to maximize a bi-quadratic function over two spherical constraints. In [20] , approximate solutions as well as exact solutions using the SOS approach are considered. The approximation bounds in [20] are indeed comparable to the bound in [23] , although they are dealing two different models. The current paper is concerned with general homogeneous polynomial optimization models, and we shall focus on approximate solutions. Our goal is to present a rather general scheme which will enable us to obtain approximate solutions with guaranteed worst-case performance ratios. To present the results, we shall start in the next section with some technical preparations.
2 Models, Notations, and the Organization of the Paper Consider the following multi-linear function 
Let the super-symmetric tensor form be M = ( 
We shall throughout denote F to be a multi-linear function defined by a tensor form, and f to be a homogenous polynomial function; without loss of generality we assume that
In this paper we shall study optimization of a generic polynomial function, subject to two types of constraints: (A) (Euclidean) spherical constraints; (B) general ellipsoidal constraints. To be specific, we consider the following models:
The models and results of type (A) are presented in Section 3; the models and results of type (B) are presented in Section 4. To put the matters in perspective, the following table summarizes the organization of the paper and the approximation results:
As a convention, the notation 'Ω(λ)' should be read as: "at least in the order of λ". Since the above table is concerned with approximation ratios, we understand 'Ω(∞)' as a universal constant in the interval (0, 1].
3 Polynomial Optimization with Spherical Constraints
Maximizing a Multi-linear Function subject to Spherical Constraints
Let us first consider
where
Suppose that M is the tensor form associated with the multi-linear function F . It is clear that the optimal value of the above problem, v(A 1 max ), is positive, unless M is a zero-tensor. A special case of (A 1 max ) is worth noting, and we shall come back to the point later.
Proof. The problem is essentially max x = y =1 x T M y. For any fixed y, the corresponding optimal x must be M y/ M y due to the Cauchy-Schwartz inequality, and accordingly,
Thus the problem is equivalent to max y =1 y T M T M y, whose solution is the largest eigenvalue and a corresponding eigenvector of the positive semidefinite matrix M T M . Denoting λ max (M T M ) to be the largest eigenvalue of M T M , we thus have
For any d ≥ 3 however, Problem (A 1 max ) becomes NP-hard.
Proof. We first quote a result of Nesterov [31] , which states that
is NP-hard. Now, in the special case d = 3 and
We need only to note that the maximum value of the above problem is always attainable at x = y. To see why, denote (x,ȳ) to be any optimal solution pair, with optimal value v * . Ifx = ±ȳ then the claim is true; otherwise, we may suppose thatx +ȳ = 0. Let us denotew := (x +ȳ)/ x +ȳ . Since (x,ȳ) must be a KKT point, there exist (λ, µ) such that n k=1x
Pre-multiplyingx T to the first equation andȳ T to the second equation yield λ = µ = v * . Summing up the two equations, pre-multiplyingw T , and then scaling, lead us to
Using the Cauchy-Schwartz inequality to the above identity, we have
implying that (w,w) is also an optimal solution. The problem is now reduced to Nesterov's quartic model, and its NP-hardness thus follows.
In the remainder of this subsection, we shall consider approximation algorithms for general (A 1 max ). To fix ideas, let us first work with the case d = 3, i.e.
Denoting W = xy T , we have
which is exactly (A 1 max ) with d = 2, and thus is solvable as stipulated by Proposition 3.1. Let its optimal solution be (Ŵ ,ẑ).
. The key step is to recover solution (x,ŷ) from the matrixŴ . Below we shall introduce two basic decomposition routines: one is based on randomization and the other on eigen-decomposition. They play a fundamental role in our proposed algorithms; all solutions methods to be developed later are relying on these two routines as a basis.
DR (Decomposition Routine) 1
• Input: matrices M, W ∈ n 1 ×n 2 with W = 1.
• ConstructW
• Randomly generate
and repeat if necessary, until
• Output:
and W =Ŵ in applying the above decomposition routine. As we know for any randomly generated (ξ, η),
Since ξ T M η is a second order polynomial of a normal random vector, by the hyper-contractive property of the Gaussian distributions (Proposition 6.5.1 of [16] ), we know that there exists a universal constant θ > 0 such that
Moreover, using a property of normal random vectors (see Lemma 3.1 of [23]) we have
By applying the Markov inequality, it follows that
for any t > 0. Therefore, by the so-called union inequality for the probability of joint events, we have
where we let t = 2(n 1 + 2)/θ, and so
Below we shall present a second, and deterministic, decomposition routine.
DR (Decomposition Routine) 2
• Input: matrice M ∈ n 1 ×n 2 .
• Find an eigenvectorŷ corresponding to the largest eigenvalue of matrix M T M .
• Computex = Mŷ.
This decomposition routine is basically to follow the proof of Proposition 3.1, which tells us that
Both DR 1 and DR 2 lead to the following approximation result. Remark that DR 2 is indeed very easy to implement, and is deterministic. Now we shall proceed to the case for general d.
Clearly it is a problem of type (A 1 max ) with degree d−1. Suppose (Ã 1 max ) can be solved approximately in polynomial-time with approximation ratio τ , i.e. we find (X,
By induction this leads to the following:
We summarize the above-described recursive procedure to solve Problem (A 1 max ) as in Theorem 3.4: 
•
• Apply either DR 1 or DR 2 with input
(M, W ) = (M 2 , X) to get (x 1 ,x d ) = (x, y). • Output: a feasible solution (x 1 ,x 2 , · · · ,x d ).
Homogenous Polynomial Optimization with Spherical Constraint
Suppose that f (x) is a homogenous polynomial function of degree d, and consider
Let F be the multi-linear super-symmetric tensor function satisfying
the above polynomial optimization problem can be relaxed to multi-linear function optimization, as follows: 
Proof. Observe
otherwise, there must be an index k 0 with 1
Since the number of different permutations of (1, 2, . . . , d) is d!, by taking into account the supersymmetric property of F , the claimed relation follows.
When d is odd, then the identity in Lemma 3.5 can be rewritten as
Thus, we can find a particular binary vector β = (
Let us denote
Combining with Theorem 3.4, we have 
If n is even, then evidently we can only speak of relative approximation ratio, as shown below. 
) to be the super-symmetric form with respect to the function h(x) =
. Pick any fixed x 0 with x 0 = 1, and consider the following problem
Applying Theorem 3.4 we obtain a solution (
2 . Let us start with the case that
Notice that |H(
where the second inequality is due to the fact that the optimal solution of Problem (A 2 max ) is feasible for Problem (Ã 2 max ). On the other hand, by Lemma 3.5 we know
where the last inequality is due to the fact that f
Thus, there is a binary vector β = (β 1 , β 2 , · · · , β d ) with β 2 i = 1 and
Recall that the above inequality is derived under the condition that (4) holds. In case (4) does not hold, then we shall have
By pickingx = argmax{f (x), f (x 0 )}, regardless whether (4) or (5) holds, we shall uniformly have
Polynomial Function Optimization with Quadratic Constraints
In this section, we shall consider a further generalization of the optimization models to include general ellipsoidal constraints.
Multi-linear Function Optimization with Quadratic Constraints
Consider the following model:
where F is a d-th order multi-linear function with M being its associated d-th order tensor form, and the matrices Q k i k 0 and
Let us start with the case d = 2, and suppose
It is well known that the above model can be solved approximately in polynomial-time with approximation ratio Ω(1/ log(m 1 + m 2 )) (see e.g. Nemirovski, Roos, and Terlaky [28] , and He et al. [9] ).
We now proceed to the higher order case. To fix ideas, we shall focus on the case d = 3. The extension to any higher order can be done by induction. In case d = 3 we may explicitly write (B 1 max ) as:
Combining the constraints of x and y, we have
Denoting W = xy T , Problem (B 1 max ) can be relaxed to
Observe that for any W ∈ n 1 ×n 2 ,
and that
Problem (B 1 max ) is now exactly Problem (B 1 max ) with d = 2. Thus we shall be able to find a feasible solution (Ŵ ,ẑ) of Problem (B 1 max ) in polynomial-time, such that
where m = max{m 1 , m 2 , m 3 }. Let us now fixẑ. Then, F (·, ·,ẑ) is a matrix, our next step is to generate (x,ŷ) fromŴ . For this purpose, we first introduce the following lemma.
Lemma 4.1 Suppose that Q
has an optimal solution with optimal value equal to n.
Proof. Straightforward computation shows that the dual of (P ) is:
Observe that (D) indeed resembles (P ). Since m i=1 Q i ∈ S n ++ , both (P ) and (D) satisfy the Slater condition, and so both of them have attainable optimal solutions satisfying the strong duality relationship; i.e. v(P ) = v(D). Let (U * , t * ) be an optimal solution of (P ). Then, by the Schur complement relationship we have
Observe that for any dual feasible solution (X, Z, s) we always have −
Hence the following problem is a relaxation of (D), to be called (RD) as follows:
Consider any feasible solution (X, Y, Z) of (RD). Let X = P DP T be an orthonormal decomposition with
is also a feasible solution for (RD) with the same objective value. By the feasibility, it follows that
This implies that v(D) ≤ v(RD) ≤ n.
In combination of (6), and noting the strong duality relationship, it follows that v(P ) = v(D) = n.
We then have the following decomposition method, to be called DR 3, as a further extension of DR 1. It plays a similar role in Algorithm 2 as DR 2 does in Algorithm 1.
DR (Decomposition Routine) 3
• Input:
• For matrices Q 1 , Q 2 , · · · , Q m 1 , solve SDP problem (P ) in Lemma 4.1 to get an optimal solution of matrix U and scalars t 1 , t 2 , · · · , t m 1 .
Lemma 4.2 By the input of DR 3, in polynomial-time we will find x ∈ n 1 and y ∈ n 2 with high probability, satisfying
Proof. Following the randomization procedure (8) in DR 3, by Lemma 4.1 we have, for all 1
So et al. [42] have established that if ξ is a normal random vector and Q 0, then
for any α > 0. Using this result we have
where we let α 1 = 2 log(8m 1 /θ) and α 2 = 2 log(8m 2 /θ). Notice that
, the desiredx andŷ can be found with high probability.
Let us turn back to Problem (B 1 max ). If we pick W =Ŵ and M = F (·, ·,ẑ) in applying Lemma 4.2, we will then findx andŷ satisfying the constraints of Problem (B 1 max ) in polynomial-time, such that
Thus we have shown the following result. The result can be generalized to Problem (B 1 max ).
Theorem 4.4 Problem (B 1 max ) admits a polynomial-time approximation algorithm with approximation ratio τ B
1 , where
Proof. Again we shall take recursive steps.
Notice that Problem (B 1 max ) is exactly in the form of Problem (B 1 max ) of degree d − 1, if we treat W as a vector of dimension n 1 · n d . Then with high probability we will find a feasible solution
As long as we fix ( 
Summarizing, the recursive procedure for Problem (B 1 max ) (Theorem 4.4) is highlighted as follows: 
• Construct matrices 
• Apply DR 3 with input
• Output: a feasible solution (
Homogenous Polynomial Function with Quadratic Constraints
Similar to the spherically constrained case, we now consider 
Proof. According to Theorem 4.4 we can find a feasible solution (
By (3), we find a binary vector β = (
Notice that for any 1
If we denotex =
, thenx is a feasible solution of (B 2 max ) satisfying 
Therefore we shall be able to find β = (β 1 , β 2 , · · · , β d ) with β 2 i = 1 and
Numerical Results
In this section we are going to test the performance of the approximation algorithms proposed. We shall focus on the case d = 4, i.e. fourth order tensor or quartic polynomial as a typical case. All the numerical computations are conducted using an Intel Pentium 4 CPU 2.80GHz computer with 2GB of RAM. The supporting software is MATLAB 7.7.0 (R2008b), and cvx v1.2 (Grant and Boyd [7] ) is called for solving the SDP problems whenever applicable.
Multi-linear Function with Spherical Constraints
Numerical tests on Problem (A 1 max ) for d = 4 are reported in this subsection; in particular, the model to be tested is:
Randomly Generated Tensors
A fourth order tensor F is generated randomly, with its n 4 entries follow i.i.d. normal distributions. Basically we have a choice to make in the recursion, yielding two procedures described below. Both methods will use the deterministic routine, namely DR 2. Table 2 shows that Test Procedure 2 allows us to find a good quality solution very fast even for large size problems. We remark here that for n = 100, the sizes of the input data are already in the magnitude of 10 8 .
Examples with Known Optimal Solutions
The upper bounds seem to be quite loose in general. To test how good are the solutions without referring to the computed upper bounds, in this subsection we report the tests where the problems instances are constructed in such a way that the optimal solutions are known. By this we hope to get some impression, from a different angle, on the quality of the approximative solutions produced by our algorithms. We first randomly generate an n dimensional vector a with norm 1, and generate m It is easy to see for this particular multi-linear function F (x, y, z, w), Problem (E 1 ) has an optimal solution (a, a, b, b) and optimal value equal to m.
We then generate 200 such random instances, with n = 50 and m = 20, and consequently apply Test Procedure 2 to solve them. Since the optimal values are known, it is possible to compute the exact performance ratio. In our experiments, the average ratio out of these 200 instances is 0.737, and the worst ratio is 0.414, and 29% of the instances the solutions have a performance ratio 1 (optimum).
Homogenous Polynomial Function with Quadratic Constraints
In this subsection we shall test our solution methods for Problem (B 2 max ), when d = 4: (E 2 ) max f (x) = 1≤i,j,k,l≤n a ijkl
where M = (a ijkl ) is super-symmetric, and Q i is positive semidefinite for all 1 ≤ i ≤ m. First, a fourth order tensor M is generated at random, with its n 4 entries following i.i.d. normal distributions. We then symmetrize M to form a super-symmetric tensor M . For the constraints, we generate n × n matrix R i , whose entries follow i.i.d. normal distributions, and then let Q i = R T i R i . The following test procedure is considered. [21] ). Let the solution beX, and the optimal value of the SDP relaxation bev 3 .
2. Solve the SDP (P ) in Lemma 4.1. Apply the randomized process as described in (7) and (8) , and sample 10 times to keep the best samplex andŷ with maximum F (x,ŷ,x,ŷ). For n = 10 and m = 30, we generate 10 randomly instances of Problem (E 2 ). The solution results are shown in Table 3 . Table 4 shows the absolute approximation ratios for various n and m, following Test Procedure 3. Each entry is the average performance ratio of 10 randomly generated instances.
