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A class of multivariate scattered data interpolation methods which includes the 
so-called multiquadrics is considered. Pointwise error bounds are given in terms of 
several parameters including a parameter d which, roughly speaking, measures the 
spacing of the points at which interpolation occurs. In the multiquadric case these 
estimates are O(illd) as d-to, where 1, is a constant which satisfies O<ii 1. An 
essential ingredient in this development which may be of independent interest is a 
bound on the size of a polynomial over a cube in R” in terms of its values on a 
discrete subset which is scattered in a sufficiently uniform manner. 0 1992 Academic 
Press, Inc. 
1. INTRODUCTION 
Let h be a continuous function on R” which is conditionally positive 
definite of order m. Given data (xi, A), j = 1, . . . . N, where X= {x1, . . . . xN) 
is a subset of points in R” and the fj’s are real or complex numbers, the 
so-called h spline interpolant of these data is the function s defined by 
S(X)=P(X) + i cjh(X-Xj), 
j-1 
(1) 
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where p(x) is a polynomial in Pm-i and the cj’s are chosen so that 
for all polynomials q in PmP r and 
pfx,) + 2 cjh(xi- Xj) =fi, i=l ) . ..) N. (3) 
j=l 
Here Y,- r denotes the class of those polynomials of R” of degree <m - 1. 
It is well known that the system of equations (2) and (3) has a unique 
solution when X is a determining set for Pm-f and h is strictly condi- 
tionally positive definite. For more details see 1’71. Thus, in this case, the 
interpolant s(x) is well defined. 
We remind the reader that X is said to be a determining set for Pm _, if 
p is in Ym- 1 and p vanishes on X implies that p is identically zero. 
If h is the function defined by the formula 
h(x)= -Jcq$ (‘;I 
where 1x1 is the Euclidean norm of x, then m = 1 and the corresponding 
method of interpolation defined by (l), (2), (3), and (4) is often referred to 
as the multiquadric method. This and closely related methods are currently 
quite fashionable, see [4, lo]. 
In an earlier paper [8] we obtained bounds on the pointwise difference 
between a functionf and the h spline which agrees with/on a subset X of 
R”. These estimates involve a parameter d that measures the spacing of the 
points in X and are O(d’) as d+ 0 where 1 depends on h. The results of the 
present paper imply that for certain h’s, which include (4), the estimates 
can be improved to O(I’ld) as d + 0, where A is a constant which satisfies 
0 < i < 1. The conditions on f are the same as those in [g]. 
1.1. A Bound for Multivariate Polynomials 
A key ingredient in the development of our estimates is the following 
lemma which gives a bound on the size of a polynomial on a cube in 
in terms of its values on a discrete subset which is scattered in a sufficiently 
uniform manner. This result may be of independent interest. 
LEMMA 1. Forn=l,2,..., define y, by theformulasy,=2and, ifn>P, 
y, = 241 + yn- 1). Let Q be a cube in R” that is subdivided into q” identical‘ 
subcubes. Let Y be a set of q” points obtained by selecting a point Jrom each 
of those subcubes. If q > y,(k + l), then for all p in .%T 
sup Ip( <e2nyn(k+1) sup Ip(y 
XEQ 1’E Y 
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We remark that it is not essential for the set Y to intersect every subcube 
of Q as hypothesized above. A variant of this lemma where Y intersects a 
certain percentage of these subcubes can be found in Subsection 3.3. 
Note that it follows from Lemma 1 that Y is a determining set of Pk. The 
estimate in the lemma is roughly equivalent to a bound on the Lebesque 
constant for Lagrange interpolation. In the cases where Y is regularly 
distributed in (2 this bound can be derived by more traditional methods; 
see [l, 21. 
1.2. A Variational Framework for Interpolation 
The precise statement of our estimates concerning h splines requires a 
certain amount of technical notation and terminology which is identical to 
that used in [S]. For the convenience of the reader we recall several basic 
notions. 
The space of complex valued functions on R” that are compactly sup- 
ported and infinitely differentiable is denoted by 9. The Fourier transform 
of a function 4 in 9 is 
$(t) = j e-‘(x~5) d(x) dx. 
A continuous function h is conditionally positive definite of order m if 
5 h(x)4 * &x)dx>O (5) 
holds whenever 4 = p(D)+ with II/ in 9 and p(D) a linear homogeneous 
constant coefficient differential operator of order m. Here J(x) = $( -x) 
and * denotes the convolution product 
Note that (5) can be rewritten as 
ss hb - v) d(x) d(y) dx dy 3 0. 
In what follows h will always denote a continuous conditionally positive 
definite function of order m. The Fourier transform of such distributions 
uniquely determines a positive Bore1 measure p on R” - (0) and constants 
a,, /yI = 2m as follows: For all $ E 9 
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where for every choice of complex numbers c,, /CC! =m, 
IHere x is a function in 9 such that 1 - i(r) has a zero of order 2m + I at 
t = 0; both of the integrals so< ,5, < I lt12” 44th jisisl 445) are finite. T 
choice of x affects the value of the coefficients a), for lyj < 2m. 
Our variational framework for interpolation is supplied by a space we 
denote by C&h,.,,. If 
gm= $E9:~x’&x)dx=Oforall Ial <m 
then %$, is the class of those continuous functions f which satisfy 
j- h(x - Y) 9(x) d(v) dx dy 
112 
(8) 
for some constant c(f) and all 4 in ~23~. If f E %Yh,,, let //f Ilh denote t 
smallest constant c(f) for which (8) is true. Recall that j/f Ij h is a semi- 
norm and %?h,m is a semi-Hilbert space; in the case m = 0 it is a norm and 
a Hilbert space respectively. Elements f in %T+, are of the form 
where the Fourier transform of fi is given by 
.fi,ct) = g(t) 440 
with g in L’(dp) and f2 is a polynomial of degree m. 
Given a function f in %Th,m and a subset X of R” there is an element s of 
minimal %Th,m norm which is equal to f on X. If X is a determining set for 
9$, ~ i then s is unique. We refer to such s as the h spline interpolant off 
on X. In the case when X is a finite subset of R” as considered in beginning 
of this introduction the h spline s is given by (l), where f(xif =ji, 
i=l > .. . . N, See [7] for more details. 
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1.3. Exponential Error Estimates 
Our basic theorem concerns how well s approximates f in regions Q 
where X provides sufficient coverage. In other words, we are interested in 
bounds on the quantity 
If(x) - s(x)l 
llfllh ’ (9) 
where x is in 9; the estimates should be in terms of parameters which 
measure how closely X covers L?. For example, the parameter d = d(L?, X) 
defined by 
d(Q, X) = sup inf I y - XI 
YEO XEX 
is one such measure. 
In [8] we showed that in many cases the quantity in (9) is O(dk) as 
d + 0, where k is a constant whose maximum value is determined by h. In 
this paper we restrict our attention to h’s whose corresponding measures ,U 
defined by (6) satisfy certain moment condition. For example, if h is given 
by (4) then, as detailed in Subsection 2.2, there is a positive constant p such 
that for all integers k greater than 2 
s 151k 44t) <#k!. (10) 
In this case we are able to obtain the exponential estimate described in the 
abstract. 
In subsection 2.3 we consider a variant of (10) where k! is replaced 
by krk, r an arbitrary real constant. As might be expected, this leads to 
somewhat different bounds on (9). 
Because of the local nature of the result, we restrict our attention to the 
case where D is a cube. 
THEOREM 1. Suppose h is conditionally positive definite of order m and 
the corresponding measure p satisfies (10) for all k greater than 2m. Then, 
given a positive number bO, there are positive constants 6, and A, 0 -C A < 1, 
which depend on b, and h for which the following is true: If f E V,,,, and s is 
the h spline that interpolates f on a subset X of R” then 
If(x)-@)I ~~1'611fllh 
holds for all x in a cube E provided that (i) E has side b and b 2 bO, 
(ii) 0 < 6 < 6,. and (iii) every subcube of E of side 6 contains a point of X. 
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Observe that every cube of side 6 contains a ball of radius 612. Thus the 
subcube condition is satisfied when 6 = 2d(E, X). More generally, we can 
easily conclude the following: 
COROLLARY 1. Suppose h satisfies the hypotheses of the theorem, Q is a 
set which can be expressed as the union of rotations and translations of a 
fixed cube of side b,, and X is a subset of R”. Then there are positive 
constants d,, and I,, 0 -C A< 1, which depend on b, and h for which the following 
is true: If d<d,, f E%‘h,m and s is the h spline that interpolates f on X then 
If(.+Wl GA1’dllf ilh 
holds for all x in s2 where d= d(SZ, X). 
Note that any ball in R” satisfies the hypothesis on SL in the above 
corollary. Indeed, any set Q with sufficiently smooth boundary satisfies this 
hypothesis. 
2. DETAILS FOR THEOREM 1, EXAMPLES, AND GENERALIZATIONS 
As alluded to in the introduction, Lemma 1 is an important ingredient in 
the proof of this theorem. The following lemma, which is a transparent 
consequence of Lemma 1 and routine arguments involving linear func- 
tionals, is in convenient form for applying this ingredient. 
LEMMA 2. Let Q, Y, and yn be as in Lemma 1. Then, given a point x in 
$3, there is a measure B supported on Y such that 
s P(Y) WY) = P(X) 
for all p in .9$, and 
2.1. Proof of Theorem 1 
First, let p, yn, and b, be the constants appearing in Inequality (10): 
Lemma 1, and Theorem 1, respectively. Let 
B = 2~4 e2’?, and 
100 
Let 
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60 = 
1 
3Cy,(m + 1)’ 
where m is the order of conditional positive definiteness of h. We will show 
that do as defined above can be used for the constant in the statement of 
Theorem 1. 
For now, let x be any point of the cube E and recall that Theorem 4.2 
of [S] implies that 
If~~~-~~~~I~~~Ilfll,j/J’-~l~~l~l~Ji~ (11) 
whenever k > m, where (T is any measure supported on X such that 
s P(Y) WY) = P(X) (12) 
for all polynomials p in .GR- 1. Here 
whenever k > m and by virtue of (9) 
ck d (2,4k. (13) 
To obtain the desired bound on 
bound for 
If(x) - s(x)1 it suffices to find a suitable 
I=c, 
s 
This is done by choosing the measure r~ appropriately. We proceed as 
follows: 
Let 6 be a parameter as in the statement of the theorem. Since 6 < &, we 
may chose an integer k so that 
1~ 3Cy,k6 d 2. (14) 
Note that such a k is 2 m + 1 and y,k6 d b,. Let Q be any cube which 
contains x, has side y,,k& and is contained in E. Subdivide Q into (y,k)” 
congruent subcubes of side 6. Since each of these subcubes must contain 
a point of X, select a point of X from each such subcube and call the 
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resulting discrete set Y. By virtue of Lemma 1 we may conclude that there 
is a measure rr supported on Y which satisfies (12) and enjoys the estimate 
We use this measure in (11) to obtain an estimate on I. 
Using (13), (15), and the fact that support of G is contained in Q whose 
diameter is & y,k6 we may write 
I< (2&A ynk6)k e2nynk d (Cy,kQk. (161 
Since 
Inequality (16) implies that 
If ((2/3)1”3c~“‘)11b. 
Hence we may conclude that 
If(x) -.+I < A1’s Ilfllh: 
where 
2.2. Examples 
A well known class of examples of conditionally positive definite h’s 
given by 
is 
r(aP 1 
h(x) = (1 + Ix12)d2 
where a is a fixed real number #O, -2, -4, . . . and F is the classical 
gamma function. The corresponding measure p is given by 
445)=c,ItI (a -n)‘2K(n - 4,2( I51 h 
where c, is a positive constant and K, is a modified Bessel function of the 
second kind; see [S] for more details and the cases a = 0, - 2, -4, ..; 
Because of the exponential decay of K,(t) as t--f 00 the moments of p grow 
like pkk! and hence p satisfies (9) whenever k is sufficiently large. 
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The important example of the Gaussian 
h(x) = e- M2 
has corresponding measure 
dp( r) = (2744 e - ‘t-‘2’4 d(, 
of course. The moments of ~1 grow like p”fi. Although Theorem 1 
provides a bound on the error, in this case one expects better estimates 
because the growth of these moments is significantly slower than 
hypothesized. 
More generally, consider the case when the measure ,U is given by 
dp(t)=e-‘r’udcf 3 
where a is a positive constant. Here, of course, 
The moments of p grow like pkkrk where r = l/a. The case a = 2 is essen- 
tially the Gaussian which together with the rest of the cases a 2 1 is 
covered by Theorem 1. On the other hand if 0 <a < 1 the bound on the 
rate of growth of the moments hypothesized in the statement of Theorem 1 
fails to hold. 
The theorems in Subsection 2.3 provide answers to the questions raised 
above. 
2.3. Generalizations 
As mentioned in the introduction, different bounds on the rate of growth 
of the moments of the measure p result in different estimates on the 
difference between f and its h spline interpolant s off the interpolated set. 
Here we consider the case 
s 151k44Wpkkrk (17) 
for k > 2m, where r is a real constant and p is a positive constant. 
Note that in view of Stirling’s formula there are positive constants p1 and 
pZ such that 
pl;kk < k! < p:kk. (18) 
Thus the case r = 1 was treated in Theorem 1. Also observe that Theorem 1 
provides an estimate in the case r > 1. However it is possible to get a more 
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sensitive estimate in this case without much more work; this is shown in 
Theorem 3 and its proof. We first consider the case Y > 1. 
THEQREM 2. Suppose h is conditionally positive definite of order m and 
the corresponding measure u satisfies (17) with r > 1 for all k greater than 
2m. Then, given a positive number b,, there are positive constants 6, and i, 
0 <A < 1, which depend on h, r, and b, and for which the following is true: 
Iff E%,m and s is the h spline that interpolates f on a subset X of 
If(x) - s(x)1 d J”@ llfllh 
holds for all x in a cube E provided that (i) E has side b and b 3 b,, 
(ii) 0 < 6 < 6,, and (iii) every subcube of E of side 6 contains a point of X. 
Proof In view of (17) and (18) there is a constant pO such that 
$1 Itlkdp(S)<p;k”-l’k. 
Let yn and b, be the constants appearing in the statements of Lemma 1 and 
Theorem 2 respectively. Let 
B = 2p,& e2”?, and 
and let 
Jo= 
1 
3’Cy,(m + 1)” 
where m is the order of conditional positive definiteness of h. Let 6 be a 
parameter as in the statement of the theorem. Since 666,, 3(&;/,S)“’ is 
less than 1 and we may choose an integer k such that 
1 6 3( Cy,G)““k < 2. 
Note that such a k is >m + 1 and y,k6 < b,. 
Proceeding as in the proof of Theorem 1 we get 
If(x) -.+)I G Wllh, 
where 
W/70/1-8 
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(C~,#“k<; and k> 
1 
3(Q*q1” 
we may conclude that 
In view of (19) the theorem now follows with 
;1 = (2/3)1/(%%)“‘). [ 
THEOREM 3. Suppose h is conditionally positive definite of order m and 
the corresponding measure p satisfies (17) with r < 1 for all k greater than 
2m. Then, given a positive number b,, there are positive constants &, c, and 
C, which depend on h, r, and b, and for which the following is true: Iff E %?,, 
and s is the h spline that interpolates f on a subset X of R” then 
If(x) -s(x)1 d (C@c’s Ilf Ilh 
holds for all x in a cube E provided that (i) E has side b and b B b,, 
(ii) 0 < 6 < 6,, and (iii) every subcube of E of side 6 contains a point of X. 
Proof Let 
do = min 
1 bo 
(Bb;)‘/” -‘$,,’ 2y,(m + 1) 
where yn is the constant defined in Lemma 1, and 
B = 2p, & e2nvn 
with p. as in the proof of Theorem 2. Then if 6 <do there is an integer k 
such that 
bo 
-TGYn6kdbo, 
Arguing as in the proof of Theorem 2 we can conclude that 
If(x)-s(x)1 GIlIf Ilk, 
where I< (By, 6k’)k. Since k < b,/(y,6) we may write 
(20) 
I< (BY,, (21) 
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and since By, 1 pr&61-’ < 1 and k 3 b,/(2y,6) it follows that 
I< (By~-rb~~l-r)bol(2Y~~~, 
The last inequality together with (20) implies the desired result with 
c = (B&)1/(’ - ‘)y, and 
(1 - 1.) b, 
c= 
Q’, . 
3. DETAILS FOR LEMMA 1 
We begin by asserting that it suffices to prove 
sup IP(X)l <e2ynsup Ip(y 
XEQ ye Y 
If 4 = y,(k + 1) this inequality is identical to that in Lemma 1. To see why 
(21) is sufficient, define q’ by q’ = y,(k + 1) and let Q’ c Q be a cube that 
contains exactly (4’)” of the q” subcubes of Q. 
sup Ipj <e2q’n sup lpj. 
Q’ Q’n Y 
The inequality in Lemma 1 now follows because supQ,, Y/~I < Sup Y I_pl 
and every point in Q lies in at least one such Q’. Our proof will actually 
establish 
@l)k n 
sup IP( G --g- ( .> sup IP(V XEQ YE y 
This gives (21) because (2q)k/k! < e2q. 
To simplify notation we assume Q = [0, 11”. To see that this involves no 
loss of generality, let Q be any cube in R” and let 4 be an affine transforma- 
tion mapping [IO, 11” onto Q. Then polynomials p on Q are related to poly- 
nomials f on LO, 11” via the correspondence 
f(x) = P(d(X)) 
and the corresponding subdivisions and discrete subsets Y are related 
analogously. It is clear that an estimate like that given by Lemma 1 on the 
size of S on [0, 11” implies the corresponding estimate on the size of p on 
Our proof of Lemma 1 involves induction on the dimension n. bile 
Lemma 1 and its proof are elementary and well known in the case n = I, 
in the first subsection we formulate it in a manner convenient for the 
106 MADYCHANDNELSON 
necessary induction argument. The general case involves certain unpleasant 
combinatoric and geometric complications, so for the sake of clarity, we 
spell out the argument in the case y1=2 in the second subsection. The 
general case is considered in the third subsection. 
3.1. The Case n= 1 
PROPOSITION 1. Let T= (to, . . . . tk) be a subset of the unit interval [0, l] 
and assume ti- 1 + l/q < ti, for i = 1, . . . . k. Then for all p E Z$, 
sup IP( < y$SUP Ip(t)l. 
~ECO,ll . teT 
Prooj Recall p = Cf=o p(ti) Li, where 
L,(t)= fi t-tj. 
j=O,j+i ti- tj 
The assumption l/q < ti- tie1 implies Iti-- tjl -i d q/Ii-jl. Also, It- tjl d 1 
for all tE [0, 11. Hence, for such t, lLi(t)l <qk/[i!(k-i)!] and 
which gives the desired inequality. 1 
3.2. The Case n=2 
PROPOSITION 2. Suppose the square Q = [0, 11’ is divided into q2 identi- 
cal subsquares and X is a set that intersects each subsquare. 
then for all p E pj 
Ifq> ti(k+ l), 
sup IP(X 
XEX 
Proof: Instead of (24) we show that if h E pk and /h(x)1 
then 
(24) 
< 1 for all x E X 
(25) 
That this implies (24) can be seen by considering h = p/(~ + sup, lpi), 
& > 0. 
Let Qi, iG I denote the q2 subsquares of Q and set mi = minaQ, lhl, where 
aQ, denotes the boundary of Qj. Let No be the number of points in 
I,= {iEI:m,< l}. We assert that 
N,>q2-(2k-1)2. (26) 
ERROR BOUNDS FOR INTERPOLATION METHODS 
To see this, take b = (b,, b,), let gb(x) = Ih(x + (b, x1 + b,x,), and note 
that for every i E I\l,, 
rni,n g, < 1 d (mJ2 = x$n go. 
Thus we can choose E > 0 such that if (bl < E then for every i E Z\Z, 
When this occurs, g, has a critical point in the interior of Qj. Such a b can 
be chosen such that all the critical points of g, are nondegenerate; for 
example see Lemma 6.2 on p. 40 of [9]. Now g, E c!&, so by virtue of 
Proposition 4 in Subsection 3.4 it can have at most (2k - 1)” non- 
degenerate critical points. Thus Z\Z, has at most (2k - 1)2 points and (26) 
follows. 
For each in I, select a point yie 8Qi such that lh(y,)j < 1 and that yi is 
not one of the four corners of Qi. Partition Z, into four subsets I,, ~.., Zd 
according to whether yj lies on the top, bottom, left, or right edge of 
ILet N, be the number of points in I, and assume without loss of genera 
that N, 3 N,/4. 
For each j= 1, . . . . q let Z(j) be the set of i’s for which 
horizontal strip 
Let N(j) be the number of points in I, n Z(j) and let N be the number of 
points in J= (j: N(j) > 2(k + l)}. 
Noting N,=CjY_l N(j)dNq+(q-N)(2k+l)=q(2k+l)+(q-2k-I)N, 
we observe that N < k would imply 
N,<q(3k+ 1)-k(2k+ 1). 
Since this gives N, < 4N, < q(12k + 4) - (8k2 + 4k) which violates (26) we 
conclude that N 3 k + 1. 
Let pi(l) = A(& j/q). In N(j) of the intervals 
r-l 
--ad, r=l , I..) 4 
4 4 
there is a point t with I p,( t)l < 1. If j E J there are at least 2(k -t 1) such 
intervals. Thus we can apply Proposition 1 to p, and see that 
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for every j E J. Using this and the fact that J has N 3 k + 1 points we can 
apply Proposition 1 again, this time to p(s) = h(a, s), a E [0, l] to arrive at 
C-25). I 
3.3. The General Case 
PROPOSITION 3. Define yn for n = 1,2, . . . by yr = 2, Y,, = 2n( 1 + yn-r), 
n > 1. Let r E (0, l] and let k and q be positive integers with q 3 y,(k + 1)/r. 
Subdivide the unit n-cube [0, 11” into q” identical subcubes and let N be the 
number of such subcubes that intersect a subset X of R”. If N > rq” then for 
allfES$ 
wk n 
sup If(x)1 G T ( .I sup If(x XE [O,l]” xex 
Proof We first deal with the case n = 1. In that case the subcubes are 
the intervals Ii= [(i- 1)/q, i/q], i= 1, . . . . q. Let i(l) < i(2) < ... < i(N) give 
the intervals that intersect X. For each j = 1, . . . . N choose x(j) E lici, n A’. By 
assumption, N > rq > 2(k + 1). The points 
to = x( l), t, = x(3), . . . . t, = x( 1 + 2k) 
satisfy tj - tip r 2 l/q so (28) follows from Proposition 1. 
To complete the proof we use induction on n. The integers k and q will 
be held fixed during the induction. Let n’=n - 1 and define r’ by 
y,,/r’ = y,/r. Then q 2 y,,(k + 1)/r’. Subdivide the unit n’-cube [O, 1-J”’ into 
q”’ identical subcubes and let N’ be the number of such subcubes that inter- 
sect x’ c R”‘. If N’ > r’q”’ then, by induction, for all g E gk 
(2q)k sup IgIG k! x, ( 1 n’ sup /gl co, 11”’ (29) 
Instead of (28) we will show that if h E Yk and Ih( < 1 for all x E X then 
(30) 
That this implies (28) can be seen by considering h = p/(.z + sup,/ PI), E > 0. 
Let 9 denote the family of q” subcubes of [0, 11”. For each Q E 9 let 
m, = rninae jhl where cYQ denotes the boundary of Q. Let 
2&= (QES!:mp<lJ. LL$= {QE?~: QnX#@}. 
Note that N is the number of elements in 9 and let Nh be the number of 
elements in S$. We assert that 
N,, 2 N - (2k)“. (31) 
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To see this, for b E R” consider the functions g, defined by 
gb(X) = Ih(x + (blX, + ... -+ b,x,). 
Thus we can choose E > 0 so that for all Q E SK\&, and all Ibj < E 
When this holds, it is evident that g, has a critical point in the interior of 
Q. Thus g6 has at least N-N, critical points. Such a b can be chosen such 
that the critical points of g, are nondegenerate, see Lemma 6.2 on page 40 
of [9]. Since g, E $$&, by virtue of Proposition 4 in Subsection 3.4 it can 
have at most (2k - 1)” nondegenerate critical points. Thus N-N, < 
(2k - 1)” which gives (3 1). 
For each Q E =C?,, a point y(Q) E @ can be selected so that l~(~(Q))l c I. 
By moving y(Q) slightly, if necessary, it may also be assumed that y(Q) lies 
on exactly one of the hyperplanes 
Mm,= (YE:R”: y,=.i/q), T?l=l 9 .‘.> n, j = 0, . . . . q. 
Let N,(m, j) be the number of Q’s for which y(Q)&M,,,. Let 
N h,m = C,“=o Ndm, A, and note that N, = ck = I N,,,. Without loss of 
generality we assume Nh,, > NJn. 
Let Y= (y(Q): Q E 5$,}, Yi= Y n IV,,~. En each hyperplane M,, there 
are q”-’ (n - 1)-cubes that correspond to the subdivision of 1. 
n-cubes. Let N( Y,) be the number of (n - 1 )-cubes in M, j that intersect Yj. 
Then N( Y,) > NJn, j)/2 because for each (n - I)-cube Q’ in M,, j there are 
at most two n-cubes Q E Z? which contain (2’. Thus we have 
If N( Yj) Z Y’q”- ’ then from (29) we get 
for all x’ E [0, l]“- ‘. Let .I= {j: N( Y,) > r'qnpl >. We will show below that 
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J has at least k + 1 elements. This allows us to apply Proposition 1 to 
p(t) = h(x’, t). The result is 
Ih(x’, t)l d $$ max [/2(x’, j/q)1 
. ieJ 
for every t E [0, 11. Because of (33), this gives (30). 
Let s be the number of elements in J. It remains to show s > k + 1. For 
all j, N( Yi) < q” - i and for j # J, N( Yj) < r’q” - ‘. Thus 
i: N(Yj)<sq”-l+(l+q-s)r’q”-‘. 
j=O 
Combining this with (32), (31), and the hypothesis N > rq” gives 
or, after division by q” - ‘, 
z-~-(l+q)r’<s(l-r.). 
2n (34) 
By definition of r’, r = r’yn/yn- i with y,, = 2n(l+ y,- i). Hence 
r/2n = r’( 1 + yn _ r )/y, ~ i or r/2n - r’ = r’/yn _ i . Thus (34) can be rewritten as 
By assumption we have q 3 y,(k + 1)/r = yn _ I(k + 1)/r’. Taking 
M=yneI/r’ in the following lemma, we find (l-r’)(k+l)<‘s(l-r’) 
which gives s > k + 1. m 
LEMMA 3. Zf n>2, kal, r’E(0, 11, Mr’g2, andqgM(k+l) then 
(1 -r’)(k+ l)<z-o”g-r’. 
M q”2n 
Prooj From k< k+ 1 <q/M we have k/q< l/M < l/2 and 
(35) 
l)<k+lg<kr, 
M M‘ ’ 
ERRORBOUNDSFORINTERPOLATIONMETHODS El1 
Multiplying this by - 1 and then adding 1 + k gives 
Hence 
which is the same as (35). 1 
3.4. Critical points of polynomials 
PROPOSITION 4. If p is a real valued polynomial on R” of degree d then 
p can have at most (d- 1)” nondegenerate critical points. 
Proof. A simple argument for the case n = 2 goes as follows: Let LJ be 
the greatest common factor of dp/dx, and dp/ax,, and write ap/axi = qpiY 
i = 1, 2. If 4 vanishes at x0 then 
IIence x0 is a degenerate critical point. At any nondegenerate critical point 
x0 we therefore have pI(xo) = 0 = p2(xO). Since p1 and pz have no common 
factor, the two-variable version of Bezout’s theorem, for example see [12J7 
implies that the number of such points x0 does not exceed 
N= (deg p,)(deg p2) < (d- 1)‘. The lack of such a convenient form of 
Bezout’s theorem when n > 2 is what makes the general case more difftcult. 
To obtain a proof in the general case we begin by observing that it is a 
corollary of its complex analogue. Indeed, there is a unique P E 9$(C) such 
that p(x) = P(x + ~0) for all XE R”. Here and in what follows L = 0. 
From 
g)x)=g(x+zo) 
k 
and the corresponding formula for second order partial derivatives, it is 
clear that if x0 is a nondegenerate critical point of p then z0 = x0 + 10 is a 
nondegenerate critical point of P. Thus the general case follows from the 
next proposition. m 
PROPOSITION 5. Zf p E 9~(C”) then p can have at most (d - 1)” now 
degenerate critical points. 
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PTOO$ For j= 1, . . . . 12 let pi = dp/azj. All critical points of p are 
degenerate if pj = 0, so we assume p,i # 0 for all j. Let m = dim Pd( C”); we 
identify points c E C” 
c = (c,),,, <d= (a, + k),,, <ci = a + lb (36) 
with points (a, b) E R2”. For zoEC, ZEP and cECm let 
f(z 0, z, c) = 1 c,zmzp. 
lal <d 
Let cP be the point in C” such that p(z) =f(l, z, cP) for all z E C”. Note 
that pi(z)=fi(l,z, cP) whereL.=@j/az,,j=l,..., n. 
Let z(l), . . . . z(N) be nondegenerate critical points of p. Put 
t(“= (1, Z(T)), r = 1, . . . . N and observe that z= it(‘), 1~ C is a solution of 
the system fi (z, cp) = 0, j= 1, ..,, 12. By Bezout’s Theorem [ 111, if y1 
homogeneous equations h(z) = 0 in n + 1 variables z = (z,,, z) have only a 
finite number of solution rays z = A5”), r = 1, . . . . q, <(“) E C” + r\(O), then 
q < (d- l)“, where d- 1 is the degree offi, j = 1, . . . . ~1. The desired conclu- 
sion, N< (d- l)“, would follow if we knew that the system fi(z, c,) = 0, 
j=l , . . . . n had only a finite number of solution rays. The latter may not be 
true, but it suffices to show that we can perturb cp to obtain a point c E C” 
for which the number, qc, of solution rays of the system fi(z, c) = 0, 
j= 1, . . . . IZ is finite and satisfies qc 2 N. 
First we show that qc2 N is automatic if c is close enough to cp. 
Consider the map T from C” x C” to C” given by 
W, c) = (fi(L z, cl, . . . . fn(4 z, ~1). 
The points z(i) are nondegenerate, so the n x IZ matrix i3T/dz is nonsingular 
at (z(i), c,), i = 1, . . . . N. By the Implicit Function Theorem there are 
analytic functions ii on a neighborhood B c C” of cp such that 
T(ii tc), c) = O, 5itcp) = z(iL i=l , . . . . N. 
By making B smaller, if necessary, it may be assumed that ii(c) # cj(c) for 
all c E B and all i # j. It is then evident that qc 2 N for all c E B. 
To complete the proof we establish that for almost every point 
(a, b) E Rzm, the system J;.(z, a + zb) = 0, j = 1, . . . . n has only a finite number 
of solution rays. For k= 0, . . . . M define maps Jk from R2” to 
{ZE cn+l: zk=l) by 
Jk(~1,...,XZn)=(X1+1X,,...,Xk+zX,+k,1,Xk+l+~~,+k+l,...,~,+1X~n). 
Let V(k, a, b) = n;= 1 {x E R2”: fi(Jk(x), a + lb) = O}. The maps Jk provide 
coordinate systems for complex projective IZ space. By compactness of that 
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space, it suffices to prove that V(k, a, b) consists of isolated points for every 
k = 0, . ..) n and almost all (a, b) E R2”. 
The proof of this uses a theorem from [9]. To prepare, defxne &(z)) 
lal <d by 
and identify fj,z with an n x m matrix. 
We assert that fi,,(Jk(x)) has rank n for every k= 0, ..~, II and every 
x E R2n. For k # 0 we take 
a = a(i, k) = e(i) + (d- 1) e(k), i = 1, . . . . n, 
where {e(l), . . . . e(n)} is the standard basis for n, and consider the n x IZ 
matrix I;j,i(x, k) =fi,a(i,kj(Jk(~)). Then Fk,Jx, k) = d, F,,,(x, k) = 1 forjf k, 
and Fj,,(x, k) = 0 for j # i, i # k. It follows that det(E;,i(x, k)) = d, k # 0, the 
off diagonal entries of the kth column of F are not needed for this. For 
k=O, the n x11 matrix E;,i(x, 0) =J;,,(i,(Ja(x)) is seen to be Ji,] and our 
assertion is veritied. 
To obtain notation more like [9] we fix k E (0, . . . . a> and define real 
valued function U,, . . . . U,, by 
Uj(X, a, b) + lUjtn(X, a, b) =j&P(x), a + lb). 
Using the analysis of Fj,i(x, k) above, we see that the 2n x 2(n + m) matrix 
of partial derivatives of U,, . . . . U2,, has rank 2n. By Theorem 7.1 on p 50 of 
[9] we conclude that for almost all (a, b) E Rzn, the 2n x 2n matrix 
(au,jaxj)(x, a, b) is nonsingular at every point in 
V(k, a, b) = fi (XG R2”: Ui(X, a, b)=O). 
i= 1 
Thus for such (a, b) the points in V(k, a, b) are isolated. 
4. MISCELLANEOUS REMARKS 
A detailed account of conditionally positive definite function and dis- 
tributions can be found in [6]. For a development of the variational theory 
which does not involve Fourier transforms see [7]; this paper also 
contains error estimates which are different from those considered here. 
The analogues of Corollary 1 for Theorem 2 and 3 are clear. It is also 
clear that the analogues of Lemma 1 and the Theorems hold when t 
cubes are replaced by more general parallelepipeds; simply a 
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appropriate afline transformation. Thus analogues of Corollary 1 hold 
when 52 satisfies an interior cone condition. Since our results seem to apply 
to most reasonable situations we refrain from exploring further generaliza- 
tions. 
If the measure p satisfies (17) with rd 0 then it must have compact 
support. Also recall that in this case the constant C can be taken to be 
independent of bO. Since the exponent c is (1 -I) b,/(2y,), if 6 is such that 
C6 < 1, letting b, + cc it is clear that If(x) - s(x)1 -+ 0. In other words, for 
sufficiently small 6 if the intersection of X with any cube of side 6 is not 
empty then s(x) = f( ) x on R”. This means, of course, that the values off 
on X uniquely determine j The implications of this to irregular sampling 
theory, such as that found in [3] or [S] for example, will be explored 
elsewhere. 
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