Abstract. For many known non-compact embeddings of two Banach spaces E ֒→ F , every bounded sequence in E has a subsequence that takes form of a profile decomposition -a sum of clearly structured terms with asymptotically disjoint supports plus a remainder that vanishes in the norm of F . In this paper we construct a profile decomposition for arbitrary sequences in the Sobolev space H 1,2 (M ) of a Riemannian manifold with bounded geometry, relative to the embedding of
Introduction
Defect of compactness, relative to an embedding of two Banach spaces E ֒→ F , is a difference u k − u between a weakly convergent sequence u k ⇀ u in E and its limit, taken up to a remainder that vanishes in the norm of F . In particular, if the embedding is compact and E is reflexive, the defect of compactness is null. For many embeddings there exist well-structured descriptions of the defect of compactness known as profile decompositions. In particular, profile decompositions relative to Sobolev embeddings are sums of terms with asymptotically disjoint supports, which are called elementary concentrations or bubbles. Profile decompositions were motivated by studies of concentration phenomena in the early 1980's by Uhlenbeck, Brezis, Coron, Nirenberg, Aubin and Lions, and they play significant role in verification of convergence of functional sequences in applied analysis, particularly when the information available via the classical concentration compactness method is not enough detailed.
Profile decompositions are known when the embedding E ֒→ F is cocompact relative to some group G of bijective isometries on E (embedding E ֒→ F is called G -cocompact if any sequence (u k ) in E satisfying g k u k ⇀ 0 for any sequence of operators (g k ) in G vanishes in the norm of F ). It is easy to show (the example is due to Jaffard, [11] ) that ℓ ∞ (Z) is cocompactly embedded into itself relative to the group of shifts G = {(a n ) → (a n+m )} m∈Z : g k u k ⇀ 0 means in this case uniform convergence. The earliest cocompactness result for functional spaces known to the authors is the proof of cocompactness of embedding of the inhomogeneous Sobolev space
, relative to the group of shifts u → u(· − y), y ∈ R N , by E. Lieb [12] , although expressed in very different terms (the term cocompactness appeared in literature only a decade ago).
A profile decomposition relative to a group G of bijective isometries expresses the defect of compactness as a sum of elementary concentrations, or bubbles, n∈N g (n)
k w (n) , with some g (n)
k ∈ G and w (n) ∈ E, k ∈ N, n ∈ N. The elements w (n) , called concentration profiles, are then obtained as weak limits of (g
Typical examples of groups G, involved in profile decompositions, are the above mentioned group of shifts and the rescaling group, which is a product group of shifts and dilations u → t r u(t·), t > 0, where r =
For a smooth Riemannian manifold M, the Sobolev space H 1,2 (M) is defined as a completion of C ∞ 0 (M) with respect to the norm
where d stays for the covariant derivative and µ for the Riemannian measure on M. We will discuss later also the matters concerning definition of a counterpart of the spaceḢ 1,2 (R N ) for manifolds. In what follows the unqualified notation of the norm will always refer to the H 1,2 (M)-norm, and this extends to the notation of the corresponding scalar product. The L p norm for the manifold will be denoted as u p . This paper is motivated by a profile decomposition for sequences in Sobolev spaces of compact manifolds by Struwe [18, Proposition 2.1] , where the defect of compactness for the embedding
is a finite sum of bubbles of the form t 
2 -norms are unbounded. In comparison, on the hyperbolic space (or any space of negative curvature bound away from zero, see [3] ) the gradient norm dominates the L 2 -norm, which suppresses appearance of deflations in the profile decomposition. On the other hand, on the sphere (as on any other compact manifold) quadratic form M |du| 2 dµ defines only a seminorm whose null space consists of constants. Appending it, for example, by M u dµ 2 yields a norm that also dominates the L 2 -norm which eliminates deflations. The example of M = R N shows that whenḢ 1,2 (M) = H 1,2 (M), the defect of compactness may have to account also for some analog of "deflation" terms t N−2 2 k w(t k ·), t k → 0, but while every manifold admits local "zoom-in" maps, there is no natural global "zoom out" map that could describe concentration of deflative character on every (approximately flat) manifold.
The paper is organized as follows. In Section 2 we show that sequences bounded in
, vanish also in L 2 * (M) if they satisfy a "no bubbles" condition. In Section 3 we show that sequences bounded in
, have a subsequence that satisfies the "no bubbles" condition (and thus vanishes in L 2 * (M) ) after one subtracts from it all its bubbles, and that the bubbles are asymptotically decoupled. In Section 4 we recall the result of [15] on the defect of compactness for the embedding
, which says that a sequence bounded in H 1,2 (M) has a subsequence that, after subtraction of its weak limit and all suitably defined shiftconcentration terms, vanishes in L p (M),p ∈ (2, 2 * ). Combining this result with the result of Section 3 we obtain the main result of this paper, Theorem 4.2, which says that the defect of compactness for the embedding
is a sum of a series of bubbles and a series of shift-concentrations, all of them mutually decoupled. Appendix summarizes some statements concerning manifolds of bounded geometry and manifolds at infinity used in the main body of the paper.
Vanishing lemma
From now on we assume that M is a smooth, complete, connected N-dimensional Riemannian manifold of bounded geometry. The latter property is defined as follows.
Definition 2.1. (Definition A.1.1 from [14] ) A smooth Riemannian manifold M is of bounded geometry if the following two conditions are satisfied:
(i) The injectivity radius r(M) of M is positive.
(ii) Every covariant derivative of the Riemann curvature tensor
We refer the reader to the appendix for elementary properties of manifolds of bounded geometry used in this paper, and existence of an appropriate covering of such manifolds.
In what follows B(x, r) will denote a geodesic ball in M and Ω r will denote the ball in R N of radius r centered at the origin. Let e x : Ω r → B(x, r) , r < r(M). be an exponential map of M under identification of the ball of radius r centered at the origin in T x M as the ball Ω r ⊂ R N (we reserve the standard notation exp x for a standard exponential map T x M → M, so that e x = exp x •i x where i x is an arbitrarily fixed linear isometry between R N and T x M). We will deal first with sequences that are bounded in H 1,2 (M) and vanish in L p (M) for some p ∈ (2, 2 * ) (note that if this is the case for some value of p in the interval than it is true for any other value in the interval). Such sequences may still have L 2 * -norm bounded away from zero. For example, let v ∈ C ∞ 0 (Ω r ) and let u t (x) = yn (x)), where y 1 , . . . , y m are distinct points on M, m ∈ N, t > 1, and each term in the sum is understood as extended by zero outside of B(y n , Ω r/t ). 
, consisting of the sum of the profile decomposition relative to the embedding [15] ) and our new profile decomposition for this remainder (which vanishes in L p (M)). For these ends we identify a sequence that vanishes in L p (M) and passes a "nonconcentration" test (relation (2.1) below) as vanishing in L 2 * (M).
Remark 2.
1. In what follows we will often consider sequences of the form t
, which are defined on Ω R ⊂ R N for every R, provided that k, dependently on R, is sufficiently large, which allows a natural definition of their pointwise limit on R N . It is easy to see
, which we for short will denote, slightly abusing the notation of weak convergence, as u k ⇀ w or w = w-lim u k . Moreover, for every sequence (u k ) bounded in H 1,2 (M) and every sequence (t k ) with t k → 0, the sequence (t
) has a subsequence that converges pointwise and weakly in the above sense.
From now on we fix a positive number r < r(M). Theorem 2.2 ("Vanishing lemma"). Let M be a complete smooth Ndimensional Riemannian manifold of bounded geometry, and let (u k ) be a bounded sequence in H 1,2 (M) such that for any sequence of points y k ∈ M, and any sequence t k → 0,
Proof. Step1. For any u ∈ H 1,2 (M) the following holds:
Z . Applying Sobolev inequality to χ j (|u|) we get
from which we have
Adding the inequalities over j ∈ 2 N−2 2 Z , while evaluating the last term by its upper bound, we get (2.2).
Step 2. Apply (2.2) to the sequence
Z be such that
Then we have from (2.2)
It suffices to consider two cases: j k ≤ L for all k, L ∈ Z, and j k → +∞. In the first case we have from (2.4) with any small ε > 0,
which converges to 0 by the assumption on the sequence.
Step 3. Consider now the second case,
By scaling of the Sobolev inequality, applied to χ j k (|u k |) on the geodesic ball B(y, t k r) there is a constant C independent of k such that
Taking into account that the integration domain in the right hand side is a subset of
Adding the inequalities above over y ∈ Y k and replacing the second term in the right hand side by its upper bound, we have
Choosing points y k ∈ Y k so that
we have from (2.4) and (2.5),
Changing variables from a small ball on M to small ball on R N by the geodesic map e y k , and taking into account that M is a manifold of bounded geometry, so that the estimate of the Jacobian is uniform in k, we have, with
Let us now change variables again by setting ξ = t k η, η ∈ Ω r :
and note that the integrand converges to zero almost everywhere by assumption, and is bounded by the constant 2 N , so by Lebesgue dominated convergence theorem the right hand side vanishes, which proves the theorem.
Profile decomposition for sequences vanishing in
We will start with a characterization of decoupling of bubbles involved in our profile decomposition. Definition 3.1. We shall say that two sequences, U k and V k , in a Hilbert space H are asymptotically orthogonal, if
, extended by zero to a function on R N .
Lemma 3.2. Let (with extension to M \ B r (y k ) by zero):
for any choice of v and w iṅ H 1,2 (R N ) if and only if the following condition holds:
we may assume without loss of gener-
, then the supports of V k and W k are disjoint for large k and the conclusion follows. Hence we assume in the rest of the proof that
The support of dV k · dW k is contained in B(z k , r) and hence calculating the integral in the coordinate chart e z k we get
where ∂ 1 , . . . , ∂ N is a shorthand for respective partial derivatives
and we use the summation convension over α, β ∈ {1, ..., N}.
• e z k = ψ k , using the change of variable η = 2 ℓ k ξ, and taking into account that g αβ (z k ) = δ αβ and g(z k ) = 1, the above expression simplifies to
k is the N ×N-matrix derivative of ψ k , and o(1) denotes a sequence converging to zero uniformly in R N . Since M is of bounded geometry using standard arguments we may assume ψ k and its derivatives will converge locally uniformly in Ω r to some ψ ∈ C ∞ (Ω r → Ω r ) and its respective derivatives. Since (3.1) holds, we have up to subsequences two cases :
In this case we may assume without loss of generality that j k − ℓ k = m k → −∞ and hence using the boundednesss of ψ k and the fact that
Note that since the exponential map is preserving distance from the origin in Ω r , we have |ψ
Using this with the fact that m k is bounded we get |2
(with uniform convergence) and hence ∇v(2 j k ψ k (2 −ℓ k η)) = 0 for all η ∈ supp w provided that k is sufficiently large, and hence the conclusion follows.
3. Necessity: Assume that the condition (3.1) does not hold. Then, on a renamed subsequence,
Hence passing to a further subsequence if necessary we may assume 2
Then, repeating calculations in the proof of sufficiency, we get
Using elementary properties of the exponential map we can show that ψ ′ (0) is invertible. Hence the above expression is nonzero, for example, when v = 0 and w(η) = v(η 0 + 2 m ψ ′ (0)η). 4. Finally, writing the scalar product of H 1,2 (M) in the normal coordinates at y k we have
which proves that (3.2) is equivalent to asymptotic orthogonality of
We now provide a profile decomposition for sequences that are bounded in H 1,2 (M) and vanish in L p (M) for some p ∈ (2, 2 * ). This will allow us to consider a general bounded sequence in H 1,2 (M), for which a profile decomposition with a remainder vanishing in L p is already known, identify blowups in this remainder, and after subtracting them, obtain a profile decomposition for the remainder up to a term that, by Theorem 2.2, will vanish already in L 2 * .
Theorem 3.3. Let M be a complete smooth N-dimensional Riemannian manifold of bounded geometry, and let (u k ) be a bounded sequence
3)
(AO) Whenever m = n, the sequences j
converges in H 1,2 (M) unconditionally with respect to n and uniformly in k,
Proof. The proof is analogous to the proofs for profile decompositions in [15, 13, 16, 17] and is given in a somewhat abbreviated form. 1. Consider any sequences (j
(Ω a ) for any a ∈ (0, r(M)) and thus has a weakly convergent subsequence there. Consequently, by diagonalization, there is a renamed subsequence of (u k ) such that 2
k ·) converges almost everywhere on R N to some w (1) . Note that, since M is of bounded geometry, ∇w and fix an element w (1) ∈ Ξ and corresponding sequences j
k and (y
and the theorem is proved. We consider therefore the case β 1 > 0.
2. Let us now make a recursive definition of sequences j
(n) and numbers β n , n ∈ N. Let ν ∈ N and assume that for every n = 1, . . . , ν we have constructed the elementary concentrations for the sequence (u k ), that is, we make the following assumptions.
Assume, for n = 1, . . . , ν, that we have a renamed subsequence of (u k ), sequences (j
. Assume that (AO) is satisfied for m, n = 1, . . . , ν. Furthermore, let Ξ n be a set of all w ∈Ḣ 1,2 (M) such that and fix an element w (n) ∈ Ξ and corresponding sequences j
As in the Step 1, we have a renamed subsequence of (u k ) such that 2
As before, we consider the class Ξ ν+1 of all such limits, and fix w (ν+1) and corresponding j (ν+1) k and (y
3. Note that for every n ≤ ν,
7) and for each n ′ ≤ ν, n ′ = n, by (AO) and Lemma 3.2,
so for every n ≤ ν, 8) and thus
4. Let us show that (AO) is satisfied for m = 1, . . . , ν and n = ν + 1 (or vice versa). Once we show this, we will have completed the construction of (y
, n ∈ N, such that, for a renamed subsequence of (u k ), condition (AO) is satisfied for all n ∈ N. If w (ν+1) = 0, then, since β ν+1 = 0 we are free replace (y
) k∈N with any sequence that saisfies (3.1) for respective scaling sequences, namely
The renamed w (ν+1) will be necessarily zero since β ν+1 = 0. We now may assume that w (ν+1) = 0. Assume that (AO) does not hold for indices ν + 1 and some ℓ ≤ ν. Then there exist m ∈ Z and λ ∈ R, such that, on a renamed subsequence, 2
0, and since M has bounded geometry, on a renamed subsequence we have ψ k convergent uniformly, together with its derivatives of every order, and its limit is the identity map. Also on a renamed subsequence we have an η 0 ∈ R N such that 2
Note also that for any n = ℓ + 1, . . . , ν from (AO) and Lemma 3.2 we have
Then, substituting the two last calculations into the expression below, we have
by (3.9) , which by definition of w (ν+1) implies w (ν+1) = 0, a contradiction.
Let us expand by bilinearity a trivial inequality
where
and
The first term in (3.10) can be evaluated by writing the integration in rescaled geodesic coordinates ξ = 2
and denoting by o(1)
Br(y
An analogous evaluation of I k gives,
By (AO) and Lemma 3.2, we have
Since ν is arbitrary, we have (3.6). 7. Inequality (3.6) implies that β ν → 0 as ν → ∞. Then, following the argument of [17] with only trivial modifications, one can show that, for a suitably renamed sequence, the series S k converges in H 1,2 (M) unconditionally in n and uniformly in k.
8. Let us finally show that the sequence (S k ) gives indeed the defect of compactness. Let j k ∈ N, j k → ∞ and let y k ∈ M. It suffices to consider two cases.
Case A. For every n ∈ N, j
, as this is true for each term in the series of S k by Lemma 3.2, and the convergence in the series for S k is uniform. On the other hand, if there is a renamed subsequence such that 2
e., we will have necessarily ∇w 2 ≤ β ν for every ν ∈ N, i.e. w = 0. We conclude that 2
e. in this case. Case B. Without loss of generality we may assume that for some
repeating the argument of Step 4, we have
while by (AO), Lemma 3.2 and the uniform convergence of the series
which implies that 2
We supplement Theorem 3.3 with the estimate of L 2 * -norms.
Proposition 3.4. Let u k and w (n) , n ∈ N, be provided by Theorem 3.3. Then
Proof. By (3.5) it suffices to show that
Since sequences (W (n) k ) k∈N have asymptotically disjoint supports in the sense of (3.1), and since one can by density of C c (R N ) inḢ 1,2 (R N ) assume that every profile w (n) has compact support, it is easy to show that
Indeed, passing to geodesic coordinates at y (n) k , and subsequently rescaling them, we have
Passing to the limit at the last step is justified by Lebesgue dominated convergence theorem, and by the fact that in normal coordinates g(0) = 1.
Profile decomposition for H
, subcritical case. In order to quote the profile decomposition for the subcritical Sobolev embedding from [15] , we need to refer to Appendix for definitions of the objects involved there.
1. Discretization Y ρ of a metric space M, ρ > 0, is an at most countable subset of M such that
the collection of balls {B(y, ρ)} y∈Yρ is a covering of M, and for any a ≥ ρ the multiplicity of the covering {B(y, a)} y∈Y is uniformly finite. Manifolds of bounded geometry always admit a discretization for sufficiently small ρ, see Appendix.
∞ , of a manifold M with finite geometry, associated with a sequence (
is somewhat abbreviated as the construction of the manifold at infinity is in fact dependent on the choice of a trailing system {(y k,i ) k∈N } i∈N of the sequence (y k ). For each k ∈ N, {y k,i } i∈N is an ordering (not necessarily unique) of Y ρ by distance from the point y k . Theorem 4.1. Let M be a manifold of bounded geometry with a discretization Y ρ , ρ < r(M)/8, and let (u k ) be a sequence in H 1,2 (M) weakly convergent to some function u in H 1,2 (M). Then there exists a renamed subsequence of (u k ), sequences (y (n) k ) k∈N on Y ρ , and associated with them global profiles w (n) on the respective manifolds at infinity
∞ , and the series n∈N W (n) k converges in H 1,2 (M) unconditionally (with respect to n) and uniformly in k ∈ N.
Moreover, 
k , where
are discrete sequences of isometries on M, and the sequences η
are discrete whenever m = m ′ . This is immediate from the corresponding simplification of Theorem 4.1 for the case homogeneous spaces, [15, Theorem 1.1]. The same holds also when M coincides with homogeneous space outside of a compact subset.
Appendix

5.1.
Manifolds of bounded geometry and covering lemma. In this subsection we list some elementary properties of manifolds of bounded geometry.
The following lemma is immediate from [6, Theorem A ff.] .
Lemma 5.1. Let p ∈ (0, ∞) and a ∈ (0, r(M)). There exists a constant C > 1 such that for any x ∈ M and any u ∈ H 1,2 (M),
For any two points x, y ∈ M define
x (e x Ω a ∩ e y Ω a ) ⊂ Ω a , and a diffeomorphism
If the manifold M has bounded geometry, then for any α ∈ N N 0 there exists a constant C α > 0, such that
whenever Ω a (x, y) is nonempty.
This lemma is immediate from Definition 2.1. The following lemma is found, in particular, in [10, Lemma 1.1].
Lemma 5.3. Let M be an N-dimensional connected Riemannian manifold with Ricci curvature uniformly bounded from below . Let ρ > 0.
There exists an at most countable set Y ∈ M such that
the collection of balls {B(y, ρ)} y∈Y is a covering of M, and for any a ≥ ρ the multiplicity of the covering {B(y, a)} y∈Y is uniformly finite.
5.2.
Manifolds at infinity. In this subsection we give a cursive summary of the construction of manifolds at infinity for a Riemannian manifold of bounded geometry, following [15] . We consider a radius a ∈ (1, r(M)) and the discretization Y = Y a of M fixed assured by the previous lemma with ρ = a. We will use the notation N 0 def = N ∪ {0}.
The trailing family is generally not uniquely defined when for some k ∈ N there are several points of Y with the same distance from y k , so strictly speaking the manifold at infinity is determined in the construction below not by the sequence (y k ) but by its trailing family.
To each pair (i, j) ∈ N 2 0 we associate a subset Ω ij of Ω ρ , where ρ = a 5 . Note that for each i, j ∈ N 0 , such that lim inf k→∞ d(y k,i , y k,j ) ≤ ρ, and with ξ, η ∈ Ω ρ ,
for all k large enough, so that we have a sequence of diffeomorphisms
• e y k,j :Ω ρ → Ω a , k large enough.
By an argument combining uniform bounds on derivatives of exponential maps on a manifold of bounded geometry, Arzela-Ascoli theorem, and diagonalization, one may arrive at a renamed subsequence such that for all i, j ∈ N 0 , (ψ ij,k ) k∈N converges in C ∞ (Ω ρ ) to some smooth function ψ ij :Ω ρ → Ω a . Setting Ω ij def = ψ ij Ω ρ ∩ Ω ρ , we have ψ ij • ψ ji = id on Ω ij and ψ ji • ψ ij = id on Ω ji . Therefore ψ ji = ψ −1 ij in restriction to Ω ij , and ψ ji is a diffeomorphism between Ω ij and Ω ji .
Note that this construction gives that ψ ii = id , Ω ii = Ω ρ for all i ∈ N 0 . Furthermore, In terms of the definition above the argument of this subsection proves the following statement. 
