Abstract. Let K d denote the class of all finite graphs and, for graphs A ⊆ B, say A ≤ d B if distances in A are preserved in B; i.e. for a, a ∈ A the length of the shortest path in A from a to a is the same as the length of the shortest path in B from a to a . In this situation (K d , ≤ d ) forms an amalgamation class and one can perform a Hrushovski construction to obtain a generic of the class. One particular feature of the class (K d , ≤ d ) is that a closed superset of a finite set need not include all minimal pairs obtained iteratively over that set but only enough such pairs to resolve distances; we will say that such classes have ∃-resolutions.
Introduction
This paper arises from an investigation of the class of distanced graphs first explored by Larry Moss in [8] . In that paper, Moss produced a universal distanced graph; this is a countable graph U into which every finite graph A embeds isometrically. That is, for any finite graph A there is a map f : A → U such that for every a, a ∈ A, the length of the shortest path in A from a to a is the same as the length of the shortest path in U from a to a .
Moss's construction proceeded by expanding the language of graphs with predicates d n (x, y) which were interpreted to indicate that the (path-length) distance from x to y was precisely n. While Moss did not directly use a Fraïssé limit to obtain his structure, a number of his results can be recovered by doing so (see [6] ).
It is also possible to reinterpret Moss's work in the framework of the Hrushovski construction. Here we work in the language of graphs, let K d be the class of all finite graphs and specify that (for A, B ∈ K d ) A ≤ d B just in case the inclusion map A → B is an isometry. This is an amalgamation class (see Section 3 or [8] for details) and can thus be associated with a (K d , ≤ d )-generic. The latter is the unique (up to isomorphism) countable graph G d satisfying the following conditions It is easy to show that in this situation G d is also a countable universal distanced graph 1 . Moss conjectured that there was a graph M which satisfied the first two of the three properties above but not the third. For any amalgamation class (K, ≤) we will call M a Moss structure if it satisfies appropriate analogues of the first two conditions but not the third (see Definition 6.1).
There are three main results of this paper. The first is that the existence of a (K, ≤) Moss structure depends on a geometric property of (K, ≤). In particular, we will define what it means for (K, ≤) to have ∀-closures (as most studied classes do) versus ∃-resolutions (as the class of distanced graphs (K d , ≤ d ) does). We will show the following Theorem 1.1. We do not resolve the general question of the existence of Moss structures for classes with ∃-closures, nor do we answer the specific question of whether or not a (K d , ≤ d ) Moss structure exists (although the second part of the above theorem implies that if it does it cannot be a model of the theory of the generic).
We will also show that classes with ∃-resolutions and full amalgamation have superstable theories and prove a transfer theorem for classes with ∃-resolutions and related classes (which we will call ∀-companions).
Amalgamation
We will work throughout with amalgamation classes (K, ≤) in a finite relational language L. These are classes K of finite L-structures partially ordered by the relation A ≤ B (read A is strong or closed in B) with which one can produce a canonical structure (the generic of the class) via an imitation of the Fraïssé construction. We will specifically require our classes to be closed under substructure and isomorphism, that ≤ be isomorphism invariant (if A ≤ B and f : B ∼ = B , then f (A) ≤ B ) and to satisfy the following axioms of Baldwin and Shi ( [3] ):
We have ∅ ∈ K and ∅ ≤ A for every A ∈ K.
In most examples of the Hrushovski construction in the current literature, the following additional axiom is also satisfied.
A6 If A ≤ B and X is embedded in a common superstructure of B, A ∩ X ≤ B ∩ X This axiom guarantees that in the (K, ≤)-generic the smallest closed superset of a finite set is uniquely defined. Our primary interest in this paper is in examining amalgamation classes which do not satisfy A6.
In order to produce a generic of (K, ≤), we also require that the class have the amalgamation property, defined below. We quickly summarize the main ideas of the construction; see (e.g.) [3, 5, 9] for more details.
Notation 2.1.
• We will write A ⊆ ω B to indicate that A is a finite substructure of B.
• We will write XY to denote X ∪ Y .
Definition 2.2. Let (K, ≤) be a class of L-structures partially ordered by ≤ satisfying A1-A5 as above.
(1) For any L-structure M , the set of M 's finite substructure is referred to as the age of M . 
In other words, given the solid part of the following diagram it can be completed to commute
We will call D an amalgam of B and C over A.
We will call (K, ≤) an amalgamation class if it satisfies A1-A5 and has the amalgamation property.
In fact, we will often want to work with especially nice forms of amalgamation.
Definition 2.3. Suppose A, B, C are elements of K with A = B ∩ C, and let D be the structure whose universe is BC and whose relations are precisely those of B and those of C. Then we will denote D by B ⊕ A C • If (K, ≤) is an amalgamation class in which B ⊕ A C is an amalgam of B and C over A, then we will call B ⊕ A C the free amalgam of B and C over A and say that (K, ≤) is a free amalgamation class.
• A free amalgamation class is full if for A, B, C ∈ K and A ≤ B, A ⊆ C,
Given an amalgamation class (K, ≤), one can imitate the Fraïssé construction to produce a generic of the class. This is the unique (up to isomorphism) countable L-structure G which satisfies: We will say that any structure which satisfies the first two of these conditions is (K, ≤)-injective.
It turns out that the model theory of the generic is largely determined by the complexity of the closure operation ( that is, by the complexity of finding a minimal finite superset B of a given A ⊆ ω G for which B ≤ G). We introduce some notions for analyzing such supersets. The fundamental one is that of a minimal pair, which is a minimal example of an extension which is not strong. Definition 2.4. Let (K, ≤) be an amalgamation class.
(
is a minimal pair, we say that it is a biminimal pair if whenever
is a minimal pair, we must have X = X 0 and Y = Y 0 . We will also say that Y is a biminimal extension of X.
In 
Distanced Graphs
In this section we will formally explore that class of distanced graphs mentioned in the introduction. This class was studied by Moss in [8] and will form our canonical example of a class that does not satisfy A6 but does have what we will ∃-resolutions. The remainder of the paper will examine this more general property, with a special eye toward the question of the existence of Moss structures. (1) p i ∈ G (2) there is an edge from p i to p i+1 for i < n (3) for i, j < n, p i = p j only if i = j (thus we consider all paths to be simple) The length of a path is the number of edges in the path.
As before, let K d be the class of all finite graphs and say A ≤ d B when for every a, a ∈ A, the minimal path length from a to a in A is the same as the minimal path length from a to a in B. It is easy then to verify that A1 -A5 hold, and the "strong amalgamation lemma" of [8] shows that (K d , ≤ d ) has free amalgamation. We show that in fact it has full amalgamation.
To that end, fix A, B,
. That is, for x, y ∈ C we have to show that any minimal length path from x to y in C has the same length as a minimal length such path in D. Let p be a minimal length path from x to y in D and suppose by way of contradiction that it is shorter than any path from x to y in C. List the vertices of p as x = x 0 , . . . , x n = y where there is an edge between each x i and x i+1 . Since the amalgam is free, we can choose pairs of indices (s j , e j ) such that:
Since p shorter than any path from x to y in C, we must have that for some j, p sj , p sj +1 , . . . p ej is shorter than any path from p sj to p ej in A. This contradicts
Then we can define a closed superset of A ⊆ ω M by recursively adding minimal length paths over subsets of A. In particular, for x, y ∈ M we define χ(x, y) to be any minimal length path from x to y. Then let J 0 (A) = { χ(x, y) : x, y ∈ A } and having defined J n let J n+1 (A) = { χ(x, y) : x, y ∈ J n (A) }. Letting B = n∈ω J n it is easy to see that A ⊆ B ≤ d M . Thus we can define a minimal closed superset of A by inductively adding to A a single minimal pair (xy, χ(xy)) for each x, y ∈ A. This idea will form the basis for our definition of a class with ∃-resolutions. Proof. Clear.
∃-Resolutions
In this section we formally define the notion of having ∃-resolutions and examine its consequences. The notion will correspond to being able to form a closed superset of a finite base by iterative adding some minimal pair extensions which occur over the base. This is in contrast to Baldwin and Shi's building of the intrinsic closure by iteratively adding all minimal pair extensions which occur over a given a base. Definition 4.1. Let (K, ≤) be an amalgamation class satisfying the axioms A1 through A5 above. Following Baldwin and Shi [3] , for any M cofinal with K and A ⊆ ω M , we define the maximal closure (mcl) as follows
It is worth noting that under axiom A6 mcl M (A) is precisely the closure of A in M . In general it is clear that mcl M (A) ≤ M (by Lemma 2.5). If mcl M (A) is always the smallest closed superset of A which is closed in M , then we say that (K, ≤) has ∀-closures or ∀-resolutions. Intuitively, in these classes minimal pairs can be thought of as obstructions to a set's being closed, and all such obstructions must be included in the closure of a finite set. Proof. Suppose (K, ≤) has ∀-closures. Let A ≤ B and let C be any element of K which is in a common superstructure of A, B (so that the intersections A ∩ C, B ∩ C make sense). We have to show that
Conversely, if (K, ≤) does not have ∀-closures, then there is a finite A and some M in which K is cofinal such that A ≤ M but for some minimal pair (X, Y ) with Note that R induces a partial order on Z exactly when there is a map f : Z → (P, ) where (P, ) is partial order and for z, z ∈ Z, zRz exactly when f (z) f (z ). A class (K, ≤) with ∃-closures will further be said to be coherent if for any
(1) There is some Z with X ⊆ Z ⊆ Y such that there is a biminimal pair (U, V ) with U ⊆ Z and V = Y \ Z; and (2) there is some V with (U, V ) a biminimal pair; and (3) V U V Then (X, ZV ) is a biminimal pair and ZV X ZV ; i.e. ZV X Y . Intuitively, the coherence of a class indicates that if we swap a part of a biminimal extension with something smaller with respect to a subextension, then the resulting biminimal extension will be smaller as well. In many of our examples the partial order will be induced by a number-valued function and coherence will come from a kind of monotonicity of that function. 
<ω (a "potential function") and
Proof. Suppose (K, ≤) has ∃-resolutions. Fix M as above and for X ⊆ ω M , let π(X) be the set of X -minimal extensions that occur over X (or { ∅ } if there are no biminimal extensions), and choose χ(X) arbitrarily from π(X). Then it is clear that A χ ≤ M as desired. Conversely, suppose that our condition is satisfied for any M with age K. 
Intuitively, in classes with ∃-resolutions minimal pairs can be thought of as resolving some undetermined property of A. Once that property is resolved other potential resolutions add nothing new; thus one only needs at most one biminimal extension of any finite subset in a resolution of a finite set A.
optimal solutions to local problems. Here global optimality would correspond to X -minimality while local optimality would correspond to U -minimality
Note that in such a situation the definition of χ may not be preserved by substructures: that is, one might have a class with ∃-closures and models M ⊆ N with A χ in M defined differently from A χ in N . In fact, it is easy to see that if χ M (A) = χ N (A) for every A ⊆ ω M , then M ≤ N (this implication does not reverse since a strong substructure could allow arbitrary choices of χ M ; the possible choices π M should be preserved however). Also note that in general χ need not be unique. For example, in the class of distanced graphs discussed above, χ can be chosen so that for a, b ∈ A, χ({ a, b }) is any minimal length path from a to b in M .
4.1.
Companions. We now turn our attention to classes with ∃-resolutions which are derived from a given class.
It is natural to wonder when ∃-companions exist. For example, the class of Shelah-Spencer graphs are discussed in [3, 2, 7] . For a fixed irrational α ∈ (0, 1), the class (K α , ≤ α ) is defined by saying that for graphs A ⊆ B, A ≤ α B exactly when, letting e(Y /X) denote the number of edges in Y but not in X, we have
A biminimal pair (X, Y ) will have |Y \X|−αe(Y /X) < 0; if we had an ∃-companion with free amalgamation we would be able to form, for n ∈ ω, D n as the free amalgam of X with n copies of Y and have D n ∈ K α (one copy would form the resolution of X and the others would be then be strong extensions of the pair). But for sufficiently large values of n, |D n | − αe(D n /∅) would be negative, contradicting the definition of K α . On the other hand, this is the main obstruction as the following lemma shows.
Lemma 4.8. Let (K, ≤) be an amalgamation class satisfying A1-A6, and let (K , ≤ ) be formed from (K, ≤) by imposing an arbitrary partial ordering on the biminimal extensions of a fixed X ∈ K and defining ≤ ∃ in accordance with the definition of a class with ∃-closures. Then if (K , ≤ ) is an amalgamation class it is an ∃-companion for (K, ≤).
Proof. One need only check that axioms A1-A5 hold, but this is straightforward.
For example, it is straightforward to show that the class of distanced graphs (K d , ≤ d ) is an ∃-companion to the class (K C , ≤ C ) of all graphs with A ≤ C B exactly when every path from a to a with length at least 2 in B is contained in A. For a fixed pair X = { a, a } ∈ K C with no edge (a, a ), the biminimal pairs over X will be the set of all paths between a and a , with the path length inducing the relevant partial ordering. A consequence of the previous lemma is that we could change the partial ordering to achieve a different ∃-companion, provided that the resulting class is an amalgamation class, as we will see with example 4.16.
Lemma 4.9. Let (K, ≤) be a full amalgamation class with ∀-closures.
is an ∃-companion for (K, ≤) with free and coherent amalgamation, then (K ∃ , ≤ ∃ ) is also a full amalgamation class.
Proof. We will show that for A ≤ ∃ B and A ⊆ C we have C ≤ ∃ D = B ⊕ A C. Let (X, Y ) be any (K ∃ , ≤ ∃ ) biminimal pair with X ⊆ C and Y ⊆ D. We have to show that there is some Y with Y X Y and Y ⊆ C. We can assume without loss that X ∩ C and Y ∩ C are not both empty; our proof will be a generalization of the proof of full amalgamation for distanced graphs.
Let Z = (Y ∩ C). Since (X, Y ) is a minimal pair, we must have that (Z, Y ) is as well and in particular that there is a biminimal pair (U, U V ) with U ⊆ Z, V ⊆ Y \Z. In fact, I claim that U ⊆ A. If not, then U ∩ (C \ A) = ∅. Thus U ∩ A ≤ U V (by biminimality) and U ∩ A ⊆ U , so that by full amalgamation we have U ≤ (V ∩ B) ⊕ U ∩A U = V , a contradiction. Thus we have U ⊆ A as desired.
Given this, we have a biminimal pair (U, U V ) with U ⊆ A and V ⊆ (B \ A).
Since A ≤ ∃ B, we have some V U V with V ⊆ A. By coherence we must have
We can also pass from classes with ∃-resolutions to classes with ∀-closures.
Definition 4.10. Let (K, ≤) be any amalgamation class satifying A1 -A5. We say that an amalgamation class (
The ∀-companion always exists and is easily characterized. Proof. Suppose (K , ≤ ) is a ∀-companion of (K, ≤). Then it is clear that K = K, we have to show that the condition on A ≤ B holds. But this is clear since the notion of biminimal pairs stays the same in an ∀-companion and the condition on ≤ is then equivalent to having ∀-closures by definition.
For the converse, suppose that (K , ≤ ) is as described. The first and third conditions of being a ∀-companion are clear; we need to show that the notions of biminimal pair coincide. We first show that (K, ≤) biminimal pairs are (K , ≤ ) minimal pairs and vice versa. We then show that they are in fact biminimal pairs.
Suppose (X, Y ) is a (K, ≤) biminimal pair. We want to show that X ≤ Y and for Proof. The previous lemma shows us that if we define (K ∀ , ≤ ∀ ) to have K ∀ = K and A ≤ ∀ B whenever for (X, Y ) a (K, ≤) minimal pair with X ⊆ A, Y ⊆ B we have X ⊆ A as well, then (K ∀ , ≤ ∀ ) will be an ∀-companion as long as it is an amalgamation class. It is easily checked that (K ∀ , ≤ ∀ ) so defined will satisfy A1-A6. Uniqueness also follows from the previous lemma.
For amalgamation classes (K, ≤) and (L, ), we will say that (K, ≤) is isomorphic to (L, ) if there is a bijection F : K → L such that for A, B ∈ K, F (A) F (B) exactly when A ≤ B. Note that it sufficient to have K = L and for ≤, to induce the same notion of biminimal pair. Lemma 4.13. For any class (K, ≤) with ∀-closures, the ∀-companion of any ∃-companion of (K, ≤) is isomorphic to (K, ≤).
Proof. Let (K , ≤ ) denote the ∀-companion of some ∃-companion (K, ≤ ∃ ) of (K, ≤ ). It suffices to show that (X, Y ) is a biminimal pair in (K, ≤) if and only if (X, Y ) is a biminimal pair in (K, ≤ ). But this is clear from the definition.
As the examples which follow will show, a single ∀-companion can be associated with multiple (non-isomorphic) ∃-companions.
Examples.
Example 4.14. Let L be the language whose non-logical symbols are E(x, y) and <. Let K p be the class of all finite L-structures in which E and < are interpreted so that for A ∈ K p
• E A is symmetric and antireflexive (thus (A, E) is a simple graph).
• (A, <) is a finite linear order.
• For x, y ∈ A, if A |= E(x, y) then either y is the successor of x in (A, <) or vice-versa. Thus we can view A as a finite linear order with possible edges between pairs of successive vertices. For x ∈ A, we will write x ± 1 for the successor or predecessor of x in A (if there is one).
For A ⊆ B ∈ K p , let us say that A ≤ p B when the only connected components of B with vertices in A are entirely contained in A. It is clear that (K p , ≤ p ) has free amalgamation and ∀-closures. In the generic, the closure of a finite set will be a minimal set of connected components containing that set; the generic thus consists of finite paths separated by dense linear orders of vertices.
(K p , ≤ p ) does not have ∃-resolutions: for A ∈ K p and x ∈ A, if there are edges in A from x to x + 1 and x − 1, then (x, x + 1) and (x, x − 1) will both be biminimal pairs that must be in the closure of { x }. In fact all biminimal pairs will be of the form (x, xy) where y = ±1 and there is an edge from x to y. Thus we have three possibilities for an ∃-companion of (K p , ≤ p ): we can choose (x − 1) x (x + 1), or (x + 1) x (x − 1), or the two possibilities could be equivalent. In the first case, we will have A ≤ ∃ B when for every x ∈ A:
• If (x + 1) ∈ B and B |= E(x, x + 1), then either (x + 1) ∈ A or (x − 1) ∈ A.
• If (x − 1) ∈ B and B |= E(x, x − 1), then (x − 1) ∈ A. Thus if A ⊆ B with |A| > 1 and both are connected, a resolution of A in B can be formed by adding all the vertices in B which are less than those in A (in the case that A is a singleton x and B = { x, x+1 } we would have B as the only resolution).
The (K ∃ , ≤ ∃ )-generic will thus consist of countably many infinite paths of order type (ω, <) separated by dense linear orders of vertices. If we had chosen to have (x + 1) x (x − 1), we would get paths of order type ω * and by having them equivalent we would get countably many paths of order type (Z, <).
It is clear that these are all the ∃-companions for (K, ≤) and that (K, ≤) is the ∀-companion of each of these (one need only notice that the biminimal pairs are pairs (x, x ± 1) with an edge between them in each case). 
where p is a simple path between x 0 and x 1 and x 0 , x 1 are not joined by an edge. We can form an ∀-companion (K C , ≤ C ) by saying A ≤ C B if for a 0 , a 1 ∈ A every simple path from a 0 to a 1 of length at least 2 in B is also in A.
We have that (
We could attempt to form another ∃-companion (K m , ≤ m ) by saying A ≤ m B if for every a 0 , a 1 ∈ A the longest simple path from a 0 to a 1 in B is no longer than the longest simple path from a 0 to a 1 in A. However, the example illustrated below shows that this would not be a free amalgamation class. Let A consist of the five vertices on the solid ellipse, let B = A ∪ { b } and let C = A ∪ { c }. Then by inspection we see that A ≤ m B, A ≤ m C but C ≤ m B ⊕ A C since there is a simple path of length 5 from c to a in the latter structure. It is not difficult to see that a biminimal pair in this class will be a pair ({ x, y }, p) where there is no edge from x to y and p is a simple path between x and y. Since this is the same notion of a biminimal pair that is used in the last example and since (K H , ≤ H ) has ∀-closures, we see that this class is isomorphic to (K C , ≤ C ).
While (K C , ≤ C ) and (K H , ≤ H ) are isomorphic classes, their different definitions allows for some insights into the generic G CH of these classes. For example, it is easy to see from the definition of (K H , ≤ H ) that every finite graph A without a Hamiltonian path embeds into G HC in such a way that no finite extension of A contains a Hamiltonian path either. The definition of (K C , ≤ C ) makes it clear that any path between vertices { x, y } which are joined by an edge must be in the closure of { x, y }.
The definition of (K H , ≤ H ) also suggests another ∃-companion for these classes besides (K d , ≤ d ): we simply treat all paths from x to y as equal in the induced partial order.
Properties of Classes with ∃-Resolutions
In a class with ∃-closures, for any M in which K is cofinal and A ⊆ ω M , there are two notions of closure in play: (non-unique) resolutions of A and the unique maximal closure mcl M (A). We will examine the model-theoretic information given by each of these closures.
It will be useful in this analysis to make use of some definitions and results from [4] . First we define intrinsic formulae which will give an approximate description of the maximal closure of a finite set.
Definition 5.1. For a fixed amalgamation class (K, ≤) a 0-intrinsic formula over a finite tupleā is a formula of the form
where (ā 0 , B) is a minimal pair forā 0 ⊆ā and ∆ B (āx) asserts thatā 0x is isomorphic to B.
Having defined k-intrinic formulae, we define a k + 1-intrinsic formula to be of the form
where again (ā 0 , B) is a minimal pair for some a 0 ⊆ A and the φ i , ψ j are k-minimal formulae.
We will call a formula φ(x;ā) intrinsic overā when it is k-intrinsic overā for some k ∈ ω We get a full elementary description of a finite set's maximal closure by passing to the closure type. Definition 5.2. Let (K, ≤) be an amalgamation class and let C be a monster model for the theory of the (K, ≤)-generic (that is, a "sufficiently" saturated model of the theory of the (K, ≤) generic). For any fixed tupleā ⊆ ω C, the closure-type ofā, denoted cltp(ā), is defined by cltp(ā) ={ ∃xφ(x;w) : φ is intrinsic overw, C |= ∃xφ(x;ā) }∪ { ¬∃ȳψ(ȳ;w) : ψ is intrinsic overw, C |= ¬∃ȳψ(ȳ;ā) } For fixedā and M ⊆ C any set, the closure type ofā over M is defined by cltp(ā/M ) = m⊆ωM cltp(ām). Proof. These are proved in [4] under the assumptions of A1-A6. It is an easy check that A6 is not used in the proofs.
One natural question one might ask is what a resolution of A tells us about how A sits inside of M versus what mcl M (A) tells us. A resolution gives the possibilities for mcl M (A). Somewhat surprisingly, it turns out that in the generic, they provide the same information in that a single resolution of A will determine mcl M (A). Under full amalgamation and ∃-closures we make this precise in the following.
Proposition 5.5. Let (K, ≤) be any full amalgamation class, let C be a sufficiently saturated model of the theory of the (K, ≤)-generic, and let M ⊆ C be the (K, ≤)-generic.
(1) Let A, A be finite substructures of C with an isomorphism f : A → A which extends to an isomorphismf : mcl
Further, it suffices that the structure (mcl C (AM ), A) (this is the structure with universe mcl C (AM ) and parameter set A) be elementarily equivalent to (mcl C (A M ), A ). It is also fairly easy to see that in classes with ∃-resolutions, finite sets have countable resolutions. As a result, the generic of such a class will have a superstable theory. From [8] we have that the theory of the generic of the class (K d , ≤ d ) of distanced graphs is not ω-stable; it is thus strictly superstable 
We also show that under fairly modest assumptions, the class of (K, ≤)-injective structures is elementary.
Definition 5.8. A class (K, ≤) with ∃-resolutions has finitary ∃-resolutions if for every X ∈ K, the partial order induced by X is a well-ordering and every equivalence class is finite.
Lemma 5.9. If (K, ≤) has finitary ∃-resolutions, then for any B ∈ K there is a universal formula k B (x) such that for M in which K is cofinal, M |= k B (b) exactly whenb is isomorphic to B (under some fixed ordering of the ordering of the elements of B) and is closed in M .
Proof. Let k B assert thatx has the quantifier free type of B and also, for everȳ x 0 ⊆ ωx , that there does not existȳ with (x 0 ,ȳ) a biminimal pair andȳ smaller under x0 then any x0 -minimal biminimal extension which occurs inx. The set off all such extensions is finite by finitariness of the ∃-resolutions.
We note that the class of distanced graphs has finitary ∃-resolutions as does the class of Example 4.16. The class from Example 4.14, however, does not.
Lemma 5.10. Let (K, ≤) have finitary ∃-resolutions. Let Σ I be the following sentences:
• ∀x¬∆ B (x) for finite B ∈ K and ∆ B (x) the quantifier-free type of B.
• ∀xk A (x) → ∃ȳk B (xȳ) for A ≤ B and k A , k B as guaranteed by the previous lemma. The Σ I axiomatizes the class of (K, ≤)-injective structures.
Proof. Clear. 5.1. Transfer. We note that for a given class with ∀-closures, any corresponding ∃-companion will have a generic that is no more complex then that of the original class. This allows us to prove various transfer theorems.
Throughout, fix a full amalgamation class (K, ≤ ∀ ) with ∀-closures and let (K, ≤ ∃ ) be an ∃-companion. Let G ∀ , G ∃ denote the corresponding generics.
Note that for A, B ∈ K, if A ≤ ∀ B then a fortiori A ≤ ∃ B. This has the following consequences
The same argument modified to use a decomposition G ∃ = i<ω B i (B i ≤ ∃ B i+1 ) establishes the second item, while the third is an immediate consequence of the first two.
Theorem 5.12. Assume that (K, ≤ ∀ ) and (K, ≤ ∃ ) both have full amalgamation. Let Th(G ∀ ) denote the theory of the (K, ≤ ∀ )-generic and similarly for Th(G ∃ ).
where S 1 (X) denotes the set of complete 1-types over parameter set X. In particular, if Th(G ∀ ) is stable (ω-stable, superstable, etc), then so is Th(G ∃ )
Proof. Let C ∪D be a set of |M ∃ |+ℵ 0 new constants, and let S be a set of sentences asserting that C is isomorphic to M ∃ along with sentences asserting that for A ∈ K, some elements of D form an ∀-closed copy of A in any model of S. Since (K, ≤ ∀ ) has the same age as (K, ≤ ∃ ), by compactness there is some
, and for φ(x;m ∃ ) ∈ C p let h(φ) = φ(x; h(m ∃ )) and let P (x) = m ∃ { h(φ) } By Lemma 5.3, each finite fragment Σ of P (x) is associated with a structure D such that any ≤ ∃ -strong embedding of D into M ∀ will contain a realization of Σ. Since the age of M ∀ is the same as that of M ∃ and since M ∀ embeds every element of K as closed substructure, there will be such an embedding. Thus by compactness, P (x) extends to a completion in S 1 (M ∀ ). Letting f (p) be any such completion, we note that since different types in S 1 (M ∃ ) differ in their closure-types, and since this difference must be witnessed by a finite subset of M ∃ , we have that f is an injection as required.
Moss Structures
In this section we discuss the existence of Moss structures for amalgamation classes. We will see that the question of the existence of such structures is quite straightforward in classes with ∀-closures but more delicate for classes with ∃-resolutions.
Definition 6.1. Let (K, ≤) be any amalgamation class. A (K, ≤) Moss structure is a structure M which is (K, ≤)-injective but which does not have finite closures. That is, there is some A ⊆ ω M such that there is no B with A ⊆ B ⊆ ω M and B ≤ M We first note that the existence of Moss structures is easily established in classes (K, ≤) with ∀-closures, unless every structure in which K is cofinal has finite closures (in which case, following [3] , we say that (K, ≤) has finite closures). Proof. By our supposition, there is an infinite chain of minimal pairs (X i , X i+1 ) with X i = X i+1 . Let p be the type which asserts that a copy of i<ω X i exists in any realization of p. Then p is finitely satisfied in the generic, so that some elementary extension of the generic realizes p.
We will not give a general account of the existence of such structures in classes with ∃-resolutions. We do note that under full amalgamation such structures are obstructed by a countably infinite version of injectivity. (1) Let C be a countable resolution of A note that C ≤ CB since C is closed.
Thus by countable injectivity B embeds strongly into M over C. Letting B be the image of B under such an embedding, we have that B is a finite resolution of A in M . (2) Let h : B → G be any embedding of B into the (K, ≤)-generic and let C h be any finite resolution of h(A). Note that C h ≤ C h h(B) so that h extends to a strong embedding B → G. Thus every embedding of A into the generic which extends to a copy of B also extends to a closed copy of B. Since the class is finitary, this is a first-order statement and thus holds in M as well. (3) The argument is similar to the previous one. Now, for n ∈ ω let σ n be a sentence which says of its models N that for any h : B → N , h can be extended to someĥ : B → N such thatĥ(B) is closed in every cardinality |B| + n extension ofĥ(B). As before, we must have M |= σ n for all n (every h : B → G gives rise to a strongh : B → G over h(A) so that G |= σ n , hence M does as well.) Thus there is a type p(x) which asserts that Ax is isomorphic to B and is closed. By saturation, p is realized in M .
Let (K ∃ , ≤ ∃ ) be the ∃-companion to (K p , ≤ p ) from Example 4.14 in which (x − 1) x (x + 1) and let M consist of countably many infinite paths with order types (Z, <) separated by dense linear orders of vertices; then M will be a Moss structure. The only finite closed sets are sets of vertices of degree 0 so we have injectivity. On the other hand, no finite subset of one of the paths of order-type (Z, <) will have a finite closure. In fact, noting that an ω-saturated model of the (K ∃ , ≤ ∃ )-generic will have a path with order type (Z, <), this example essentially shows that a Moss structure exists which is elementarily equivalent to the generic. This illustrates the necessity of requiring finitary closures in the above theorem, since it is a quick check that (K ∃ , ≤ ∃ ) has full amalgamation.
We conclude with a restatement and proof of the main theorem Proof. For the first item, we need only note that ω-saturation of the (K, ≤)-generic corresponds to the class not having finite closures (this is proved in [3] ) and cite Proposition 6.2. The second item is precisely Theorem 6.3.2.
