Introduction
The most familiar of the moment problems is the one due to HAUSDORFF [4] . It consists in determining a set of necessary and sufficient conditions in order that a (real) sequence #, may have the representation /~,=S f dx(t), 0 where X(t) is a function of bounded variation in [0, 1] . HARDY [3] outlines the proof of HAUSDORFF; several alternate proofs of the result of HAUSDORFF are known (see for instance WIDOER [14] and LORENTZ [8] ). One of these alternate proofs makes use of the uniform approximation of functions continuous in [0, 1 ] by their Bernstein polynomials and is, to a large extent, due to HILDEBRANDT [5] . His proof is what is outlined by LORENTZ. An alternate set of necessary and sufficient conditions for the same representation has been given by RAMANUJAN [10] in his investigation on the quasi-Hausdorff methods. The results of HAUSDORrF and RAMANOJAN have been generalised by JAKIMOVSKI [6] , [7] . Also, the uniform approximation through the Bernstein polynomials enabled LORENTZ to determine the solution of the moment problem in the function spaces of the K6the-Toeplitz type; for the same function spaces, alternate solutions of the moment problems of LORENTZ have been provided by RAMANUJAN [12] and his solutions make use of the uniform approximation of continuous functions in [0,1] by certain power series, a result demonstrated by MEYER-K~NIG and ZELLER [9] .
Among the modifications of the moment problem, the one concerning [13] . Recently ENDL [2] and JAKIMOVSrd [7] were led to consider the represen-1 tation P,=S t'+~ dz(t), where e is real and Z(t) is, as before, a function of o bounded variation. Evidently this case is not covered by HAUSDOgFF'S results.
They were led to this problem while considering the regularity conditions governing the summability matrix (H ~, p)= (h~,), where and they proved that sup ~=o , m--n is a necessary and sufficient condition for the above representation of /~. A close analysis of these two proofs reveals apparently no common ground, except the final result itself. In this paper we prove a uniform approximation theorem similar to the Bernstein theorem and then use the methods of HILDEBRANDT to arrive at the result of JAKIMOVSKI and ENDL. This method enables us also to give the 1 solution of the moment problems of the type/~,=S tn+~f(t) dt where f is in o any of the function spaces discussed by LORENTZ [8] . The uniform approximation theorem in question is itself preceded by and derived from a general theorem on uniform approximation, which in turn is a generalization of a known theorem of BOHMAN [1] .
Theorems on uniform approximation
We start with the following general theorem on the uniform approximation of continuous functions. This theorem is an extension of a known theorem of BOHMAN [1] Let the functions % n (X) exist for 0 <--n <---n (m) and be finite for a <_ x <_ b. Suppose that for some no, Cm,(x)>O for no <=n<=n(m) and xe [a, b] . Assume also that the following conditions hold, uniformly in x, for a <_ x <_ b: (1) lim Cm,(x)=O, for n=O, 1,...,no-i,
n(m) (4) lim 2 Cmn(X) am2 n =X2. Proof. We prove the conclusion (i); the proof of (ii) will easily follow from that.
First we make the following observations. Let a<_x<_b. Then 
Let x be a point of continuity off(x) in [a, b]; then (with the usual meaning for s and 5) we have 
,
and letting e~0 we get the conclusion in (i).
The proof of the theorem is now complete. Before proceeding to our main result in Theorem 2, we collect in the 1emma below some relevant details. In what follows the binomial coefficient
whenever cr is not a negative integer and if ~ is a negative integer then ( m+~)=0 if n<-~; also (;)=1 for all0t 
Proof of the lemma. It has been shown by ENDL [2] we obtain (8) from (7) . Similarly (9) can be obtained from (7) or (8) .
Remark. In case e is a negative integer then the sums on the right side of each of the Eqs. (7) through (9) are finite sums and therefore, for m__> mo (•) they remain (respectively) unchanged and thus for m > mo (c0 each one of the sums on the left side remains unchanged.
We prove now Theorem 2. Let e be a real number. Let f(x) be bounded in fl <=x<= 1, where Also, it can be easily seen that for each fixed n >0, we have, uniformly in x for 0<6_x___ 1,
,,-~ o~ lim (mm2~) (1-x)m-" 1"+~=0"
From our lemma, we have [on evaluating the sums on the right side of Eq. (7), (8) and (9) ] that the following equations hold, uniformly in x, for 0 < 6 < x < 1:
Since
~-.~ .=okra-n/ m+~ m+c~-I n+ct']2 n+e n+a-1 _ n+a m-n m+c~]
m+c~ re+e-1 m+e (m+c0(m+e-1) n+~ m < =m+a (m+~)(m+c~-l) we have, by (12) , (13) and (14) that Now the theorem follows from Theorem 1 by utilising (11), (12), (13) and (15) and also the remark following the lemma.
Note. If a is non-negative then fl=0; for c~=0, we get the Bernstein approximation theorem.
Applications
We give now the application of our Theorem 2 to the solution of certain moment problems. We start with a sequence {#,} of real constants and shall be concerned with the determination of the necessary and sufficient conditions, involving/~,, so that for each n, #, has either of the following representations: First we shall deal with the representation of p, in the form (16) and prove the following theorem (Theorem 3), one alternate proof of which is due to ENDL [2] and another is due to JAKIMOVSKI [7] . We remark here that we shall be content with proving Theorem 3 for e > 0 and refer the reader to the papers by ENDL and by JArdMOVSKI, where the case c~ < 0 is discussed and the discussion is based on the case of positive e. 1) The case c~= 1 has been discussed by RAMANUJAN [11] .
We can associate in a 1 -1 manner, to a polynomial q(x) in Q a polynomial, to be precise the polynomial p(x), in P. This can be easily shown to be a linear homeomorphism between the Banach spaces P and Q, each with its natural supremum norm topology. We shall indeed have
We denote now by L(p) as also by L(q) the quantity ao/~o + aj ~1 +"" + ak ilk. 2) The above equation is very similar to the one obtained by JAKIMOVS~ ( [7] , p. 30); however the above equation can also be obtained, following the method of JAVJMOVSKI [6] and utilising the equation (11.13) of [7] 
The above facts, and Eq. (22) lead to the following theorem, the proof of which is parallel to the proof of the same result in case ~ = 0 given earlier by LORENTZ [8] . At this stage we make the following observations. A known theorem of MEYER-K6NIG and ZELLER [9] gives the following result. Then Pm(~,f, X) uniformly approximate f(x) for x in [6, 1] .
Utilising Theorem 5 in the place of Theorem 2 we can prove the following analogues of Theorems 3 and 4. In the case ct=0 the result is due to RAMANUJAN [12] and the proof of the present theorem is obtained on similar lines.
