The model's action functionals for different commodities has been empirically determined and calibrated using the unequal time correlation functions of the market commodity prices using a perturbation expansion (Baaquie et al. 2015 Phys. A 428, 19-37. (doi:10.1016/j.physa.2015.02.030)). Nine commodities drawn from the energy, metal and grain sectors are empirically studied and their auto-correlation for up to 300 days is described by the model to an accuracy of R 2 > 0.90-using only six parameters. The dynamics of market prices is determined by assigning a joint probability distribution for all possible evolutions of the stochastic market prices. The probability distribution of the stochastic evolution of market prices is postulated, in analogy with quantum mechanics, to be the following: joint probability distribution ∝ exp{−A[p]}.
(1.5)
The postulate encoded in equation (1.5) describes a classical random process that has a behaviour that is similar to that of a quantum mechanical system-with the expression exp{−A[p]} determining the likelihood for the (different) random trajectories of the random prices.
Model of the microeconomic potential
The demand function is modelled to be [1]
and the supply function is modelled to be [1]
The coefficients d i , s i , according to [3] , are determined by macroeconomic factors such as interest rates, unemployment, inflation and so on. In the statistical microeconomics model, the coefficients d i , s i are determined from the historical prices of a commodity. It is our view that all the macroeconomic information that affects a commodity is contained in its price. Hence it is a consistency check to see if the values of d i , s i given by a macroeconomic analysis of a commodity agree with the result obtained by studying solely the price of a commodity. The sum of the demand and supply function yields the microeconomic potential In standard microeconomic theory, the market prices p * are fixed by equating demand to supply, shown graphically in figure 1 ; for the model being considered, this yields the following:
V[p] = D[p] + S[p]
.
The market price of a commodity obtained from standard microeconomic theory (by equating supply to demand) yields a market price different from that obtained by minimizing the microeconomic potential. As one can see, except for the special case of a i = b i -which is not the case for the result obtained from the empirical study of the commodities-the market prices of the two approaches are quite different even for the same supply and demand functions.
The simple form of the microeconomic potential V[p] given in equation (2.3) allows one to write it as a sum of a demand and supply function for all values of the price. There can be complex cases of the microeconomic potential with multiple minima, as shown in figure 2 , where the concept of a demand and supply function is only asymptotic, according to the general property of the microeconomic potential given in equation (1.2); for this potential, the absolute minimum of the potential fixes the market price and one cannot use the concept of supply equal to demand to fix the market price. In summary, the standard microeconomic theory of determining market prices by equating supply to demand is not valid in statistical microeconomics.
Microeconomic Lagrangian and action
The Lagrangian of a system determines the evolution of a dynamical system and for market prices represents all the factors determining its evolution. In particular, the interplay and competition of demand and supply with the 'kinetic energy' of market prices is encoded in the Lagrangian.
The Lagrangian, from equation (1.4) , is given by the sum of the kinetic and potential factors and yields
The action functional determines the dynamics (time evolution) of market prices and, from equation (1.3) , is given by 
and
are all real and independent parameters. Matrix L ij is symmetric and positive definite, whereas matrixL ij is symmetric but not positive definite. The Lagrangian given in equation (3.1) is nonlinear. The Lagrangian for multiple commodities given in equation (3.1) has been proposed in [1] ; a generalized form on equation (3.1), with the potential of the multiple commodities to have cross-terms of the form
has been empirically studied in [4] for 18 major commodities. For the case of a single commodity, let the price be p = p 0 e x ; the Lagrangian given in equation (3.1) reduces to the following:
Market prices
The market price of a commodity, at time t, is denoted by Standard microeconomic theory [5] usually assumes that, at time t, there is one unique market p(t) for a given commodity. We take the view that there is no unique price for a given commodity. Instead of a commodity having a unique price at each instant, the commodity price is assumed to be a random variable, having a range of prices, from zero to infinity; as the commodity price evolves in time, the commodity price undergoes a continuous stochastic process, with the price at any instant being inherently random and uncertain [1] .
The general equilibrium theory of microeconomics studies the interplay of supply in an economy with multiple markets, and shows that an equilibrium is reached such that all prices are in equilibrium and take their market value [5] .
In statistical microeconomics, all the prices are fundamentally dynamical and changing, as expressed by the kinetic terms in the Lagrangian given by
Hence, in contrast with the standard microeconomic theory, the dynamical nature of a stochastic price means that it is randomly changing and evolving in time. In particular, the prices are not the result of an equilibrium between supply and demand-as is expressed in the general equilibrium theory-but, instead, market prices are determined by the form of the action functional A [x] .
The microeconomic kinetic term T [x(t)] is quite unlike the case for physics, for which only the 'velocity' term (∂x/∂t) 2 appears. In fact, it is shown in [6] that the acceleration term (∂ 2 x/∂t 2 ) 2 is forbidden in quantum mechanics as it leads to a time evolution that does not conserve probability. As the prime purpose of modelling price is to explain the unequal time correlation functions, there is no need for a probabilistic interpretation of the action functional, as is the case for quantum mechanics.
The fundamental assumption of statistical microeconomics is that the behaviour of the price of a commodity is described by the microeconomic Lagrangian, a model of which is given in equation (3.3). The probability of the different prices being observed is determined by a probability density functional that is, up to a proportionality constant Z, given by the action functional as follows:
Prices are taken to be inherently random, and it is assumed that what one observes in the market are samples of the prices considered as a random variable. The observed time series of market prices is the result of sampling the random variations of the prices.
Microeconomic Feynman path integral
As prices follow a stochastic process, the appropriate description of prices is to determine the observed properties of the prices in terms of a statistical average over all possible values of the prices. The Feynman path integral is a mathematical formalism that provides an efficient procedure for evaluating these statistical averages. The mathematical aspects of the path integral are discussed in detail in [6] and reviewed in appendices A and B.
As discussed above in §4, the observed market prices are taken to be a random sample of the random price. The appropriate description of prices considered as a stochastic process is to calculate its various expectation values. The correlation function of prices provides a description of stochastic systems and in particular provides a measure of how the stochastic prices vary over time. The correlation function calculated from the model can be compared with the observed market value of these expectation values and hence provides a precise test of the accuracy of the model.
The correlation function of market prices is given by the expectation value of the product of prices, computed by summing over all possible histories of market prices using the path integral, 
where
The path integral measure is discussed in appendix B. The path integral consists of one integration-over all values of the price-for each instant of time; heuristically, this yields
There are many techniques for giving a precise definition of Dx [6] .
One procedure is to discretize time into a lattice and consider only a finite number of lattice points; this truncation renders the path integral into an ordinary multiple dimensional integraland is the basis of the numerical study of the path integral discussed in [2] . One has to take the limit of zero lattice spacing to obtain the continuous path integral. 1 The path integral for commodity prices given in equation (5.1) is nonlinear and nontrivial. The path integral can be studied perturbatively using Feynman diagrams and numerically using Monte Carlo and other well-known methods. In many cases, the numerical approach is necessary for studying features that are inaccessible to a perturbation expansion. Figure 3 shows one sample value of the paths of the prices and the velocity and acceleration of these paths, namely x, ∂x/∂t and ∂ 2 x/∂t 2 , over which the Feynman path integral is defined. The market values of velocity and acceleration ∂x/∂t and ∂ 2 x/∂t 2 have been obtained by using finite differences.
(a) Expansion of the microeconomic potential
Recall that, in equation (3.3), the log of price is defined by x = ln(p/p 0 ). Writing the potential in terms of variable x is appropriate for studying the action functional near its maximum as small variations of the price about the maximum are reflected in small variations of x [1] . The Lagrangian is given by
Note that the minimum of the potential equation (2.3), which is given in equation (2.4) and equal tox, fixes the market price. Expanding the action functional about the minima of the potentialx yields the following:
where The unequal time correlation function of the log of two prices, called the propagator in physics, is given by
The Lagrangian has the form L(x) = 1 2 (Lẍ 2 +Lẋ 2 + γ x 2 ). We will show later that a more general quadratic term arises in the Lagrangian due to nonlinearities and we hence parametrize the quadratic Lagrangian by the following:
The Lagrangian yields the following exact propagator [7] : Using a Fourier transform to evaluate the propagator for the prices yields
The action is invariant under the shift of the time variable, and hence G(t, t ) = G(t − t ). This yields
In summary, the complex branch yields the propagator
Empirical studies show that the behaviour of commodities is modelled by the complex branch, and hence our choice of domain and additional constraints are as discussed above. In fact, we shall later see that our model fits the market data quite well.
Note that the market correlation function additionally exhibits oscillations that do not vanish even for large t − t , for which the model correlation function has decayed to zero. The value for t − t for which the model correlation function G(t − t ) is zero indicates the range for which the model is applicable, and which is an important consideration in fitting market data.
Calibrating the propagator
The prices and volatility of different commodities vary over a wide range and the action should be written in terms of variables that factor out the scale of the prices and their volatilities. With this in mind, we define a new set of variables y(t) by the following change of variables from x(t) to y(t):
wherex and σ (x) are the mean and standard deviation of the log of prices x(t). For the scaled variable y(t) that is of O (1), an action functional can be written that has the same form for different commodities.
The empirical values of the parameters Γ , L andL are obtained in the following manner. The value of G(t − t ) is computed empirically for a range of time; the best fit of the model's value of G(t − t ) with its empirical value is obtained by varying the parameters of the model.
We define the propagator as the connected auto-correlator defined by
G(t − t ) = E[y(t)y(t )] c ≡ E[y(t)y(t )] − E[y(t)]E[y(t )] = E[y(t)y(t )].
One needs to decide what is the minimum sample size N that accurately reflects the behaviour of the time series. For different groups of commodities, such as energy, metals and grains, there is a minimum sample size N. The auto-correlation for N = 100 shows spurious behaviour for most commodities because the dataset is too small; for crude oil, a sample size of N = 200 days is the minimum size of the data for having a reliable estimate as it follows the same trend as a larger sample size of N = 800 days of data [2] . The goodness of fit of a set of points y(x) when compared with its fitted value y fit (x) is given by
. In general, we choose a fixed size N for a given group of commodities. The auto-correlations for crude oil and copper are illustrated in figure 4a,b respectively; for crude oil and copper, the fit is excellent, with R 2 = 0.94 and R 2 = 0.96, respectively.
For crude oil, as shown in figure 5 , the fit depends on the period of calendar time of the prices as well as on how large a time lag one is modelling. As shown in figure 5 , the fit is good for 200 days.
The prices of commodities are stationary due to the choice of the Lagrangian given in equation (3.1) and obey propagator goes to zero for a time lag of about 200 days, whereas for copper it is 400 days, as shown in figure 4a,b.
If one tries to fit the model past the time lag for which the correlation function is zero, the fit fails because prices may have large correlation out to very large lag time, as shown in figure 5 . One needs to break up the time interval into sub-intervals of about 200 days and then obtain a good fit-with R 2 > 0.90-for each sub-interval by varying the parameters of the propagator.
Another possible limitation of the model is that for certain periods, when the market undergoes a sudden change, the fit may not be good. So far, for the all commodities that we have studied, the propagator always yields a good fit out to the first 200 days or longer, depending on the commodity.
The parameters for the best fits are given in the table 1 and are for the period 3 July 2013 to 21 January 2014; the fits for the nine commodities are all good, with R 2 > 0.91 for all of them.
Nonlinear terms: Feynman diagrams
The Gaussian propagator can only yield three parameters, namely L,L and Γ , whereas the action has six parameters. Hence, we need to use the higher nonlinear terms in the action to fully calibrate the model.
The calibration of the nonlinear terms of the model is absolutely indispensable. The reason being that it is only the nonlinear terms that go beyond the Gaussian model and provide a microeconomic potential that has a minimum, and which can match the average market price of a given commodity. In particular, in the absence of the nonlinear terms, the quadratic potential yields all average market prices to be zero and is clearly quite useless for analysing market prices.
We show below that the values of the nonlinear terms are 10 times greater than the error terms, clearly showing that the value of the nonlinear terms is a defining feature of market prices. To check the consistency of the evaluation of the nonlinear terms using Feynman diagrams, a numerical simulation has been carried out in [2] to confirm that the range of the nonlinear terms obtained from the market data can in fact be obtained using the Feynman perturbation expansion.
The action is written in terms of the scaled variable y(t) and we obtain Once we have obtained α, β, γ ,ȳ from market data, the potential parameters of a, b, s, d are then given by the following:
Expanding the action functional yields the following expansion: The correlation function to leading order in the nonlinear coupling is shown in figure 6 and yields 
For equal time, as G(t) = G(−t), we have
The 'renormalized' coefficient for the quadratic term is given by
To obtain the parameters α, β, we evaluate the expectation value of y 3 , y 4 . The equal time y 3 correlation is 2
2)
The Feynman diagram for E[y 3 ] c is shown in figure 7 . The equal time y 4 correlation is given by 3
3)
The Feynman diagram for E[y 4 ] is shown in figure 8 .
The model's parameters for nine commodities
The We first fit the propagator that does not depend on α, β. We shift the value of γ to Γ as given in equation (7.1 The complete calibration of the microeconomic Lagrangian for the different commodities allows us to express the potentials directly in terms of the prices of the commodities. Figure 9 shows the microeconomic potential of crude oil in terms of the three distinct variables, namely the scaled variable y, the logarithm of price x and, lastly, in terms of the price of the commodity p. Note that the volatility of the commodity plays an important role in determining the range of important fluctuations for the commodities price and the width of the microeconomic potential in figure 10 , plotted against the price p = e x p 0 , reflects the value of the volatility of the various commodities. The microeconomic potentials for the other eight commodities are given in figure 10 .
The empirical results obtained [2] show the key role of the kinetic term in the dynamics of commodity prices. Although both the kinetic and potential terms appear in the action functional, the market auto-correlation function for commodity prices shows the central role being played by the kinetic term; this term is absent in the standard treatments of microeconomics that are focused almost solely on supply and demand. A complete theoretical interpretation of the kinetic term in the framework of the theory of prices needs to be given and, as discussed earlier, the kinetic term is a reflection of the process of circulation and exchange of commodities as they transit from the producer to the consumer.
Conclusion
A model for microeconomics based on the action functional and path integral proposed by Baaquie [1] has been studied empirically in [2] . A collection of nine commodities from three different sectors were analysed to ascertain the validity and stability of the model.
The calibration and testing of the proposed statistical model of microeconomics are based on comparing the model's prediction with the empirical values of market prices. The model's propagator (unequal time correlation function) of market prices was obtained from market data in [1, 3, 7] . The Feynman perturbation expansion yields a consistent and efficient method for calibrating the nonlinear terms of the model.
The procedure adopted for the calibration of the model, and in particular obtaining the supply and demand functions, is based on the assumption that all the information about the behaviour of the commodities is contained in the observed market prices. This is quite unlike the procedure adopted in [3] , where a large collection of macroeconomic data such as interest rates, unemployment, inflation and so on was required to estimate the supply and demand function. The approach adopted is also quite distinct from the auto-regression moving average (ARMA) [8] .
In the statistical microeconomics approach [1] , an action functional (as well as the Lagrangian)-consisting of the sum of a kinetic and a potential term-is postulated to exist in the market. The most important result of [2] is that an action functional does in fact exist in the market; the existence of the action functional for multiple commodities has been empirically verified in [4] . Hence, for both single and multiple commodities, the formulation of statistical microeconomics finds clear support from market prices. The microeconomic Lagrangian provides a self-contained and comprehensive framework for the study of microeconomics. In particular, one can now investigate what are the underlying theoretical principles of microeconomics that would give rise to an action functional formulation of statistical microeconomics. the path integral to physics and hence the form of the formalism has some significant differences from its application to microeconomics. What is the probability amplitude if the quantum particle is only observed at its initial and final position? Owing to the quantum indeterminacy of a quantum entity, we expect that the entity's degree of freedom's path will be indeterminate and hence it will 'take' all possible indeterminate paths simultaneously.
How many indeterminate paths are there between the initial and final positions? Clearly, there are many paths, and to develop a sense of these paths, consider putting barriers between the initial and final position to limit the number of possible paths, as shown in figure 11 , so that we can enumerate the indeterminate paths. Once the procedure for enumerating the indeterminate becomes clear, the barriers will be removed and all the indeterminate paths will then be included in our analysis. Figure 11 shows a quantum particle going from initial state x i at time t i to a final position x f at time t f , through barriers that restrict the number of paths available to the quantum particle. Let the entire continuous path-going from initial state x i to final state x f through the successive slits as shown in figure 11-be denoted by path(n), with the probability amplitude denoted by φ[path(n)]. One can take path(n) to be straight lines from x i , t i to the successive slit positions and another straight line from the last slit to x f , t f , as shown in figure 11 .
Consider the case where the particle is observed at initial time t i to be at x i and then another measurement is only performed at final time t f -with the particle being detected at x f . The barriers are placed between the initial and final positions, and let there be N total number of different paths going from x i to x f . There are N indeterminate paths from x i , t i to x f , t f that are all indistinguishable. From the superposition principle, the total probability amplitude is given by adding the probability amplitudes for all the indistinguishable determinate paths, and yields
The probability amplitude φ[path(n)] for each determinate path is given by the action functional A and yields the following for the path(x i ; n):
and where A[path(n)] is the action for path(n) and N is a path-independent normalization. Hence, from equations (A 1) and (A 2), the total space-time probability amplitude that the initial state vector |x i , t i makes a transition to the final state vector |x f , t f -via trans-empirical paths-is given by superposing the amplitude for all the trans-empirical paths and yields
The evolution kernel (total transition amplitude) has the following representation:
One can successively remove the barriers between the initial and final positions of the quantum particle, as shown in figure 11 , and there will be great proliferation of possible paths. When there are no longer any slits, one has the limit of N → ∞ or what is the same thing, there are infinitely many trans-empirical paths.
The transition amplitude is given by the sum over all possible trans-empirical paths, going from the initial position x i at time t i to the final state x f at time t f , as shown in figure 12 , and yields the following: The sum in equation (A 5) looks more figurative than a precise mathematical expression. After all, how are we supposed to actually perform a sum over infinitely many paths? Equation (A 5) is recast into a precise and mathematical expression in appendix B using the techniques of quantum mechanics. In summary, all the paths going from initial state x i to final state x f are indistinguishable and hence trans-empirical as no measurement is performed for the duration, from time t i to time t f , over which the system evolves. The total probability amplitude to make a transition from initial state x i to final state x f is equal to the sum over all the individual probability amplitudes e iA/h to go from initial state x i to final state x f . The path integral approach is employed fundamentally to build up the finite time transition amplitude by composing the infinitesimal time transition amplitude by repeatedly using the resolution of the identity operator.
The evolution kernel (transition amplitude) for a particle to go from initial position x i to final position x f in time τ can be written as follows: x|e − H |x = e − V(x ) dp 2π e 
The Dirac-Feynman formula, for each infinitesimal determinate step , is given by x n+1 ; t n+1 |x n ; t n = N ( ) exp ih L(x n , x n+1 ; ) .
The evolution kernel (transition amplitude) is defined by K(x f , t f ; x i , t i ) = x f , t f |x i , t i = x f |e −i(t f −t i )H/h |x i .
Simplifying the notation yields the Lagrangian, defined for infinitesimal At each instant, the position degree of freedom takes all its values; at instant t, the degree of freedom is equal to the real line t ; the total space of all paths is given by a tensor product over all instants and yields the total space of all paths equal to ⊗ t t . In general, for degree of freedom space given by F , the path space is given by ⊗ t F t .
In summary, the Feynman path integral is given by 1 Z Dx exp{A}.
The formulation of statistical microeconomics given in §5 is a specific example of the path integral. For systems that are described by a Hamiltonian operator given by H the path integral is an efficient mathematical instrument for evaluating the finite time matrix elements of the operator exp{−τ H}, namely of x f |e −τ H |x i .
