On Almost-Invariant Subspaces and Approximate Commutation by Marcoux, Laurent W. et al.
ar
X
iv
:1
20
4.
46
21
v1
  [
ma
th.
FA
]  
20
 A
pr
 20
12
ON ALMOST-INVARIANT SUBSPACES AND APPROXIMATE COMMUTATION
LAURENT W. MARCOUX1, ALEXEY I. POPOV1, AND HEYDAR RADJAVI1
Abstract. A closed subspace of a Banach space X is almost-invariant for a collection
S of bounded linear operators on X if for each T ∈ S there exists a finite-dimensional
subspace FT of X such that TY ⊆ Y +FT. In this paper, we study the existence of almost-
invariant subspaces of infinite dimension and codimension for various classes of Banach
and Hilbert space operators. We also examine the structure of operators which admit a
maximal commuting family of almost-invariant subspaces. In particular, we prove that if T
is an operator on a separable Hilbert space and if TP− PT has finite rank for all projections
P in a given maximal abelian self-adjoint algebra M then T = M+ F where M ∈M and F
is of finite rank.
1. Introduction
One of the best-known problems in Operator Theory concerns the search for non-
trivial, closed, invariant subspaces for an operator (or class of operators) acting on an
infinite-dimensional, separable Banach space X . The existence or non-existence of such
spaces has been proven for large classes of operators. Examples of operators without
invariant subspaces have been found by Enflo [8, 9] and Read [27]. Moreover, Read
constructed a number of operators without invariant subspaces. Among them are an op-
erator acting on ℓ1 [28], a quasinilpotent operator [30], a strictly singular operator [31], or
an operator without invariant closed sets [29]. The most recent construction is published
by Sirotkin [32]. The question of the existence of invariant subspaces for an arbitrary
bounded linear operator acting on a reflexive Banach space, and in particular on a Hilbert
space, remains open. This is the Invariant Subspace Problem. We refer the reader to [1,
Section 10] for a brief review of this topic. Another source is the monograph [25].
The problem which we shall examine in this paper is very closely related, but not
equivalent, to this problem. For the purposes of this paper, all subspaces of a Banach
space are assumed to be closed in the norm topology. Given a Banach space X and a
bounded linear operator T on X , we shall say that a subspace Y of X is an almost-
invariant subspace for T if there exists a finite-dimensional subspace M of X so that
TY ⊆ Y +M. While the finite-dimensional space M appearing in this expression is
not unique, nevertheless, if the subspace Y is almost-invariant for T, then the minimum
dimension of a finite-dimensional subspace M for which TY ⊆ Y +M is well-defined,
and is referred to as the defect of the subspace Y for T. Clearly, if Y is finite-dimensional
or finite-codimensional then it is almost-invariant under every operator. This motivates
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2the notion of a half-space, that is, a subspace of X such that dim Y = dim (X/Y) = ∞.
One may then ask whether every operator T on a Banach space X has an almost-invariant
half-space.
These notions appeared in the papers [2] and [23]. In [2], it was shown that almost-
invariant half-spaces exist for a class of operators which includes quasinilpotent weighted
shift operators acting on Banach spaces with bases. Among other results, it was shown
in [2] that a closed subspace Y of X is almost-invariant for T if and only if there exists
a finite-rank perturbation F of T so that Y is invariant for the operator T + F. Also, if T
has an almost-invariant half-space then so does T∗. The main thrust of [23] is the analysis
of common almost-invariant half-spaces for algebras of operators. It was shown that
if an algebra A of operators on a Banach space X is norm-closed then the dimensions
of the defects corresponding to each operator in A are uniformly bounded. Another
result of [23] is that if a norm-closed algebra A is finitely-generated and commutative
then the existence of a common almost-invariant half-space for A implies the existence
of an invariant half-space for A. Also, it was shown that for a norm-closed algebra A,
the almost-invariant half-spaces of A and those of the closure of A in the weak operator
topology, A
WOT
, are the same. This is no longer true if A is not closed in the norm
topology.
The main result of [2] is motivated by the study of almost-invariant half-spaces of
Donoghue operators. Recall that a (backward) weighted shift D on ℓ2 is called a Donoghue
operator if its weights (wi) are all non-zero and |wi| ↓ 0. See, e.g., [25, Section 4.4] for
a discussion of Donoghue operators. The following property of Donoghue operators is
very interesting from our point of view (see [6], [22] and [34]):
1.1. Theorem. The invariant subspaces of a Donoghue operator are all of the form span {ek :
k = 1, . . . , n}, where (en) stands for the usual orthonormal basis of ℓ2. In particular, Donoghue
operators do not have invariant half-spaces.
The following result from [2] implies that Donoghue operators have almost-invariant
half-spaces.
1.2. Theorem. [2, Theorem 3.2] Let T be an operator on a Banach space X . Suppose that the
following three conditions are satisfied.
(i) T has no eigenvalues;
(ii) the unbounded component of the resolvent set ρ(T) contains {z ∈ C : 0 < |z| < ε} for
some ε > 0;
(iii) there exists e ∈ X such that for each k ∈ N, the vector Tke does not belong to the closed
span of the set of vectors {Tie : i 6= k}.
Then T has an almost-invariant half-space, Y .
1.3. Remark. Condition (i) in Theorem 1.2 is, in fact, redundant. To justify this claim,
we need to outline the proof of this theorem. The half-space Y ⊆ X almost-invariant
for T is constructed as a closed span of the form span {h(λ, e) : λ ∈ Λ} where Λ is a
certain infinite subset of ρ(T) and h(λ, e) = (λI − T)−1(e), λ ∈ Λ. (We warn the reader
that our definition of Λ and h(λ, e) differs slightly from the definition presented in [2].)
Condition (i) is used in the following two steps:
3(1) the set {h(λ, e) : λ ∈ Λ} is linearly independent, so Y is of infinite dimension;
(2) a sequence of functionals ( fk)
∞
k=1 annihilating Y is defined by assigning values to
fk(T
ie) (i > 0) which requires the sequence (Tie)i>0 to be linearly independent.
We claim that both (1) and (2) follow from the condition
(i’) p(T)e 6= 0 for any non-zero polynomial p,
which, clearly, follows from condition (iii) of Theorem 1.2.
Indeed, it is evident that the linear independence of (Tie)i>0 follows from (i’). Let us
show that (i’) implies (1). Assuming (i’), we will show that the set {h(λ, e) : λ ∈ Λ}
is linearly independent for any choice of Λ. Suppose that for some non-zero scalars
a1, . . . , an and distinct λ1, . . . ,λn in Λ, we have
a1h(λ1, e) + a2h(λ2, e) + · · ·+ anh(λn, e) = 0
That is,
n
∑
i=1
ai(λi I − T)
−1(e) = 0.
Multiplying both sides of this equation by (λ1 I − T)(λ2 I − T) · · · (λn I − T), we obtain:
p(T)(e) = 0 for some (non-zero, by elementary algebra) polynomial p. This contra-
dicts (i’).
There are other closely related questions which have already been examined. For exam-
ple, in the Hilbert space setting, Brown and Pearcy [4] showed that if T is a bounded linear
operator on an infinite-dimensional Hilbert space H, then there exists an orthogonal pro-
jection P of H onto a half-space L of H so that K = (I− P)TP is compact, i.e. so that L is
invariant for the operator T− K. In fact, the work of Fillmore, Stampfli and Williams [11]
shows that one can do this by considering points in the left-essential spectrum of T. A
direct consequence of Voiculescu’s non-commutative Weyl-von Neumann Theorem [33] is
that given any bounded linear operator T acting on an infinite-dimensional Hilbert space
H, there exists a compact operator K and a closed half-space L of H which is reducing
for T − K; that is, L is invariant for both T − K and (T − K)∗.
In Section 2 of this paper, we obtain almost-invariant subspaces for some classes of
operators. First, we show that every quasinilpotent, triangularizable injective operator
has an almost-invariant half-space (see Section 2 for the definition of a triangularizable
operator). Next, we use this result to show amongst other things that every polynomially
compact operator on a reflexive Banach space has an almost-invariant half-space. Observe
that the class of Donoghue operators which served as motivation for Theorem 1.2 consists
of compact operators. Finally, we study a special class of triangularizable operators:
bitriangular operators. We show that every bitriangular operator is either of form λI + F,
for some scalar λ and a finite-rank operator F, or it has a hyperinvariant half-space. In
particular, every bitriangular operator has an invariant half-space.
Section 3 is concerned with the study of common almost-invariant half-spaces for al-
gebras of operators. We extend a result from [23] by showing that if a norm-closed
algebra A of operators on a Banach space X has an almost-invariant half-space which
is complemented in X , then A has a common invariant half-space. In particular, if X
is a Hilbert space then the existence of an almost-invariant half-space for a norm-closed
4algebra always implies the existence of an invariant half-space for that algebra. That is,
if P is a projection onto a half-space in H such that TP− PTP is of finite rank for all T
in the algebra then the algebra has an invariant half-space. We would like to bring to
the reader’s attention that the corresponding statement in which “finite rank” is replaced
with “compact” is not true, as the following example shows:
1.4. Example. Let D be the C∗-algebra of all diagonal (with respect to a fixed orthonor-
mal basis) operators in B(H). Let A = {D + K : D ∈ D, K ∈ K(H)} = D +K(H). It
is well known (see, e.g., [21, Theorem 3.1.7]) that A is a norm closed subalgebra of B(H).
Clearly, TP− PTP ∈ K(H) for all T ∈ A and every projection P ∈ D. On the other hand,
A contains all compact operators in B(H), hense it is dense in B(H) in the weak operator
topology. In particular, A has no invariant subspaces.
In 1972, Johnson and Parrot [17] showed that if W is an abelian von Neumann algebra
acting on a Hilbert space H, and if T is a bounded operator on H for which TW −WT is
compact for all W ∈ W , then there exists an operator V in the commutant W ′ := {X ∈
B(H) : XW = WX for all W ∈ W} ofW and K compact so that T = V + K. In particular,
if W is a maximal abelian self-adjoint subalgebra (i.e. a masa) in B(H), then V ∈ W .
The condition that TW −WT be compact for all W ∈ W is readily seen to be equivalent
to the condition that TP− PT be compact for all projections in W , since the linear span
of the projections is norm-dense in W by the Spectral Theorem for normal operators.
In Section 4 of the present work we replace this condition with the related condition
that TP − PT be finite-rank, or equivalently, that the range of P be an almost-invariant
subspace for T. More specifically, we study operators with the following property: there
exists a masa D in B(H) such that for every projection P ∈ D, the space PH is almost-
invariant under the given operator. We show that every such operator can be written in
the form D + F where D is in the masa and F is of finite rank. Unlike in the setting of
the Johnson and Parrot result, the fact that the operator T has finite-rank commutators
TM − MT with every element M in the masa (and not just with the projections P in
the masa) is part of the conclusion of our result, not of the hypothesis. In the case of a
continuous masa, this decomposition is unique. We also study norm-closed algebras of
operators leaving all spaces of the form PH (for P in a masa D) almost-invariant. We
show that every such algebra is contained in D + Fk(H) for some k ∈ N, where Fk(H)
denotes the set of operator on H of rank at most k. We use these results to show that if
an operator on H leaves every half-space of H almost-invariant then it can be written as
λI + F for some scalar λ and finite-rank operator F.
In the last section of the paper, we introduce the notion of an almost-reducing subspace.
Recall that a space Y ⊆ H is reducing for a collection S of operators in B(H) if Y and Y⊥
are both invariant for each T ∈ S . We say that Y is almost-reducing for S if Y and Y⊥ are
each almost-invariant for S . We show that an analogue of our result from Section 3 for
almost-reducing subspaces does not hold. There exist norm-closed algebras with many
common almost-reducing subspaces that do not have common reducing subspaces. In
fact, one can find a singly generated norm-closed algebra with plenty of almost-reducing
half-spaces whose generator does not have reducing subspaces.
5Throughout this work, X , Y and Z will denote complex Banach spaces, while H,
K and L will be reserved for (complex) Hilbert spaces. We shall consistently use the
following notation: for X a Banach space, B(X ),K(X ),F(X ) and Fk(X ) are the algebras,
respectively, of all bounded operators, the compact operators, the finite-rank operators,
and those of finite-rank less than or equal to k for a given k ∈ N. For an operator T,
σ(T), σp(T) and rank T are, respectively, the spectrum of T, the point spectrum of T (i.e.
the set of eigenvalues of T), and the rank of T. For a subset S of X , S is the closure
of S in the norm topology, and if S = {xn}∞n=1 is a countable subset of S , then [xn]n is
the closed linear span of S . If {Yi : i ∈ I} is an arbitrary collection of subspaces of X ,
then
∨
i∈I Yi is their closed linear span. We call an operator P ∈ B(H) a projection if
P = P2 = P∗. An operator (on a Banach space) that only satisfies E = E2 will be referred
to as idempotent. Finally, if Y ⊆ X is a subspace, then codimX Y := dimX/Y . We shall
also use the notation codimY if the space X is understood.
The following (obvious) lemma will be used many times throughout the paper without
further reference.
1.5. Lemma. Let X be a Banach space, Y a complemented subspace of X and EY : X → X
be an idempotent with range Y . Then Y is almost-invariant under operator T on X if and
only if the operator (I − EY )TEY is of finite rank. Moreover, the defect of Y for T is equal to
rank
(
(I − EY )TEY
)
.
2. Existence of almost-invariant half-spaces for single operators
In this section we will establish the existence of almost-invariant half-spaces for several
classes of operators. The following lemma proves the simple fact that half-spaces exist in
all Banach spaces.
2.1. Lemma. Every infinite-dimensional Banach space contains a half-space.
Proof. Let (xn) be a basic sequence in X (see, e.g., [18, Theorem 1.a.5]). Put Y = [x2n]∞n=1.
We claim that Y is a half-space.
It is clear that dim Y = ∞. To see that codimY = ∞, observe first that (x2n) is also
a basic sequence, so that every member of Y can be written as ∑∞i=n anx2n. Since (xn) is
basic, Y contains no nonzero elements of form ∑mn=1 bnx2n−1, where m ∈ N. It follows
that codim[xn]Y = ∞. Hence, codimXY = ∞. 
We remind the reader that an operator T on a Banach space X is called triangularizable
if there is a chain C of subspaces of X that is maximal with respect to inclusion and has
the property that each member Y of C is T-invariant (see, e.g., [26, Definition 7.1.1]). We
point out that the maximality of the chain C implies that C is complete; that is, it is closed
under arbitrary intersections, as well as under closed spans of its members.
Our first goal is to show that all injective, triangularizable quasinilpotent operators
admit an almost-invariant half-space. We will start with two simple lemmas.
62.2. Lemma. Let (xn) be a sequence in a Banach space X . Then xn 6∈ [xk]k 6=n holds for all
n ∈ N if and only if xn 6∈ [xk]k>n holds for all n ∈ N.
Proof. The “only if” part of the lemma is trivial. Let us establish the “if” part. Let (xn) be
such that xn 6∈ [xk]k>n holds for all n ∈ N. Observe that the space span{xk}k<n + [xk]k>n
is dense in [xk]k 6=n. Since the sum of a finite-dimensional space and a closed space is again
closed, this shows that [xk]k 6=n = span{xk}k<n + [xk]k>n.
Suppose that xn ∈ [xk]k 6=n for some n ∈ N. Then we can write xn = a1x1 + · · · +
an−1xn−1 + u where u ∈ [xk]k>n. Put an = −1 and let i be the smallest number such
that ai 6= 0. Then xi = −
ai+1
ai
xi+1 − · · · −
an
ai
xn −
1
ai
u. This shows that xi ∈ [xk]k>i, a
contradiction. 
2.3. Lemma. Let T be a quasinilpotent operator on a Banach space X . If Z ⊆ Y are T-invariant
subspaces of X and dim(Y/Z) = 1 then TY ⊆ Z .
Proof. Write Y as a direct sum Y = Z ⊕ [y] for some y ∈ Y \ Z with ‖y‖ = 1. Let
E : Y → Y be the idempotent with range [y] and null space Z . If TY 6⊆ Z then there
exists a non-zero α ∈ C such that Ty = αy + z for some z ∈ Z . Then, since TZ ⊆ Z ,
we obtain ETny = αny, for all n ∈ N. However, this implies that ‖Tn‖ > 1‖E‖ ‖ET
n‖ >
1
‖E‖ |α|
n, so that the spectral radius r(T) of T satisfies the inequality r(T) > |α| > 0, a
contradiction. 
2.4. Theorem. Every triangularizable quasinilpotent injective operator T on a Banach space X
has an almost-invariant half-space.
Proof. Let C be a triangularizing chain of invariant subspaces for T. Clearly, we may
assume without loss of generality that no member of C is a half-space. Also, it follows
from the injectivity of T that C has no elements having finite dimension, as the restriction
of T to such a subspace would be nilpotent, thereby contradicting the injectivity of T.
Therefore, every member of C is of finite codimension in X .
Following [26, Definition 7.1.6], for each Y ∈ C, we define Y− =
∨
{Z ∈ C : Z ⊆
Y ,Z 6= Y}. It follows from maximality of C that for each Y ∈ C, either Y− = Y or
dim(Y/Y−) = 1 (see [26, Theorem 7.1.9(iii)]). However, the condition Y− = Y implies
that C contains members having infinite codimension in X . So, dim(Y/Y−) = 1 for all
Y ∈ C.
Let Y1 be an arbitrary nonzero element of C. Pick a non-zero vector e1 ∈ Y1 \ Y1−.
Denote e2 = Te1. By Lemma 2.3, e2 ∈ Y1−. Also, since kerT = {0}, e2 6= 0.
Let Y2 =
⋂
{Y ∈ C : e2 ∈ Y}. Since C is a complete chain, Y2 ∈ C. Clearly, Y2 6= {0}
and Y2 ( Y1. Also, Y2− 6= Y2. In particular, e2 ∈ Y2 \ Y2−.
Denote e3 = Te2. Again, e3 6= 0 and e3 ∈ Y2−. Put Y3 =
⋂
{Y ∈ C : e3 ∈ Y}. Then
Y3 ∈ C is such that Y3 6= {0}, Y3 ( Y2, and e3 ∈ Y3 \ Y3−.
Continuing inductively, we obtain a strictly decreasing chain of subspaces Y1 ) Y2 )
Y3 ) Y4 ) . . . in C such that if ek = T
k−1e1 then ek ∈ Yk \ Yk+1. The sequence (ek), in
particular, satisfies the condition that ei 6∈ [ej]j>i for all i ∈ N. By Lemma 2.2, ei 6∈ [ej]j 6=i
for all i ∈ N. It follows from Theorem 1.2 that T has an almost-invariant half-space. 
7If the underlying Banach space in Theorem 2.4 is reflexive then we can drop the injec-
tivity assumption from the hypothesis of the theorem.
2.5. Theorem. Every triangularizable quasinilpotent operator on a reflexive Banach space has
an almost-invariant half-space.
Proof. Let T ∈ B(X ) be a triangularizable quasinilpotent operator. Clearly, we may as-
sume that the nullity of T is finite, for otherwise, any half-space of ker T is an invariant
half-space for T. First, we will show that, without loss of generality, we may assume that
T has dense range.
Denote Yn = TnX , Y0 = X . Since each Yn is T-invariant, we may assume that each Yn
is of finite codimension in X . Write X = Y1 ⊕ Z for some finite-dimensional space Z .
We have:
Y2 = T2X = TY1, so
Y1 = TX = TY1 + TZ = TY1 + TZ = Y2 + TZ ,
since TZ is finite-dimensional. Similarly, we get
Yn = Yn+1 + T
nZ
for all n ∈ N.
Now write the space TnZ as Wn1 ⊕Wn2 where Wn1 ⊆ Yn+1 and Wn2 ∩ Yn+1 = {0}.
Then Tn+1Z = T(Wn1 ⊕Wn2) = TWn1 + TWn2, with TWn1 ⊆ Yn+2. It follows that
codimYnYn+1 is a decreasing sequence. Hence, it must stabilize at some n. Restricting
T to Yn, we may assume without loss of generality that this happens for n = 1. Thus
Yn = Yn+1 ⊕ T
nZ , dim TnZ = dim Z
for all n ∈ N.
If Z = 0, then T has dense range. Otherwise, pick a non-zero z ∈ Z . Then Tnz ∈
TnZ ⊆ Yn \ Yn+1. It follows that the sequence (T
nz)n>1 has the property that T
nz 6∈
[Tiz]i>n. Since T is quasinilpotent, we get by Lemma 2.2, Theorem 1.2 and Remark 1.3
that T has an almost-invariant half-space.
So, we may assume that T has dense range. Then, clearly, T∗ is injective and quasinilpo-
tent. Also, if (Mα) is a triangularizing chain for T then (M⊥α ) is a triangularizing chain
for T∗. Thus, T∗ is triangularizable. By Theorem 2.4, T∗ has an almost-invariant half-
space. Hence, by [2, Proposition 1.7], so does T = T∗∗. 
2.6. Remark. The affirmative answer to the Invariant Subspace Problem for quasinilpo-
tent operators on Hilbert spaces would imply that every quasiniplotent operator in B(H)
is triangularizable. Hence, Theorem 2.5 shows that, when we restrict our attention to
the quasinilpotent operators on Hilbert spaces, the problem of the existence of almost-
invariant half-spaces is a weakening of the Invariant Subspace Problem. The same remark
can be made about the reflexive spaces.
Our next goal is finding almost-invariant half-spaces for polynomially compact oper-
ators. Recall that an operator T is called polynomially compact if there is a non-zero
polynomial p such that p(T) is compact.
82.7. Lemma. Let T be an operator on an infinite-dimensional Banach space X . If σ(T) has
infinitely many connected components then T has an invariant half-space.
Proof. The set σ(T)must contain infinitely many connected components that are relatively
open sets in σ(T). Denote all such components by {σn}∞n=1. For each n ∈ N, there is a
Riesz projection for σn, that is, an idempotent En such that EnT = TEn, σ(TEn|EnX ) = σn,
and σ(T(I − En)|(I−En)X ) = σ(T) \ σn. Observe that, since σ(T) \ σn is infinite for each n,
(I − En)X is infinite-dimensional for each n. As such, if EnX is infinite-dimensional for
some n, then EnX is a T-invariant half-space.
Thus we may assume that EnX is finite-dimensional for each n ∈ N. It follows that
each σn is a singleton, σn = {λn}, and λn is an eigenvalue.
For each λn, pick a non-zero vector xn such that Txn = λnxn. Define Y = [x2n]∞n=1. We
claim that Y is a T-invariant half-space.
The T-invariance is obvious. Also, Y is clearly infinite-dimensional. We need to prove
that codimY = ∞.
Let m ∈ N be arbitrary. Let F be a Riesz projection corresponding to σ1 ∪ σ3 ∪ · · · ∪
σ2m−1. We claim that Y ⊆ (I − F)X .
Clearly, it is enough to prove that each x2n belongs to (I − F)X . Denote X1 = FX ,
X2 = (I − F)X , T1 = TX1 , T2 = TX2 , so that X = X1 ⊕ X2 and T = T1 ⊕ T2. Write
x2n as (x
(1)
2n , x
(2)
2n ), relative to this decomposition of X . Then Tx2n =
(
T1x
(1)
2n , T2x
(2)
2n
)
=
λ2n
(
x
(1)
2n , x
(2)
2n
)
. Since λ2n is not in the spectrum of T1, x
(1)
2n = 0. It follows that x2n ∈ X2.
Since m ∈ N was arbitrary, this shows that Y is a half-space. 
2.8. Remark. The half-space constructed in Lemma 2.7 is spanned by the eigenvectors
corresponding to even-numbered isolated eigenvalues of T. It should be noted that if
we drop the condition that the eigenvalues are isolated, the construction may not work.
For example, let T be the backward shift on ℓ2. Every element of the open unit disk
is an eigenvalue for T. For each λ in the open unit disk, let xλ = (λ,λ
2,λ3, . . . ), so
that Txλ = λxλ. Then for any subset Λ of the open unit disk having an accumulation
point also in the open unit disk, the span of {xλ : λ ∈ Λ} is dense in ℓ2. Indeed,
let Y =
∨
{xλ : λ ∈ Λ}. Let y = (y1, y2, y3, . . . ) ∈ Y
⊥ be arbitrary. Consider the
function f (z) = ∑∞i=1 yiz
i, which is analytic in the unit disk. For each λ ∈ Λ, we have
f (λ) = ∑∞i=1 yiλ
i = 〈xλ, y〉 = 0. Thus, the set of zeros of f is infinite, with an accumulation
point in the interior of the unit disk. Therefore, f and, hence, y must be equal to zero.
2.9. Remark. It follows from Lemma 2.7 that, when looking to prove the existence of
almost-invariant half-spaces for an operator T, one may assume that the spectrum of T
is connected. Indeed, assume σ(T) is not connected. By Lemma 2.7, we may assume
that σ(T) = σ1 ∪ σ2 ∪ · · · ∪ σn where each σi is connected. For each i = 1, . . . , n, consider
a Riesz projection Ei corresponding to σi. That is, EiT = TEi, σ(TPi|EiX ) = σi, and
E1 + E2 + · · · + En = I. Denote by Xi the subspace EiX . It is clear that we may assume
without loss of generality that only one of Xi’s, say, X1, is infinite-dimensional. Consider
the operator S = E1TE1 ∈ B(X1). If S has an almost-invariant half-space then so does
T. Conversely, if Y ⊆ X is a T-almost-invariant half-space then Y ∩ X1 is an S-almost-
invariant half-space.
92.10. Remark. Note that the operator S in Remark 2.9 is triangularizable if T is triangu-
larizable.
2.11. Theorem. Every triangularizable operator T with countable spectrum acting on a reflexive
Banach space X has an almost-invariant half-space.
Proof. By Remarks 2.9 and 2.10, we may assume that σ(T) is a singleton. Subtracting a
scalar multiple of identity, we may assume that T is quasinilpotent. The statement of the
theorem now follows from Theorem 2.5. 
2.12. Corollary. Every polynomially compact operator on a reflexive Banach space X admits an
almost-invariant half-space.
Proof. Let T be the polynomially compact operator. If p is a polynomial such that p(T) ∈
K(X ) and pi : B(X ) → B(X )/K(X ) is the canonical quotient map, then p(pi(T)) = 0,
and so the essential spectrum σ(pi(T)) of T is finite. From this and the Putnam-Schechter
theorem (see [24] or [5, Theorem 6.8]), it follows that the spectrum of T consists of count-
ably many points, and the finitely many elements of σ(pi(T)) are the only possible accu-
mulation points of σ(T). Since every polynomially compact operator is triangularizable
(see [3, 12]), it follows from Theorem 2.11 that T has an almost-invariant half-space. 
2.13. Remark. In view of Theorem 2.12 and the well-known theorem of Lomonosov
(see [19]; see also, e.g., [1, Theorem 10.19]) that all operators commuting with a non-zero
compact operator have hyperinvariant subspaces, one may ask if compact operators al-
ways admit almost hyperinvariant half-spaces, that is, half-spaces which are almost-invariant
under all operators commuting with a given compact operator. This question has a nega-
tive answer. Indeed, let D be a Donoghue operator (see the Introduction for the definition
and properties of Donoghue operators). Observe that D is compact. If D had an almost
hyperinvariant half-space then this half-space would be almost-invariant for the norm-
closed algebra A generated by D. However, it follows from [23, Theorem 3.6] that A has
no almost-invariant half-spaces.
For the remainder of this section, we shall restrict our attention to separable Hilbert
spaces.
Given the results of this section, it makes sense to pose the following question: does
every triangularizable operator admit an almost-invariant half-space?
We will consider a special case of triangularizable operators: bitriangular operators.
Recall that an operator T on a separable Hilbert space H triangular if it has an upper
triangular matrix with respect to some orthonormal basis indexed by the natural numbers.
That is, there exists an orthonormal basis (en)∞n=1 for H such that 〈Tej, ei〉 = 0 whenever
i > j. We refer the reader to [14, Chapter 3], [7] and [15] for more information about the
triangular operators. The operator T is called bitriangular if both T and T∗ are triangular,
perhaps with respect to different orthonormal bases.
We will use some definitions and notations from [7]. For an operator A ∈ B(H) and an
integer k > 1, denote by ker(A, k) the space ker Ak⊖ker Ak−1. By nul(A, k) we will denote
the dimension of ker(A, k), and finally, the symbol α(A, k) will stand for the difference
nul(A, k)− nul(A, k+ 1). Here the difference ∞−∞ is considered to be ∞.
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Observe that if T is an operator acting on a finite-dimensional space, the number
nul(T − λ, k) counts the number of Jordan blocks corresponding to λ of size at least k,
while the number α(T − λ, k) counts the number of blocks for λ of size exactly k. This
motivates the following definition from [7]: if T ∈ B(H), the canonical Jordan model for
T is defined as
J(T) =
⊕
λ∈σp(T)
J(T,λ) =
⊕
λ∈σp(T)
⊕
k>1
(λIk + Jk)
(α(T−λ,k)).
Here Ik is the identity k× k-matrix and Jk is the nilpotent k× k-matrix
Jk =


0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
0 0 0 . . . 0

 ,
and the symbol A(j) means the direct sum of j copies of the operator A. The direct sum
is taken in the Hilbert space sense: the underlying space is a Hilbert space direct sum of
the corresponding summands (in particular, each summand is orthogonal to any other
summand).
Recall that an operator A ∈ B(H) is called a quasiaffinity if A is injective and has
dense range. Two operators T and S in B(H) are called quasisimilar if there exist two
quasiaffinities A and B such that AT = SA and TB = BS. It is known (see [16]) that
quasisimilarity preserves the existence of hyperinvariant subspaces. However, it may not
preserve the structure of the lattice of hyperinvariant subspaces (see [13]). It is not known
whether or not quasisimilarity preserves the existence of invariant subspaces.
The following statement about bitriangular operators is the main result of [7].
2.14. Theorem. [7, Theorem 4.6] Every bitriangular operator is quasisimilar to its canonical
Jordan model.
We are now ready to state our result about bitrangular operators.
2.15. Theorem. If T is a bitriangular operator then either T can be written as λI + F where F
is a finite rank operator or T has a hyperinvariant half-space. In particular, T has an invariant
half-space.
Proof. Let T be a bitriangular operator that cannot be written in the form λI + F where F
is a finite rank operator. Following [7, Lemma 4.5], for a subset Γ ⊆ C, set
H(T, Γ) =
∨
{ker(T − λ)k : λ ∈ Γ, k ∈ N}.
Since T is bitriangular, the point spectrum σp(T) is non-empty and countable (see [7,
Theorem 3.1]). Write σp(T) as a (perhaps finite) sequence of distinct complex numbers
λ1,λ2,λ3 . . . . For each n, define
Tn =
⊕
k>1
(λn Ik + Jk)
(α(T−λn,k)).
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The canonical Jordan model of T is J(T) =
⊕
n Tn. By Theorem 2.14, T is quasisimilar to
J(T). Fix two quasiaffinities A and B such that AT = J(T)A and TB = BJ(T).
Notice that the point spectrum of each summand in J(T) is a singleton: σp(Tn) = {λn}.
Assume first that σp(T) is infinite. Consider Γ = {λ2n}∞n=1. By [7, Lemma 4.5], the
spaces H(T, Γ) and H(T,C \ Γ) are T-hyperinvariant, H = H(T, Γ) ∨ H(T,C \ Γ) and
H(T, Γ) ∩H(T,C \ Γ) = {0}. Also, AH(T, Γ) = H(J(T), Γ). It is clear that H(J(T), Γ) is
infinite-dimensional. Therefore, so is H(T, Γ).
Analogously, the space H(T,C \ Γ) is infinite-dimensional, too. It follows that H(T, Γ)
is a T-hyperinvariant half-space.
Assume now that σp(T) is finite: σp(T) = {λ1, . . . ,λn}. Abbreviate H(T, {λi}) as
H(T,λi). Then H = H(T,λ1) ∨ · · · ∨ H(T,λn), where each H(T,λi) is T-hyperinvariant,
and each pair of the summands in this decomposition has trivial intersection. If there are
two indices i 6= j such that dim
(
H(T,λi)
)
= dim
(
H(T,λi)
)
= ∞, then either of them is
a T-hyperinvariant half-space.
Observe that if all of H(T,λi) is finite-dimensional then J(T) is finite rank. Hence,
by injectivity of A, we can conclude that T is finite rank, too. Therefore, we may assume
without loss of generality that exactly one of theH(T,λi), i > 1 – sayH(T,λ1) – is infinite-
dimensional. It follows from [7, Lemma 2.3] and [15, Proposition 2.9] that T|H(T,λ1) is
a bitriangular operator. Therefore, we may assume that the point spectrum of T is a
singleton.
Denote this unique element of σp(T) by λ. Since scalar perturbations do not change
hyperinvariant subspaces, we may assume that λ = 0. Also, since J(T) is not finite
rank, it must have infinitely many blocks of size > 2. In particular, J(T) acts on an
infinite-dimensional space and has infinite-dimensional kernel. By injectivity of B, kerT
is infinite-dimensional, too. By [7, Proposition 3.2], H =
∨
k>1 kerT
k. It follows from the
definition of J(T) that if ker T were finite codimensional, J(T) would have only finitely
many blocks of size > 2, a contradiction. Since we assumed that T is not finite-rank at
the outset, ker T is a half-space, which is easily seen to be hyperinvariant for T. 
3. Operator algebras with common almost-invariant half-spaces
3.1. Our goal in this section is to show that if A is a norm-closed algebra of operators
on a Banach space X , and if Y is an almost-invariant subspace for A, then A admits an
invariant subspace. We begin with a Lemma which will also be useful in the next section.
3.2. Lemma. Let X and Y be Banach spaces. Suppose that T =
[
A X
C B
]
∈ B(X ⊕ Y). If
κ ∈ N and rank T = rankC = κ < ∞, then X is uniquely determined by A,C and B. If, in
addition, C is invertible (which can only happen when dim(X ⊕ Y) < ∞), then X = AC−1B.
Proof. Since C : X → Y has rank κ < ∞, W1 := ranC is topologically complemented in
Y . Thus we may decompose Y =W1⊕W2 for some closed subspaceW2 of Y . Similarly,
V2 := ker C is finite-codimensional in X , and so we may decompose X = V1 ⊕ V2 for
some closed subspace V1 of X . With respect to these decompositions of X and Y , we may
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then write
C =
(V1 V2
W1 C0 0
W2 0 0
)
,
where C0 is invertible. From rank considerations, it then follows that T must be of the
form:
T =


∗ 0
∗ 0
∗ ∗
∗ ∗
− −− −−−
C0 0
0 0
∗ ∗
0 0


relative to the decomposition X ⊕Y = V1 ⊕ V2 ⊕W1 ⊕W2.
Let E0 : W1 → V1 denote the inverse of C0, so that E0C0 = I|V1 and C0E0 = I|W1 . We
can extend E0 to a continuous linear map
E =
[
E0 0
0 0
]
,
with the block-matrix decomposition corresponding to that of an operator from Y =
W1 ⊕W2 to X = V1 ⊕ V2. Then EC ∈ B(X ) is simply the projection of X onto V1, and
the operator matrix for T above shows that AEC = A. From this we conclude that[
IX −AE
0 IY
] [
A X
C B
]
=
[
0 X − AEB
C B
]
.
Since the operator
[
IX −AE
0 IY
]
is clearly invertible, it preserves rank. But
rankC = κ = rank
[
0 X − AEB
C B
]
then implies that X − AEB = 0. Since E is clearly uniquely determined by C, the state-
ment of the Lemma is proven.
✷
The following theorem is the main result of this section.
3.3. Theorem. Let X be a Banach space and A ⊆ B(X ) be a norm-closed algebra of operators.
Suppose that Y is a closed, topologically complemented half-space of X and that for each T ∈ A,
there exists a finite-dimensional subspaceMT of X so that TY ⊆ (Y +MT). Then A admits an
invariant half-space L. Moreover, there exists a finite-dimensional subspace F of X so that L is a
finite-codimensional subspace of Y +F .
Remark. Informally, one could think of L as lying “within a finite-dimensional subspace”
of Y .
Proof. Clearly we may assume without loss of generality that A is unital. Let E : X → X
be a continuous idempotent map with range equal to Y . The kernel Z of E (equal to the
range of I − E) serves as a topological complement to Y .
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Consider the set S := {(I − E)TE : T ∈ A} as a subspace of B(Y ,Z). Observe that by
Theorem 2.7 of [23], there exists 1 6 κ < ∞ such that
max
T∈A
rank
(
(I − E)TE
)
= κ.
Fix an element T ∈ A such that rank((I − E)TE) = κ.
Write T =
[
T1 T2
T3 T4
]
relative to the decomposition X = Y ⊕ Z , so that T3 =
(I − E) T E|EX . Now W1 := ran T3 is a finite-dimensional subspace of Z , and hence
is complemented in that space, say Z = W1 ⊕W2. Similarly, V1 := ker T3 is a finite-
codimensional subspace of Y , and thus is complemented there, say Y = V1 ⊕ V2. With
respect to these decompositions, we may write
T3 =
(V1 V2
W1 0 T32
W2 0 0
)
.
Furthermore, T32 is an injective map from V2 onto W1, and thus is an invertible element
of B(V2,W1). We claim that S ∈ S implies that SV1 ⊆ W1.
Let L ∈ S , and write
L =
(V1 V2
W1 L1 L2
W2 L3 L4
)
.
Then, for all α ∈ C, L+ αT3 ∈ S , and thus rank(L+ αT3) 6 κ. In fact, this has rank equal
to rank T32 = κ for all but finitely many values of α, since rank (L2 + αT32) = κ for all but
finitely many values of α ∈ C. By Lemma 3.2, for all but finitely many values of α,
L3 = L4(L2 + αT32)
−1L1.
By letting the absolute value of α tend to infinity, we see that ‖(L2 + αT32)−1‖ tends to
zero, and thus L3 tends to zero. But ‖L3‖ is constant, a contradiction unless L3 = 0. This
proves the claim.
This allows us to write each element of the algebra A in the form


V1 V2 W1 W2
V1 ∗ ∗ ∗ ∗
V2 ∗ ∗ ∗ ∗
W1 ∗ ∗ ∗ ∗
W2 0 ∗ ∗ ∗

.
Now consider the space L := AV1 ⊆ X . Clearly, L is A-invariant. Also, since A is
unital, V1 ⊆ L, so that L is infinite-dimensional. On the other hand, it follows from the
above matrix form of operators in A and the fact that the space Y ⊕W1 is closed that
L = A(V1) ⊆ V1 ⊕ V2 ⊕W1 = Y ⊕W1. Since X = Y ⊕W1 ⊕W2 and dimW2 = ∞, the
space L is of infinite codimension. Therefore, L is a half-space. The final statement of the
theorem is easy to verify.
✷
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The next Corollary follows from Theorem 3.3 and the fact that every closed subspace
of a Hilbert space is topologically complemented. Observe that the Corollary applies, in
particular, to any C∗-subalgebra of B(H), whose invariant half-spaces are automatically
reducing.
3.4. Corollary. Let A ⊆ B(H) be a norm-closed algebra of operators on H. Let Y be a closed
half-space of H and suppose that for each T ∈ A, there exists a finite-dimensional subspace MT
of H so that TY ⊆ Y +MT. Then A admits an invariant half-space.
4. almost-invariant subspaces in masas
4.1. Let us first establish some notation that will be used throughout this section. By H
we shall denote a separable Hilbert space, and D ⊆ B(H) will denote a maximal abelian,
selfadjoint subalgebra (i.e. a masa) of B(H).
If (X,Σ, µ) is a measure space andH = L2(X, µ), then the separability ofH implies that
µ is σ-finite. Moreover, the setD = {M f : f ∈ L
∞(X, µ)}, where M f : L
2(X, µ)→ L2(X, µ)
is the operator M f g = f g, is a masa in B(L
2(X, µ)). As is well-known, given any masa D
in B(H), there exists a measure space (X, µ) so that H is unitarily equivalent to L2(X, µ)
and D is unitarily equivalent to the masa {M f : f ∈ L
∞(X, µ)} defined above.
For E ⊆ X a measurable set, Ec will denote the complement of E in X, and the projec-
tion
L2(X, µ) → L2(X, µ)
f 7→ χE · f ,
will be denoted by PE. Also, if f , g ∈ L
2(X, µ) then the rank-one operator h 7→ 〈h, g〉 f in
B(L2(X, µ)) will be denoted by f ⊗ g∗.
Let D ⊆ B(H) be a masa. We shall denote by P(D) the set of orthogonal projections
in D. Suppose that D ∈ D and that F ∈ F(H) has rank n < ∞. Let T = D+ F. It is clear
that if P ∈ P(D), then
rank (TP− PTP) = rank(I − P)FP 6 n < ∞.
Our goal in this section is to provide a converse to this result. More specifically, wiith
D ⊆ B(H) a masa as above, suppose that T ∈ B(H) is such that every projection P ∈
P(D) is almost-invariant for T. We will show that this implies that T = D+ F for some
D ∈ D and F ∈ F(H).
We begin with a technical lemma.
4.2. Lemma. Let (X,Σ, µ) be a measure space. Suppose that E ∈ Σ, T ∈ B(L2(X, µ)),
and f1, . . . , fn ∈ L
2(X, µ) are such that the set {PEcTPE fk}
n
k=1 is linearly independent. Then
there exists ε > 0 such that for all A ⊆ Ec and B ⊆ E in Σ with µ(A), µ(B) < ε, the set
{PEc\ATPE\B fk}
n
k=1 is linearly independent.
Proof. Denote the space span{ f1, . . . , fn} by M. Assume that there are sequences (Ak),
(Bk) of measurable sets such that µ(Ak), µ(Bk)→ 0 and rank(PEc\AkTPE\Bk |M) 6 n − 1.
Observe that the sequence (PEc\AkTPE\Bk) converges to PEcTPE in the strong operator
topology. In particular, PEc\AkTPE\Bk |M
SOT
−→ PEcTPE|M. However,M is finite-dimensional,
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hence PEc\AkTPE\Bk |M
‖·‖
−→ PEcTPE|M. It follows from the lower semicontinuity of the rank
that rank(PEcTPE|M) 6 n− 1, contrary to the assumptions of the lemma. 
4.3. As pointed out above, a necessary condition for an operator T to be expressible in
the form T = D+ F with D ∈ D and F a finite-rank operator is the existence of an integer
n (which may be chosen to be rank F) so that
sup
P∈P(D)
rank (I − P)TP 6 n < ∞.
Our first goal therefore is to show that such an integer always exists.
4.4. Theorem. Let D be a masa in B(H) and T ∈ B(H). Suppose that for every projection
P ∈ D onto a half-space YP, the space YP is almost-invariant under T. Then there exists κ ∈ N
such that rank(TP− PTP) 6 κ for all projections P ∈ D (including the projections onto finite-
dimensional or finite-codimensional subspaces).
Proof. Let us choose a measure space (X,Σ, µ) such that B(H) = L2(X, µ) and D =
{M f : f ∈ L
∞(X, µ)} is the set of multiplication operators on L2(X, µ). We may next
decompose L2(X, µ) = L2(Xd, µd) ⊕ L
2(Xc, µc) where the measure µd is purely atomic
and µc is atomless. Relative to this decomposition of B(H), T can be written in the matrix
form [
T1 T2
F T4
]
,
where rank(F) < ∞ (and rank T2 < ∞, though we shall not need this). The above
decomposition of L2(X, µ) induces a decomposition of the algebra D as D = Dd +
Dc, where Pd (resp. Pc) is the orthogonal projection of L
2(X, µ) onto L2(Xd, µd) (resp.
L2(Xc, µc)), Dd = PdD and Dc = PcD. If we can show that there are κ1, κ2 ∈ N such that
rank(T1P− PT1P) 6 κ1 and rank(T4Q−QT4Q) 6 κ2 for all projections P ∈ L
2(X, µd) and
Q ∈ L2(X, µc), then κ = κ1 + κ2 + rank(F) will satisfy the conclusion of the theorem. So,
we may assume without loss of generality that µ is either purely atomic or atomless. We
consider three cases.
Case 1: H = L2(X, µ) where µ is an atomless, finite measure.
Suppose that {rank(TPE − PETPE) : E measurable} is unbounded. In particular, there
exists a measurable set E1 such that PEc1TPE1 6= 0. That is, there exists f11 ∈ H such that
supp f11 ⊆ E1 and PEc1T f11 6= 0.
Observe that, since µ is finite and atomless, the condition of unboundedness of the set
{rank(TPE − PETPE) : E measurable} implies that, given N ∈ N and ε > 0 there exist
F,G ∈ Σ such that F ∩ G = ∅, µ(F), µ(G) < ε, and rank(PFTPG) > N.
Put Q1 = E1. By Lemma 4.2, there exists ε1 > 0 such that PQc1\ATPQ1\B f11 6= 0 for
all measurable sets A and B satisfying µ(A), µ(B) < ε1. By the observation above, we
can find disjoint sets E2 and F2 such that µ(E2), µ(F2) <
ε1
2 and rank(PF2TPE2) > 2. That
is, there are f21 and f22 in H such that supp f21, supp f22 ⊆ E2 and {PF2T f21, PF2T f22} is
linearly independent.
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Put Q2 = (Q1 ∪ E2) \ F2. Then E2 ⊆ Q2 and F2 ⊆ Q
c
2, hence the set {PQc2TPQ2 f2i}
2
i=1
is linearly independent. By Lemma 4.2, there exists 0 < ε2 <
ε1
2 such that the set
{PQc2\ATPQ2\B f2i}
2
i=1 is linearly independent for all measurable sets A and B satisfying
µ(A), µ(B) < ε2. Again, fix disjoint sets E3 and F3 such that µ(E3), µ(F3) <
ε2
2 and
rank(PF3TPE3) > 3. There exist f31, f32, and f33 such that supp f3i ⊆ E3 for i = 1, 2, 3 and
the set {PF3T f3i}
3
i=1 is linearly independent.
Continue this process indefinitely. On the n-th step, use Lemma 4.2 to find 0 < εn−1 <
εn−2
2 such that the set {PQcn−1\ATPQn−1\B fn−1,i}
n−1
i=1 is linearly independent whenever A and
B are such that µ(A), µ(B) < εn−1. Fix disjoint sets En and Fn such that µ(En), µ(Fn) <
εn−1
2 and rank(PFnTPEn) > n; then there are { fni}
n
i=1 such that supp fni ⊆ En for all i =
1, 2, . . . , n, and the set {PFnT fni}
n
i=1 is linearly independent. Finally, define Qn = (Qn−1 ∪
En) \ Fn.
Observe that, since En ∩ Fn = ∅ for all n, we have Qn = ∪nk=1
(
Ek \ (∪
n
i=k+1Fi)
)
, n ∈ N.
Put Q = ∪∞k=1
(
Ek \ (∪
∞
i=k+1Fi)
)
. We will prove that PQ is a projection onto a half-space
that is not T-almost-invariant.
Indeed, let us show that, for each n ∈ N, the set {PQcTPQ fni}
n
i=1 is linearly inde-
pendent. Observe that one can write Q = (Qn ∪ An) \ Bn where An ⊆ ∪∞k=n+1Ek and
Bn ⊆ ∪∞k=n+1Fk. In particular, µ(An), µ(Bn) < ∑
∞
k=n+1
εk−1
2 . The choice of εn guarantees
εm 6
εm−k
2k
for all 1 6 k 6 m − 1 and m ∈ N. Therefore µ(An), µ(Bn) < εn. It follows
that the set {PQcn\AnTPQn\Bn fni}
n
i=1 is linearly independent. Since supp fni ⊆ En ⊆ Qn for
all i, we have PQ fni = P(Qn∪An)\Bn fni = PQn\Bn fni. Hence, the inclusion Q
c
n \ An ⊆ Q
c im-
plies that the set {PQcTPQ fni}
n
i=1 is linearly independent, too. It follows that the operator
PQcTPQ is of infinite rank. In particular, PQ is a half-space, and PQ is not T-almost-
invariant.
Case 2. H = L2(X, µ) where µ is an atomless σ-finite measure.
Assume that the set {rank PEcTPE : E measurable} is unbounded. First, let us show
that for each N ∈ N and each set A of finite measure, there exist disjoint subsets E and F
of Ac such that µ(E), µ(F) < ∞ and rank(PFTPE) > N.
Indeed, represent T as
[
T1 T2
T3 T4
]
relative to the decomposition H = PA ⊕ PAc . By the
assumptions of the theorem, T2 and T3 are of finite rank. Also, by Case 1, there is κA such
that rank(PEcTPE) 6 κA for all measurable E ⊆ A. Pick a measurable set G such that
rank(PGcTPG) > N + rankT2 + rankT3 + κA. It follows from PGcTPG = PGc\AcTPG\A +
PGc\AcTPG\Ac + PGc\ATPG\A + PGc\ATPG\Ac that PGc\ATPG\A has rank at least N. Since
both Gc \ A and G \ A can be approximated by sets of finite measure, the existence of E
and F with required properties follows.
We will repeatedly use the above observation to construct a set E0 such that
rank(PEc0TPE0) = ∞. Pick disjoint sets E1 and F1 of finite measure such that PEc1TPE1 6= 0.
Next, pick disjoint sets E2, F2 ⊆ (E1 ∪ F1)
c of finite measure such that rank(PF2TPE2) > 2.
Continuing inductively, we construct two sequences (En) and (Fn) of sets of finite mea-
sure such that every member of either sequence is disjoint from all other members of
both sequences and rank(PFnTPEn) > n for all n ∈ N. Define E0 = ∪n∈NEn. Then
17
rank(PEc0TPE0) > rank(PFnTPEn) > n for all n ∈ N, so that PE0 is a projection onto a
halfspace that is not T-almost-invariant.
Case 3. H = L2(X, µ) where µ is a purely atomic measure.
This case is proved by the same argument as Case 2. We simply approximate the
measurable sets by finite sets instead of sets of finite measure, then repeat the argument
almost verbatim. 
Before proceeding to the proof of the main result of this section, we pause for two
more technical lemmas. The thrust of the second of these lemmas is to show that if, in
the setting of a continuous measure space, an “off-diagonal corner” of an operator T has
rank κ, then we can compress that corner into as small a “subcorner” as we wish (in the
sense that both the range and initial space correspond to sets of small measure) and still
keep the rank of the compression as great as the rank of the original corner.
4.5. Lemma. Let κ > 1 be an integer. Suppose that Y is a subset of a continuous, σ-finite,
Borel measure space (X, µ), and that { f1, f2, ..., fκ} is a linearly independent family of measurable
functions from Y to C. Then for all ε > 0 there exists W ⊆ Y with 0 < µ(W) < ε such that
{ f1|W , f2|W , ..., fκ |W} is also a linearly independent set.
Proof. The proof will be by induction on κ. The case κ = 1 is clear, since any non-zero
function f1 must still be non-zero on a set of arbitrarily small measure. (The measure is
continuous!)
Assume that the result holds for κ − 1. We shall prove that it holds for κ. Indeed,
suppose otherwise. Then there exists ε > 0 such that for all W ⊆ Y with µ(W) < ε, the
set
{ f1|W , f2|W , ..., fκ |W}
is linearly dependent. Use the induction hypothesis to choose W0 ⊆ Y with µ(W0) <
ε
2
such that { f1|W0 , f2|W0 , ..., fκ−1|W0} is linearly independent. Since { f1|W0 , f2|W0 , ..., fκ |W0} is
linearly dependent, there exist unique λ1,λ2, ...,λκ−1 ∈ C so that
fκ |W0 = λ1 f1|W0 + λ2 f2|W0 + · · ·+ λκ−1 fκ−1|W0 .
If W1 ⊆ Y and µ(W1) 6
ε
2 , then
{ f1|W0∪W1 , f2|W0∪W1 , ..., fκ|W0∪W1}
is linearly dependent. Thus some linear combination of these functions must be zero. By
restricting to the subset W0 of W0 ∪W1, we see that the only possible linear combination
which does this is:
λ1 f1|W0∪W1 + λ2 f2|W0∪W1 + · · ·+ λκ−1 fκ−1|W0∪W1 − fκ |W0∪W1 = 0.
Now, since µ is σ-finite, we can write Y = ∪αWα with µ(Wα) <
ε
2 for all α. But then
λ1 f1|Y + λ2 f2|Y + · · ·+ λκ−1 fκ−1|Y − fκ |Y = 0,
a contradiction.
✷
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4.6. Lemma. Let µ be a continuous, σ-finite Borel measure on a measure space X. Suppose that
D = {M f : f ∈ L
∞(X, µ)} is a masa acting on H = L2(X, µ), Z0 ⊆ X is a measurable set, and
P0 := PZ0 ∈ D is a projection for which
rank (P⊥0 TP0) = κ < ∞.
Then for each m > 1, there exist Ym,Zm ⊆ X measurable subsets satisfying
(i) max{µ(Ym), µ(Zm)} <
1
m ;
(ii) Ym+1 ⊆ Ym ⊆ Z
c
0, Zm+1 ⊆ Zm ⊆ Z0 for all m > 1;
for which
rank (PYmTPZm) = κ.
Proof. Since rank(P⊥0 TP0) = κ, there exist linearly independent functions f1, f2, ..., fκ :
Zc0 → C and linearly independent functions g1, g2, ..., gκ : Z0 → C such that
P⊥0 TP0 =
κ
∑
j=1
f j ⊗ g
∗
j .
By Lemma 4.5, we can find Y1 ⊆ Z
c
0 and Z1 ⊆ Z0 measurable so that
max{µ(Y1), µ(Z1)} < 1 and both { f1|Y1 , f2|Y1 , ..., fκ|Y1} and {g1|Z1 , g2|Z1 , ..., gκ|Z1} are lin-
early independent. Then
Pz1TPY1 =
κ
∑
j=1
f j|Y1 ⊗ gj|Z1
∗
has rank κ. The result then follows from a routine induction argument.
✷
The following is the main result of this section.
4.7. Theorem. Let H be a separable Hilbert space and let D be a masa in B(H). Suppose
that T ∈ B(H) has the property that the range of every projection in D is almost-invariant
for T. Then there exists F ∈ F(H) and D ∈ D so that T = D + F. Furthermore, if κ =
sup{rank (I − P)TP : P ∈ P(D)} then κ < ∞ and
(a) If D is an atomic masa, then F may be chosen so that rank F 6 3κ.
(b) If D is a continuous masa, then F is uniquely determined and rank F 6 κ.
(c) For D a general masa, F may be chosen so that rank F 6 6κ.
Proof. First observe that by Theorem 4.4, κ = sup{rank (I − P)TP : P ∈ P(D)} < ∞ and
κ = max{rank (I − P)TP : P ∈ P(D)}.
(a) We begin with the case where D is a discrete masa. Let E := {ξα : α ∈ A} denote
the orthonormal basis for H corresponding to characteristic functions onto the atoms A
of the masa. Choose P0 ∈ D so that κ = rank (I − P0)TP0. It follows that the matrix of
(I − P0)TP0 relative to {ξα}α admits κ linearly independent columns. We shall relabel
the corresponding basis vectors as {e1, e2, ..., eκ}. In a similar way, we may find κ linearly
independent rows of (I − P0)TP0, and we may relabel the basis vectors corresponding to
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those rows as { f1, f2, ..., fκ}. (Observe that since P0 is obviously perpendicular to (I− P0),
it follows that {e1, e2, .., eκ} ∩ { f1, f2, ..., fκ} = ∅.)
Let us define He = span{ej}
κ
j=1, H f = span{ f j}
κ
j=1, and H1 = H⊖ (He ⊕H f ). We may
then write the matrix for T relative to H = He ⊕H1 ⊕H f as
T =

T1 T2 T3C B T6
T0 A T9

 .
Let Q denote the orthogonal projection of H onto He ⊕H1. Then
κ > rank (Q⊥TQ) = rank
[
T0 A
]
> rank T0 = κ.
It follows that A = T0W for some W ∈ B(H1,H f ). Similarly, C = XT0 for some X ∈
B(He,H1).
Let g ∈ E\{e1, e2, ..., eκ, f1, f2, ..., fκ}, and let R denote the orthogonal projection of H
onto span {g, f1, ..., fκ}
⊥. Then rank(R⊥TR) = κ, since T0 is a compression of R⊥TR. Let
H2 = H1 ⊖ Cg. Relative to the decomposition H = He ⊕H2 ⊕ Cg⊕H f , we may write
T =


T1 T2,1 T2,g T3
C1 B2,2 B2,g T6,1
C2 Bg,2 Bg,g T6,g
T0 A1 Ag T9

 .
Here, Bg,g = 〈Tg, g〉. Thus rank
[
C2 Bg,2
T0 A1
]
= κ = rank
[
T0 A1 Ag
]
.
In particular, this means that the column of Ag must be a linear combination of the
columns of T0. We can therefore choose a new entry zg ∈ C so that the column
[
zg
Ag
]
is precisely the same linear combination of the columns of
[
C2
T0
]
. In fact, by Lemma 3.2,
zg = C2T
−1
0 Ag, so that
∣∣zg∣∣ 6 ‖C2‖ · ‖T−10 ‖ · ‖Ag‖ 6 ‖T‖2 · ‖T−10 ‖. In particular, the
diagonal operator D1 = diag(Bg,g − zg) : g ∈ E\{e1, e2, ..., eκ, f1, f2, ..., fκ} is bounded. Set
D = 0⊕ D1⊕ 0 ∈ B(He ⊕H1 ⊕H f ), so that D ∈ D. It then follows that with
T− D =

T1 T2 T3C B− D1 T6
T0 A T9

 ,
every row of
[
C B− D1
]
is a linear combination of the rows of
[
T0 A
]
, so that
rank
[
C B− D1
T0 A
]
= κ.
Finally,
rank (T − D) 6 rank
[
C B− D1
T0 A
]
+ rank
[
T1 T2 T3
]
+ rank

 0T6
T9

 6 3κ.
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(That the ranks of the last two operators are each at most κ follows from the fact that the
range of the second operator is contained in span {e1, e2, ..., eκ}, while the domain of the
third operator is span { f1, f2, ..., fκ}.)
(b) Next we consider the case where the underlying measure space is atomless. Let Z0 ⊆
X be measurable and such that PZ0 ∈ D satisfies rank(P
⊥
Z0
TPZ0) = κ. Write P
⊥
Z0
TPZ0 =
∑
κ
j=1 f j ⊗ g
∗
j for some f j ∈ L
2(Zc0, µ), gj ∈ L
2(Z0, µ), 1 6 j 6 κ.
Consider Yn, Zn, n > 1 chosen as in Lemma 4.6. Then
rank(P⊥ZnTPZn) 6 κ = sup
P∈P(D)
rank(P⊥TP)
for all n > 1. On the other hand, PYnPZn = 0 implies that
κ = rank (PYnTPZn) 6 rank (P
⊥
ZnTPZn) 6 κ,
and hence rank (P⊥ZnTPZn) = κ.
This allows us to write P⊥ZnTPZn = ∑
κ
j=1 uj ⊗ v
∗
j where uj : Z
c
n → C, vj : Zn → C,
1 6 j 6 κ and each of {uj}
κ
j=1 and {vj}
κ
j=1 is linearly independent. But then
PYn(P
⊥
ZnTPZn) = PYnTPZn =
κ
∑
j=1
f j|Yn ⊗ (gj|Zn)
∗ =
κ
∑
j=1
uj ⊗ v
∗
j .
From this it follows that span {v1, v2, ..., vκ} = span {g1|Zn , g2|Zn , ..., gκ|Zn}. Hence we may
rewrite
P⊥ZnTPZn =
κ
∑
j=1
u
(n)
j ⊗ (gj|Zn)
∗
for some choice of u
(n)
j : Zn
c → C, {u
(n)
j }
κ
j=1 linearly independent. But then
κ
∑
j=1
u
(n)
j |Yn ⊗ (gj|Zn )
∗ =
κ
∑
j=1
f j|Yn ⊗ (gj|Zn)
∗
implies that u
(n)
j |Yn = f j|Yn .
Now, for m > n, we may write
P⊥ZmTPZm =
κ
∑
j=1
u
(m)
j ⊗ (gj|Zm )
∗.
Also, for m > n, observe that P⊥Zn(P
⊥
Zm
TPZm)PZm = P
⊥
Zn
(P⊥ZnTPZn)PZm , which implies that
κ
∑
j=1
u
(m)
j |Znc ⊗ (gj|Zm )
∗ =
κ
∑
j=1
u
(n)
j |Yn ⊗ (gj|Zm)
∗,
which in turn implies that u
(m)
j |Znc = u
(n)
j |Yn . This allows us to define uj : X → C by
x 7→ lim
n→∞
u
(n)
j (x),
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which is well-defined on X\ ∩∞n=1 Zn. Note that ∩
∞
n=1Zn has measure zero, so that uj is
defined almost everywhere on X.
Note that for any n > 1,
P⊥ZnTPZn =
κ
∑
j=1
uj|Znc ⊗ (gj|Zn)
∗.
In a similar manner, by considering PYnTP
⊥
Yn
, we can construct functions v1, v2, ..., vκ : X →
C so that
PYnTP
⊥
Yn
=
κ
∑
j=1
f j|PYnX ⊗ (vj|P⊥YnX
)∗ for all n > 1.
Now consider F = ∑κj=1 uj ⊗ v
∗
j . We claim that both {u1, u2, ..., uκ} and {v1, v2, ..., vκ} are
linearly independent sets. Indeed, since {uj|Yn}
κ
j=1 = { f j|Yn}
κ
j=1 is linearly independent,
so is {u1, u2, ..., uκ}; similarly {v1, v2, ..., vκ} is linearly independent. Hence rank F = κ.
Let D = T − F. We shall prove that D ∈ D by showing that D commutes with every
projection in D.
Let R ∈ P(D) be a projection satisfying PZn 6 R 6 PYcn . That is, R = PV for some
measurable set V satisfying Zn ⊆ V ⊆ Ycn. We have rank (R
⊥TR) 6 κ. Consider R⊥TR
as an operator from RH to R⊥H. Relative to the decomposition RH = PZnH⊕ (PV\ZnH)
and R⊥H = (PVc\YnH)⊕ PYnH, we may write
R⊥(P⊥ZnTPZn)|RH =
[
A 0
C 0
]
;
(PYnTP
⊥
Yn)|RH =
[
0 0
C B
]
;
PYnTPZn |RH =
[
0 0
C 0
]
; and
PVc\YnTPV\Zn |RH =
[
0 X
0 0
]
,
so that
(R⊥TR)|RH =
(
R⊥(P⊥ZnTPZn) + (PYnTP
⊥
Yn
)R− PYnTPZn + PVc\YnTPV\Zn
)
|RH
=
[
A X
C B
]
.
Since rank (T⊥TR)|RH = κ = rankC = rank (PYnTPZn)|RH, by Lemma 3.2, X is uniquely
determined by A, B and C. Observe that
R⊥P⊥ZnTPZn = R
⊥(
κ
∑
j=1
uj|Zcn ⊗ (vj|
∗
Zn),
PYnTP
⊥
Yn
= (
κ
∑
j=1
uj|Yn ⊗ (vj|Ycn)
∗)R, and
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PYnTPZn = (
κ
∑
j=1
uj|Yn ⊗ (vj|Zn)
∗)R.
But X = ∑κj=1 uj|Vc\Yn ⊗ (vj|V\Zn)
∗ is a particular choice which satisfies
rank
[
A X
C B
]
= rankC = κ,
for
R⊥TR =
κ
∑
j=1
uj|R⊥ ⊗ (vj|R)
∗
has rank κ by virtue of the fact that {uj|Yn}
κ
j=1, {vj|Zn}
κ
j=1 are linearly independent families.
Thus R⊥TR = R⊥FR for any projection R ∈ D with PZn 6 R 6 PYn .
Since µ(∩∞n=1Zn) = 0 = µ(∩
∞
n=1Yn), it follows that Q
⊥TQ = Q⊥FQ for all projections
Q ∈ D. But then
QD− DQ = Q(T − F)− (T − F)Q
= (QT − TQ)− (QF− FQ)
= (QTQ⊥ + QTQ)− (Q⊥TQ+ QTQ)− (QF− FQ)
= QFQ⊥ −Q⊥FQ−QF+ FQ
= −QFQ+ QFQ
= 0
for all projections Q ∈ D, whence D = T − F ∈ D, completing the proof in this setting.
Finally, let us show that the decomposition T = D + F is unique. Let D1,D2 ∈ D
and F1, F2 ∈ F(H) be such that T = D1 + F1 = D2 + F2. Then F1 − F2 = D2 − D1 ∈ D.
Since all non-zero multiplication operators have infinite rank, we have F1 = F2. But then
D1 = T − F1 = T − F2 = D2.
(c) Now consider the case of an arbitrary, σ-finite measure space (X, µ). We first partition
the space into its discrete and continuous parts (Xd, µd) and (Xc, µc) (where µd = µ|Xd
and µc = µ|Xc respectively) and consider the corresponding decomposition of the Hilbert
space:
H = L2(X, µ) = L2(Xd, µd)⊕ L
2(Xc, µc).
Let Pd (resp. Pc) denote the orthogonal projection of H onto H, and note that Pd, Pc ∈ D.
As such, this produces a decomposition of the masa D = Dd ⊕Dc. Relative to the above
decomposition of H, let us write T =
[
T1 T2
T3 T4
]
. It is not too difficult to see that the
condition that supP∈P(D) rank (P
⊥TP) = κ implies that
sup
P∈P(Dd)
Pd(P
⊥T1P)Pd 6 κ,
and
sup
P∈P(Dc)
Pc(P
⊥T4P)Pc 6 κ.
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Also, the estimates rank T2, rank T3 6 κ are clear.
From part (a), we may write T1 = D1 + F1 with T1 ∈ Dd, F1 ∈ B(L
2(Xd, µd)) and
rank F1 6 3κ. In a similar way, by part (b), there exist D4 ∈ Dc, F4 ∈ B(L
2(Xc, µc)) with
rank F4 6 κ so that T4 = D4 + F4.
Finally, T = D + F, where D = D1 ⊕ D4 ∈ D, and F =
[
F1 T2
T3 F4
]
satisfies rankF 6
rank F1 + rank T2 + rank T3 + rank F4 6 (3+ 1+ 1+ 1)κ = 6κ.
✷
4.8. Remark. It should be clear that in the case of a discrete masa, no uniqueness of
the decomposition T = D + F can be expected. Indeed, let, for example, D = ℓ∞ be a
masa in B(ℓ2) and T ∈ B(H) be arbitrary. By Theorem 4.7 we can find a decomposition
T = D + F with D ∈ D, F ∈ F(H). Put D1 = D + e1 ⊗ e
∗
1 and F1 = F − e1 ⊗ e
∗
1 ,
where e1 = (1, 0, 0, . . . ) is the first basic vector. It is clear that D1 ∈ D, F1 ∈ F(H), and
T = D1 + F1.
The following theorem is a version of [23, Theorem 2.7] in the context of masas.
4.9. Theorem. Suppose that A is a norm-closed algebra and that D ⊆ B(L2(X, µ)) is a masa.
Suppose also that for all projections P ∈ D and all A ∈ A we have that
rank (AP− PAP) < ∞.
Then there exists κ > 0 so that rank (AP− PAP) 6 κ for all A ∈ A and P ∈ P(D).
Proof. Let Ek := {T ∈ A : rank (I − P)TP 6 k for all P ∈ P(D)}. Since every member in
A is of the form D+ F for some D ∈ D and F ∈ F(H) by Theorem 4.7, it follows that
A = ∪∞k=1Ek.
We now claim that Ek is closed for each k > 1. To that end, let P ∈ P(D). If Tn =
Dn + Fn ∈ Ek and limn Tn = T ∈ A, then
(I − P)TP = lim
n
(I − P)TnP
= lim
n
(I − P)(Dn + Fn)P
= lim
n
(I − P)FnP.
But rank (I− P)FnP 6 k for all n > 1 implies by the lower-semicontinuity of the rank that
rank (I − P)TP 6 k, whence T ∈ Ek and Ek is closed.
By the Baire Category Theorem, we get that the interior of Ek is non-empty for some
k > 0. Choose such a k, and suppose that T0 = D0 + F0 lie in the interior of Ek. Then
Ek − T0 := {T − T0 : T ∈ Ek} contains a ball in A of positive radius centred at 0. But then
for all A ∈ A, there exists t > 0 so that tA ∈ Ek − T0. That is, tA = T1 − T0 for some
T1 ∈ Ek.
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Hence for all projections P ∈ D,
rank(I − P)AP = rank(I − P)tAP
= rank(I − P)(T1 − T0)P
6 rank(I − P)T1P+ rank(I − P)T0P
6 k+ k.
Setting κ = 2k completes the proof.
✷
4.10. Corollary. Let A ⊆ B(H) be a norm-closed algebra and D ⊆ B(H) be a masa such
that (I − P)TP ∈ F(H) for all T ∈ A and P ∈ P(D). Then there exists k ∈ N such that
A ⊆ D +Fk(H) where Fk(H) = {T ∈ B(H) : rankT 6 k}.
In the case of a continuous measure space, we are able to say more about the structure
of an algebra A satisfying the condition above. We need an auxiliary lemma.
4.11. Lemma. Suppose that L ⊆ Fk(H) is a linear subspace. Then there exist two invertible
operators S and T in B(H) and a projection P = P∗ = P2 ∈ B(H) of rank at most k such that
SLT ⊆ PB(H) + B(H)P.
Proof. Pick an operator A0 ∈ L of maximal rank. Let κ = rank (A0). There exist two
invertible operators S and T such that SA0T =
[
Iκ 0
0 0
]
. We claim that P =
[
Iκ 0
0 0
]
satisfies the conclusion of the lemma.
Indeed, let A ∈ L be arbitrary. Write SAT =
[
A11 A12
A21 A22
]
. It is enough to prove that
A22 = 0. For every scalar λ, we have S(A+ λA0)T =
[
λIκ + A11 A12
A21 A22
]
. The matrix λIκ +
A11 is invertible for all large enough λ, so that rank
[
λIκ + A11 A12
A21 A22
]
= rank (λIκ + A11)
for large λ. By the reasoning analogous to that of Lemma 3.2, we get A22 = A21(λIκ +
A11)
−1A12. Taking λ → ∞, we find that A22 = 0. 
4.12. Theorem. Let µ be a continuous measure on a measure space X. Suppose that H =
L2(X, µ) and A ⊆ B(H) is a closed algebra such that rank (P⊥TP) 6 κ for some constant κ and
for all projections P ∈ D and all T ∈ A. Then there exist projections Q, R ∈ B(H) so that
A ⊆ D +QB(H) + B(H)R,
with rankQ 6 κ and rank R 6 κ.
Remark. In view of Corollary 4.10 the existence of κ from the hypothesis of Theorem 4.12
follows from the condition rank (P⊥TP) < ∞ for all projections P ∈ D and all T ∈ A.
Proof. By Theorem 4.7 (b), each T ∈ A may be written in a unique way as T = DT + FT,
where DT ∈ D, and rank FT < ∞. Since A is a vector space, so is the set FA := {FT : T ∈
A}. Indeed, for T1, T2 ∈ A and λ ∈ C,
λ1T1 + T2 = (λDT1 + DT2) + (λFT1 + FT2)
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is a particular decomposition of λT1+T2 as the sum of an element of the masa with a finite
rank operator. Since the decomposition is unique, it follows that Dλ1T1+T2 = λ1DT1 +DT2 ,
and similarly, Fλ1T1+T2 = λ1FT1 + FT2 . Moreover, as we saw in Theorem 4.7(b), rank FT 6 κ
for all T ∈ A, and so FA is a vector space of operators having rank at most κ.
By Lemma 4.11, there exist invertible operators S, T ∈ B(H) and a projection of rank
at most k such that FA ⊆ S
−1PB(H)T−1 + S−1B(H)PT−1 ⊆ S−1PSB(H) + B(H)TPT−1.
Now, if Q is the orthogonal projection onto the range of S−1PS and R is the orthogonal
projection onto ker(TPT−1)⊥ then rankQ, rank R 6 κ and FA ⊆ QB(H) + B(H)R.
✷
4.13. Example. While Theorem 4.12 guarantees the existence of projections Q, R ∈ B(H)
so that A ⊆ D + QB(H) + B(H)R, there may not exist Q, R ∈ D so that A ⊆ D +
QB(H) + B(H)R. To see this, let H = L2([0, 1], dx) where “dx” denotes Lebesgue mea-
sure and let F ∈ B(H) be a rank one operator without invariant subspaces of the form
L2(X, dx), where X ⊆ [0, 1] measurable. For example, we may let f : [0, 1] → C be the
constant function f (x) = 1 for all x ∈ [0, 1], and set F = f ⊗ f ∗. Set A = CI + CF. Let D
denote the canonical masa D ≃ L∞([0, 1], dx) in B(H). Then A is a norm-closed algebra
and clearly A ⊆ D+F1 where F1 denotes the set of all rank one operators on H.
4.14. Remark. As we have just seen, the projections Q and R obtained in Theorem 4.12
do not have to lie in D. We remark, however, that if one of Q and R is zero – say R = 0 –
then Q must commute with every D ∈ D appearing as the diagonal of an element T ∈ A.
That is, for all T = DT + FT ∈ A, QDT = DTQ.
Indeed, choose T0 ∈ A and P0 a projection in D so that
rank(P⊥0 T0P0) = κ = sup
T∈A, P∈P(D)
rank (P⊥TP).
Since T0 = D0 + F0 for some D0 ∈ D and F0 ∈ QB(H) by Theorem 4.12, it is clear that
rank P⊥0 F0P = κ, and in particular, rank F0 = κ = rankQ. In other words, ran F0 = QH.
For any T = D + F ∈ A, T0T ∈ A, and TT0 = (DD0) + (FD0 + DF0 + FF0). Since
DD0 ∈ D and FD0 + DF0 + FF0 is finite-rank, the uniqueness of this decomposition (it is
here that we need the measure to be continuous) implies that FD0+DF0+ FF0 ∈ QB(H).
Hence Q(FD0 + DF0 + FF0) = FD0 + DF0 + FF0, which implies that QDF0 = DF0. But
ran F0 = ranQ, and thus QDQ = DQ. Thus ranQ is a finite-dimensional invariant
subspace for the normal operator D. But any such subspace must be reducing for D, and
hence QD = DQ.
The rest of this section is motivated by [2, Proposition 5.1] which states that if T ∈
B(X ) is such that every half-space in X is T-almost-invariant then T has many invariant
subspaces. We show that, at least for the case of operators acting on a Hilbert space H,
much more is true: the operator must be of the form αI + F where rank F < ∞.
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4.15. Proposition. Let T ∈ B(H). Suppose that given any masa D for B(H), we can find
D ∈ D and a finite-rank operator F so that T = D + F. Then there exists α ∈ C and H a
finite-rank operator so that T = αI + H.
Proof. Let 0 6= P be any projection in B(H). By a routine application of Zorn’s Lemma,
we can find a masa D with P ∈ D. Let T = D+ F, where D ∈ D and F ∈ F(H). Then
D, P ∈ D implies that DP = PD, and hence TP − PT = FP − PF ∈ F(H). That is,
TP− PT ∈ F(H) for every projection P in B(H).
By a result of Fillmore [10] (see also the result of Matsumoto [20]), every X ∈ B(H)
is a finite linear combination of projections. It follows that TX − XT ∈ F(H) for every
X ∈ B(H). Let (en)∞n=1 be an orthonormal basis for H, and let D0 denote the set of
diagonal operators on H relative to this basis. Since D0 is again a masa in B(H), we may
write T = D0 + F0 for some D0 = diag (dn)∞n=1 ∈ D0 and F0 ∈ F(H). Let S ∈ B(H)
denote the unilateral forward shift operator relative to this basis, so that Sen = en+1 for
all n > 1. Since ST − TS ∈ F(H), we also have SD0 − D0S ∈ F(H). But
SD0− D0S =


0
d1 − d2 0
d2 − d3 0
d3 − d4 0
. . .
. . .

 .
This operator is finite-rank if and only if there exists N > 1 so that dn − dn+1 = 0 for all
n > N; i.e. dn = dN for all n > N. Thus D0 ∈ CI + F(H), and hence T = D0 + F0 ∈
CI +F(H) as well.
✷
4.16. Corollary. Suppose that T ∈ B(H) and that every half-space of H is almost-invariant for
T. Then T = αI + H for some α ∈ C and H ∈ B(H) a finite-rank operator.
Proof. By Theorem 4.7, we know that if D is a masa in H then T = D+ F for some D ∈ D
and some finite-rank operator F. Since this is true for all masas, the result then follows
from Proposition 4.15.
✷
5. Almost-reducing subspaces
As we have already seen, if X is a Banach space and A is a norm-closed subalgebra of
B(X ) admitting a complemented almost-invariant half-space, then A admits an invariant
half-space. LetH be a Hilbert space and∅ 6= S ⊆ B(H). We shall say that a half-spaceM
of H is reducing for S if the orthogonal projection Q of H ontoM lies in the commutant
S ′ := {T ∈ B(H) : TS = ST for all S ∈ S} of S . Equivalently, M must be invariant for
both S and for S∗ := {S∗ : S ∈ S}. We shall say that M is almost reducing for S if both
M andM⊥ are almost-invariant for S , or equivalently, if M is almost-invariant for both
S and S∗.
In light of the results of Section 3, it is reasonable to ask whether, in the Hilbert space
setting, a norm-closed subalgebra A of operators in B(H) admitting an almost-reducing
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half-space admits a reducing subspace. The following example shows that this need not
be the case.
5.1. Example. Let H = ℓ2(Z) with orthonormal basis {en}n∈Z. Recall that for x, y ∈ H,
x⊗ y∗ represents the rank-one operator x⊗ y∗(z) = 〈z, y〉x for all z ∈ H.
Let A denote the algebra of operators A whose matrix [aij] relative to the basis {en}n∈Z
satisfies:
aij = 0 if
{
|i− j| > 2, or
|i− j| = 1 and i is odd.
In other words, every matrix A in A is of the following form:


. . . e−3 e−2 e−1 e0 e1 e2 e3 . . .
...
. . .
e−3 ∗ ∗ ∗
e−2 ∗
e−1 ∗ ∗ ∗
e0 ∗
e1 ∗ ∗ ∗
e2 ∗
e3 ∗ ∗ ∗
...
. . .


Observe that if D denotes the diagonal (bounded) operators relative to {en}n∈Z, then
D ⊆ A, and D is a masa in B(H). If M is a reducing subspace for A, and if Q de-
notes the orthogonal projection of H onto M, then Q ∈ A′, whence Q ∈ D′ = D. Thus
the only possible reducing subspaces must be standard subspaces. (Recall that a stan-
dard subspace relative to this masa is a subspace densely spanned by the basis vectors it
contains.)
Since Q ∈ D, we can write Q = diag{qn}n∈Z. Since Q = Q
2, we have that qn ∈ {0, 1}
for all n ∈ Z. Suppose that Q 6= 0, so that there exists m ∈ Z for which qm = 1.
Case 1: If m is even, then Wm := em−1 ⊗ e
∗
m ∈ A. Since Q ∈ A
′, QWm = WmQ, which
yields:
qm−1(em−1⊗ e
∗
m) = qm(em−1⊗ e
∗
m).
Thus qm−1 = qm = 1.
Similarly, Vm := em+1⊗ e
∗
m ∈ A, and the equation QVm = VmQ implies
qm+1(em+1⊗ e
∗
m) = qm(em+1⊗ e
∗
m).
Thus qm+1 = qm = 1.
Case 2: If m is odd, we can employ a similar argument, only this time setting
Wm = em ⊗ e∗m+1 and Vm = em ⊗ e
∗
m−1. Again, Vm,Wm ∈ A and so QVm = VmQ, while
QWm = WmQ, which imply that qm−1 = qm+1 = qm = 1.
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From this it readily follows that qn = 1 for all n ∈ Z, and so Q = I. We have shown
that A does not admit any proper reducing subspaces.
On the other hand, A admits a plethora of almost-reducing half-spaces. For example,
if for n ∈ Z we set Hn := span{ek : k 6 n}, then each Hn is easily seen to be an almost-
reducing half-space for A (with defect equal to 1).
5.2. Example. With a bit more effort, it is possible to construct a single irreducible
operator T ∈ B(ℓ2(Z)) such that AT := alg(T) admits a large number of almost-reducing
half-spaces. We shall exhibit such an operator T which lies in the algebra A defined
above, implying that AT ⊆ A. In particular, every almost-reducing subspace of A is
automatically almost reducing for AT.
With {en}n∈Z as above, consider the operator T whose matrix is given by
T =


. . . e−3 e−2 e−1 e0 e1 e2 e3 . . .
...
. . .
e−3 ∗ d−3 v−2
e−2 d−2
e−1 w−2 d−1 v0
e0 d0
e1 w0 d1 v2
e2 d2
e3 w2 d3 ∗
...
. . .


.
The values of {dn}n∈Z, {w2n}n∈Z and {v2n}n∈Z will be chosen in such a way as to guar-
antee that T is irreducible. We first decompose
ℓ2(Z) = Ho ⊕He,
where Ho = [{e2k+1 : k ∈ Z}] and He := [{e2k : k ∈ Z}]. Relative to this decomposition,
we may write
T =
[
Do T2
0 De
]
,
where D0 = diag{d2k+1}k∈Z and De = diag{d2k}k∈Z. The precise form of T2 need not
concern us just yet.
Suppose that P =
[
Po Q
Q∗ Pe
]
is a projection commuting with T. Then
[
DoPo + T2Q∗ DoQ+ T2Pe
DeQ
∗ DePe
]
=
[
PoDo PoT2 +QDe
Q∗Do Q
∗T2 + PeDe
]
.
In particular, we have
DeQ
∗ = Q∗Do.
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Recall that if H and K are Hilbert spaces, A ∈ B(H), B ∈ B(K), then the Rosenblum
operator τA,B : B(H,K) → B(H,K) defined by τA,B(X) = AX − XB has spectrum con-
tained in σ(A)− σ(B) := {α − β : α ∈ σ(A), β ∈ σ(B)} (see, e.g., [14, Corollary 3.2]). In
particular, therefore, if σ(A) ∩ σ(B) = ∅, then τA,B is invertible, and hence is injective. As
such, if we choose Do and De so that σ(Do) ∩ σ(De) = ∅, then τDe,Do injective combined
with the equation DeQ
∗ = Q∗Do implies that Q∗ = 0, and hence Q = 0.
Furthermore, this will then force DoPo = PoDo and DePe = PeDe. By considering
adjoints, we obtain D∗oPo = PoD
∗
o and D
∗
e Pe = PeD
∗
e , so that Po belongs to the commutant
(W∗(Do))′ of the von Neumann algebra (W∗(Do)) generated by Do and similarly, Pe ∈
(W∗(De))′. If we choose all {d2k+1 : k ∈ Z} and {d2k : k ∈ Z} to be distinct, then
(W∗(Do)′ = W∗(Do) = [{e2k+1 ⊗ e
∗
2k+1 : k ∈ Z}], while W
∗(De)′ = W∗(De) = [{e2k ⊗ e
∗
2k :
k ∈ Z}], which are simply the diagonal masas of Ho and He respectively.
To satisfy both of the above conditions, it suffices to choose {d2k : k ∈ Z} a dense subset
of [ 34 , 1] with d2k 6= d2j unless j = k and {d2k+1 : k ∈ Z} dense in [
1
4 ,
1
2 ] with d2k+1 6= d2j+1
unless j = k. In particular σ(Do) ∩ σ(De) = [
1
4 ,
1
2 ] ∩ [
3
4 , 1] = ∅.
Combined with the previous observations, we find that Po and Pe are diagonal oper-
ators relative to the bases {e2k+1 : k ∈ Z} and {e2k : k ∈ Z} respectively, which shows
that
P = Po ⊕ Pe ≃ diag{..., p−2, p−1, p0, p1, p2, ...}
lies in the masa D = [{en ⊗ e∗n : n ∈ Z}] of B(ℓ2(Z)). There remains only to choose
{v2k : k ∈ Z} and {w2k : k ∈ Z} so as to guarantee that pi = pj for all i, j ∈ Z.
Now
PT =


. . . e−3 e−2 e−1 e0 e1 e2 e3 . . .
...
. . .
e−3 ∗ p−3d−3 p−3v−2
e−2 p−2d−2
e−1 p−1w−2 p−1d−1 p−1v0
e0 p0d0
e1 p1w0 p1d1 p1v2
e2 p2d2
e3 p3w2 p3d3 ∗
...
. . .


,
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while
TP =


. . . e−3 e−2 e−1 e0 e1 e2 e3 . . .
...
. . .
e−3 ∗ p−3d−3 p−2v−2
e−2 p−2d−2
e−1 p−2w−2 p−1d−1 p0v0
e0 p0d0
e1 p0w0 p1d1 p2v2
e2 p2d2
e3 p2w2 p3d3 ∗
...
. . .


.
But PT = TP, and so
p2k−1v2k = p2kv2k
p2k+1w2k = p2kw2k,
for all k ∈ Z. As long as w2k 6= 0 6= v2k for all k ∈ Z, we find that p2k−1 = p2k = p2k+1
for all k, from which it clearly follows that pi = pj for all i, j ∈ Z. For example, choosing
v2k = 1 = w2k for all k ∈ Z will do.
With these (highly non-unique) choices of dk, v2k and w2k, we find that any projection P
commuting with T must be scalar - i.e., P = 0 or P = I. It follows that the corresponding
T is irreducible, as required.
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