An on-line identication scheme using Volterra polynomial basis function (VPBF) neural networks is considered for nonlinear control systems. This comprises of a structure selection procedure and a recursive w eight learning algorithm. The orthogonal least squares algorithm is introduced for o-line structure selection and the growing network technique is used for on-line structure selection. An on-line recursive w eight learning algorithm is developed to adjust the weights so that the identied model can adapt to variations of the characteristics and operating points in nonlinear systems. The convergence of both the weights and estimation errors is established using a Lyapunov technique. The identication procedure is illustrated using a simulated example.
Introduction
It is well known that in the past three decades linear models have been widely used in system identication for two major reasons. Firstly, the eects that dierent and combined input signals have on the output are easily determined. Secondly, linear systems are homogeneous. However, most control systems encountered in practice are nonlinear. In many cases, linear models are not suitable to represent these systems and nonlinear models have t o be considered. Since there are nonlinear eects in practical systems, e.g., harmonic generation, intermodulation, desensitization, gain/expansion and chaos, neither of the above principles for linear models are valid for nonlinear systems. Therefore, nonlinear system identication is much more dicult than linear system identication.
The system identication procedure mainly consists of model structure selection and parameter estimation. The former is concerned with selecting which class of mathematical operator is to be used as a model. The latter is concerned with an estimation algorithm and usually requires input-output data from the process, a class of models to be identied and a suitable identication criterion. A numb e r o f t e c hniques have been developed in recent y ears for model selection and parameter estimation of nonlinear systems. Forward and backward regression algorithms were analyzed in [18] . Stepwise regression was used in [4] and a class of orthogonal estimators were discussed in [16] . Algorithms with the objective o f s a ving memory and allowing fast computation have also been proposed in [34] . Methods to determine the a priori structural identiability of a model have also been studied [22] . A survey of existing techniques of nonlinear system identication prior to the 1980s is given in [2] , a survey of the structure detection of input-output nonlinear systems is given in [11] and a recent survey of nonlinear black-box modelling in system identication can be found in [30] . An area of rapid growth in recent y ears has been neural networks. This approach makes few restrictions on the type of input-output mapping that can be learnt. The application of neural network architectures to nonlinear system identication has been demonstrated by several studies in discrete time (see, for example, [3] [7] [14] [26] ) and in continuous time [28] [29] . The majority of nonlinear identication techniques using neural network are o line which means the structure and parameters of the model are xed after o-line identication based on a set of input-output data. However, if there is a change in the system operation or the real system input space is dierent from the one which w as used for o-line identication, this will lead to changes in the parameters of the neural network based model, causing a deterioration in the performance of the identication. To a v oid this, some neural network based identication schemes view the problem as deriving model parameter adjustment l a ws for the neu-ral network. However, choosing the structure such as the number of basis functions (hidden units in a single hidden layer) in the model must be done a priori. This can often lead to an over-or under-determined network structure which in turn results in an identication model that is not optimal. In the discrete-time formulation, some approaches have been developed to determine the number of hidden units (or basis functions) using decision theory [1] and model comparison methods such a s minimum description length [31] and Bayesian methods [25] . The problem with these methods is that they require all the observations to be available together and hence are not suitable for on-line identication. Therefore, in order to have good identication performance, both the structure and the parameters of the model need to be modied in response to variations of the plant c haracteristics and operating point. Recently, new algorithms have been developed which operates on a window of data and which can be used on-line to adaptively track the variations of both model structure [9] [23] or topology [24] and update the estimated parameters or weights on-line. This paper is mainly concerned with structure selection of nonlinear polynomials in the VPRB network and parameter estimation of the selected model. In order to obtain a proper sized network the orthogonal least squares algorithm is introduced for the o-line structure selection and this is then augmented by the growing network technique which is used for on-line structure selection. In the o-line selection stage, the orthogonal least squares technique is used to select a set of Volterra polynomial basis functions and to arrange the order according to their ability of reducing the approximation error. In the on-line selection, the growing network technique is used to approach gradually the appropriate complexity of the network that is sucient to provide an approximation to the system to be identied that is consistent with the observations being received. For the parameter estimation, a new on-line recursive w eight learning algorithm is developed using a Lyapunov synthesis approach. It is not necessary to assume the approximation error is a white noise or its upper bound is known. The learning algorithm ensures that the weights and approximation accuracy converge to their required regions.
Problem Formulation
Consider the nonlinear discrete system described by
where G(:) is a nonlinear function vector, h(:) a nonlinear function, X t the state vector, y t the output and u t the input. Based on the input and output relation of a system, the above nonlinear discrete system can also be expressed by a NARMA (Nonlinear Auto-Regressive M o ving Average) model [17] , that is, y t = f(y t 1 ; y t 2 ; :::; y t n ; u t 1 ; u t 2 ; :::; u t m ) (3) where f(:) is some nonlinear function, n and m are the corresponding maximum delays. It is well known that neural networks provide a good nonlinear function approximation techniques where the nonlinear function f(:) in the NARMA model can be approximated by a single-layer neural network. This consists of a linear combination of basis functions.
where x t = [y t 1 ; y t 2 ; :::; y t n ; u t 1 ; u t 2 ; :::; u t m ], k (x t ) is the basis function and w k the weight. According to the universal approximation theorem [12] , there exist a nite number of basis functions so that the neural network can approximate the nonlinear function precisely. But, in practice, the problem is how t o n d these basis functions. Fortunately , it has been shown that the required approximation accuracy can be reached using an adequate number of independent nonlinear basis functions, for example, Volterra polynomial functions, radial functions, B-spline functions or wavelets. In this paper, a neural network which uses the Volterra polynomials a s the basis functions will be studied. The representation of the nonlinear function f(x t ) is then given bŷ f(x t ) = w 1 + w 2 y t 1 + ::: + w n+1 y t n + w n+2 u t 1 +::: + w n+m+1 u t m + w n+m+2 y 
is the set of the Volterra polynomial basis functions. Using the VPBF network, the nonlinear function f(:) can be obtained by
Increasing the order l, the number N of basis functions becomes larger and larger. Thus, the problem is how t o estimate the functionf(x t ) using a proper sized neural network so that the approximation accuracy is within the required bound. The structure selection and the weight learning of the neural network are discussed in the following sections.
Structure Selection for Neural Networks
There are many w a ys to select the basis functions. Here, o-line structure selection using the orthogonal least squares algorithm [3] [5] and on-line structure selection using growing network techniques are introduced for the basis function selection of Volterra polynomial networks.
O-Line Structure Selection
It is assumed that a set of input-output data (y t ; u t ; t= 1 ; 2 ; :::; M) of the system is given. Based on Eq. (5), the input-output relation may compactly be written in the following vector form: The error reduction ratio due to P i may be expressed by [ 5 ] 
It is clear from Eqs. (17) and (18) i denote the error reduction ratio r i corresponding to the j-th sorting of the VPBFs. The methods proposed in [5] can be used to nd the o-th sorting of the basis functions 1 (x t ); 2 ( x t ) ; :::; N (x t ), which is the best sorting, such that 
On-Line Structure Selection
For nonlinear systems, the system operation can change with time or the real system input space is dierent from the one which w as used for o-line identication. In order to produce good identication performance, both the structure and the weights of the neural network model may need to be modied in response to variations in the plant c haracteristics. Here, the modication of the neural network structure will be taken into account. The adaptation of the weights will be discussed in the next section. According to approximation theory, adding more independent basis functions to the network will improve approximation. In o-line structure selection, the VPBFs were reordered in terms of their priority. Here needs to be added to the network. In this case, denote the structure of the VPBF network at time t 1 a ŝ f [ t 1] (x t ) and the structure immediately after the addition of a basis function at time t asf [t] (x t ). Based on the growing network technique and the structure of the functionf(x t ) i n Eq.(4), the structure of the VPBF network now becomes, f The growing VPBF network is initialised with a small set of Volterra polynomial basis function units, which are normally obtained using the o-line structure selection so that the o-line approximation error is within the required accuracy. As observations are received, the network grows by adding new units. This is called the addition operation. The decision to add a new unit depends on two conditions. The rst is that the following must be satised: jy t f (x t )j > max (21) where max is chosen to represent the desired maximum tolerable accuracy. The above condition implies that the approximation error between the real output y t and the outputf(x t ) of the VPBF network must be signicant. The second is that the time period between two addition operations must not be less than the response time of the network to the addition operation. This is to limit the growing speed of the number of VPBFs in the network.
Recursive Weight Learning of Neural Networks
In the previous section, the structure selection of the VPBF network model was considered to reach a good approximation accuracy. This section takes into account the parameter adaptation laws which ensure that the estimation error converges to the desired range when the plant c haracteristics and the system operating point change. ::: w o L ] T . The output y t of the system modelled using the VPBF network can be written in the form y t = T t 1 W + " t (25) where W is the optimal estimate of the weight v ector W t in the network with L independent VPBF units and " t is the modelling error. In terms of the approximation ability of neural networks, the modelling error can be reduced arbitrarily by increasing the number L. T h us, it is reasonable to assume that the minimal upper bound of the modelling error "(t) is given by a constant L , which represents the accuracy of the model and this is dened as L = sup t2< + j" t j (26) The estimation problem is then to nd a vector W belonging to the set dened by 2 ), M is the upper bound of the 2-norm of the weight v ector W t , and is the desired approximation error.
Simulation
Consider the nonlinear system described by the inputoutput model [26] y t = y t 1 y t 2 y t 3 u t 2 (y t 3 
The input u was set to be a random sequence between -0.5 and 0.5. Based on the input-output data, the orthogonal least algorithm was used in o-line structure selection of the VPBF network. Their order of selection and the corresponding weights are given in Table 1 .
On-line structure selection was then applied and the recursive w eight learning algorithm was used. The input was dened as Figure 1 : The system output y t and estimated outputŷ t using on-line identication. The results of the above example show that in terms of the estimation error the performance of the proposed on-line identication scheme is much better than an oline approach. Although the minimal upper bound of the approximation error is unknown, the 2-norm of the weight vectors is bounded by M and the estimation errors converge to the required bounds.
Conclusions
An on-line nonlinear identication scheme based on VPBF networks together with an orthogonal least squares and a growing network algorithms has been presented. The structure selection of nonlinear polynomials in the VPRB network and parameter estimation of the selected model were discussed. The orthogonal least squares algorithm was used for the o-line structure selection to nd a initial set of VPBF candidate terms which w ere ranked according to the reduction in the approximation error. A growing network technique was then applied for on-line structure selection to obtain an appropriately sized network. An on-line recursive w eight learning algorithm was developed for the parameter estimation and the properties of this were also analysized using Lyapunov methods. The learning algorithm ensures that the weights and approximation error converge to required bounds without assuming the approximation error is a white noise or that the upper bound of this is known.
