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Abstract As a leading statistician in extreme value theory, Professor Laurens
de Haan has made significant contribution in both probability and statistics of
extremes. In honor of his 70th birthday, we review testing issues in extremes,
which include research done by Professor Laurens de Haan and many others.
In comparison with statistical estimation in extremes, research on testing
has received less attention. So we also point out some practical questions in
this direction.
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1 Introduction
As a mathematically sound way of extrapolating data, extreme value theory
has been applied e.g. to environmental science, computer science, graph
theory, economics, insurance, finance, risk management. This is noticeable
from the fair amount of monographs given in the reference list (Arnold and
Balakrishnan 1989; Balakrishnan and Cohen 1990; Beirlant et al. 2004; Castillo
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1988; Castillo et al. 2004; David and Nagaraja 2003; Embrechts et al. 1997; Falk
et al. 2005; Finkenstadt and Rootzen 2003; Galambos 1987; Galambos et al.
1994; Kotz and Nadarajah 2001; Leadbetter et al. 1983; McCormick and Sun
2008; Reiss 1989; Reiss and Thomas 2007; Resnick 1987; Salvadori et al. 2007;
Sivakumar et al. 2005; Tiago de Oliveira and Gomes 1984). Indeed the basic
assumption of extreme value theory is on the stability of normalized maxima,
that is, suppose there are an1, · · · , and > 0 and b n1, · · · , b nd ∈ R such that the
normalized maxima, (max1≤i≤n Xi1−b n1an1 , · · · ,
max1≤i≤n Xid−b nd
and
)T , converge in distribu-
tion to a non-degenerate distribution G, where {Xi = (Xi1, · · · , Xid)T}ni=1 is an
independent sequence of random vectors with distribution function F, with
d ≥ 1. In this case, we say G is a multivariate extreme value distribution
and F is in the domain of attraction of G [notation: F ∈ D(G)]. Under the
above stability assumption, researchers have characterized G, derived rates
of convergence, found conditions for F to be in the domain of attraction
of G, proposed ways to estimate G so as to extrapolate F. In contrast to
statistical estimation, the study of testing conditions in extremes has not
received enough attention in the literature. Recently, Fraga et al. (2006)
gave a brief review on tests in extremes with focus on their recent research.
Here we give a more comprehensive review with focus on the significant
work done by Professor Laurens de Haan for honoring his 70th birthday.
As a leading statistician, Professor Laurens de Haan has made significant
contribution to both probability and statistics of extremes, and he continues
to contribute to every statistical aspect of extremes.
In this paper, we focus on independent data since the study of tests for
dependent extremes is almost empty. It is known that powerful tests do depend
on both the null hypothesis and alternative hypothesis. Before reviewing tests
for various different hypotheses, we start with a summary of different models
employed in analyzing extremes in Section 2. Section 3 reviews all tests for
univariate extremes according to different statistical models. In Section 4, we
review some tests for multi/bi-variate extremes. We also pose some practical
testing questions for both univariate and multivariate extremes in Sections 3
and 4 so as to stimulate more research in this direction.
2 Models for Analyzing Univariate Extremes
Throughout this section we assume that X1, · · · , Xn are independent and
identically distributed (iid) random variables with distribution function F. We
summarize the following four models for analyzing univariate extremes.
Model A When X ′i s are annual maxima, one could assume that the distri-
bution F of the Xi’s can be approximated by a generalized extreme value
distribution, i.e. by
F(x) = exp
{
−
(
1 + γ x − μ
σ
)−1/γ }
, (2.1)
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where γ, μ, σ are called shape, location and scale parameters, respectively. In
this model we assume that F is such a generalized extreme value distribution.
We refer to Gumbel (1958) for details.
Model B Suppose F is in the domain of attraction of an extreme value
distribution
Gγ (x) = exp{−(1 + γ x)−1/γ }.
Then there exists a positive nondecreasing function f such that
lim
t→x∗ P
(
X1 − t
f (t)
> x|X1 > t
)
= (1 + γ x)−1/γ
for all x ≤ x∗ for which 1 + γ x > 0, where x∗ = sup{x : F(x) < 1}. Therefore
the distribution of an exceedance over a high threshold can be approximated
by the so-called generalized Pareto distribution
H(x) = 1 − (1 + γ x/σ)−1/γ , (2.2)
see Chapter 3.1 of de Haan and Ferreira (2006). Thus, Model B assumes that
exceedances over a fixed high threshold follow exactly the generalized Pareto
distribution. We refer to Coles (2001) for details.
Model C This model assumes that F is in the domain of attraction of an
extreme value distribution. Thus, unlike the parametric models in Models A
and B, Model C may be called a semi-parametric model. We refer to de Haan
and Ferreira (2006) for details.
Model D This model allows that parameters in extremes depend on other
covariates such as e.g. time and/or space. One reason for the attractiveness of
this method is that this model relaxes the assumption of identical distribution.
For example, (1) fit a generalized extreme value distribution in Eq. 2.1 to
annual maximum temperatures, but allow parameters γ, μ, σ are functions
of time; (2) given a covariate Z , assume that the conditional distribution
P(X1 ≤ x|Z = z) satisfies
P(X1 > x|Z = z) = a(z, x){g(z) − x}α(z){1 + o(1)}
as x ↑ g(z), where a(z, x) > 0 and α(z) > 0. Under this setup, function g is
called a frontier function or boundary. Estimating the unknown function g
plays a role in productivity study. Some references on Method D include
Beirlant and Goegebeur (2004), Chavez-Demoulin and Embrechts (2004),
Chavez-Demoulin and Davison (2005), Cheng and Peng (2007), Coles and
Tawn (1990), Davison and Ramesh (2000), Davison and Smith (1990), Dixon
and Tawn (1999), Gijbels and Peng (2000), Hall et al. (1997), Hall and Tajvidi
(2000), Hall and Van Keilegom (2006), Ramesh and Davison (2002), and
Peng (2004).
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3 Tests for Univariate Extremes
Suppose we have iid observations X1, · · · , Xn with distribution function F. We
review tests according to Models A, B, and C of Section 2. There is almost no
study on tests for Model D in the literature.
3.1 Tests for Model A
Throughout this subsection, we assume that F is a generalized extreme value
distribution, i.e., Eq. 2.1 holds.
A1) Due to the connection between γ = 0 and the Gumbel distribution,
researchers have paid much attention on testing H0 : Eq. 2.1 holds with γ = 0
against Ha : any other distributions; see Cabana and Quiroz (2005), Hassanein
et al. (1986), Janic-Wroblewska (2004), Lawless (1978), Liao and Shimokawa
(1999), Lockhart et al. (1986), Mann et al. (1973), Öztürk (1986), Öztürk
and Korukoglu (1988), Shi (1988) and Stephens (1977). Note that the null
hypothesis is a parametric model (i.e., the support of F is independent of
parameters). So, all standard tests can be employed here.
Open Question on the Case A1) Recently, empirical likelihood method has
been applied to conduct a likelihood ratio test under a nonparametric or
semiparametric setup. A nice review on empirical likelihood method can be
found in Owen (2001). Some recent work on empirical likelihood ratio test
includes Cao and Van Keilegom (2006), Chen and Gao (2007), Chen et al.
(2003), Chen and Van Keilegom (2006), Einmahl and McKeague (2003), Li
and Van Keilegom (2002). As a powerful test, it would be interesting to see
how empirical likelihood ratio test can be employed in extremes.
A2) Another question is how to select a particular subclass from a gener-
alized extreme value distribution. That is, how to test (1) H0 : γ = 0 against
Ha : γ 	= 0, or against Ha : γ > 0, or against Ha : γ < 0; (2) H0 : γ ≥ 0 against
Ha : γ < 0. The study on case (1) includes Gomes (1989), Gomes and Teresa
(1986), Hosking (1984), Tiago de Oliveira and Gomes (1984), Wang et al.
(1996). For case (2), we refer to Marohn (2000). Although the model is
parametric under both the null and alternative hypotheses, the alternative
hypothesis is irregular (i.e., the support of F depends on parameters). Hence a
parametric likelihood ratio test has to be restricted to the case γ > −1/2.
A3) The question here is how to test that two extreme value distributions
have some equal parameters; see Hassanein and Saleh (1992), Lawless and
Mann (1976). In general, two sample issues receive almost no attention in
extremes. This may be due to the lack of practical motivations.
We mention that the application of these methods for block-maxima X j,
e.g. yearly maxima as mentioned, depends on the block length.
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3.2 Tests on Model B
This model goes as follows: pick up a high threshold u, consider those X ′i s
above u, say Y1, · · · , Ym, and model the distribution of the exceedances Y j − u
by a generalized Pareto distribution in Eq. 2.2. Under this setup, one wants to
test whether the exceedances Yi − u have a generalized Pareto distribution,
see Beisel et al. (2007), Castillo and Hadi (1997), Choulakian and Stephens
(2001), Falk (1995), Marohn (2000, 2002). A serious drawback of this setup
is to determine how the threshold affects the limit distribution of the test
statistics, i.e., the critical values. As before, it would be interesting to develop
an empirical likelihood ratio test for this model and compare this new test
with others.
3.3 Tests on Model C
Throughout this subsection we assume that F is in the domain of attraction of
an extreme value distribution Gγ (x) = exp{−(1 + γ x)−1/γ }. Let 1 ∪ 2 = R
and 1 ∩ 2 = ∅.
C1) The first question is how to test H0 : F ∈ D(Gγ ), γ ∈ 1 against Ha : F ∈
D(Gγ ), γ ∈ 2. This was investigated e.g. in see Fraga et al. (1996), Hasofer
and Li (1999), Hasofer and Wang (1992), Marohn (1998a, b), Segers and
Teugels (2000), Neves et al. (2006), Neves and Fraga Alves (2007).
Open Question on the Case C1) Motivated by the maximum likelihood
estimation in Drees et al. (2004), it is natural to seek the parametric likelihood
ratio test for testing H0 : γ ∈ 1 against Ha : γ ∈ 2, where now 1 ∪ 2 =
{x : x > −1/2}.
C2) The second question is how to test (1) H0 : F ∈ D(Gγ ) for some γ
against Ha : F /∈ D(Gγ ) for any γ ; or (2) H0 : F ∈ D(Gγ ), γ ≥ 0 against Ha :
F /∈ D(Gγ ), γ ≥ 0. There are two ways in conducting such tests: using tail
quantile processes (Dietrich et al. 2002) or tail empirical processes (Drees et al.
2006). Main theoretical techniques in deriving asymptotic limits under the null
hypothesis are weighted approximations of the tail quantile processes and the
tail empirical processes, respectively. Let’s summarize the results in Dietrich
et al. (2002) and Drees et al. (2006) before posting some practical questions.
Define for k < n and j = 1, 2:
M( j)k,n =
1
k
k∑
i=0
{
log Xn,n−i − log Xn,n−k
} j
,
γˆ+ = M(1)k,n, γˆ− = 1 −
1
2
{
1 −
(
M(1)k,n
)2
/M(2)k,n
}−1
.
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Dietrich et al. (2002) considered the test statistics
Ek,n =
∫ 1
0
{
log Xn,n−[kt] − log Xn,n−k
γˆ+
− t
−γˆ− − 1
γˆ−
(1 − γˆ−)
}2
tη dt
and
Tk,n =
∫ 1
0
{
log Xn,n−[kt] − log Xn,n−k
γˆ+
+ log t
}2
tη dt
with η = 2. The test statistics were generalized by Hüsler and Li (2006) by
replacing the particular weight t2 by the more general weight with η > 0, and
correcting a sign error.
For the following results a second order condition is assumed for the func-
tion log U where U :=
(
1
1 − F
)←
. Suppose that for some function A of
constant sign and converging to zero
lim
t→∞
log U(tx) − log U(t)
a(t)/U(t) − x
γ− − 1
γ−
A(t)
= 1
ρ
( xγ−+ρ − 1
γ− + ρ −
xγ− − 1
γ−
)
(3.1)
for all x > 0 where ρ ≤ 0 and γ− := min(γ, 0).
Theorem 1 of Dietrich et al. (2002), Husler and Li (2006) Assume that Eq. 3.1
holds. If k = k(n) → ∞,√kA(n/k) → 0 as n → ∞, then for n → ∞
kEk,n
d→
∫ 1
0
{
(1 − γ−)(t−γ−−1W(t) − W(1)) − (1 − γ−)2 t
−γ− − 1
γ−
P
+ t
−γ− − 1
γ−
R + (1 − γ−)R
∫ 1
t
s−γ−−1 log s ds
}2
tη dt,
where
P =
∫ 1
0
(t−γ−−1W(t) − W(1)) dt,
Q = 2
∫ 1
0
t−γ− − 1
γ−
(t−γ−−1W(t) − W(1)) dt,
R = (1 − γ−)2(1 − 2γ−){(1/2 − γ−)Q − 2P},
and W(·) is a Brownian motion. Moreover for γ ≥ 0
kTk,n
d→
∫ 1
0
{
B(t) + t log t
∫ 1
0
s−1 B(s) ds
}2
dt,
where B(·) is a Brownian bridge.
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Note that the limit of kTk,n is independent of the unknown parameters. Thus
the critical values can be simulated for both tests. The correct critical values
are given in Hüsler and Li (2006). However, for testing H0 : F ∈ D(Gγ ) for
some γ , against Ha : F /∈ D(Gγ ) for any γ , the limit of kEk,n depends on the
unknown parameter γ−. An algorithm for applications is given in Hüsler and
Li (2006) with a recommendation on choosing η.
F ∈ D(Gγ ) means that t F¯(a(t)x + b(t)) → (1 + γ x)−1/γ as t → ∞, for some
functions a(t)(> 0) and b(t), for all x with 1 + γ x > 0, where F¯ = 1 − F. Thus
Drees et al. (2006) considered the test statistics
Tn =
∫ 1
0
{
n
k
F¯n
(
aˆ
(n
k
) x−γˆ − 1
γˆ
+ bˆ
(n
k
))
− x
}2
xη−2 dx,
where γˆ , aˆ, bˆ are suitable estimators for the shape γ , for the scale function
a(·) and the location function b(·) with certain properties. For instance,
ML-estimates can be used. They derived the asymptotic distribution of Tn.
Theorem 2.2 of Drees et al. (2006) Assume the second order condition (3.1)
with the function A. If k → ∞ and √kA(n/k) → 0, then
knTn −
∫ 1
0
{Wn(x) + Ln(x)}2xη−2 dx p→ 0
for all η > 0 when γ 	= 0 or ρ < 0, and all η ≥ 1 when γ = ρ = 0, where Wn(·)
is a Brownian motion and Ln depends on the estimators γˆ , aˆ, bˆ .
Note that the above limit depends on the unknown parameter γ . Critical
values for different γ using the maximum likelihood estimators aˆ(·) and bˆ(·),
are simulated in Table 1 of Drees et al. (2006) with η = 1. As stated in
Remark 2.2 and the paragraph right after Remark 2.5 of Drees et al. (2006),
this test requires γ > −1/2. Different η’s were considered in Hüsler and Li
(2006), with recommendations on choosing η, and the three statistics were
compared. Some further comments and applications are given in Hüsler and
Li (2007a).
Open Question on the Case C2) Motivated by the maximum likelihood
estimation in Drees et al. (2004) and the advantage of empirical likelihood
ratio test, it would be interesting to see how empirical likelihood ratio
test can be employed to test H0 : F ∈ D(Gγ ) with γ > −1/2 against Ha :
any other distributions.
C3) Recently, Jureckova (2003), Beirlant et al. (2006) and Koning and Peng
(2007) studied how to test H0 : F ∈ D(Gγ ) with γ > 0 against Ha : any other
distributions. Indeed, Koning and Peng (2007) compared several tests via
Bahadur efficiency and demonstrated that the score test is most efficient both
in terms of the Bahadur efficiency and the empirical power. Another test,
related with testing of heavy tails, is given by Jureckova and Picek (2001)
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for testing H0 : xα0(1 − F(x)) ≥ 1 for all x ≥ x0 with some x0 ≥ 0 and a given
α0 > 0 against
Ha : lim sup
x→∞
xα0(1 − F(x)) < 1.
For testing heavy tails under the setup of linear model or AR model, we refer
to Jureckova (2000) and Jureckova et al. (2007).
Open Question on the Case C3) It is known that Berk–Jones test (Berk and
Jones 1979) is an empirical likelihood ratio test for testing H0 : F = F0 against
Ha : F 	= F0, where F0 is a given distribution. However, the Berk–Jones test
studied in Koning and Peng (2007) is a type of conditional empirical likelihood
ratio test, which is less powerful than the score test. It would be interesting to
derive the empirical likelihood ratio test, and comparing it with the score test
in Koning and Peng (2007).
A Common Question on Tests for Model C The distributions of the test sta-
tistics do depend on the threshold even when the asymptotic bias is negligible.
Is there any theoretical optimal threshold (or k) for such tests and how could
such an optimality be achieved when n is finite?
4 Tests for Multivariate Extremes
Throughout this section we focus on the bivariate case and assume that we
have independent observations (X1, Y1), · · · , (Xn, Yn) with a continuous dis-
tribution function F. Let F1(x) = F(x,∞) and F2(y) = F(∞, y). The tail
dependence function and tail copula of F are defined as
l(x, y) = lim
t→0
t−1 P(F1(X1) > 1 − tx or F2(Y1) > 1 − ty)
and
r(x, y) = lim
t→0
t−1 P(F1(X1) > 1 − tx, F2(Y1) > 1 − ty),
respectively. Hence r(x, y) = x + y − l(x, y).
Since fitting a parametric class to l(x, y) or r(x, y) is popular in parametric
statistics, one question is the goodness-of-fit test. Recently, de Haan et al.
(2007) first derived the asymptotic limit of pseudo maximum likelihood esti-
mation with random thresholds and then proposed a goodness-of-fit test. The
main technique is the weighted approximation of the tail copula processes
derived in Einmahl et al. (2006). Since the limit depends on the unknown
function l (or r), a naive parametric bootstrap method was proposed in de
Haan et al. (2007) to obtain the critical values. Here, an open question is again
how to develop an empirical likelihood ratio test.
The second question is how to test whether F is in the domain of attrac-
tion of a bivariate extreme value distribution. This has been investigated by
Einmahl et al. (2006). The idea is as follows.
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Let RXi denote the rank of Xi among X1, · · · , Xn and RYi denote the rank
of Yi among Y1, · · · , Yn. Define
ˆ(θ) = 1
k
n∑
i=1
I
(
RXi ∨ RYi ≥ n + 1 − k, n + 1 − RYi ≤
(
n + 1 − RXi
)
tan θ
)
,
lˆ1(x, y) =
∫ π/2
0
{x(1 ∧ tan θ)} ∨ {y(1 ∧ cot θ)} ˆ(dθ),
lˆ2(x, y) = 1k
n∑
i=1
I
(
RXi > n + 1 − kx or RYi > n + 1 − ky
)
.
Einmahl et al. (2006) considered the test statistics
Ln =
∫ ∫
0<x,y<1
{
lˆ1(x, y) − lˆ2(x, y)
}2
(x ∨ y)−β dxdy,
and showed that
Theorem 2.3 of Einmahl et al. (2006) Under some regularity conditions,
kLn
d→
∫ ∫
0<x,y<1
{A(x, y) + B(x, y)}2(x ∨ y)−β dxdy,
where β ∈ [0, 3), and A and B depend on the tail dependence function and its
partial derivatives.
In view of the complications of the above limit, Einmahl et al. (2006) also
provided a way to approximate the above limit, which can be employed to
obtain critical values. One of the main techniques of the proofs is the weighted
approximation of the tail copula processes.
The third question is how to test the independence among marginals when
observations follow a bivariate extreme value distribution. See Deheuvels and
Martynov (1996) for an answer to this question.
The fourth question is how to test asymptotic independence when obser-
vations follow a multivariate extreme value distribution, see Falk and Michel
(2006).
Recently, Ramos and Ledford (2005) studied tests for the asymptotic inde-
pendence when a parametric class is fitted to the region where both variables
are above fixed thresholds. Therefore, this approach tests the independence
for a parametric model with left censoring.
The last tricky, but important issue is how to test asymptotic independence
when we assume that F is in the domain of attraction of a multivariate
extreme value distribution. In this case, the coefficient of tail dependence was
introduced to classify asymptotic independence and estimators were proposed,
see e.g. Draisma et al. (2004), Ledford and Tawn (1996, 2003), Peng (1999).
Recently, Hüsler and Li (2007b) provided a way for testing the asymptotic
independence when F is in the domain of attraction of a bivariate extreme
value distribution. Some missing issues in multivariate extremes are how to
compare tests theoretically and how to select threshold.
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