Machine Vision and Applications (2005) DOI 10.1007/s00138-005-0183-8 ORIGINAL PAPER by Christophe Doignon & Dominique Knittel
Machine Vision and Applications (2005)
DOI 10.1007/s00138-005-0183-8
ORIGINAL PAPER
Christophe Doignon · Dominique Knittel
A structured light vision system for out-of-plane vibration
frequencies location of a moving web
Received: 25 March 2004 / Accepted: 16 May 2005 / Published online: 12 October 2005
C   Springer-Verlag 2005
Abstract In this paper, we address the problem of the de-
tection of out-of-plane web vibrations by means of a sin-
gle camera and a laser dots pattern device. We have been
motivated by the important economical impact of web vi-
brations phenomena which occur in winding/unwinding sys-
tems. Among many sources of disturbances, out-of-plane vi-
brations of an elastic moving web are well-known to be one
of the most limiting factors for the velocity in the web trans-
port industry.
The new technique we proposed for the contact-less estima-
tion of out-of-plane web vibration properties and during the
winding process is the main contribution of this work. As
far as we know, this is the ﬁrst time a technique is proposed
to evaluate the vibrations of a moving web with a camera.
Vibration frequencies are estimated from distance variations
of a web cross-section with respect to the camera.
Experiments have been performed on a winding plant for
elastic fabric with a web width of 10 cm. Distances from the
web surface to the camera have been estimated all along an
image sequence and the most signiﬁcant frequencies have
been extracted from the variations of this signal (forced
and free vibrations) and compared to those provided with
strain gauges and also with a simple elastic string model,
in motion.
Keywords 3-D reconstruction · Structured light · Web
vibrations · Winding systems
1 Introduction
A common objective in the web transport industry is to
increase as much as possible the velocity while controlling
the tension of the web. However, some disturbances like
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time-varying eccentricity and non-circularity of the roll,
web sliding, temperature variations, variations in motor
torque drastically limit this velocity. Since there exists a
coupling introduced by the elastic property of the web,
disturbances are transmitted to the web tension, resulting
in web vibrations, web break or fold [16, 22]. Microphones
are often used in this ﬁeld for the measurement of local
vibrations. However, it’s well-known that their efﬁciency is
signiﬁcantly reduced when the web is moving. In an attempt
to reduce these harmful effects, recent works on modeling,
control or computer vision for web handling applications
are promising [8, 15, 18] and the use of digital images for
supervising the quality of the winding process is being
emerging [6, 9].
The underlying application of this work is to estimate
web vibrations properties in winding/unwinding systems.
Out-of-plane vibrations tend to put the web surface out of
a perfect plane. In this context, we present a new technique
for detecting out-of-plane web vibrations by means of an
active stereovision system which consists of a single camera
and a laser dots pattern device. The laser device provides a
pre-deﬁned structuring element which can be projected onto
the web surface seeing that the web usually has an undistin-
guishable texture at the macroscopic scale. Since any con-
tact tends to break the vibrations, the contribution of this
work is to provide a measurement technique for estimating
this kind of vibrations without unsuitable contact with the
moving web.
The paper is organized as follows. In the next section,
we give some pre-requisites about the geometry involved by
the whole vision system. In the third section, video process-
ings used for laser spots location are described and a feature
points classiﬁcation algorithm is presented. The procedure
for the recovery of the web cross-section displacement is
given in Section 4. In Section 5, experimental results with a
three-motor winding system are analyzed and a comparison
study of the estimated frequencies versus theoretical ones
and also versus those measured with tension sensors is pre-
sented in Section 6.C. Doignon, D. Knittel
2 Camera and laser imaging models
Thegeometryofthewholevisionsystemisbrieﬂydescribed
in this section. The well-known pinhole camera model [7]i s
used to relate a 3-D point P lying on the web surface, with
homogeneous coordinates (xc, yc,zc,1)T expressed in the
camera frame (Rc), and its corresponding projection Qc =
wc(uc,vc,1)T in the image plane. This relation involves a
perspective projection which is often represented with a (3×
4) real matrix  c such that Qc =  c P,t h a ti s :
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where Kc is the (3 × 3) upper triangular matrix of the cam-
era parameters. These intrinsic parameters include the main
geometrical characteristics of the visual sensor, that is the
focal length f of the lens, sizes of frame buffer (pixels),
sizes and numbers of CCD camera cells, a correspondence
ratio between the scanning camera frequency and the ana-
log/digital converter frequency inside the frame grabber (un-
less the pixel clock signal is available for the synchroniza-
tion of these two components), all accounting for matrix
components kc
11 and kc
22, and a possibly tiny decentering
(kc
13,kc
23)T between the intersection of the optical axis with
the image plane and the center of the CCD matrix [21]. Kc
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and from this latter expression and from Eq. (1), it is clear
that wc = zc. Moreover, the matrix component kc
12 is usu-
ally set to zero since it is accounting for the skew due to
non-rectangular pixels. This parameter is rather not signif-
icant with recent vision sensors. Furthermore, for lenses
with small focal length, radial distortion causes a given
image point to be displaced from its ideal position to
the distorted one Qc
d = wc(uc
d,vc
d,1)T along the radius
r =
 
(uc
d)2 + (vc
d)2 [21]. This kind of distortion is mainly
caused by the strong curvature of the lens components. It is
expressed as (uc = uc
dD,v c = vc
dD) in the Tsai’s model,
where the factor D = 1+k1r2+k2r4+··· depicts the inﬂu-
ence of the radial distortion. Parameter k1 is the ﬁrst radial
distortion coefﬁcient of the lens model accounting for the
nonlinear effects far away from the image center. Another
kind of non-linear effect is the tangential distortion caused
by the decentering of the lens and imperfections in lens man-
ufacturing or tilt in camera sensor or lens [2, 3] but it is less
signiﬁcant than the radial distortion. There is a vast literature
about camera calibration and many techniques developed in
the last two decades ([3], [21], and [23] for instance) can be
applied (see also [19]f o rar e v i e w ) .
A geometric model also based on the perspective projec-
tion has been proposed for the laser device we used since it’s
a laser dots pattern made up with an optical lens for which
all light beams originate in a common (laser) center. Some
geometric models accounting for laser devices or projectors
have been proposed in the past. They were mostly based on
parallel projection since they were sufﬁciently far removed
from the scene and also since their orientation are setting
quite parallel to the projected surface [20]. However, with
this kind of laser device, the perspective projection is well-
adapted to deal with general orientation with respect to the
scene [14]. To do so, a laser plane is deﬁned as a plane per-
pendicular to the optical laser axis and a “ﬁxed” virtual im-
age is then built with intersections of laser beams and the
laser plane at a given distance f L from the laser source cen-
ter CL (Fig. 1a). In a way similar to the camera device, a ma-
trix KL of intrinsic parameters is deﬁned for the laser pattern
device as
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A relationship is occuring between the homogeneous co-
ordinates (xL, yL,zL,1)T of a 3-D point P expressed in the
laser reference frame (RL) and its corresponding projection
QL = zL(uL,vL,1)T in the “ﬁxed” virtual image:
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Thus, the whole vision system may be thought as an active
stereovision system [14] (however, one of the two views
is constant). Coordinates (uL,vL)T are related to the focal
length and interbeam angles φL and βL (see Fig. 2)w h i c h
should have to be identiﬁed with a calibration procedure.
Once the camera calibration is done, a calibration procedure
for the whole system is carried out to estimate the relative
Euclidean transformation (RLC,tLC) between the laser
frame (RL) and the camera frame (RC) and also to estimate
intrinsic parameters of the laser device KL [24]. In practice,
this is achieved by means of a set of geometric patterns in a
plane on which laser beams are simultaneously projected.
Strickly speaking, the only material we need is the combi-
nation of both, that is the following afﬁne transformations
KLRLC and KLtLC as it will be appear in Section 4.
To achieve an accurate 3-D reconstruction of the web
cross-sections, some assumptions have been held:
1. the (m ×n) laser dots projected onto the web are splitted
into n sets of m nearly collinear points and each set hasA structured light vision system for out-of-plane vibration frequencies location
Fig. 1 a The sensing environment. b The experimental setup. During the winding process, the laser dots pattern (top left) is projected onto the
web surface (middle center) which in turn is captured with a camera (top right). c an image picked up from the sequence with the projected laser
dots onto the web surface.
Fig. 2 The laser device as a structured lighting and sensor component:
a “ﬁxed” virtual image is deﬁned with a plane perpendicular to the
optical axis of the laser source and by means of the back-perspective
projection model.
to be thought as a single linear object perpendicular to
the web transport (Fig. 1b–c),
2. image points are assumed to be corrected from lens dis-
tortion with the direct method described in [5].
3 Extraction of visual information
This section is dedicated to features extraction from image
data in order to locate the projected laser dots in the image.
The motivation for using structured lighting is based on the
expectation of precise detection in the acquired images of
patterns projected onto an untextured object. In practice, the
precise detection of simple geometric patterns is of prime
importance because it limits the achievable accuracy of the
3-Dreconstruction.Here,wegiveabriefdescriptionofthese
algorithms, most of them are common in the ﬁeld of digital
image analysis.
Once the image has been grabbed and digitized, it is
binarized by means of an histogram-based thresholding
method. Since CCD camera cells are saturated inside an
area surrounding a laser spot, the grey-level histogram al-
ways contains two distinct peaks so that we implemented the
technique due to Otsu [10]f o rbi-modal histograms. Otsu’s
method is based on the minimization of the within inter-
group variance (a peak is understood as a pixels group).
Once the thresholding is done, a minor region removal al-
gorithm is carried out on the resulting binary image for re-
moving isolate components or noise like outliers (many of
them are due to laser beam echos) ([1], page 43). Then, a
two-dimensional array is built with a region labeling like the
classical connected component algorithm (the iterative “top-
down/bottom-up” algorithm proposed by Haralick [10]).
Each row is corresponding to a label and columns contain
pixel addresses related to the row label. Finally, a list of fea-
ture points is built with the region centroids.
The last segmentation stage is a classiﬁcation procedure
based on points labeling: the objective is to divide the list
of points in n subsets of m nearly collinear points in the
vertical direction (in the image) since they come from the
same web cross-section. In other words, the goal is to ﬁnd n
equivalence classes within the list of image points account-
ing for the following relation “collinear points in the vertical
direction in the image plane.” To achieve this classiﬁcation,
the algorithm must deal as well with missing spots as the
presence of outliers. The classiﬁcation algorithm we pro-
pose used four labels (unlabeled, labeled, unclassiﬁed and
outliers) and is described in Fig. 3.
Figure 4 shows the result of this classiﬁcation. Centroids
drawn with identical color and pattern are members of the
same equivalence class.
4 Estimation of the web-to-camera distance
Once the precise location of the projected light patterns in
the image has been done, a two-stage method for computing
the distance from the web cross-section to the camera originC. Doignon, D. Knittel
Fig. 3 The feature points classiﬁcation algorithm.
Fig. 4 Results of points classiﬁcation from spots centroids of Fig.
1c: centers displayed with identical color and pattern (+,,o,∗)a r e
members of the same equivalence class (outliers are displayed with a
‘ ’).
Fig. 5 The triangulation with a set of laser beams and a camera. Points
P, QL, the laser center CL, Qc and the camera center Cc are coplanar
(epipolar constraint).
is presented in this section (see Fig. 6). At ﬁrst, a simple tri-
angulation from the two views (the laser plane and an image
plane) is performed 5 and the variations of this distance all
along an image sequence will be used in the next section for
the out-of-plane vibration analysis.
4.1 Metric reconstruction
To perform a metric reconstruction from two views, the laser
device and the camera are assumed to be calibrated, and
imaging models represented by Equations (1)a n d( 4)a r e
now developed as in [11].
Each correspondence (QL ↔ P ↔ Qc,s e eF i g .5) pro-
vides four relations for which the unknowns are the inho-
mogeneous coordinates (xc, yc,zc) of the 3-D point P.T h i s
leads to the linear system (6)
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Homogeneous method may be used to solve for the un-
knowns ˜ P = (xc, yc,zc,wc)T but, here, we consider that
there is no ideal point and the solution for ˜ P always has its
fourth coordinate far away to zero.
Thecamera centerCc, Qc, P, QL andthelasercenterCL
lieontheepipoleplane[17].Thus,onlythreeofthefourpre-
vious equations in (6) are linearly independent. C is a rank-3
(4 × 3) real matrix, and for each correspondence, it may be
directly solved with the inhomogeneous method [12].
However, a 2-D straight line δj supporting the subset of m
collinear points {QL
ij = (uL
ij,vL
ij,1)T, i = 1,...,m} lying
on the j-th column of the matrix pattern can be computed
andincludedinthetriangulation.CoordinatesofthesepointsA structured light vision system for out-of-plane vibration frequencies location
must satisfy the Equation (δL
j)T QL
ij = 0 (the computation
of vector δL
j is straightforward1). With such a distortion-free
laser model, it’s clear that points Pij with identical index j,
lieonacommonplaneπ j deﬁnedbylineδL
j andlasercenter.
δL
j and Pij are related with (δL
j)TKL(RLCPij + tLC) = 0.
Thisprovidesanon-overdeterminatedsystemforsolvingthe
3-D localization of Pij:
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C  is a rank-3 (3×3) real matrix and the accuracy of the re-
construction mainly depends on the accuracy of the location
of Qc
ij in the image. The well-known drawback with linear
methods is that in presence of noisy data, image points do
not satisfy the epipolar constraint leading to a non optimal
3-D reconstruction when the closed-form solution is usually
coming from algebraic criteria with no geometric meaning.
For instance, when one wants to solve for Pij with Eq. (7),
the intersection between a laser plane and a viewing line
from the camera is computed to get the 3-D point. Hence,
re-projecting the reconstructed point, it will exactly fall onto
the image point, while not exactly on the corresponding
laser dot. To deal with noisy data, non-linear methods of-
ten provide better results. Notice that an optimal triangula-
tion method exists also referred to as the polynomial method,
a method which reformulates the minimization problem by
explicitly estimating the distance from image points to the
epipolar line [12]. A suboptimal but very simple technique
is the Sampson approximation [13]. It can be applied to the
minimization of the distance between points Qc
ij and cor-
rected points ˆ Qc
ij in the image since laser dots in the vir-
tual plane are assumed to exactly ﬁt a grid, location errors
are assumed to occur only in the image plane (reducing the
number of parameters) and the criterion we used is:
C(Qc
ij, ˆ Qc
ij) = d( ˆ Qc
ij, Qc
ij)2
subject to ( ˆ Qc
ij)T F QL
ij = 0( 8 )
where d() is the Euclidean distance. This correction is valid
only if the noise distribution has a gaussian behaviour and
provided that the fundamental matrix has been precisely de-
termined (otherwise the corrected direction is erroneous).
Hence, a new version of Eq. (7) is used with ˆ Qc
ij = (ˆ uc
ij, ˆ vc
ij)
instead of Qc
ij.
4.2 3-D line ﬁtting
Once the 3-D points Pij onto the web surface have been re-
constructed, a mean distance between a web cross-section
1 In any way, this is part of a calibration procedure for the laser
device and its optical components.
Fig. 6 Orthogonal distances, jd⊥, between the camera projection cen-
ter Cc and lines { j|j = 1,...,n} supporting the sets of m projected
laser dots, in the 3-D space (for clarity, the laser device has not been
drawn).
and the sensor frame is computed. According to the ﬁrst as-
sumption (see Section 2), each equivalence class Cj contains
image points corresponding to some quite (but not exactly)
collinear projected laser dots in the direction perpendicular
to the web transport, so they are accounting for the same
web cross-section. The distance measurement we used is the
orthogonal distance between a 3-D line close to these re-
constructed points and the camera frame. The 3-D points of
the same equivalence class are not exactly collinear due to a
deformation of the web in the direction of the width. How-
ever, provided the web width/length ratio between two rolls
is small (as it is for this application), the line ﬁtting error will
also be small in regard to the vibration magnitudes as it will
be shown in the experimental results.
Since a 3-D straight line may be deﬁned with 4 DOF, our
technique is based on the estimation of the unit vector r1 (2
DOF) corresponding to the line direction and a position vec-
tor tc in the interpretation plane deﬁned by the camera center
and vector r1. Let us denote with xi the only parameter for
Pij within the line  j (exactly its orthogonal projection), we
have
Pij =
 
jr1
jtc 
 
xi
1
 
(9)
expressed in the camera frame and solving for the m points
Pij’s according to (7) leads to the m equations:
x1
jr1 + jtc = P1j
x2
jr1 + jtc = P2j
···
xm
jr1 + jtc = Pmj . (10)
The xi’s are eliminated by a cross product (×) operation
with vector jr1 in both side of equations (10) and the orthog-
onal distance, jd⊥, from the line  j to the camera origin isC. Doignon, D. Knittel
given by
jd⊥ =  j tc × jr1  =
1
m
  (
m  
i=1
Pij) × jr1   (11)
The unit vector jr1 can be computed by subtracting the
previous Eq. (10) each other. To do so, let us also denote
with li =− 1/(xi+1 − xi),t h e nw eh a v e :
jr1 + l1 (P2j − P1j) = 0
jr1 + l2 (P3j − P2j) = 0 (12)
···
jr1 + lm−1 (Pmj − Pm−1,j) = 0
The choice of consecutive equations for the subtraction is
originating from the invariance of points ordering by pro-
jective transformations and also to get quite similar li val-
ues and consequently a better-conditioned system. This set
of 3(m − 1) equations may be expressed in the follow-
ing manner with the unknowns being jr1 and the vector
jl = (l1, l2, ..., lm−1)T:
A jr1 + Bj
jl = 0 (13)
Thelinear homogeneoussystem in (13)can besolved thanks
to a standard minimization with the quadratic constraint
(jr1)T(jr1) = 1. The solution is given by the eigenvector
jr 
1 corresponding to the smallest positive eigenvalue µ  of
the positive-deﬁnite symmetric real matrix Sj:
Sj
jr1 = µ jr1 (14)
Sj = AT [I3(m−1)×3(m−1) − Bj(BT
j Bj)−1 BT
j ]A (15)
Once jr1 is computed, jd⊥ i sd e r i v e db ym e a n so fE q .( 11).
Since this distance does not depend on the xi’s, projected
spots are free to move all along the line supporting them.
Hence, the 1-D structure (the solution vector jl )m a yb e
also derived and the 3-D line ﬁtting error,  ij, which indi-
cates how far the reconstructed point Pij is from the line  j
in space is computed as:
 2
ij = (Pij − tc)T (I3×3 − (jr1)(jr1)T)(Pij − tc) (16)
5 Experimental results
Experimentalinvestigationshavebeenperformedonawind-
ing plant which consists of a winder, a traction motor and
an unwinder. The image acquisition system we used con-
sists of an interlaced JAI CV-M50 (512 × 572) gray-scale
CCIR camera connected to an Imaging Technology PCVi-
sion frame grabber at a video rate of 25 images per second,
since the web transport industry is mainly looking for a vi-
brations frequency range less than 100 Hz for fabric. An Op-
ton Laser optical head with a (19 × 19) dot-matrix module
connected to a laser source (with a wavelength of 650 nm) is
Fig. 7 Line ﬁtting error for n = 19 sets (black lines) of m = 19
projected laser spots. The thick curve is the mean of all thin curves,
for a single image of the sequence. Typically, the mean error, ¯  ,i s0 .03
mm excepted close to edges.
Fig. 8 a. Results corresponding to the distance (in mm) between the
camera frame and the ﬁrst set of projected laser dots is reported for
only 8s (50 images per second, 400 images). b. Spectrum of signal
in (a) convolved with a lowpass ﬁlter ( fc = 3Hz). The exciter is a
nearly sinusoidal function with the mean decreasing as the roll radius
is increasing. The exciter frequency is located at f = 1.95 Hz.
also used and placed above the web (see Fig. 1b). An exciter
has been carried out with an artiﬁcial non-circularity inside
the winding reel and a sequence of 1500 images (60s) has
been acquired and de-interlaced in real time. The resulting
frames (50 frames per second with 512 × 286 pixels) have
been stored in a computer central memory.
In Fig. 7, line ﬁtting errors are reported for one image
picked up from the sequence. Points lying in the same class
are quite collinear (with a mean error ¯   ≤ 0.03mm) ex-
cepted close to the edges of the web (¯   ≤ 0.1 mm). In Fig.
8, results corresponding to the distance between the camera
reference frame and the ﬁrst set (n = 1) of projected laser
spots is reported for only 8s (the reel is being winded since,
in average this distance decreases). The forced vibration fre-
quency has been estimated and compared with the angular
velocity of the rolling winder [6]. Convolution of the dis-
tance variations signal with a lowpass ﬁlter ( fc = 3H z )i s o -
lates the forced vibration frequency which is located at 1.95
Hz (see Fig. 8) and frequency modes corresponding to free
vibrations are higher as it will be shown with the model of aA structured light vision system for out-of-plane vibration frequencies location
Fig. 9 a. The web tension magnitude signal convolved with a Butter-
worth lowpass ﬁlter ( fc = 3 Hz) is reported for 32s. b. spectrum of
signal in (a). The main peak is also located at 1.95 Hz. This web ten-
sion measurement by means of a piezoelectric tension sensor closed to
the roll winder conﬁrms the measurement with the vision system.
moving string. A same value has also been measured during
a short sequence with a tension sensor (see Fig. 9) although
web tension is mainly due to longitudinal force.
The ﬁrst mode of free vibration is precisely located in
the frequency domain thanks to an elliptic bandpass ﬁlter
( fc =[ 6,12] Hz—this avoids the presence of other modes
as one can see in Fig. 11a). Another convolution with a high-
pass ﬁlter ( fc = 12 Hz) provides the second mode of that
string-behavior web (see Fig. 11b). However, distance vari-
ations are very small (less than 1 mm) and noise is signiﬁ-
cant. That’s why, the resulting spectra are spread out. Nev-
ertheless, the estimated frequencies are 8.79Hz for the ﬁrst
mode and about 17.5 Hz for the second mode. Other modes
are out of the vision system bandwidth.
6 Vibrations study and comparison
In this section, we recall the natural frequencies computed
with an elastic string model for the web, and compare them
with those detected with the current vision system. An elas-
tic string of length L = 1.378 m between the tractor and
the roll winder, of uniform mass density ρl = 0.01375 kg/m
and with a web velocity V = 1.666 m/s, is subjected to a
longitudinal force T = 10 N. One end is free whereas a
smallout-of-planedisplacement y(x = L,t) = A0 cos(ω t)
occurs at the other end (see Fig. 10). ω is the pulsation of
that nearly harmonic exciter (during a short time of the se-
quence, ω ≈ cte and corresponds to the winding reel rota-
tional speed). We use the linear formulation of a vibrating
elastic string, in motion, stretched under a longitudinal ten-
sion between two rolls [4]. The displacement induced by vi-
brations is assumed to take place entirely in a vertical plane
(the string is assumed to be perfectly ﬂexible. That is, it can
transmit force only in the direction of its length).
This is a quite satisfactory model as long as the web
width/length ratio (between two consecutive rolls) is small.
Between two disturbances, the system is left to vibrate on
its own, leading to free vibrations, corresponding to internal
dynamics. If the string is uniform and the tension magnitude
Fig. 10 The string model used for the web. One end is free whereas
the other is subjected to a quasi harmonic exciter (artiﬁcially carried
out with a non-circular reel).
Fig. 11 a. Spectrum of the distance variations convolved with an el-
liptic bandpass ﬁlter ([6,12]Hz) and reported for 2s. The frequency
of the main peak is located at 8.79 Hz (ﬁrst free mode). This mode is
well-located in the frequency domain. b. Spectrum of the distance vari-
ations convolved with a highpass ﬁlter ( fc = 12 Hz). It’s a bell-shaped
spectrum. At this scale, distance variations are smaller than 0.5m m
and noise is signiﬁcant. However, the main peak corresponding to the
frequency of the second free mode is coarsely located at 17.5H z .
is constant, one obtains the free vibration equation:
(V 2 − c2)
∂2y
∂x2 + 2 V
∂2y
∂x ∂t
+
∂2y
∂t2 = 0 (17)
where c =
√
T/ρl ≈ 27 m/s is the wave velocity and the
nth natural frequency is given by [4]:
fn = n
c
2L
(1 −
V2
c2 ) (18)
( f1 ≈ 9.18 Hz , f2 ≈ 18.36 Hz,. . . )
The experimental results show a good agreement with
theoretical results predicted with the very simple string
model. The estimated value for the ﬁrst frequency mode
is 8.79 Hz instead of 9.18 Hz computed with the physical
model (an error less than 5 % for the frequency location).
However, due to the very fast and very small variations of
vibration magnitudes (about 0.5 mm), other modes have notC. Doignon, D. Knittel
been well estimated since noise is signiﬁcant. The second
frequency mode has been coarsely estimated at 17.5H zi n -
stead of 18.36 Hz. This is mainly due to the limited band-
width and spatial resolution of the current vision system
(512 × 286 pixels at 50 fps). Furthermore, since the tension
applied in one direction inﬂuences the other direction (in the
warp direction) and thereby modiﬁes the web behaviour (it’s
of course not a perfectly ﬂexible string), a future improve-
ment should include a multidimensional model for an elastic
moving membrane.
7C o n c l u s i o n
This paper presents a new measurement technique for the
contact-less detection of out-of-plane vibrations of a mov-
ing web, by means of a vision system which consists on a
digital camera and a laser dots pattern device. We describe
several steps for achieving a good localization of projected
laser spots onto the web surface. In particular, we propose a
feature points classiﬁcation dedicated to this application and
a triangulation method is performed to reconstruct the 3-D
laser spots onto the web. Therefore, the distance from a web
cross-section (nearly a 3-D line) to the camera is computed
from which the vibration analysis is based on. With an addi-
tional exciter, we show that it is possible to detect the forced
mode as well as the ﬁrst free mode of vibrations. A range
for the second free mode is estimated despite the very small
magnitude for this kind of vibrations which is less than 0.5
mm. This value must be compared to the line ﬁtting error
which is 0.03 mm, typically.
The main advantage of this technique is to be an alterna-
tivemethodfordetectingwebvibrationsinregardtoexisting
techniques using microphones for this application. There is
no way for recovering the web proﬁle with microphones be-
causeperformances infrequencyestimationaresigniﬁcantly
degraded with a moving web. As far as we know, this is the
ﬁrst time a vision system is used to evaluate out-of-plane
web vibrations. The detection of free vibrations is the most
important feature of this work since such kind of vibrations
contains web internal dynamics. In counterpart and with re-
spect to other sensors used in the winding systems ﬁeld, vi-
sion systems generally have a very limited bandwidth and
require some computations for extracting video information
in a reliable manner. Nevertheless, the good agreement of
the results with the theory and the precise location of pro-
jected laser spots during the winding process should be lead
in the future to a promising measurement technique. Finally,
we want to notice that during some experiments with the
same web but at different web velocity and tension values,
there was no observable free vibration. Therefore, this tech-
nique based on a structured light vision system seems useful
to adjust the web transport machine references so as to avoid
these vibrations.
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