The remainder of this section is devoted to an explanation of why this is so. (There are other fields in which this fundamental problem arisessee, for example, [6] and [13] -but we do not treat them here.) Sections 2 and 3 are concerned with constructive procedures for solving the fundamental problem under various assumptions on the data q and M.
1 The fundamental problem can be extended from p sets each consisting of a pair of variables only one of which can bc nonbasic to k sets of several variables each, only one of which can be nonbasic. To be specific, consider a system w = q f Nz,
The quadratic programming problem is typically stated in the following manner: Find a vector x and minimum f such that
Ax>., x > 0, ,T? = CM + $x0x. (10) In this formulation, the matrix D may be assumed to be symmetric.
The 
A vector x0 yields minimum i only if there exists a vector y" and vectors u", v" given by (11) for x = x0 satisfying
These necessary conditions for a minimum in (10) are a direct consequence of a theorem of H. W. Kuhn and A. W. Tucker [14] . It is well knownand not difficult to prove from first principles-that (12) , known as the Kuhn-Tucker conditions, are also sufficient in the case of convex quadratic programming. By direct substitution, we have for any feasible vector X, z -9' = c(x -x0) + $xDx -;x"D.Y~
= u"(x -x0) + y"(v -v") + Q(x -x")D(x -x0) = 2cox $ VOV + 4(x ~ xO)D(.r -x0) 3 0,
which proves the sufficiency of conditions (12) for a minimum in the convex case.
Thus, the problem of solving a quadratic program leads to a search for solution of the system zi=Dx-il=y+c, x 3 0, y > 0, (13) v=Ax-b, 14 The definitions establish (13) , (14) as a problem of the form (l), (2) . 
Dual
All the results of duality in linear programming extend to these problems, and indeed they are jointly solvable if either is solvable. When E = 0, the primal problem is just (lo), for which W. S. Dorn [5] their expected losses are xAy and xB~, respectively.
(A component in a mixed strategy is interpreted as the probability with which the player uses the corresponding pure strategy.)
A pair (x0, y") of mixed strategies is a Nash [19] equilibrium @o&t of r(A, B) if xOAy0 < xAy0, all mixed strategies x, xOBy0 < xOBy, all mixed strategies y.
It is evident (see, for example, [15] ) that if (x0, y") is an equilibrium point of r(A, I?), then it is also an equilibrium point for the game r(A'B') in
where K and I, are arbitrary scalars. Hence there is no loss of generality in assuming that A > 0 and B > 0, and we shall make this assumption hereafter.
Next, by letting ek denote the k-vector all of whose components are unity, it is easily shown that (x0, y") is an equilibrium point of T(A, B)
if and only if
This characterization of an equilibrium point leads to a theorem which relates the equilibrium-point problem to a system of the form (l), (2) . 
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is an equilibrium point of r(A) B). Conversely, if (x0, y") is an equilibrium point of &4, B) then is a solution of (ZO), (21) . The latter system is clearly of the form (l), (2) , where Notice that the assumption A > 0, B > 0 precludes the possibility of the matrix M above belonging to the positive semidefinite class.
The existence of an equilibrium point for r(A, B) was established by J. Nash [19] whose proof employs the Brouwer fixed-point theorem.
Recently, an elementary constructive proof was discovered by C. E.
Lemke and J. T. Howson, Jr. [15] .
LEMKE'S ITERATIVE SOLUTION OF THE FUNDAMENTAL PROBLEM
This section is concerned with the iterative technique of Lemke and Howson for finding equilibrium points of bimatrix games which was later extended by Lemke to the fundamental problem (l), (2) . We introduce first some terminology common to the subject of this section and the next. Consider the system of linear equations w==q+Mz, (22) where, for the moment, the p-vector q and the p x ~5 matrix M are arbitrary. Both w and z are p-vectors. 
Notice that a solution (ze); .z) of (l), (2) . is a nonnegative complementary solution of (22) . Finally, a solution of (22) Yet there are two important realizations of the fundamental problem which can be so initiated. The first is the bimatrix game case to be discussed soon; the second is the case where an entire column of M is positive. The latter property can always be artificially induced by augmenting M with an additional positive column; as we shall see, this turns out to be a useful device for initiating the procedure with a general M.
Each iteration corresponds to motion from an extreme point Pi along an edge of 2 all points of which are almost complementary solutions of (22) . If this edge is bounded, an adjacent extreme point P,+* is reached which is either complementary or almost complementary.
The process terminates if (i) the edge is unbounded (a ray), (ii) Pit, is a previously generated extreme point, or (iii) Piti is a complementary extreme point.
Under the assumption of nondegeneracy, the extreme points of Z are in one-to-one correspondence with the basic feasible solutions of (22) (see 131). Still under this assumption, a ~o~~~~e~~~~ta~y basic feasible ~olz~t~~~ is one in which the complement of each basic variable is nonbasic. The goal is to obtain a basic feasible solution with such a property. In an almost compIementary basic feasible of (23), there will be exactly one index, say @, such that both We and zp are basic variables. Likewise, there will be exactly one index, say Y, such that both zefy and z, are nonbasic variables. 3 An almost complementary edge is generated by holding all nonbasic variables at value zero and increasing either z, or W, of the nonbasic pair z,, r0,. There are consequently exactly two almost complementary edges associated with an almost complementary extreme point (corresponding to an almost complementary basic feasible solution).
Suppose that z, is the nonbasic variable to be increased. The values of the basic variables will change linearly with the changes in z,. For sufficiently small positive values of zy, the almost complementary solution remains feasible. This is a consequence of the nondegeneracy assumption.
S C. van de Panne and A. Whinston [21] have used the appropriate terms basic and nonbasic pair for {wb, zp} and {wv, zyl respectively. 
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The com@ementary rule
The complement of the (now nonbasic) blocking variable-or equivalently put, the other member of the "new" nonbasic pair-is the next nonbasic variable to be increased. The procedure consists of the iteration of these steps. The generated sequence of almost complementary extreme points and edges is called an almost complementary path.
THEOREM
Along an almost complementary path, the only almost
com$dementary basic feasible solution which can yeoccuuy is the initial one.
Pvoof.
We assume that all basic feasible solutions of (22) 
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(say P,). By the nondegeneracy assumption, the extreme points of 2 are in one-to-one correspondence with basic feasible solutions of (22) .
Let P, denote the successor of P, and let P, denote the second predecessor to P,, namely the one along the path just before the return to P,. The extreme points P,, P,, P, are distinct and each is adjacent to P, along an almost complementary edge. But there are only two such edges at P,. It is easy to show by examples that starting from an almost complementary basic feasible solution which is not the end point of an almost complementary ray, the procedure can return to the initial point regardless of the existence or nonexistence of a solution to (l), (2) . 
Consequelzces of termination in a ray
In this geometrical approach to the fundamental problem, it is useful to interpret algebraically the meaning of termination in an almost com- 
A ,modificatiolz of almost complementary basic sets
Consider the system of equations
where z. represents an "artifical variable" and ep is a p-vector (1, . . . , 1).
It is clear that (31) always has nonnegative solutions. A solution of (31) is called almost complementary if ziwi = 0 for i = 1, . . . , p and is com- 
Termination in a ray implies there exists a nonzero nonnegative vector zh such that
z,h(Mzh), < 0, i= l,...,).
,4t this juncture, two large classes of matrices M will be considered.
For the first class, we show that termination in a ray implies the inconsistency of the system (1). For the second class, we will show that termination in a ray cannot occur, so that for this class of matrices, (l), (2) always has a solution regardless of what g is.
The first class mentioned above was introduced by Lemke [lS] .
These matrices, which we shall refer to as copositive plus, are required to satisfy the two conditions UIVIU >, 0 for all ZL 3 0,
(M + Mr')z~ = 0 if uMz4 = 0 and zt > 0.
Matrices satisfying conditions (39) alone are known in the literature as co$ositive (see [18, 121) . To our knowledge, there is no reference other than [IS] on copositive matrices satisfying the condition (40). However, the class of such matrices is large and includes (i) all strictly copositive matrices, i.e., those for which UMG > 0 when O#u>O;
(ii) all positive semidefinite matrices, i.e., those for which &Vfu > 0 for all u.
Positive matrices are obviously strictly copositive while positive definite matrices are both positive semidefinite and strictly copositive. Furthermore, it is possible to "build" matrices satisfying (39) and (40) Indeed, it is a consequence of J. Farkas' theorem [7] that (1) Proof. Termination in a ray means that a basic feasible solution (W* ; zo*, z*) will be reached at which conditions (32)-(34) hold and also 0 = zhwh = ziiepzgil + zhAZz~~.
Since M is copositive and zir 3 0, both terms on the right side of (42) are nonnegative, hence both are zero. The scalar z~" = 0 because Zliep > 0. We can even improve upon this. which is a contradiction.
THE PRINCIPAL PIVOTING METHOD
We shall now describe an algorithm proposed by the authors [4] which predates that of Lemke. It evolved from a quadratic programming algorithm of P. Wolfe [26] , who was the first to use a type of complemen- Step I: Increase zr until it is blocked by a positive basic variable decreasing to zero or by the negative wr increasing to zero.
Step II: Make the blocking variable nonbasic by pivoting its complement into the basic set. The major cycle is terminated if ze~r drops out of the basic set of variables. Otherwise, return to Step I.
It will be shown that during a major cycle or increases to zero. At this point, a new complementary basic solution is obtained. However, the number of basic variables with negative values is at least one less than at the beginning of the major cycle.
Since there are at most $ negative basic variables, no more than p major cycles are required to obtain a complementary feasible solution of (22) . The proof depends on certain properties of matrices invariant under principal pivoting.
Principal pivot transform of a matrix
Consider the homogeneous system u = Mu where M is a square matrix.
Here the variables vr, . . . , vp are basic and expressed in terms of the nonbasic variables or, . , up. 
Validity of the algorithm
The proof given below for p = 3 goes through for general $J. Consider Wl = q1 + f+~llzl + m12z2 + ~q3z3
Suppose that M has positive principal minors so that the diagonal coefficients are all positive :
Suppose furthermore that some qj is negative, say ql < 0. in the new canonical system relabeled ~8 = q + nZ has positive principal minors, allowing the entire major cycle to be repeated.
In the latter case, we have some other basic variable, say Zeus = q2 + msl.zl blocking when zi = zr* > 0. Then clearly msi < 0 and q2 > 0.
In this case, The solution (w; 2)s must satisfy the above since it is an equivalent system. Therefore setting z1 = zi*, w2 = 0, Z, = 0 yields The number of iterations within a major cycle is finite.
Proof. There are only finitely many possible bases. Ko basis can be repeated with a larger value of zr. To see this, suppose it did for 21 ** > zr*. This would imply that some component of the solution turns negative at zr = zr* and yet is nonnegative when zr = x1**. Since the value of a component is linear in zr we have a contradiction.
Paraph.rase of the principal pivoting method
Along the almost complementary path there is only one degree of freedom.
In the proof of the validity of the algorithm, zr was increasing and zz was shown to increase. The same class of solutions can be generated by regarding z2 as the driving variable and the other variables as adjusting.
Hence within each major cycle, the same almost complementary path can be generated as follows. The first edge is obtained by using the complement of the distinguished variable as the driving variable. As soon as the driving variable is blocked, the following steps are iterated: The paraphrase form is used in practice.
THEOREM
12.
The jwincipal pivoting method terminates in a solution of (l), (2) is obtained. Since a positive definite matrix has positive principal minors, the method applies to such matrices.
As indicated earlier, the positive semidefinite case can be handled by using the paraphrase form of the algorithm with a minor modification.
The reader will find details in [4] .
