Abstract-There are many ways to find lower bounds for the minium distance of a cyclic code, based on investigation of the defining set. Some new theorems are derived. These and earlier techniques are applied to find lower bounds for the minimum distance of ternary cyclic codes. Furthermore, the exact minimum distance of ternary cyclic codes of length less than 40 is computed numerically. A table is given containing all ternary cyclic codes of length less than 40 and having a minimum distance exceeding the BCH bound. It seems that almost all lower bounds are equal to the minimum distance. Especially shifting, which is also done by computer, seems to be very powerful. For length 40 5 11 5 50, only lower bounds are computed. In many cases (deriven theoretically), however, these lower bounds are equal to the minimum distance.
I. INTRODUCTION
CYCLIC CODE C of length 71, over the alphabet GF(q) A (gcd(n,,q) = 1) can be characterized as an ideal in the ring GF(~)[x:]/(:~:'~ -1) with generator g ( . r ) (say), which is a divisor of :I:" -1. A codeword of C will be written either as c ( x ) E GF(q)[:c]/(z" -1) or as the vector c of length 71, having as ith entry the coefficient of :I;' in c (.r;) . If (k is a primitive 7bth root of unity in some extension field of GF(q), then all zeros of xT1 -1 can be written as cuJ(0 5 j 5 71 -1). If g ( r ) is not constant, then g ( x ) has some zero oJrJ since g(.c) divides z7L -1. But because g(x) is a polynomial over GF(q), it also has (Po, d 3 0 . . . . as its zeros (we will say: m j , ( . I ; ) divides g(z), where n~~, ( . c ) is the minimal polynomial of do, i.e., the monic polynomial that only has zeros ( Y~O . cuqJ(]. (@.lo. .
. ).
So we can characterize g(z) (and also C) by the set G := (;joln~,,,(x) divides ,y(x)} (here we use that gcd(n, ti) = I, and so every zero of :E'' -1 (and so every zero of !](.I;)) has multiplicity one). Mostly we will characterize C by its defining set R : { j l d is a zero of g ( : x ) } (and sometimes by R, which is the set of integers modulo 71 that are not in R). We define the check polynomial h~(.i:) as the reciprocal polynomial of h,(z) := (x" -l)/,q(:c) ( h l ( n . ) is the generator polynomial of the dual code). Of course every ( ( 2 ) E C has zeros d, ,j E R, and this is the same as saying: c has inner product zero with the vector (1 nJ (Y2J . . o (~-' ) J ) . So a parity check matrix > Manuscript received July X, 1991. This work was presented in part at Coding and Information Theory Conference, Essen, Germany, December 15- 17. 1991. M. van of C is where R = ( ; j l . , j 2 . . . . .,it) is the defining set of C (we do not require that a parity check matrix has independent rows).
For purposes that will become clear soon, we will define, for I c ( , and we will write ~B C H = s+ 1, i f s is the largest integer having the property that there is a code equivalent to C with a defining set containing a consecutive subset of size .s (notice that R depends on the choice of tr; we call two codes equivalent if their defining sets are the same up to multiplication with some integer coprime to 72). The first generalization of the BCH bound was given by Hartmann and Tzeng [5] . They prove that if the consecutive sets { I + ,in. 'i + 1 + j u . . . , i + 6 -2 + ,ja} (0 5 ,j 5 s ) are contained in R, and if ( d . n ) < 6, then the minimum distance of the code with defining set R is at least h + .s. Roos [6] generalized this by proving that if the statement is true for sufficiently many (say s') values of , j , then the minimum distance is at least 6 + s' -1. A last generalization can be found in [l] and is called the AB- If CO is a subcode of C , then we will write CO 5 C. If Ro is the defining set of CO, then we must have R c Ro. Moreover
If CO 5 C and CO # C , then we write CO < C' (and we say: CO is a proper subcode of C). A cyclic code C is called minimal if C # ( 0 ) (0 denotes the zero word) and if {0} 5 CO < C' implies that CO = (0). The generator of a minimal code is (.rT1 -l ) / m j ( : c ) for some .j.
In Section 11, we first give some theorems, that give good lower bounds for the minimum distance. The first one is called shifting and turned out to be very powerful. We used 1.00 0 1993 IEEE a computer to compute the shifting bounds and for length less than 40 this bound was for approximately 95% of the codes equal to the minimum distance. Where the shifting bound did not equal the minimum distance we were often (but unfortunately not always) able to find a bound that did equal the minimum distance. Of course for many codes it is possible to find a lower bound more quickly by hand using other theorems than shifting (including the AB-method). But to avoid a long list of tedious examples, we only used other theorems where it was necessary (i.e., where the shifting bound did not equal the minimum distance). The results can be found in Table I .
In Section 111, we treat the lengths 40 5 n 1. 50. Because shifting is in the worst case exponential in n, the computer could in some cases not find the shifting bound in reasonable time. Fortunately other theorems were powerful enough to find almost all minimum distances. The results can be found in Table I1 and Table 111 .
LOWER BOUNDS
The technique of shifting was introduced in 1986 by Van Lint and Wilson [l] . It gives very good lower bounds for the minimum distance of cyclic codes. We now give a definition of the shifting bound ~SHIFT(C) of a cyclic code C , that is slightly different from the definition in [l] , but easier to implement on a computer.
Definition 1: Suppose C is a cyclic code of length n with defining set R. We define the shifting bound dsHIFT(C) inductively. a) If C is a minimal cyclic code and q , 7-2, . . . , r , is the longest sequence of different integers (mod n) such that 2 ) There is a sequence a l , a2, . + . , a, such that for all i : { a ; + r l , . . . , a i + r t -l } c R a n d a ; + r ; 6 R(al1 additions taken modulo n), then ~SHIFT(C) = w + 1.
The first equality follows from the fact that the rank of a matrix stays invariant under multiplication with diag( 1, sat, crzaa, . . . , ~&~-l )~~) .
To prove the second equality, we recall that and see that c (the vector of length n corresponding to e(.)) is orthogonal to the first i -1 rows of this matrix, but is not orthogonal to the last row (since otherwise c(z) would have aaa+rl as a zero, but a; +
T;
R and C is a minimal code, so this would imply that e(.) G 0). So the last row is linearly independent from the other rows and the equality follows (notice that we may restrict ourselves to the columns corresponding to support I). The third equality is as obvious as the first one. So rank(M(r1, rz, . * * , r w ) I ) = r a n k ( M ( r l , r 2 , . . . , r w -l ) I ) + l = ... = rank(M(rl),)
. * , r w ) I has full rank and so c(z) cannot be a codeword. This
2) Suppose C is not a minimal code. By induction, we
Suppose T I , 7-2, . . . , rw satisfy conditions 1) and 2) and In Some caseS shifting is not powerful enough and we have integers with 1) and 2) in a), then ~SHIFT(C) = w + 1.
I dsHIFT(C) -satisfying conditions to improve the lower bound, using some other theorems. The first theorem is very useful and is also a consequence of a theorem of McEliece 171.
Theorem 1 (Shifting): Suppose C is a cyclic code with minimum distance d. Then, ~S H I F T ( C ) . . , ~i -1 )~) + 1.
. .
Theorem 2:
Suppose C is a ternary cyclic code of length n with defining set R. Suppose that if i @ R, then n -z E R. Then, C is selforthogonal (or equivalently: wt(c(x)) E 0 mod 3 for all c(z) E C). Looking at the coefficient of zn-l in c(z)c'(s-'), we get (c(z), c'(z-l)) 5 0 mod 3 ((c(z) , c'(z)) denotes the inner product of c(z) and c'(z) in GF(3)). So C is selforthogonal (and because (c(z) ( : e ) is an element of the code C1, that is generated by
Moreover, wt(c(x)) = wt(cO(:i:)) + w t ( q ( . c ) ) ~rioc-l 3 .
Proof: It is easy to see that gcd(go(.c),gl(.c)) = ,q(x). 
0
Corollary I : Suppose C is a ternary cyclic code of length 11, with defining set R not containing 0. Also suppose that the code CO corresponding to R U (0) is selforthogonal. Then, the following holds for all c ( x ) E C: is an element of the code in Example 22.1, which has d 2 12. This is a contradiction and so d 2 10. (4.7.12. 13,14,16, 17,19,20, 21) . Here &HIFT = 6. We wish to apply Theorem 3 to prove that (1 2 7. Let the code C with defining set R be generated by g(:7:). Let CO be generated by Example 26.5: 7) = 26, R = {7. 8.11.13,14,16,17,20,21, 22,23,24.25} . Here ~~H I F T = 7, and by Corollary 1 a) we have r l 2 8 (see Example 26.2).
Since our codes are ternary, 3 is not a divisor of n. So if 71,
is not too big (say n 5 SO), then 2 is a divisor of n, unless TI, is a prime or n = 25, 35, or 49. But if 2 divides n, then 0 mod 3, i.e., q ( z ) (since 71, $ 0 mod 3). This proves statement b).
we can use knowledge of the cyclic codes of length n/2 to find better lower bounds. 
It is easy to see that C2 is a ternary cyclic code again, which has the same minimum distance as C. Moreover the following holds. 
and so -a2 = a m f i is a zero of all elements of D. This means that also m + i E R. e: Again a is a primitive nth root of unity. We write p:= a2 and / 3 is a primitive mth root of unity.
We shall prove that if R = m + R, then D = C2, where C has defining set R' = R mod m. Take d(x) E D and write
But then c ( x 2 ) + xc '(z2) has zeros ai and -ai = am+i for 0 Notice that the code of Example 22.3 is the square of the code of Example 11.1 Example 22.8: n = 22, R = {2,6,7,8,10,13,17,18,19, 21) . By Theorem 4, this code is the square of the code of Example 11.2. So d 2 5. This also explains why the code has no words of weight 7 or 21.
In the explanation of Table 111 , the following theorem will be quite useful. We dedicate it to Paris, since it was proved (at night) in a hbtel room in that city.
Theorem 5 ("Paris by Night"): Suppose C is a ternary cyclic code of length n = 2m and defining set R. Let CL be the cyclic code of length n with defining set R U (m + R) (the so called lower square of C ) and Cu the cyclic code of length n with defining set R n ( m + R) ( Theorem 6: Suppose C is a ternary cyclic code of length n = 2m with defining set R. Let CE be the cyclic code of length n with defining set R U {jlj 0 mod 2) and CO the cyclic code of length n with defining set R U { j [ j G 
And so
So a) and b) have been proved. To prove c), we observe Theorem 5 and Theorem 6 will be used more optimally in the next section. We shall now discuss the relationship between Theorem 6 and contraction. The method of contraction was introduced in [l] . For the parameters that we shall treat in this paper, we could actually do without the method. However, one special case is so often quite useful that we mention it here. ,4,6,8,10,12,13.14.16,18.20. 22,24) . We see that R' = (0) (see Lemma 1). So if c is a codeword and d its contraction, then either wt(c') = 13 (and so wt(c) 2 13) or wt(c') = 0. So, if wt(c) < 13, then wt (c) is even. This is also obvious if we use Theorem 6 and observe that CO has defining set (0). (1)
Notice that c ( x ) c -x ) is in the code with defining set {0,13}.
Moreover, gcd(c(z).z2 -1) = gcd(c(-z),x2 -1) = 1 (since the codes corresponding to R U (1) and R U {-I) have This means that c(l)c(-1) = 2 or equivalently that 7110 E 1 mod 3 and 7/11
is a zero of e(.) -e(-.)).
This means that c(l)c(-1) = 1 or equivalently that 7110 E 2 mod 3 and 1111 so certainly 1110 $ 0 mod 3. If '!1!0 = 1, then 1 is not a zero of e(.) + c -3 ; ) and so we are in case 2, which is a contradiction, since 1110 9 2 mod 3. So essentially there is just one case left, and that is the case where 700 = 2 and both Example 26.7: n = 26, R = (0,13,14,16,17,22,23,25}. Here, d s H I F T = 5 and the Roos bound equals 6 (which is rather remarkable). To prove this, observe that the consecutive sets (13 + 3 j , 14 + 3 j ) are contained in R if j E (0, 1,3,4} . By Roos [6] , this means that d 2 3 + 4 -1 = 6.
Explanation of Table I
By computer we calculated the minimum distance of all ternary cyclic codes with length < 40. In many cases this minimum distance is equal to the BCH bound. In Table I we give the minimum distance of all ternary cyclic codes of length < 40, and minimum distance not equal to the BCH bound.
So the minimum distances of all other ternary cyclic codes of length < 40 can easily be found by computing the BCH bound. Also by computer we calculated the SHIFT (see Definition 1) of the codes listed in Table 1 . We see from Table I that in many cases the minimum distance equals the &HIFT. In the other cases, some minimum distances are equal to bounds given by other theorems in this section (or belong to the special cases). In these cases we refer to an example in this section. Unfortunately some minimum distances are left, that could not be derived theoretically by us. These are indicated by a question mark. By the shifting certificate we mean the sequence r l , rz, . . . , rdsHrFT-l, which has been put in the order of Definition 1.
Of course we did not mention codes that were equivalent to a code that was already in the list. We saw that we could call two codes equivalent, if their defining sets were the same up to multiplication with an integer coprime to n. But if n = 2m, we can also call two codes equivalent, if their defining sets are the same up to a shift over m (this corresponds to a substitution of IC by --z in the codewords c(z), and so the minimum distance stays invariant). So we call two codes equivalent if their defining sets can be obtained from each other by some combination of multiplying with an integer coprime to n and shifting over m (where n = 2m).
To find the defining sets of the codes in Table I and to find equivalent codes, we refer to the Appendix.
m. LONGER CODES
In this section, ternary cyclic codes will be studied with 40 5 n 5 50. Computing exact minimum distances for these codes is very time consuming, so we only computed lower bounds. Of course, first of all we used shifting, since this method seems to be very powerful as we saw in Section 11. But, for some codes, shifting also took too much time and so we had to compute a lower bound using one of the other theorems in Section 11. Of course, we also tried to improve the dsHIFT using one of the other theorems.
n = 4 0
There are too many ternary cyclic codes of length 40 to give a list of all of them. So for each dimension k we computed the best of the lower bounds for the minimum distance of all codes of dimension IC, and only listed the corresponding codes (Table 11 ). For some codes in Table I1 we were able to find an upper bound for the minimum distance (just by computing some codewords), that equaled the lower bound for its minimum distance. This is indicated by a boldface entry in the column "d,,
2." In the last column of Table 11 , an explanation is given for the lower bound. If this lower bound is not the BCH bound and is not explained in some example, then the bound equals the d s H I F T and the sequence rl,rz,..',rdSHIFT-l is given.
Example 40.1: n = 40, fi = (1,3,9,27}. We will use Theorem 5 to prove that d 2 24. Notice that CL has as defining set all integers modulo 40, and so we may take d L infinite. Cu is the square of the code of length 20 with defining set (0,2,4,5,6,8,10,11,12,13,14,15,16,17,18,19}, which has minimum distance at least 12 by the BCH bound. So by 
0 < n s 5 0
In Table 111 , we give a complete list of all ternary cyclic codes of length 40 < n 5 50, having a lower bound for the minimum distance more than the BCH bound. Again we also computed upper bounds and if the lower bound equals the upper bound, we indicate this with a boldface entry in the column "d 2." In the last column one can find an explanation for the lower bound for d. If shifting gives the best bound, then a shifting certificate is given. Otherwise we either refer to a theorem ("Paris" means Theorem 5) or to an example.
Sometimes we also give an explanation for the upper bound, by giving a subcode with a known minimum distance contained in our code (e.g., ">nr.13"). The "-"-sign denotes "a code equivalent to." If the code is double or a square, then the minimum distance can be calculated from Table I and there is nothing else to explain. Notice that not for all codes the shifting bound is given in Table 111 . Here the computer spent too much time to compute the shifting bound. Because we need lower bounds for the minimum distance of all proper subcodes of a code to compute the shifting bound, we have put other lower bounds in the computer where shifting bound was not known. Notice that this means that the entries in the column 5,7,8,13.14,17 2,4,7,8,13,14,17 2,i,8,13,14,17 1.i,8.13.14.17 4~5 , 1 , l 3~1 4~1 7 1.4.7.13.14.17 2,i,8,14,17 2.4.8.14.li 1,4,8,14,17 1,2.8,14.17 O,i.8.13,14.17 0,5.8.13,14.17 0,1,7,13,14,17 0,1,4,13,14,17 0,4,7,8.13,17 7,8,13,14,17 5.8,13,14.17 4,8.13 .14.17 1.8.13.14.17 4.i.13.14.17 1,7,13,14,1i 4,5,13,14,17 2,4.13.14,17 1.4,13.14.17 1.2.13.14.17
SHIFT" need not equal the ~~H I F T of Definition 1 (but it is easy to see that the d s H l F T from Table I11 is still at most d).
Example44
.1: n = 44, R = {2,6,10,11,18,30,33}.
We shall use Theorem 5 to prove that d 2 22. CL has defining set {11,33} and so d L = 22 CLI is the square of the code of length 22 with defining set {0, 1,3,4,5,7,9,12,13,14,15,16,17,19,20,21} , which has minimum distance 12, since it is equivalent to the code of Shifting certificate t.i.0 . . 7,10.6.0 10.11,7,12.0 5,0,11,5,2 7.13.8.14,3,0,1 4.i.12.13.5 4,7,0 7,14,13,5 k , i , 5 10, 16,11,1i,12,13,0 10,11,16,12,17,13,2 11,4,16,12,15.10.0 11.15.10,4.5 11.12.19.10.0 10,19.0 4,15,0 11,17,5 4.15,5 14.5,2 10,19.0 4,15.5 11,17,0 13.19.14,20.11,12,3.0,1 10.17,12,13,11,6,16,7,2 11,12,13,14,3,4,1 12.6,17.16,18,7,2 11,12,20,19,13.0 7,10,6,0 11,12.19,13,4 6.17.7,2 16,13,12,19 
TABLE I (PART 2)
.i, 8,13,17 .7.8,13,17 .8,14.17 ?8,14,17 ',8,14,17 -8*14,17 1?7,14,17 ,7,14,17 ,7,8,17 , 2 , 8 , l i l,7,13,14,17 1,4,13,14,17 1,7,8,13.17 l,4,8,13,17 ',13,14,17 l,13,14,17 2,13,14,17 l.13,14.17 4,8,13,17 l,8,13,17 4.7,13,17 2.4,13.17 4.14. ,23.11,7,4 !0.8,24.7,1 4.15,23.22,16,5 6,24,22.23.4 !2,16,23,17,2 !3,16,8,24,22.1 .1.16,10,21,4 !1,23,7,1,3 !0,24,8,7,1 !3,24,2,1,3 !3,22,21,16,0 !2,13,12,16,0 23.24,7.20,0 12,25.23,24,0 22,16,21.13,7 12.10,23,14,4 22,17,16.13,2 14.1,25,23,3 7.24.23.20,8 3,20.4.13,10 23.13.9,20,1 10,23.21.11,4 10,4,2,23,6 12,10.14.4 17,24.23,2 13,22,16,0 23.11,O 13,22.16,14 23,21,0 22,16 ,23,13,8,9,10,1 13,20,5.6,2 9,11,0,3,1 4,7,12.13,5 13,28.14,7,5 9.25,10,3,1 4.7,O 25,9,26.0,1 13,29,28.7.5 4.7.5 13,28.14,15,5 25.9,26,10,1 21,5,20,6,2 20.7,O 4.15,O 4,7,5 9,10,0.1 i,14.13.5 20,7,5 8.19,l 4.15,5 9,25,10,1 20.15,O 20,7,5 20.15,5 16,19,1 18,21.30,24,22,6,19,20,5,7,0 18,19,20.21,23.5.22,6,7.2 18,24,23.30.22.5,0 18,30,22.23,5,2 18.23,21.31.6,0 34.23.31.18.0 31,23,18,2 20.14,O 20.14.5 13.18.14.19,31.5.0 13.18.14,19.31,5 0,1,4,7,8,10,11,13,?0,22,25   1,4,7,8,10,11,13,20,22,25  1,4,7,8,10,11,13,22,25  4,5,7,8,10,11,13,20,22,25  0,4,7,8,10,11,13,20,22,25  2.7,8,10,11,13,20,22,25  0,4,7,8,11,13,20,22,25  1,4,5,8,10,13,20,?2,25  0,7,8,10,11,13,20,22.25  1,2,5,8,13,20,22,25  0,5.7,8,10,13.20.22,25  5,7,8,10,13,20,22,25  0,7,8,10,13,20,22,25  7,8,10.11,20,22,25  0,7,8,13,20,22,25  8,11,13,20,22,25  0,10,11,13,20,22,25  10,11,13,20,22,25  0,1,10,13,20, 20,33,32,~9,30,21,34.28,31,24,15,11,22,10,4,5  28,31.32,19,33,29,20,34,30,21,35.22,36,10,11,7,0  30,6,24.32.33,29.?1,19,37,18,17,16,22,7,2  31,32,19,35,36,23,37,34,11,24,33,20,21,7,0  8,27,4,12,37,31,35,30.26.?4,9,3,1  29,?0,23,24,38,30,37,33,32,21,19,7,0   BCH   20,21,22,30,38,29,37,24,23,7,0  23,24,15,31,7,29,21,30,22,20,5  37,24,38,30,21,22,20,23,7,0  19,20,23,32,22,33,?4,21,7,8  22,23,31,7,39,20,25,?1,0  34,16,37,38,19,32,24,0  19,10,37,34,30,25,0  30,10,37,33,19.25,11  26,30,9,39,37,0,1  21,25,34, 2,3,4,5.6.9,10.12,15, 16,18,20,23,25,27.30.31,36,37} . This code satisfies the condition of Theorem 2, and so d 5 0 mod 3. ~~H I F T = 10 and so d 2 12. Moreover d = 12, since this code contains number 13 in Table 111 .
Example 44.5: n = 44, R = {0, 1,2,3,4.5,6,9,10,12.15. 16,18,20,23,25,27,30,31,36,37}. .7,8,13,14,17,19,21,22. 24,26,28,29.32.34.35.38,39,40,41,42,43} . We wish to 2 ) wt(a) < 9 and wt(b) = 9. Then, wt(c) 2 10 by Theorem 6b). 3) wt(a) = 9 and wt(b) = 9. Then by the observations just made loo 5 2 + (11 -2) = 11 and so by Theorem 6a) we have: wt(c) 5 3 * 11 -9 -9 = 15. So d 2 10, and since code nr.19 in Table 111 is contained in this code, we have d = 10.
Example 44.7: n = 44, R = { 1. 3,5,8,9,11,15,22.23,24, 25.27.28,31,32,33,37 39, 32, 40.33, 7, 8 square square 38, 39, 13, 28, 34.7, 8 'Paris', 3nr.60 'Paris'. 3111.62 16, 35, 12.20, 39, 7, 4, Jnr.58 38, 39, 13, 28, 34.7 and (b, b) E CO (number 38). The only way to get wt(c) < 6, is to take wt(a) = 5 and wt(b) = 4 or 5. But CE is a square and so wt(a) = 5 implies that a is zero on either the even or the odd positions. We have two cases.
which has minimum distance 6, 
APPENDIX
In Table IV , we give a complete list of all irreducible factors of .r" -1, 71 5 50, over GF(3) (a list for n 5 100 can be found in [9] ). We also give the exponents of the zeros of these polynomials for some chosen nth root of unity. As we saw, a cyclic code of length 71 can be represented by a set of irreducible factors of .I.'~ -1. In the last column, we give the permutations on the minimal polynomials, that permute codes into equivalent codes. If xn-' + xn-2 + . . . + x + 1 is an irreducible factor of xn -1, this will be denoted by "trivial."
