Recently, there have been great interests in Monte Carlo Tree Search (MCTS) in AI research. Although the sequential version of MCTS has been studied widely, its parallel counterpart still lacks systematic study. This leads us to the following questions: how to design efficient parallel MCTS (or more general cases) algorithms with rigorous theoretical guarantee? Is it possible to achieve linear speedup? In this paper, we consider the search problem on a more general acyclic one-root graph (namely, Monte Carlo Graph Search (MCGS)), which generalizes MCTS. We develop a parallel algorithm (P-MCGS) to assign multiple workers to investigate appropriate leaf nodes simultaneously. Our analysis shows that P-MCGS algorithm achieves linear speedup and that the sample complexity is comparable to its sequential counterpart.
• how to design efficient parallel search algorithms for MCTS (and other general graphs) with rigorous theoretical guarantee?
• Is it possible to achieve linear (or nearly linear) speedup?
In this paper, we consider the search problem on a more general acyclic graph (namely Monte Carlo Graph Search (MCGS)), which generalizes MCTS. The graph is assumed to be acyclic and only have one root node. All nodes except the root could have more than one parental nodes. (In contrast, MCTS can only have up to one.) The leaf node usually denotes the termination state or some state that can return a score by sampling. The goal is to find the optimal decision at the root node, i.e., the edge of the root node that leads to highest value, which can be understood as the best arm identification (BAI) task. MCGS could fit many practical games more naturally than MCTS since there are usually multiple paths to achieve the same state, e.g., in Chess and Go.
The key difficulty in designing a parallel algorithm is how to assign multiple workers to investigate (sample) appropriate leaf nodes simultaneously to maximize the efficiency. A common embarrassed scenario by simply extending sequential algorithm is that all workers are assigned to investigate the same leaf node.
To avoid such an issue, we take account both observed samples and unobserved samples (that are under investigation but the outcomes have not been returned) to assign the workload to workers. To improve the efficiency, the proposed parallel MCGS (P-MCGS) algorithm allows asynchronous parallel sampling and updating. Our theoretical analysis show that the proposed parallel MCGS algorithm can guarantee the linear speedup and the sample complexity is comparable to its sequential counterpart. To the best of our knowledge, this is the first parallel algorithm for MCTS or MCGS with rigorous theoretical guarantee.
named best arm identification (BAI) has attracted great interests [Audibert and Bubeck, 2010 , Even-Dar et al., 2006 . This framework aims to find the best arm, which fits the problem such as making decisions and playing games. At the beginning, BAI problem is often solved by elimination-based algorithms [Even-Dar et al., 2006 , Mnih et al., 2008 . But recently, interval-based algorithms [Gabillon et al., 2012 , Kalyanakrishnan et al., 2012 behave more robust than elimination-based algorithms. In this paper, we will use BAI metric to measure the performance of our algorithm.
Monte Carlo Tree Search Monte Carlo Tree Search (MCTS) is a framework to find the best decision when the graph structure is a tree. It showed success in many game applications, such as Billings et al. [2002] , Sheppard [2002] , Tesauro and Galperin [1997] . Recently, the great success in computer Go [Baier and Drake, 2010, Bouzy and Helmstetter, 2004] made it an important focus in AI research and nowadays it becomes an important tool in various fields [Kim and Kim, 2017 , Mańdziuk, 2018 , Sironi et al., 2018 . Many MCTS algorithms are derived from multi-arm bandit alorithms as it is similar to multi-armed bandit problem, although the structure in MCTS is more complex. A well-known algorithm is UCT [Kocsis et al., 2006] , which extended UCB to tree. Since then, several variants of UCT has been proposed, such as Coquelin and Munos [2007] , Silver et al. [2008] , Whitehouse et al. [2011] . We refer the readers to Browne et al. [2012] to have a comprehensive overview. Recently, more and more BAI-based bandit algorithms have been extended to the MCTS problem. The algorithm FindTopWinner, proposed by Teraoka et al. [2014] , is an elimination based BAI-MCTS algorithm. After that, Garivier et al. [2016] extends the LUCB algorithm to the two-layer maximin tree search. Then, , Kaufmann and Koolen [2017] extends the LUCB and UGapE algorithms to the general structure from two-layer tree. Also Dorard and Shawe-Taylor [2010] extends the Gaussian Process Bayesian methods into the MCTS problem.
Parallelization Algorithms Parallelization is becoming increasingly important nowadays. The techniques of distributed system, multi-core CPU and GPUs allow multiple workers to work together to significantly reduce the computation time. Correspondingly, parallelized algorithms for various problems have been proposed. For example, Lian et al. [2015 Lian et al. [ , 2017 , Tang et al. [2018] focus on the parallelized algorithms for optimization problems. There are also lots of parallelization works for bandit problems. Kandasamy et al. [2018] proposed a parallelized Thompson Sampling method for Bayesian bandit optimization problem. Yu et al. [2018] , Zhong et al. [2017] provide parallelized GPUCB and GP-EI algorithms for Bayesian bandit optimization problem. In this paper, we propose a parallelized algorithm for Monte-Carlo search problem.
Problem Statement
In this section, we provide a formal statement of the problem. We first introduce Monte Carlo (Acyclic Graph (MCG) (Section 3.1), a generalization of Monte Carlo Tree. Then, we define the Best Arm Identification problem in Section 3.2) and its parallel setting in Section 3.3.
Monte Carlo (Acyclic) Graph (MCG) -a Generalization of Monte Carlo Tree (MCT)
The MCG is defined to be a directed acyclic graph with only one root node, which can be understood as a generalization of trees. As shown in Figure 1 and Figure 2 , the main difference is that, in an MCG, a child node can share several parents nodes. In the rest of the paper, we will index the leaf node of MCGby l and index the other node by n, and we further introduce the following notations:
• n 0 : the root node in the MCG;
• C(n): the set of all child nodes for node n.
• P (n): the set of all parent nodes for node n. In MCG, a node may have multiple parent nodes, (see Figure 2 ), i.e., P (n) may include more than one element;
• L: the set of all leaf nodes. A node l is a leaf node if and only if C(l) = ∅.
BAI Problem on an MCG
There are three different types of nodes in an MCG: max nodes, min nodes, and leaf nodes, whose values will be defined in a recursive manner below.
• Leaf nodes: Each leaf node can be viewed as a terminal state. We assume that each leaf node provides a sample from a certain distribution with its mean being the value of the leaf node l ∈ L, denoted by V(l). Without loss of generality, we further assume the distribution is bounded in [0, 1] (it is not hard to extend it to other distributions). Similar to MCT, these samples from the leaf nodes are the only way to gather information about the MCG, and all the samples are independent.
• Max nodes: we define the value of a max node n to be the maximum value of its child node:
(1)
• Min nodes: we define the value of a min node n to be the minimum value of its child node:
Without loss of generality, we assume that the root node is a max node and is not a leaf node (otherwise, the problem would be trivial). The BAI problem defined on an MCG is to identify the optimal child node of the root node, that is,
When the MCG can be viewed as a game, the BAI problem can be considered as finding the optimal move at the current scenario.
Parallelization Setup
In the parallelization setting, we consider K workers working cooperatively, with the objective of speeding up the solution of the BAI problem. Each worker can independently search the graph but shares all the information about the graph with others. Specifically, it will share the confidence intervals at all nodes; they include the value of each node with high probability. (The concept of confidence interval will be defined with more detail in the next section). When a worker is free, it can select a path to reach one of the leaf nodes and sample based on all the current observations. Note that the sampling process and updating the record of each node may take a while. Therefore, each worker does not have access to the samples of leaf nodes that are currently being investigated by other workers. This may lead to assigning too many workers to sample the same leaf node, leading to a collapse of exploration diversity, which becomes the key challenge to design parallel MCGS algorithms.
Algorithm
In this section, we will introduce our Parallel Monte Carlo (Acycic) Graph Search (P-MCGS) algorithm. We first introduce the overall framework and then we go to the details of the algorithm.
Framework
The objective of the algorithm is to efficiently identify the optimal action (i.e., selecting the best child nodes) at the root node. To this end, the key is to estimate the values for all nodes. We store and update a confidence interval at each node n, denoted by I n (t) = [L n (t), U n (t)], so that it includes the value V(n) of
Algorithm 1 P-MCGS

Input:
The acycic graph G, the interval set I consists of intervals I n for all node n, accuracy , risk level δ 1: I = Initialization() and let t = t 0 be the sample times in the initialization process and let k be a free machine 2: while not Termination(I, ) do 3:
Choose the child node of the root node: R t+1 = RootSelection(I )
4:
while R t+1 is not a leaf node do 5:
Let an available machine to sample the leaf node R t+1 8:
Wait for some machine k finishing sampling some leaf node R f , obtain the sample value r 11:
The root node decisionn = Decision(I ).
node n with high probability. And we use I(t) = {I n (t)} n∈{all nodes in MCG} to denote the set of intervals of all nodes in MCG at time t. At each iteration, the algorithm traverses over the graph according to a certain strategy until it reaches a leaf node, from which it obtains a sample for estimating its value. Then, all the confidence intervals on the graph are updated recursively. As we observe more and more samples on leaf nodes, all the intervals would shrink monotonically until the interval at the root node becomes sufficiently small. Then we are confident to make a selection at root node, which is optimal with high probability. Specifically, our P-MCGS consists of three steps:
• (forward selection) recursively choose a child node according to a certain strategy (detailed in Section 4.4) until reaching a leaf node, which forms a path from the root node.
• (parallel sampling) query a sample at the leaf node from a certain distribution whose mean is its value. We assume this step is the one that consumes most of the time and computing resource.
• (backward updating) as long as a new sample is observed on a leaf node, recursively update the intervals of all parent nodes of such leaf node.
In the rest of this section, we explain the details of the above three steps. Specifically, we first discuss the parallel sampling and backward updating steps, and then discuss the forward selection strategy.
Parallel sampling
A key challenge for designing an (asynchrnous) parallel Monte Carlo graph search algorithm is that too many workers might be assigned to query the same leaf node concurrently, which reduces the diversity of parallel exploration. This happens because the leaf node querying step is time consuming and when a new forward selection process reaches the leaf node the previous leaf queries might not be completed yet. To address this problem, we will design a parallel sampling strategy that encourages exploration diversity by tracking the state of leaf node querying. Specifically, for each leaf node l and each time t, we use N l (t) to denote the number of samples that is currently being queried and use O l (t) to denote the number of samples that has been queried. These two quantities are stored and updated at each leaf node by different workers. For example, once we reach leaf node l, we will assign one currently available worker to query a sample from this node and increase N l (t) by one. After the query is completed, we decrease N l (t) by one and increase O l (t) by one, respectively. When a leaf node has not returned too many samples (i.e., small O l (t)) but is investigated by many workers (i.e., large N l (t)), the uncertainty of this leaf node would not too large (after all the ongoing query is completed). Therefore, we will not assign new worker to such a leaf node so that exploration diversity does not collapse.
Backward updating
When any worker returns a sample, the backward updating step is activated. For example, when a leaf node l receives a new sample, we will update the interval at the leaf node by
whereμ l (t) denotes the mean of all the queried samples (sample mean) at node l, andσ l (t) can be seen as a measure of uncertainty, defined asσ
Here, O l (t) and N l (t) were defined in Section 4.2, and a = 1
with η defined in Theorem 3 below. Note that the confidence intervel is jointly affected by the number of complete samples O l (t) and the number of incomplete samples N l (t). The inclusion of N l into the confidence intervel is of particular importance in that it avoids assigning all available workers to sample the same leaf node if this leaf node is already investigated by a lot of workers who have not returned their samples yet (i.e., when N l (t) is large while O l (t) is small). Next we update the confidence interval of its parent nodes recursively according to the following expression until reaching the root node:
• for max nodes n:
• for min nodes n:
The backward updating rule ensures that the updated intervals of all nodes monotonically decreases, leading to more accurate estimate. For non-leaf nodes, their intervals are guaranteed to include the true values as long as their child nodes also satisfy this property. This result is summarized in Proposition 1 below.
Proposition 1. Let t ∈ N denote a time index. If for any leaf node l ∈ L, we have V(l) ∈ I l (t), then for any node n it holds that V(n) ∈ I n (t).
Forward selection
Next, we explain how to select the child nodes recursively starting from the root node until the leaf node. Note that the selection strategy at the root node differs from that at non-root node. This is because the goal of BAI problem is to find the optimal child node for the root node, so we must choose carefully for the root node.
RootSelection RootSelection(I (t)) function is similar to Kaufmann and Koolen [2017] , which chooses the child node for the root node. First, for each child node n of the root node n 0 , we define a quantity B n (t) to measure how likely n could be the best node:
Then, we choose the most possibly best node a t to be
and we choose the most competing node b t to be
Suppose R 0 (t + 1) is the child node of the root node we want to choose. Then we choose the more uncertain node between a t and b t as R 0 (t + 1):
NonRootSelection NonRootSelection(I (t), n) function chooses the child node for a node n that is neither a root node nor a leaf node. Specifically, its child node R n (t) is chosen according to the following rule:
After recursive selection, we will reach a leaf node, which we will assign a worker to sample its value.
Why choosing like this?
This forward selection strategy ensures that we select child nodes that have large interval (or high uncertainty) with high probability. The result is formalized in the following lemma:
Lemma 2. Let time t ∈ N. Suppose for every leaf node l, we have V(l) ∈ I l (t) (from Proposition 1 we know that this can be extended to every node, not only the leaf node). Then, if the algorithm do not stop at this time and we choose the node L t+1 to query, we have:
whereσ L t+1 (t) is defined in (4), ∆ L t+1 and ∆ * represent the complexity for node L t+1 and the complexity for the problem, which will be defined in Section 5 and is the accuracy which is defined in Remark 1.
The complete protocol for the proposed P-MCGS algorithm is defined in Algorithm 1.
Remark 1. We define the stopping rule Termination(I (t), ) as U b t (t) − L a t (t) < . Let T s denote the total number of samples (or the stopping time). We have:
At stopping time, we outputn = Decision(I (t)) = a l t .
Remark 2. In Algorithm 1, we choose R t+1 after the while condition, but based on above, we choose R t+1 before the while condition. In fact, when conducting the algorithm, we first choose R t+1 then judge the condition. But for the readability of Algorithm 1, we put choosing R t+1 statement after the while condition.
Main Result
We first define the complexity of the problem, which is a factor of the upper bound of stopping time.
Complexity
We define the complexity of the problem as:
where ∆ l , ∆ * , will be explained below:
• ∆ l : This quantity measures the complexity of the sample path to l. Let p: n 0 = s 0 → s 1 → s 2 · · · → s D = l denote a path, where s 1 , s 2 , · · · , s D−1 are the internal nodes on the path with s k being the child node of s k−1 for k = 1, 2, · · · , D. Let c p := max 1≤k≤D |V(s k ) − V(s k−1 )|, then ∆ l is defined as follow:
∆ l = min path p from n 0 to l c p .
In Kaufmann and Koolen [2017] , it holds that ∆ l = c p because tree structure is considered so that there is only one path from n 0 to l. Here, we consider acyclic graphs, which may have more than one paths from the root node to the leaf node. It is natural to choose the minimum c p as the final complexity because in the worst case we may choose the hardest path for the most times.
• ∆ * : This quantity measures the gap of the best child node and the second best node of the root node. Let n * 2 denotes the second best child node of the root node, then we define it to be:
Apparently, the smaller ∆ * , the harder to identify the best child node.
• : This defines the accuracy of the solution, it measures the difference between the value of the predicted child noden and that of the optimal child node n (see Theorem 3). Now we present our main theorem.
Theorem 3. Suppose η < 1 and N l (t) ≤ ηO l (t). Let T s denote the total number of samples andn denote the output node. Then with probability at least 1 − δ, we have the following:
where H( ) is defined above.
The proof of Theorem 3 can be found in the Supplemental Materials. To the best our knowledge, this is the first theoretical bound for parallel Monte Carlo Graph/Tree search. From the theorem, we can have the following observations:
• (Linear Speedup) When the number of workers (i.e., K) increases, the total sample times (the stop time T s ) does not change (the bound is independent of K). Therefore, the average sample times for each worker decreases by a factor K.
• (Comparison to BAI-MCTS (no parallelization)) In the non-parallelization setting, the sample cmplexity of our algorithm matches the bound in Kaufmann and Koolen [2017] , which means our algorithm achieves a tight bound together with the linear speedup property. In the non-parallelization scenario, η in Theorem 3 is zero and the sample complexity reduces to O(H( ) log H( )), which is the same as Kaufmann and Koolen [2017] (after ignoring the constants).
• (Comparison to FTW (no parallelization)) We also compare our method with FTW algorithm, an elimination-based MCTS algorithm [Teraoka et al., 2014] . The sample complexity of FTW algorithm is O(H ( ) log H ( )), where the problem complexity there is defined as:
.
We observe that the main difference is the problem complexity. The complexity of our algorithm includes ∆ * . If ∆ * is large, which means the gap between the best node and the second best node is large, our algorithm achieves a better performance.
Experiments
In this section, we will evaluate the P-MCTS algorithm in the following two aspects: (i) its linear speedup property, and (ii) its performance against other MCTS algorithms, such as UCT.
Linear Speedup Experiment
We first validate the linear speedup property of P-MCGS using multiple workers. Specifically, we consider three different graphs (Figure 3) , which feature (i) large number of leaf nodes, (ii) sharing child nodes, and (iii) non-uniform depths, respectively. For the groundtruth (value of all nodes), we randomly pick a real number in [0, 1] for each leaf node, and use (1) and (2) to recurvisvely compute the groundtruth values of other nodes. For each graph, we repeat the algorithm 300 times and report the averaged performance. For The results clearly show linear speedup property.
Comparison with UCT
Next, we compare our P-MCGS algorithm with the well-known UCT algorithm. Since UCT only deals with tree scenario, we evaluate UCT and our algorithm on the graph in Figure 3 (a) , and set the number of workers in P-MCGS to be 50. The result is shown in Figure 7 . Since UCT uses a single worker, for fair comparison, we compare the error against the total number of iterations over all workers. We observe that although the error of UCT decreases faster at the beginning, our P-MCGS algorithm quickly catches up and outperforms eventually. The reason is that UCT combines the exploitation and exploration while P-MCGS put more weight on exploration, so P-MCGS algorithm is easier to escape from the trap of some suboptimal nodes. Here, we should notice that BAI problem only cares about the output in the end, so it does not consider much about exploitation. Therefore, P-MCGS algorithm is more suitable for BAI problem.
Conclusion
In this paper, we introduced a parallel search algorithm over acyclic one-root graphs (namely Monte Carlo Graph Search (MCGS)). MCGS is a more general search problem than MCTS in the sense that the former allows multiple parental nodes to share one child node. Our parallel search algorithm guarantees the linear speedup property and the sample complexity is comparable to the sequential counterpart. 
Supplemental Materials
A Proof
A.1 Proof of the Main Theorem
We focus on the event E (t) at time t that the true value of every leaf node V(l)(l ∈ L) lies in the interval I l (t). Formally,
From Proposition 1, we know that if E (t) holds, then for every node (not only the leaf node) n, we have V(n) ∈ I n (t). Let event E = t∈N E (t).
We first give a result that the event E holds with a large probability (Lemma 4). And then with Lemma 2 we give the proof of the main theorem.
Lemma 4. P(E
Proof of Theorem 3. Right now, we assure that E holds. Then every event that can be obtained from E will have probability at least 1 − δ.
From Lemma 2, for any time t ∈ N, if the algorithm does not stop, then we have 4σ L t+1 (t) ≥ max(∆ L t+1 , ∆ * , ), which means (from the construction ofσ L t+1 (t))
which means,
Suppose we are at some time T. We will deduce the sufficient condition of the proposition that the algorithm stopped before time T.
Let T l denote the last time before time T that the leaf node l was queried. Then we must have:
where the last inequality comes from that ∑ l ∈L O l (t) + N l (t) is a monotonically increasing function of t (except for the initialization, ∑ l ∈L N l (t) always equals K, and ∑ l ∈L O l (t) is the totally completed queries, which is monotonically increasing.). Summing over l ∈ L in (5), we have:
If at time T, the algorithm does not stop (and we are not in the initialization step so that every machine is working), then ∑ l∈L O l (T) + N l (T) = T. If the algorithm stops, then ∑ l∈L O l (T) + N l (T) does not increase as T increases, but T still increases, so we have ∑ l∈L O l (T) + N l (T) < T. Together, we always have
Then from (6), we have:
then we must have ∑ l∈L O l (T) + N l (T) < T. Similar to the analysis above, we then assure that the algorithm stops at time T. Now our goal is find a T as small as possible that satisfies (7).
We have the following:
Let T = T 16H( ) , then (8) ⇔ log(16e a H( )T ) < T ⇔ 16e a H( )T < e T . We apply Lemma 7 here, and let the constant C in Lemma 7 equals 16e a H( ), then the sufficient condition for (8) is that: 
A.2 Proof of Lemma 2
This lemma and its proof is similar to the lemma in Kaufmann and Koolen [2017] But for completion, I will still give the details here.
We need the following propositions:
Proposition 5. Let t ∈ N. Suppose for every leaf node l, we have V(l) ∈ I l (t) (from Proposition 1 we know that this can be extended to every node, not only the leaf node). Suppose at time t + 1, we select the leaf node L t+1 = l along the path n 0 , n 1 , · · · , n D = l from the root node n 0 to the leaf node n D = l. Then we must have:
Let t ∈ N and the algorithm does not stop at time t + 1. We select the leaf node L t+1 = l along the path n 0 , n 1 , · · · , n D = l from the root node n 0 to the leaf node n D = lThen we must have:
Now we first use Proposition 1, Proposition 5 and Proposition 6 to give the proof of Lemma 2. Then we give the proof of these propositions.
Proof of Lemma 2. From Proposition 5 and Proposition 6, we have:
But from the definition of ∆ L t+1 in Section 4, we have:
Therefore, we have the final conclusion:
Proof of Proposition 1. We only need to prove: for any node n, if for all its child node n ∈ C(n) we have V(n ) ∈ I n (t), then we have V(n) ∈ I n (t). If we have this, we can proceeds by induction from leaf nodes to the root node, then obtain the final conclusion. Now we fix a node n and assume anyone of its child node n ∈ C(n ) satisfies V(n ) ∈ I n (t).
Assume n is a max node. Then from the construction of I n (t), we have U n (t) = max n ∈C(n) U n (t). But we also have V(n) = max n ∈C(n) V(n ) and V(n ) ≤ U n (t) for all n ∈ C(n). So we obtain:
Based on the same reason, we also have:
L n (t) = L n (t).
Therefore, we have V(n) ∈ I n (t).
A similar reasoning yields the same result if n is a min mode.
Proof of Proposition 5. We first proof that for k = 2, · · · , D, we have I n k−1 (t) ⊆ I n k (t). We only give the details when node n k−1 is a max node. The proof of the other situation is similar. Since n k−1 is a max node and n k is the representative child node of n k−1 , we have U n k (t) = max n ∈C(n k−1 ) U n (t) (see Section 2.4). But from the definition of I n k−1 (t), we then have:
On the other hand, also from the definition of I n k−1 (t), we have:
From (9) and (10), we have I n k−1 (t) ⊆ I n k (t).
Now, for any k = 2, · · · , D, since V(n k ) ∈ I n k (t) ⊆ I n k−1 (t) and V(n k−1 )
. Therefore, we have the final conclusion:
Proof of Proposition 6. From the proof of Proposition 6, we have U n 1 (t) − L n 1 (t) ≤ U n D (t) − L n D (t) = 2σ L t+1 (t). Therefore, it is sufficient to prove 2(U n 1 (t) − L n 1 (t)) ≥ max(∆ * , V(n 0 ) − V(n 1 ), ).
We distinguishes four cases.
Case 1: V(n 1 ) = V(n * ) and n 1 = R t+1 = a t In this case, V(n 0 ) − V(n 1 ) = V(n * ) − V(n 1 ) = 0. So we only need to prove 2(U n 1 (t) − L n 1 (t)) ≥ max(∆ * , ).
In this case, we first prove U a t (t) ≥ U b t (t). If not, we must have U b t (t) = max n∈C(n 0 ) U n (t). This shows that
Since the algorithm does not stop, we then have:
We now turn to prove 2(U n 1 (t) − L n 1 (t)) ≥ ∆ * . From the definition of ∆
And the algorithm does not stop means
Combining these things together, we can obtain the following:
Case 2: V(n 1 ) = V(n * ) and n 1 = R t+1 = a t First, similar to the proof in Case 1, we have 2(U n 1 (t) − L n 1 (t)) ≥ . So we only need to prove 2(U n 1 (t) − L n 1 (t)) ≥ max(∆ * , V(n 0 ) − V(n 1 )).
Also from the proof in Case 1, we have U a t (t) ≥ U b t (t), which means U a t (t) = max n∈C(n 0 ) U n (t). So we must have V(n 0 ) = V(n * ) ≤ U n * (t) ≤ U a t (t). On the other hand, we have V(a t ) ≥ L a t (t). Therefore, we can obtain the following:
U n 1 (t) − L n 1 (t) = U a t (t) − L a t (t) ≥ V(n 0 ) − V(a t ) = V(n 0 ) − V(n 1 ).
This leaves us to prove the last inequality: 2(U n 1 (t) − L n 1 (t)) ≥ ∆ * . We have already proved that V(n * ) ≤ U a t (t). On the other hand, since a t = n 1 / ∈ n * , we must have V(n * 2 ) ≥ V(a t ) ≥ L a t (t). Therefore, we have: U n 1 (t) − L n 1 (t) = U a t (t) − L a t (t) ≥ V(n * ) − V(n * 2 ) = ∆ * .
Case 3: V(n 1 ) = V(n * ) and n 1 = R t+1 = b t In this case, V(n 0 ) − V(n 1 ) = V(n * ) − V(n 1 ) = 0. So we only need to prove 2(U n 1 (t) − L n 1 (t)) ≥ max(∆ * , ).
In this case, we first prove L b t (t) ≤ L a t (t). If not, we then have L b t (t) > L a t (t). But R t+1 = b t means U b t (t) − L b t (t) ≥ U a t (t) − L a t (t). So we have U b t (t) > U a t (t), which means U b t (t) = max n∈C(n 0 ) U n (t). Therefore, we can obtain B b t (t) ≤ U b t (t) − L b t (t) < U b t (t) − L a t (t) = B a t (t), which is a contradiction. Now we have L b t (t) ≤ L a t (t). Since the algorithm does not stop, we then have:
We now turn to prove 2(U n 1 (t) − L n 1 (t)) ≥ ∆ * . From the definition of ∆ * and V(n * ) = V(n 1 ) = V(b t ), we have ∆ * ≤ V(n * ) − V(a t ) = V(b t ) − V(a t ). So we only need to prove 2(U n 1 (t) − L n 1 (t)) ≥ V(b t ) − V(a t ). This can be obtained by the following:
Case 4: V(n 1 ) = V(n * ) and n 1 = R t+1 = b t First, similar to the proof in Case 3, we have 2(U n 1 (t) − L n 1 (t)) ≥ . So we only need to prove 2(U n 1 (t) − L n 1 (t)) ≥ max(∆ * , V(n 0 ) − V(n 1 )).
Also from the proof in Case 3, we have U b t (t) = max n∈C(n 0 ) U n (t). Therefore, we can obtain the following:
This leaves us to prove the last inequality: 2(U n 1 (t) − L n 1 (t)) ≥ ∆ * . Since n 1 = b t = n * , so we have V(n * 2 ) ≥ V(b t ). Therefore, we have:
Lemma 7. Let C satisfies C log(C) ≥ e − 1. If x ≥ log e e−1 C log(C) , then e x ≥ Cx.
Proof of Lemma 7. We notice the function f (x) = e x x (x ≥ 1) is a increasing function. Now let x 0 = log e e−1 C log(C) , we only need to prove e x 0 x 0 ≥ C.
Now let a = e e−1 log C. Then (14) ⇔ a e ≥ log a. Since C log(C) ≥ e − 1, a simple computation will give a > 0.
Let g(x) = x e − log x (x > 0). Then g (x) = 1 e − 1 x . So the minimum of g(x) is g(e) = 0, which means g(x) > 0 for all x > 0.
