Abstract: This paper presents an input-dependent neural network (IDNN) with variable parameters. The parameters of the neurons in the hidden nodes adapt to changes of the input environment, so that different test input sets separately distributed in a large domain can be tackled after training. Effectively, there are different individual neural networks for different sets of inputs. The proposed network exhibits a better learning and generalization ability than the traditional one. An improved real-coded genetic algorithm (RCGA) [1] is proposed to train the network parameters. Industrial applications on short-term load forecasting and hand-written graffiti recognition will be presented to verify and illustrate the improvement.
including mapping networks, self-organizing networks, recurrent networks, radial basis function networks, etc. to meet the need of different applications.
One of the important issues for neural networks is the learning or training process.
The learning process aids to find a set of optimal network parameters. At the early stage, two major classes of learning rules, i.e. the error correction and gradient rules, were proposed.
The error correction rules [2] [3] , such as the α-LMS algorithm, perception learning rules and May's rule, adjust the network parameters to correct the network output error corresponding to some input patterns. Some of the error correction rules are only applicable to linear separable problems. The gradient rules [2] [3] [4] , such as MRI, MRII, MRIII rules and the backpropagation techniques, adjust the network parameters based on the gradient information of the error function to reduce the mean square errors over all input patterns. Different variations of backpropagation algorithms, such as the backpropagation algorithms with momentum [5] , backpropagation algorithms with variable learning rate [5] and conjugate gradient algorithm [6] , were proposed to reduce the learning time. However, the derivative information of the optimized function is needed (meaning that the error function has to be continuous and differentiable), and the learning process may be trapped in a local optima, especially when the problems are multimodal. The learning rules are also network-structure dependent. Some global search algorithms such as Tabu search [7] , simulated annealing [7] and genetic algorithm [7] [8] [9] [14] [15] were proposed. Unlike the gradient rules, these search algorithms are less likely to be trapped in local optima, and do not require a differentiable or even continuous error function. Thus, these search algorithms are more suitable for searching in a large, complex, non-differentiable and multimodal domain [10] .
Real-coded genetic algorithm (RCGA) is a good training algorithm for neural or neural-fuzzy networks [11] [12] [13] [44] [45] [46] [47] [48] . The same RCGA can be used to train many different network regardless of whether they are feed-forward, recurrent, or of other structure types.
This generally saves a lot of human efforts in developing training algorithms for different types of networks.
It is well known that a neural network can approximate any smooth and continuous nonlinear functions in a compact domain to any arbitrary accuracy [2] [3] . Three-layer feedforward neural networks have been successfully applied in wide range of applications such as system modelling and control [19] , function estimation [16] , forecasting [11, 17] , recognition [12] , [18] etc. Thanks to its specific structure, a neural network can be used to realize a learning process [2] [3] [4] [5] that consists of two steps: designing a network structure and choosing proposed network. Consequently, adaptation ability is endowed to the proposed network to cope with the contingent changes of the environment. The learning and generalization abilities of the network are thus enhanced.
The proposed neural network can be regarded as consisting of two units, namely the network memory (NM) and the data-processing (DP) neural network as shown in Fig. 1 . The NM stores some parameters (rules) governing how the DP neural network handles the input data. By using this network architecture, some problems that cannot be handled by the traditional feed-forward neural networks with a limited number of parameters can now be tackled. To illustrate this point, Fig. 2 shows two sets of data S1 and S2 separated in a far distance. In general, there can be even more data sets separated in far distances within the large domain. If we model these data sets using a traditional feed-forward neural network, the weights of the neural network will be trained in a mapping problem to minimise the error between the network output and the desired value. However, with a limited number of parameters, the network may only model the data set S instead as shown in Fig. 1 . When the network architecture as shown in Fig. 1 is used instead, we can see that if the input data belongs to S1, the NM will adopt parameter set 1 to drive the DP neural network. Similarly, if the input data belongs to S2, the parameters corresponding to S2 will be employed by the NM to drive the DP neural network. In other words, it operates like two individual neural networks handling the corresponding input data. An improved GA [1] , which exhibits good performance for multimodal problems, can be employed to train the parameters of the proposed neural network.
Referring to Fig. 3 w , j = 1, 2, …, n h ; i = 1, 2, …, n in , denote the connection weights between the input layer and the hidden layer; n h denotes the number of hidden nodes;
2, …, n out ; j = 1, 2, …, n h , denote the connection weights between the hidden layer and the output layer; n out denotes the number of output nodes. proposed activation function of the hidden nodes; tf 1 (⋅) denotes the activation function in the hidden node and tf 2 (⋅)denotes the activation function in the output nodes. The details of the proposed network will be presented as follows. Fig. 4 shows the details of the proposed neuron in the hidden layer. In this figure, x 1 (t) to x n (t) denote the input of the node; w 1 to w n denote the connection weights; m and r denote the intermediate connection weights. The output of the summation block, f s (t), is given by,
A. Proposed Neuron
The output of the node is defined as,
where the activation function is to evaluate the fitness of the input and is defined as,
[ ] 
It can be seen from (3) that the proposed activation function is characterized by the mean (m) and standard deviation (r) respectively. When m ∆ and r ∆ are both zero, the values of m (which is functionally equivalent to the static bias of the traditional neural network) and r govern the zero-crossing point and the steepness of the activation function respectively. m ∆ and r ∆ are to adjust the zero-crossing point and the steepness of the activation function according to the value of f s (t). Referring to Fig. 1 , the network memory stores a set of parameters m and r, and these parameters are used to manipulate the zerocrossing point and the steepness of the activation function of the proposed neuron. From (4) and (5) Notice that the value of the parameters m and r are determined during the training process.
After training, these parameters are fixed.
B. Input-Output Relationship of the Proposed Neural Network
Referring to Fig. 3 , the network output is defined as,
where
denotes the output of the j-th hidden node. In the proposed neural network, the values of the
m , j r will be trained by the RCGA in [1] . These parameters are fixed after the training process. The network will use these trained parameters and the input testing data to adjust the parameters of each hidden-node activation function; hence, the form of the activation function is input dependent. The total number of tunable parameters of the proposed neural networks is (n in + n out + 2)n h .
C. Parameters design for IDNN

C.1. Number of hidden node ( h n )
The size of the hidden layer is a question often raised on designing multilayer feedforward neural networks for real-life applications. An analytical method to determine the number of hidden node is difficult to obtain owing to the complexity of the network structure and the limited knowledge of the application. Hence, the number of hidden node is usually determined experimentally. In practice, the number of the hidden nodes depends on the application and the dimension of the input space.
C.2. Parameters in network memory (m and r)
There are two parameters in network memory: m and r. The value of m governs the zero-crossing point of the activation function and the value of r governs the steepness of the activation function. In (3), the output value of the proposed activation function is ranged from −1 to 1. The shape of the activation function is shown in Fig. 5 . In Fig. 5(a) , the effect of the value of m to the shape of the activation function ( ) ⋅ tf is shown. The value of r is fixed at 1, and the value of m is chosen from −4 to 4. In Fig. 5(b) , the effect of the value of r is shown. The value of m is fixed at 0, and the value of r is chosen from 0.6 to 1.4. It can be observed that the zero-crossing point and the steepness of the activation function are governed by the values of m and r respectively.
C.3. Network parameters (weights)
RCGA is the tool to search the optimal values of m, r and the network parameters (weights),
w of the IDNN. The training process for the IDNN is to minimize the errors between the desired outputs and the actual ones. More details about the tuning of network parameters using RCGA will be presented in the next section.
III TRAINING OF NETWORK PARAMETERS USING REAL-CODED GENETIC ALGORITHM
In this section, the improved RCGA [1] will be employed to obtain the optimal parameters of the proposed neural network. The details of the RCGA [1] are shown in the Appendix. RCGA is a powerful global search algorithm that has been widely applied in various optimization problems. By using RCGA, the detailed information of the nonlinear system, in particular the derivative information of the fitness function, is not necessarily known. Hence, RCGA is suitable to handle some complex optimization problems. As the RCGA process is basically using a random search technique, the convergence to a global optimum may be in doubt within a finite search time. In this paper, the improved RCGA in [1] is employed to optimize the fitness function, which is characterized by the parameters of the IDNN. In general, the fitness function is a mathematical expression quantitatively measures the performance of the RCGA tuning process. A larger fitness value indicates better tuning performance. By adjusting the values of the network parameters, the fitness function is maximized by using the RCGA. During the tuning process, offspring with better fitness values is ensured. Also, the mutation operation contracts gradually in the search domain with respect to the current iteration number. This helps the convergence of the searching process. After the tuning process, the obtained network parameter values will be used by the proposed neural network. As the proposed neural network is a feed-forward one, the outputs are bounded if its inputs are bounded, which happens in most of the real-life applications. Consequently, no convergence problem is present in the neural network itself.
To learn the input-output relationship of a neural network by using the improved RCGA, let the relationship be described by, n denotes the number of input-output data pairs. The fitness function is defined as,
In (9), err can be the mean square error (MSE), mean absolute error (MAE), mean absolute percentage error (MAPE), etc. The MSE is defined as:
The MAE is defined as:
The MAPE is defined as: 
The objective is to maximize the fitness value of (9) using the improved RCGA by setting the chromosome to be [ ]
for all i, j and k. The range of the fitness value of (9) is from 0 to 1. It can be seen from (9) and (12) that a larger fitness implies a smaller err. The actual fitness function depends on the type of application. The one presented in this section is only for illustrating some general mapping problems using supervised learning. Different fitness functions should be employed for different types of applications.
IV APPLICATION EXAMPLES
In this section, two examples will be given to illustrate the merits of the proposed IDNN.
A. Short-term load forecasting
We consider the short-term load forecasting (STLF) for the power supply system in Hong Kong. STLF is important because it plays a role in the formulation of economic, reliable, and secure operating strategies for the power system [23] . The objectives of STLF is i) to derive the scheduling functions that determine the most economic load dispatch with operational constraints and policies, environmental and equipment limitations; ii) to assess the security of the power system at any time point; iii) to provide system dispatchers with timely information. The non-linear and large-scale characteristics generally make the STLF problem difficult to solve [24] . Neural/neural-fuzzy networks [24-34] offer a promising and effective platform for tackling this problem.
The proposed IDNN is applied to do STLF. The idea is to construct seven multi-input multi-output neural networks, one for each day of a week. Each neural network has 24 outputs representing the expected hourly load for a day. A diagram of one of the seven NNs for the load forecasting is shown in Fig. 6 . The network has 28 inputs and 24 outputs.
Among the 28 inputs nodes, the first 24 nodes (z 1 , …, z 24 ) represent the previous 24 hourly loads [34] and are denoted by 
Such a network structure is chosen based on the assumption that the consumption patterns of the seven days within a week would differ significantly among each other, while the patterns among the same day of weeks are similar. By using the past 24 hourly loads as the inputs, the relationship between a given hour's load and the 24 hourly loads of the pervious day can be considered. Temperature information (Node 25 and Node 26) is important inputs to the STLF. For any given day, the deviation of the temperature values may cause such significant load changes as to require major modifications in the unit commitment pattern. Humidity is similar to temperature that affects the system load particularly in hot and humid areas. with the wavelet theory that provides a multi-resolution approximation for discriminate functions to enhance function learning) are only good at minimizing the average error of the system. It is difficult to model all the load patterns accurately. IDNN has the ability to divide the input-output domain into several sub-domains, and the parameters in the activation functions are allowed to change to cope with the changes of the network inputs in different sub-domains. As a result, the IDNN operates as different individual neural networks to handle the inputs of different operating sub-domains. The load forecasting problem should then be better handled. Referring to (6), the proposed IDNN used for doing STLF can be described by,
is a pure linear activation function.
The RCGA in [1] is used to tune the parameters of the proposed IDNN of (13) . The fitness function is defined as follows, Fig. 8 and Fig. 9 show the comparison of the average forecasting errors (MAPE) for Thursday and Sunday respectively. In these figures, the solid line is the result of the IDNN, the dotted line is the result of the WNN, and the dash-dot line is the result of the FFCNN. In these two figures, we can see that the average forecasting errors are smaller for the IDNN. In conclusion, the IDNN gives a better result on solving the STLF problem.
B. Hand-written graffiti recognition
A hand-written graffiti pattern recognition problem is given to illustrate the superior learning and generalization abilities of the proposed IDNN to classification problems with a large number of input sets. The recognition is realized practically in a prototyped electronic book. In general, the neural/neural-fuzzy network approaches are model-free and are good for graffiti recognition [35] [36] [37] [38] [39] [40] . In this example, the digits 0 to 9 and three (control) These ten numbers, z i , i = 1, 2, … ,10, will be used as the inputs of the proposed graffiti recognizer. The hand-written graffiti recognizer as shown in Fig. 11 is proposed to perform the graffiti recognition. In this figure, the inputs are defined as follows, 
is a pure linear activation function. The training results and recognition accuracy rate of all approaches with different numbers of hidden nodes ( h n ) are tabulated in Table IV . Also, the numbers of parameters ( para n ) for different approaches with different h n are given. It can be seen from As mentioned previously, the input-output relationship of the network is defined as that the 
Appendix
In this paper, all parameters of the neural networks are trained by the RCGA with new genetic operations (crossover and mutation) [1] . The RCGA process is shown in Fig. 13 .
First, a set of population of chromosomes P = [P 1 , P 2 , …, P pop_size ] is created (where size pop _ is the number of chromosomes in the population). Each chromosome p contains some genes (variables). Second, the chromosomes are evaluated by a defined fitness function.
The better chromosomes will return higher values in this process. The form of the fitness function depends on the application. Third, some of the chromosomes are selected to undergo genetic operations for reproduction by the method of normalized geometric ranking [22] . Forth, genetic operations of crossover are performed. The crossover operation is mainly for exchanging information between the two parents that are obtained by the selection operation. In the crossover operation, one of the parameters is the probability of crossover c p which gives the expected number of chromosomes that undergo the crossover operation.
We propose a new crossover operation described as follows: 1) four chromosomes (instead of two in the conventional RCGA) will be generated, 2) the best two offspring in terms of the fitness value are selected to replace their parents. After the crossover operation, the mutation operation follows. It operates with the parameter of the probability of mutation ( m p ), which
gives an expected number ( × × pop_size p m no_vars) of genes that undergo the mutation.
The mutation operation is to change the genes of the chromosomes in the population such that the features inherited from their parents can be changed. After going through the mutation operation, the new offspring will be evaluated using the fitness function. The new population will be reproduced when the new offspring replaces the chromosome with the smallest fitness value. After the operations of selection, crossover and mutation, a new population is generated. This new population will repeat the same process iteratively until a defined condition is met. The details about the crossover and mutation operations are given as follows.
A. Average-Bound Crossover
The crossover operation is called the average-bound crossover (ABX), which is mainly for exchanging information from the two parents, chromosomes p 1 and p 2 , obtained in the selection process. The two parents will produce four offspring. The ABX comprises two operations: average crossover and bound crossover. 
B. Wavelet Mutation
The wavelet theory [20-21] is applied to do the mutation operation. 
it follows that ) ( 
Operation of Wavelet Mutation
The mutation operation is to change the genes of the chromosomes inherited from their parents. In general, various methods like uniform mutation or non-uniform mutation [14] [15] can be employed to realize the mutation operation. We propose a Wavelet Mutation (WM) operation based on the wavelet theory, which has a fine-tuning ability. The details of the operation are as follows. Every gene of the chromosomes will have a chance to mutate governed by a probability of mutation,
, which is defined by the user. For each gene, a random number between 0 and 1 will be generated such that if it is less than or equal to m p , the mutation will take place on that gene. 
By using the Morlet wavelet in (A11) as the mother wavelet, When δ is small, it gives a smaller searching space for fine-tuning the gene. Referring to Property 1 of the wavelet, the total positive energy of the mother wavelet is equal to the total negative energy of the mother wavelet. Then, the sum of the positive δ is equal to the sum of the negative δ when the number of samples is large. That is,
where N is the number of samples.
Hence, the overall positive mutation and the overall negative mutation throughout the evolution are nearly the same. This property gives better solution stability (smaller standard deviation). As over 99% of the total energy of the mother wavelet function is contained in the interval [−2.5, 2.5], ϕ can be generated from [−2.5, 2.5] randomly. The value of the dilation parameter a is set to vary with the value of T τ in order to meet the fine-tuning purpose, where T is the total number of iteration and τ is the current number of iteration. In order to perform a local search when τ is large, the value of a should increase as T τ increases so as to reduce the significance of the mutation. Hence, a monotonic increasing function governing a and T τ is proposed as follows.
where ζ is the shape parameter of the monotonic increasing function, g is the upper limit of the parameter a. In this paper, g is set as 10000. The value of a is between 1 and 10000.
Referring to (A16), the maximum value of δ is 1 when the random number of ϕ =0. Then referring to (A15), the offspring gene 28 inputs-24 outputs Neural Network Fig. 6 Proposed neural network based short-term load forecaster. 
