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Abstract 
Some evidence is presented that the main p a t  of the atmosplleric climate system is such 
tllat small forcings in the heat balance lead to lillea responses in tlle surface tcmperature field. 
By examining first a noise forced energy-balance climate model and then comparing with a long 
run of a highly symmetrical general circulation model, one finds a remar1;able connection between 
spatial autocorrelation statistics and the thernlal influence function for a point hcat source. These 
findings are brought together to indicate that this particular climatological field may be largely 
governed by linear processes. 
1 Introduction 
The sensitivity of the ensemble averaged (climatological) surface temperature field to changes 
in the outside forcing such as the solar insolation or carbon dioxide loading of tlrc atmosphere 
is a topic of obvious inlportance. Similarly, one wants to linow as much as possil~le about tllc 
temporal delays in such responses. In tlris paper it is argued that certain aspects of the climate 
response, mainly the surface temperature, are controlled by effectively linear processes. By this I 
mean that say a 2% change in solar constant will lead to twice tlle response as a 1% change. In 
the following some evidence will be produced indicating that this is so and in turn how a study 
of the fluctuations in the system can shed some light on the sensititivity issue. 
First, consider why such an approach is important. Tlle coiltroversy ovcr tllc mil.gnitude 
of global warming to be expected in the next 60 years is well lino~vn. Climate models differ 
markedly in their projections for conditions wit11 an effectivcly doubled COz conce~ltration in the 
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atmosphere. The models give a range of froin 2°C to about 5°C for their responses. A/lucll of the 
uncertainty seems to be traceable to the differing ways the models include the effects of clouds 
(Cess et al., 19S0). When we discuss the transient climate problenl, i.e., the response of the 
system to a gradual (say 1% per year) increase in the effective C02  concentration we have tlie 
question of how the slower parts of the system (mainly oceans) share and cffcctively sequester 
thc heat away from tlle s~rface ailcl tllcrcby cause a substantial lag in tlie surface rcspoxisc. The 
problem of cloud feedback and oceanic lag are the first order problems of forced climatic change; 
after that we must begin to look at the way the general circulation of the atmosphere and the 
occ~ans might be distortecl by small cllailgcs in tllc forcing. Tllese may be amplificcl in sul~tle ways 
by how the system disposes of latent heat through precipitation. Precipitation is notoriously 
poorly simulated by today's general circulation models (GCMs). 
, The above problems illustrate the need to occasionally step baclc and look at the bigger picture 
in search of general principles that can help us in cross-checliing our results. Getting a bcttcr 
feeling for the climate sensitivity has enormous practical implications as \veil. The difference 
in policy response to a 2°C versus a 5°C scenario could be quite dramatic. It might mean the 
difference between an adaptive versus an interventionist strategy. Hence, it is very important to 
establish whether we are on the high or low end of the sensitivity range. Is there any evidence 
from the natural fluctuations in the system to tell us about the climate's sensitivity to external 
changes? 
We are not the first to enter such a program since it was first opened by Leith (1975) and 
examined in some fluid dynamics1 model calculations by Bell (1980, 19S5) in the context of the so- 
called Fluctuation Dissipation Theorem. The theorem states that in certain nonlinear fluctuating 
systems the sensitivity to changes in external forcing can be relatcd to tcmporal autocorrclat ion 
l,sopcstics. Tllc cxnlllplc discussed in this pnpcr is a trivial iqq>lici~tioll of tllc tl~corclll t o  i L  lirlcar 
system forced by noise. Our tasl; is to see how the all-important sui-face temperature field in the 
real world can be modeled by such a linear noised forced model. We postpone consideration of 
tlie real world for lack of data just now and concciltrate on tlic available data sct gcncratcd by a 
long run of a GCM with highly symmetrical boundary conditions. 
In the following, soine results from linear energy balance climate models (EBhJs) will be 
rcviewecl along with a discussion of their sensitivity to changes in external forcing at various 
frequencies of forcing. Then some interesting properties of a noise forced linear EBM will be 
discribed as an analog of the real fluctuating climate system. Thcn I will discuss a long run of a 
GCM for an idealized planet. By examining the results of the natural fluctuations of this systcm 
and some simple experiments a preliininary assessinent of the linearity question will be given. 
2 Linear EBM Review 
The EBM used in the present study is derived from one introduced by North, Mengel and Short 
(1983) and recently updated by Hyde et al., (1989). It can be completely characterized by the 
governing energy balance equation 
d C(i)-T(i, t) - V . (D(i-, t)VT(i-, t)) + A + BT(i-, t) = QS(i, t)a(i) 
at 
i. = point on tlle sphere 
t = time of year 
T(F, t) = surface temperature at point i. and time t 
A, B = plleiloinenological infrared radiation constants, from satellite data 
C(S) = location dependent heat capacity (large over ocean:60, small over 1and:l) 
D ( t )  =latitude (only) dependent thermal diffusion coefficient 
Q=solar constant /4=340W/m2 
S(1,t) = normalized solar insolation at the top of the atmosphere 
a(i)=local coalbedo, here given a smooth latitude dependence from satellite data 
For a discussion of the parameters and their physical interprctations see the rcfcrcnces cited. 
Suffice it to say that there are a small number of adjustable para~ncters (three in D(S) and onc in 
C(i?)) which are adjusted to obtain the best possible fit to tlie present climate. Since the system 
is lincar as posed, it is convenient to develop the solution into harnlonics of the annual cycle, a 
rapidly converging series. Maps of the modeled and observed annual harmonic and phase show 
a good degree of similariy. For these and other comparisons the reader is refered to Hyde et al., 
(1989). The semiannual harmonic is everywhere outside the polar regions less than 2°C and its 
pattern looks like that of the data. This is already extremely strong evidence that the system is 
behaving linearly at least at time scales in the frequency band around the annual cycle. 
2.1 Noise Forcing 
Next consider the departures T1(i, t) from the equilibrium seasonal cycle by fluctuations induced 
by a noise forcing (see Hasselmann, 1976; North and Cal~alan, 1981; Leung and North, 1090). 
The governing equation of the fluctuations is 
a C(i?)-TI(?, t):- V (D(i ,  t)VT1(i., t)) + BT1(i?, t )  = F(i, t )  
at (2) 
where F ( i ,  t )  is a white noise forcing in both space and time. That is, its autocorrelations vanish 
unless they are taken at equal time and position 
(F( i ,  t)F(i.', t')) = a&5(1- i.')6(t - t ') (3) 
The noise forcing may be thought of as a coinbination of imbalances due to transport related 
eddies or such local influences as cloudiness fluctuations. In what follows we take D(2) and C(2) 
to be independent of position for simplicity. 
Next is a list of results that follo\v directly from the equations. The global average temperature 
is a first order Marlcov process with autocorrelation time TO = CIB. One can also show that the 
higher spherical harmonic mode amplitudes have characteristic times 
which are also the decay times of the unforced system. The spatial statistics for this system are 
also readily computed. Consider tlle autocorrclation function in space for equal timcs (we use the 
plane tangent to the sphere to obtain closed form solutions with f'amiliar functions) 
where s is the distance separating the points, is the Bessel function and l2 = D I B  is a 
characteristic length in these climate models. Its interpretation is as follows: a thermal anomaly 
is carried away from a point by random wall; a distance dm; the appropriate time t is the 
radiation damping time CIB; insertion gives for the characteristic distance l. Another spatial 
autocorrelation of interest is the low frequency limit (i.e., the time series is low pass filtered before 
the aut ocorrelation in space is computed) 
The Green's function for a point heat source was given by North (1984). Its form is simply 
where s is the distance of the heat source to the point being examined and g is the strength of 
the heat source. Note that the shape of the Green's function is the same as the equal time spatial 
autocorrelation function. The latter shape equivalance is a general property of a large class of 
linear heat transport operators of which diffusion is an example. This property of linear models 
tells us that we can learn about the Green's function by examining certain spatial autocorrelation 
propertics of tlle natural systcm. 
Finally, we show observed data from the paper by Hansen and Lebedeff (1987) for correlations 
between separated stations of annual average surface temperatures for various latitude bands. 
Since the real earth contains oceans (5 year time constant) as well as land (one month time 
constant) near the stations considered, these spatial correlations represent something in between 
the equal time case and the low frequency case. However, we are certainly left with the impression 
that a length scale between 1000 and 2000 km is involved. This is in substantial agreement with 
the EBM calculations described above. 
It is important to note that the length scale in the nfEBh4 is controlled by the diffusion 
parameter and the radiation parameter. This is different from the length scale often encountered 
in dynamics, the Rossby Radius of Deformation, which has nothing to do with radiation damping. 
We argue that the length scale in the Hansen-Lebedeff data is the climate length scale which is 
controlled by radiation because it comes froin annual averages. One way to eliininate the RRD 
from the present length scale is that the lUlD should have a much stronger latitude dependence 
(1/ sin(1atitude)) than is found in the data. 
2.2 Selected GCM Results 
We have conducted a long run (15 years) of the NCAR CCblO (R15 version) on the Tcxas A&M 
Cray Y-MP computer with thc nssistancc of Dr. Robert Cllervin of NCAR. We llavc savcd 
all output from the run once per modcl day but are particularly interested at tlle moment in 
the surface temperature field. In addition, to facilitate comparison with simpler models and 
to avoid confusion with too many variables, we have simplified the boundary conditions in the 
CCMO as follows: 1) The obliquity is set to zero so that the climate systcm is forced by perpetual 
equinox solar insolation. 2) All mountains have beell removed so that the planet has only sea level 
topography. 3) Oceans and other zonal symmetry breaking features have been removed so that it is 
an all-land planet. The planet has no snow to change the local albedo. Statistically, every month is 
equivalent to every other month, a11 longitudes are statistically equivalent and the planct is north- 
soutll syillinetric statistically. Tlle longest time scale in tlie model (autocorrelat ion time of global 
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Figure 1: The spatial autocorrelation between sites separated by distance s for annually averaged 
temperatures. The three panels show the relationship for three different latitude bands. From Hansen 
and Lebedeff(l987) 
average surface temperature) is about 30 days. Hence, 15 years represents 15 x 12 = 180 such units, 
an extremely long time series. By contrast the correspolldillg time scale when a mixed layer ocean 
is present is 5 years, wllich would require a 900 year run for equivalent statistics. Furthermore, 
since kach longitude is st atis tically equivalent and the l~eemisphercs are (st atistically) reflection 
symmetric, the data can be pooled to have an even greater sample. While this configuration has 
the weakness of ignoring certain important forcing mechanisms (such as mountaills and lagging 
heat sources such as seasonally varying ocean surfaces) it is a physically realizable planet and 
should yield some interesting insights into the mechanisms of climate dynamics. TVe refer to tllc 
plrinct as Terra B l a ~ ~ d a .  
It isimportant to emphasize from the beginning that the CCA4O version of the climate system 
(R15, noninteractive soil moisture) is far from realistic in Inany respects. It is nonetheless close to 
models being used in routine simulations today and therefore to better understand it is a worthy 
goal considering the policy implications of present day model simulations. Tlle T42 (CCM2) 
version is now being tested for experiments by the community, ancl we intcrld to employ it in 
some.of our later experiments to check that our conclusions are insensitive to resolution. 
As part of our preliminary work with CCMO and its simulation of surface temperatures for 
Terra Blanda we are worliing out the complete climatology for the planet. We report here only 
those aspects of the climatology relevant to the research plan to be discussed in the nest section. 
First consider the autocorrelation times for various spherical harmonic mode amplitudes of 
the CCMO surface temperature data. We obtain these by projecting out these mode amplitudes 
and examining the corresponding time series. The lowest mode (0,O) has a time constant r0 of 
29 days. The autocorrelation function is reasonably exponential in shape (in agreement with a 
noise-forced linear model). I-Iighcr rnodcs dso exhibit cxpoliclltial autocorrclstion functions with 
a sequence of time scales in rough agreement with those suggested by the linear model. 
Next we turn to the question of spatial correlations in the CCMO data. Consider first tlie equal 
time spatial correlations, wliicll we shown in Fig. 2 for a poilit centcred at GO0 latitude. The 
horizontal scale on the map has been stretched so that distances in either direction are in locally 
equal length units (a small circle on the sphere should look approximately like a small circle here). 
The contours in the map show equal correlation lines. Note that the equal time autocorrelation 
length is about 13" of latitude on the map ( x  1300 km). Note first how remarkably isotropic 
the correlations are. Figure 3 shows the same contours for a low pass filtered (Z GO day moving 
average). We see an east-west elongation of the contours and a sniall stretching effect not unlike 
the effect predicted in Fig. 1 for low-pass filtering. The anisotropy is easily identified wit11 
advection, since correlations lagged by one day show the maximum of the contours moving to the 
east at about 2.5 m/sec. However, the advected correlation decays very quiclily with an e-folding 
time of its pealc of only about 2.8 days. Hence, while advcction is clearly prcscnt, it may be of 
little practical importance for the surface temperature in climate applications. (It is clcarly the 
very essence of weather forecasting). 
As anothcr tcst of linearity in the surface temperatures generated by the CCMO we consider 
the case of the response of the temperature field to a steady point (one grid site) heat source 
injected at the surface. The standard deviation of the surface temperature at a point is about 15" 
C with an autocorrelation time of about 3 days. Hence, in order to graph the spatial climatological 
response to a steady 400 W/m2 heat source (local time averaged response FZ 6.2'C) requires several 
years of model generated data. After some experimentation, we exploited the symmetry in our 
model to combine results from a "picliet fence" of point sources placed 45" apart around a latitude 
circle in both hemispheres. After pooling the data, the resulti~lg contour map of responses can be 
found and is shown in Fig. 4. Note how nearly isotropic the map is. The distortion from isotropy 
is surely due to the small advection alluded to earlier. The scale of the contours is in agreement 
with the scale of the equal-time autocorrelations as predicted by the noise-forced EBM. Finally, 
we changed the strength of the heat source to 2/3 that used above. The result (not shown) was 
identical within sampling errors to that shown in Fig. 4 except for the scaling. 
The above preliminary results suggest that forced surface temperature climate change is essentially 
a linear response to external forcings such as changes in the solar constant. This is remarkable 
considering that heat transport on the sphere is governed by extremely nonlinear interactions. 
TVe are apparently seeing the result of statistical ensemble averaging at its most beneficial. The 
advection of heat which is dominant for the purposes of weather forecasting is essentially indis- 
tinguishable from thermal diffusion for ensemble averaged climate. The linearity has shown up in 
the spatial and temporal autocorrelation statistics as well as in the scaling of point-heat-source 
strength/response characteristics. Of course, our analysis leaves out the rather obvious nonlin- 
earity associated with snow-albedo feedback and other simplifications wliich could also induce 
nonlinear response such as mountain wave locliing are similarly omitted. The main importance 
of the results is that the sensitivity of the real climate system may be relatable to the natural 
fluctuation statistics. This could be a Bey element in a strategy for deciding between competing 
models whose sensitivities are gfossly different. 
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