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The optimization problems for solving the objective function to the maximum or minimum under the 
given constraint condition are important problems applied to various fields. Metaheuristics is used as a method 
to obtain an acceptable solution within the practical time for the problems and Particle Swarm Optimization 
(PSO) is one of them. The characteristic of PSO is it has superior convergence speed, easy implementation on 
computer and there are many application examples. However, as with other methods, depending on the 
problems, it may be difficult to obtain a global optimum solution by fitting to local solutions.  
In this paper, we propose improved PSO using exchange of particles’ position vector, re-initialization and 
movement constraints in order to widen its search range and show the effectiveness through experiments. 









Optimization: PSO)や遺伝的アルゴリズム (Genetic 
Algorithm: GA)等の実用時間内に許容可能な解を求める
手法としてメタヒューリスティクスが利用されている. 








法 よ り 優 れ た 性 能 を 示 す 事 が 報 告 さ れ て い る
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 𝜔𝜇 = 𝜔𝑏𝑒𝑠𝑡 −
𝜔𝑏𝑒𝑠𝑡−𝜔𝑤𝑜𝑟𝑠𝑡
𝑁−1
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った.ベンチマーク関数は次元数 30 及び 50 の単峰性関数




最適解𝑓𝑚𝑖𝑛(0, … ,0) =0,探索範囲[-100,100] 
 𝑓2:Rosenbrock関数 
最適解𝑓𝑚𝑖𝑛(1, … ,1) =0,探索範囲[-2.048,2.048] 
 𝑓3:Rastrigin関数 
最適解𝑓𝑚𝑖𝑛(0, … ,0) =0,探索範囲[-5.12,5.12] 
 𝑓4:Griewank関数 
最適解𝑓𝑚𝑖𝑛(0, … ,0) =0,探索範囲[-600,600] 
比較対象の手法として PSO,IWA,CFA,PSORankと CFARankを用
いた.粒子の個体数は 100,最大移動回数は次元数 30 の場




表 1 各パラメータ値 
PSO 𝑐1 = 𝑐2 = 2.0, 𝜔 = 0.5 
IWA 𝑐1 = 𝑐2 = 2.0, 𝜔𝑚𝑎𝑥 = 0.5, 𝜔𝑚𝑖𝑛 = 0.25 
CFA 𝑐1 = 𝑐2 = 2.05 
PSORank 𝑐1 = 𝑐2 = 2.0, 𝜔𝑏𝑒𝑠𝑡 = 1.25, 𝜔𝑤𝑜𝑟𝑠𝑡 = 0.25 
CFARank 𝑐1 = 𝑐2 = 2.05, 𝜔𝑏𝑒𝑠𝑡 = 1.25, 𝜔𝑤𝑜𝑟𝑠𝑡 = 0.25 







表 2 30次元関数最適化問題の実験結果 










































表 3 50次元関数最適化問題の実験結果 






















































𝑘 , … , 𝜔𝑖𝑛
𝑘 , 𝜃𝑖1
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𝑘 , … , 𝜃𝑖𝑚






及び 3 次元立方体の頂点対を分類する問題である Cubic
問題を対象に,提案手法の性能の検証を行った[7].表 4 及
び 5に 7点問題と Cubic問題の真理値表を示す. 
 
表 4 7点問題  表 5 Cubic問題 
𝑥1 𝑥2 𝑡  𝑥1 𝑥2 𝑥3 𝑡1 𝑡2 
0 0 0  0 0 0 0 0 
0 1 1  0 0 1 0 1 
1 0 1  0 1 0 1 0 
1 1 0  0 1 1 1 1 
0.25 0.75 0  1 0 0 1 1 
0.5 0.5 1  1 0 1 1 0 
0.75 0.25 0  1 1 0 0 1 
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c）実験結果 







表 6 ニューラルネットワークの実験結果 
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