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ON THE AC SPECTRUM OF ONE-DIMENSIONAL RANDOM SCHR ¨ODINGER OPERATORS WITH
MATRIX-VALUED POTENTIALS
RICHARD FROESE, DAVID HASLER, AND WOLFGANG SPITZER
ABSTRACT. We consider discrete one-dimensional random Schro¨dinger operators with decaying matrix-valued, inde-
pendent potentials. We show that if the ℓ2-norm of this potential has finite expectation value with respect to the product
measure then almost surely the Schro¨dinger operator has an interval of purely absolutely continuous (ac) spectrum. We
apply this result to Schro¨dinger operators on a strip. This work provides a new proof and generalizes a result obtained by
Delyon, Simon, and Souillard [8].
1. MODEL AND STATEMENT OF RESULTS
In this paper we are interested in the absolutely continuous (ac) spectrum of quasi one-dimensional random
Schro¨dinger operators with decaying potentials. To this end, it is convenient to formulate the problem in terms of
matrix-valued potentials on the one-dimensional lattice, Z.
Let us first introduce some standard notation that is used throughout this paper. If H is an operator on some Hilbert
space H , then we denote by ρ(H),σ(H),σac(H),σess(H) its resolvent set, spectrum, ac spectrum, respectively its
essential spectrum. By ‖H‖ we denote the operator norm of H .
For some m ∈ N, let Sym(m) denote the set of real symmetric m×m matrices. Let D ∈ Sym(m) be some fixed
matrix and let q = (qn)n∈Z be a family of independent Sym(m)-valued random variables. We assume here that (i) the
mean of each random variable qn is zero and (ii) there is a compact set K ⊂ Sym(m) so that the support of each qn
is contained in K. By νn we denote the probability measure of qn. The probability measure for q is then the product
measure ν =⊗n∈Zνn. We use the notation E to denote the expectation value with respect to this product measure, ν.
On the Hilbert space ℓ2(Z;Cm) (of Cm-valued functions on Z equipped with the usual Euclidean norm) we con-
sider the operator
(1) H := ∆+D+q ,
which is defined as
(2) (Hϕ)(n) :=−ϕ(n−1)−ϕ(n+1)+Dϕ(n)+qn ϕ(n) , ϕ ∈ ℓ2(Z;Cm) , n ∈ Z .
To state the first result of this paper we introduce the following set which depends on the (eigenvalues of the) constant
“potential” D,
(3) ID :=
\
λ∈σ(D)
[λ−2,λ+2] .
Theorem 1. Let E[∑n∈Z ‖qn‖2] < ∞. Then almost surely σac(H) ⊇ ID and the spectrum of H is purely absolutely
continuous in the interior of ID.
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Theorem 1 will be used to prove the second result of this paper.
Theorem 2. Let E[∑n∈Z ‖qn‖2]< ∞. Then almost surely σac(H)⊇ σ(∆+D).
Remarks: The case of a random potential with m = 1 has been analyzed in great detail by Delyon, Simon, and
Souillard [8]. For m = 1 they not only prove Theorem 1 (even under weaker conditions on the measures νn) but also
that the rate of decay of qn is necessary in order to have absolutely continuous spectrum. A deterministic version of
a result in the direction of Theorem 2 has been announced by Molchanov and Vainberg [20] but, to the best of our
knowledge, has not yet been published. Other previous work by Kirsch, Krishna, Obermeit and Sinha on decaying
potentials can be found in [17], [14] and [18]. We would also like to mention also the work of Kotani and Simon [16]
and Schulz-Baldes [22] on random Schro¨dinger operators on the strip.
Example. The most important application of Theorem 2 is to Schro¨dinger operators on a strip. More generally, let
C := {1,2, . . . ,L}d denote the discrete d-dimensional cube with side length L. Then ℓ2(C ) ∼= Cm with m = Ld and
ℓ2(Z;ℓ2(C ))∼= ℓ2(Z×C ). We introduce the multi-index n := (n1,n2, . . . ,nd) ∈ Zd with |n| := |n1|+ |n2|+ · · ·+ |nd |.
Let D be the Dirichlet Laplacian on C , i.e., for all n ∈ C ,
(Dψ)(n) :=− ∑
m∈C :|m−n|=1
ψ(m) , ψ ∈ ℓ2(C ) .
Note that ∆+D is equivalent to the (nearest neighbor) Dirichlet Laplace operator on ℓ2(Z×C ). The eigenvalues of
D are indexed by n ∈ C and are given by −2 ∑di=1 cos(pini/(L+1)). Observe that
ID =
{
λ ∈ R : |λ| ≤ 2[1−d cos(pi/(L+1))]} .
If d ≥ 2 this set is empty unless L = 1. If d = 1, then ID is non-empty but its length converges to 0 as L tends to
infinity. By Theorem 2, σac(H)⊇ σ(∆+D) = [−2−2d cos(pi/(L+1)),2+2d cos(pi/(L+1))]. By formally setting
L to infinity the last interval becomes [−2(d +1),2(d +1)].
Remarks: On the full two-dimensional lattice Z2, Bourgain [3] proved σac(∆+q)⊇σ(∆) for Bernoulli and Gaussian
distributed, independent random potentials whose variances decay faster than |n|−1/2. In [4], Bourgain improves this
result to the weaker |n|−1/3 decay rate. For a deterministic potential, q, on Zd , Simon [23] conjectured that if
(qn/
√
1+ |n|d−1)n∈Zd ∈ ℓ2(Zd), then σac(∆+q) = σ(∆). In dimension one this was proved by Deift and Killip [7].
A recent improvement of this result has been obtained by Denisov [11]. In the analogous continuous setting, progress
has been made towards this L2-conjecture e.g. by Denisov [9] and Laptev, Naboko, and Safronov [19]. For additional
references see [5], [24].
2. PROOFS OF THEOREM 1 AND 2
In order to prove the two main theorems in this paper we will study the Green’s functions defined by
(4) Gn := Pn(H−λ)−1Pn , n ∈ Z .
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Here, Pn denotes the orthogonal projections of H = ℓ2(Z;Cm) onto the subspace ℓ2({n};Cm) ∼= Cm, and λ denotes
the spectral parameter. Let P+n := ∑k≥n Pk and P−n := ∑k≤n Pk be the orthogonal projections of H onto the subspaces
ℓ2({n,n+1, . . .};Cm) and ℓ2({. . . ,n−1,n};Cm), respectively. Let
(5) G±n := Pn
(
P±n (Hn−λ)P±n
)−1 Pn , n ∈ Z
be the so-called forward and backward Green’s functions. Then we have the recursion relation
(6) Gn =−(G+n+1 +G−n−1 +λ−D−qn)−1 , n ∈ Z ,
which follows by using the decomposition H = RanPn⊕RanPn⊥ and a resolvent identity.
If Imλ > 0, it is elementary to see that for each n ∈ Z
(7) Gn,G±n ∈ SHm := {Z = X + iY : X ,Y ∈ Sym(m),Y > 0} .
Henceforth we will assume that Imλ > 0. We equip the vector space SHm with the metric
d(Z,W ) := cosh−1
(
1+ 1
2
cd(Z,W )
)
, Z,W ∈ SHm ,
where we have introduced
cd(Z,W ) := tr
[
(ImZ)−1(Z−W)∗(ImW )−1(Z−W)] .
The space (SHm,d) is called Siegel half space and is a generalization of the usual Poincare´ upper half plane.
By symmetry it will suffice to study G+0 . Using the decomposition RanP
+
0 = RanP0⊕RanP+1 , we see that
(8) G+0 = Φq0(G+1 ) ,
with the following mapping on SHm
Φδ(Z) :=−(Z +λ−D−δ)−1 , δ ∈ Sym(m) ,Z ∈ SHm .
Iterating Eq. (8) we arrive at
(9) G+0 = Φq0 ◦Φq1 · · · ◦Φqn(G+n+1) , n ∈ N0 .
We will use the following theorem, which is a special case of a theorem obtained in [12].
Theorem 3. Let Imλ > 0 and (Λn)n∈N0 ⊂ SHm be any sequence. Then
G+0 = limn→∞ Φq0 ◦ · · · ◦Φqn(Λn) .
We present a direct proof of this theorem in Appendix A, which in this case is simpler than the proof given in [12]
for more general graphs.
The next theorem measures the distance of G+0 from the free forward Green’s function, which is determined by
the following fixed point relation in SHm:
(10) Zλ = Φ0(Zλ) .
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Solving for Zλ yields
(11) Zλ =
D−λ
2
+ i
√
1−
(
D−λ
2
)2
.
Note that for real λ, we have ImZλ > 0 if and only if λ is in the interior of ID. To formulate the next theorem we
define
(12) cdλ(Z) := cd(Zλ,Z) , Z ∈ SHm .
Theorem 4. Suppose E[∑n∈Z ‖qn‖2]< ∞. Let J be a closed subset of the interior of ID. Then
(13) sup
λ∈J+i(0,1]
E
[
cd2λ(G
±
n )
]
< ∞ .
Proof. By symmetry it suffices to consider without loss of generality G+0 . We assume λ ∈ J + i(0,1] is fixed. By
Theorem 7, we know that G+0 = limn→∞ Z0,n, where Z0,n = Φq0 ◦Φq1 ◦ · · · ◦Φqn(Zλ). Moreover, by Lemma 7 from
Appendix B, we know that there exists a hyperbolic ball B ⊂ SHm such that Z0,n ∈ B for all n ≥ 2 and potentials q
with qk ∈ K . By continuity of the function Z 7→ cd2λ(Z), we have
lim
n→∞ cd
2
λ(Z0,n) = cd
2
λ(G
+
0 ) .
Since cd2λ(Z) is bounded on the ball B, it follows from dominated convergence that
E[cd2λ(G
+
0 )] = limn→∞E[cd
2
λ(Z0,n)] .
It remains to show that the right-hand side is bounded uniformly in λ ∈ J + i(0,1]. To this end we set Zℓ,n :=
Φqℓ ◦Φqℓ+1 ◦ · · · ◦Φqn(Zλ). Note that Zℓ,n = Φqℓ(Zℓ+1,n). Using the inequality of Lemma 5 below, we find
E[cd2λ(Z0,n)]+1
=
Z
Kn+1
(cd2λ(Z0,n)+1)dν0(q0) · · ·dνn(qn)
=
Z
Kn+1
cd2λ[Φq0(Z1,n)]+1
cd2λ(Z1,n)+1
(cd2λ(Z1,n)+1)dν0(q0) · · ·dνn(qn)
≤
Z
K
(1+A(Z1,n,q0)+C0‖q0‖2)dν0(q0)
Z
Kn
(cd2λ(Z1,n)+1)dν1(q1) · · ·dνn(qn)
= (1+C0E[‖q0‖2])
Z
Kn
(cd2λ(Z1,n)+1)dν1(q2) · · ·dνn(qn)
.
.
.
≤
n
∏
i=0
(1+C0E[‖qi‖2])
≤ exp(C0
∞
∑
i=0
E[‖qi‖2]) ,
where we have used
R
A(z,q)dνi(q) = 0, which follows from the assumption that qi is a random variable with mean
zero. 
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Lemma 5. Suppose K is a compact subset of SHm. Let J be a closed interval contained in the interior of ID. Then
there exists a constant C0 and a linear functional A(Z, ·) : Sym(m)→ R, depending continuously on Z ∈ SHm, such
that for all λ ∈ J+ i(0,1] and Z ∈ SHm,
cd2λ(Φδ(Z))+1
cd2λ(Z)+1
≤ 1+A(Z,δ)+C0‖δ‖2 , ∀δ ∈ K .(14)
Proof. Using that Φ0 is a hyperbolic contraction, we see cdλ(Φδ(Z)) = cd(Φδ(Z),Zλ)≤ cd(Z−δ,Zλ) = cdλ(Z−δ).
By the definition of the distance function we have
cd(Z−δ,Zλ) = cd(Z,Zλ)+a(Z,δ)+b(Z,δ) ,
where (with Zλ = Xλ + iYλ and Z = X + iY ),
a(Z,δ) :=−tr[Y−1/2λ δY−1(Z−Zλ)Y−1/2λ ]− tr[Y−1/2λ (Z−Zλ)∗Y−1δY−1/2λ ] ,
b(Z,δ) := tr(Y−1/2λ δY
−1δY−1/2λ ) .
Using the Cauchy-Schwarz inequality it follows that
L. H. S. of (14)≤ 1+A(Z,δ)+C(Z,δ) ,
with
A(Z,δ) := 2cdλ(Z)a(Z,δ)
cd2λ(Z)+1
,
C(Z,δ) := 2a(Z,δ)
2 +2cdλ(Z)b(Z,δ)+2b(Z,δ)2
cd2λ(Z)+1
.
It remains to show that C(Z,δ)≤C0‖δ‖2 for some C0. Let us use the bounds,
a(Z,δ)2 ≤ 4cdλ(Z)b(Z,δ) ,(15)
b(Z,δ)≤ ‖Y−1λ ‖2 ‖δ‖2 tr(Y
1/2
λ Y
−1Y 1/2λ ) .(16)
(15) follows from the Cauchy-Schwarz inequality. The trace in the function b can be written as tr(EFE) with E :=
Y−1/2λ δY
−1/2
λ and F := Y
1/2
λ Y
−1Y 1/2λ . This trace is estimated from above by ‖E2‖ trF . Then use
‖E2‖ ≤ ‖Y−1/2λ ‖2 ‖Y−1λ ‖‖δ‖2. Since Yλ is self-adjoint ‖Y−1/2λ ‖2 = ‖Y−1λ ‖, and (16) follows.
The next estimate allows us to bound the right-hand side of (16) in terms of cdλ(Z).
tr(Y 1/2λ Y
−1Y 1/2λ )
≤ tr(Y 1/2λ Y−1Y
1/2
λ )+ tr(Y
1/2Y−1λ Y
1/2)
= tr
[
Y−1/2λ (Y −Yλ)Y−1(Y −Yλ)Y
−1/2
λ
]
+2m
≤ tr[Y−1/2λ (Y −Yλ)Y−1(Y −Yλ)Y−1/2λ ]+ tr[Y−1/2λ (X −Xλ)Y−1(X −Xλ)Y−1/2λ ]+2m
= cdλ(Z)+2m .(17)
The claim now follows by inserting the above estimates and using that ‖Yλ‖ and ‖Y−1λ ‖ are uniformly bounded for
λ ∈ J+ i(0,1] and that δ is contained in a bounded set. 
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Proof of Theorem 1.
Step 1: Almost surely σ(H)⊇ σ(∆+D).
The condition E[∑n∈Z ‖qn‖2] implies that almost all potentials are in ℓ2 and thus decay at infinity. H is thus a
compact perturbation of ∆+D and hence σ(∆+D) = σess(∆+D) = σess(H)⊆ σ(H) by Weyl’s Theorem.
Step 2: Let J be any closed interval contained in the interior of ID. Let Wλ :=−(2Zλ +λ−D)−1. Then
sup
λ∈J+i(0,1]
E
[
cd2(Gn,Wλ)
]
< ∞ .
If we use the recursion relation (6), the fact that Z 7→ −Z−1 is a hyperbolic isometry, and the inequalities of
Lemma 8 (given in the Appendix B) we find that
cd(Gn,Wλ)≤ cd(G+n+1 +G−n−1+qn,2Zλ)
≤ cd(G+n+1 +qn/2,Zλ)+ cd(G−n−1 +qn/2,Zλ)
≤C [1+ cd(G+n+1,Zλ)+ cd(G−n−1,Zλ)] (1+‖qn‖2) .
Then,
E
[
cd2(Gn,Wλ)
]≤C(1+ cdλ(G+n+1)+ cdλ(G−n+1)) ,
and Step 2 follows from Theorem 4.
Step 3: Almost surely H has purely ac spectrum in the interior of ID.
For x ∈ Z×{1, ...,m} let µx denote the spectral measure of H for the indicator function at x, 1x ∈ H ∼= ℓ2(Z×
{1, ...,m}). Step 2 implies that almost surely µx is absolutely continuous on any closed subset of the interior of
ID. This can be seen for example by applying Lemma 1 in [13] and noting that for any closed subset J contained
in the interior of ID there exists a constant C such that (see Lemma 8) tr (ImZ) ≤C (cdλ(Z)+ 1) for all λ ∈ J and
Z ∈ SHm; see also [15, Theorem 4.1]. Now choosing a sequence of closed subsets (Jn)n∈N of the interior of ID, such
that Jn ⊂ Jn+1 and S∞n=1 Jn = ID, and using that countable unions of sets of measure zero have again measure zero,
we find almost surely that for all x ∈ Z×{1, ...,m} the spectral measure µx is absolutely continuous on the interior
of ID.
The theorem now follows by combining Steps 1 and 3. 
To prove Theorem 2 we will use Theorem 1 in combination with Theorem 6 below. Theorem 6 is an extension of
a theorem by Denisov [10, Theorem 1.2]. A proof can also be found in Albeverio and Konstantinov [1]. We give a
proof in Appendix C following arguments given in [2, 10].
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Theorem 6 (Denisov). Let H1 and H2 be two bounded self-adjoint operators on the Hilbert spaces H1 and H2,
respectively. Assume that for a < b, [a,b]⊆ σac(H1) and σess(H2)⊆ (−∞,a]∪ [b,∞). Let V : H2 →H1 be a Hilbert-
Schmidt operator (i.e., V ∗V and VV ∗ are trace class operators on H2 respectively H1) and let HV :=
[
H1 V
V ∗ H2
]
.
Then, [a,b] ⊆ σac(HV ).
Proof of Theorem 2. Let {µ1, . . . ,µm} be the eigenvalues of D and let λ ∈ R. Then the eigenvalues of Zλ are given
by zλ,k = (µk−λ)/2+ i
√
1− ((µk−λ)/2)2. If λ ∈ [µk−2,µk +2] then zλ,k lies on the unit semicircle above the real
axis. Otherwise zλ,k lies on the real axis outside the unit circle (see diagram)
Since Zλ is related to the Green’s function for ∆+D, a point λ lies in σ(∆+D) if and only if at least one of the zλ,k
lies on the semicircle, and thus has positive imaginary part. Let m(λ) denote the number of zλ,k on the semicircle. As
we vary λ, the function m(λ) is locally constant, with jumps when one of the zλ,k moves in or out of the semicircle.
Pick a λ0 and let I be the largest interval containing λ0 on which m(λ) is constant. Notice that σ(∆+D) is a finite
disjoint union of such intervals. The collection of zλ,k that remain in the semicircle for λ ∈ I corresponds to a subset
of eigenvalues of D, and thus to a spectral projection PI on Cm. We identify the range of PI with Cm(λ). We use the
same notation for the projection on H = ℓ2(Z;Cm) where PI acts as a (constant) multiplication operator. Introducing
PI := 1−PI we have the decomposition
H = ∆+D+q=
[
PI(∆+D+q)PI PIqPI
PIqPI PI(∆+D+q)PI
]
.
Note that ∆I := PI ∆PI is just the Laplace operator (2) on ℓ2(Z;Cm(λ)). Furthermore, let DI be the restriction of D
onto Cm(λ). By Theorem 1, PI(∆+D+q)PI = ∆I +DI +PIqPI has almost surely ac spectrum on I, since I ⊂ IDI , see
(3). Since almost surely q is in ℓ2 and thus decays at infinity the essential spectrum of PI(∆+D+q)PI is contained
in the complement of the interior of I. Since PIqPI is Hilbert-Schmidt almost surely, we can apply Theorem 6 and
hence conclude that almost surely I ⊆ σac(H +D+ q). Repeating the above arguments for the remaining intervals
of non-zero length in the decomposition of the spectrum of ∆+D yields the claim. 
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APPENDIX A: PROOF OF THEOREM 3
Let us start with the following lemma.
Lemma 7. Suppose that |λ|,‖δ1‖,‖δ2‖ ≤C and Imλ ≥ 1/C. Then there exists a compact set B⊂ SHm (depending
on C) such that Φδ1 ◦Φδ2(SHm)⊆ B.
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Proof. Applying Φδ once yields an upper bound on the norm, which can be seen from the basic inequality
‖(Z +λ−D−δ)−1‖ ≤ (Imλ)−1 , Z ∈ SHm .
Applying Φδ a second time yields a lower bound on the imaginary part, which can be seen by the following estimate
Im
[− (Z+λ−D−δ)−1] = (Z∗+λ∗−D−δ)−1 Im(Z +λ)(Z +λ−D−δ)−1 ≥ Imλ‖Z +λ−D−δ‖2 .

Proof of Theorem 3.
Step 1: Let B be a compact subset of SHm as in the previous Lemma 7. Then there exists a γ < 1, such that for all
Z,W ∈ B,
d(Φδ(Z),Φδ(W ))≤ γd(Z,W ) .
Using that the maps Z 7→ −Z−1 and Z 7→ Z−D−δ are hyperbolic isometries on SHm, we find that
d(Φδ(Z),Φδ(W )) = d(Z +λ,W +λ) .
In order to estimate the last expression we use that
[Im(W +λ)]−1 = [Im(W )]−1/2 [Im(W )]1/2 [Im(W +λ)]−1 [Im(W )]1/2︸ ︷︷ ︸
≤√γ
[Im(W )]−1/2 ≤√γ [Im(W )]−1
for some real number γ < 1 since W is in a bounded set. If we apply this estimate also to Z we obtain that
d(Φδ(Z),Φδ(W )) = d(Z +λ,W +λ) ≤ γd(Z,W ) .
Step 2: The sequence (Φq0 ◦ · · · ◦Φqn(Λn))n∈N0 converges to a limit independent of the choice of (Λn)n∈N0 .
Suppose (Λ˜n)n∈N0 is a different sequence. Then
(18) d(Φq0 ◦ · · · ◦Φqn(Λn),Φq0 ◦ · · · ◦Φqn(Λ˜n))≤ γn−2C → 0 , (n→ ∞),
with C := sup(Z,W )∈B2 d(Z,W ). We conclude that if the limit exists it must be independent of the sequence (Λn)n∈N0 .
On the other hand the sequence (Φq0 ◦ · · · ◦Φqn(Λn))n∈N0 is a Cauchy sequence, which can be seen by inserting
Λ˜n := Φqn+1 ◦ · · · ◦Φqn+m(Λn+m) for m ∈ N into (18).
The theorem now follows from Step 2 and Eq. (9). 
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APPENDIX B: SOME INEQUALITIES
Lemma 8. Let Zi ∈ SHm, i ∈ {0,1,2} and δ ∈ Sym(m). Then
(a) cd(2Z0,Z1 +Z2)≤ 12
[
cd(Z0,Z1)+ cd(Z0,Z2)
]
.
(b) cd(Z0,δ+Z1)≤C (1+‖δ‖2)
[
cd(Z0,Z1)+1
] for some constant C that depends on the (norm of the) imagi-
nary part of Z0.
(c) For λ ∈ ID (see definition (3)) there is a constant C (depending on λ and m) so that tr (ImZ0)≤C (cdλ(Z0)+
1).
Proof. (a). Let us define
A :=
[
U1
U2
]
, B :=
[
Y 1/21 (Y1 +Y2)
−1/2
Y 1/22 (Y1 +Y2)
−1/2
]
with Yi := Im(Zi) and Ui = Y
−1/2
i (Z0−Zi)Y−1/20 . Then
cd(2Z0,Z1 +Z2) =
1
2
tr
[
(U∗1Y
1/2
1 +U
∗
2Y
1/2
2 )(Y1 +Y2)
−1(Y 1/21 U1 +Y
1/2
2 U2)
]
=
1
2
tr
[
A∗BB∗A
]
.
Since B∗B = 1, BB∗ is a projection and hence BB∗ ≤ 1. Therefore, tr[A∗BB∗A]≤ tr[A∗A]= tr[U∗1U1]+ tr[U∗2U2]=
cd(Z0,Z1)+ cd(Z0,Z2).
(b). By expanding the product in the trace and using tr[A∗B]≤ (tr|A|2)1/2(tr|B|2)1/2 ≤ 12 tr|A|2 + 12 tr|B|2 we obtain
cd(Z0,δ+Z1)≤ 2cd(Z0,Z1)+2tr(Y−1/20 δY−11 δY−1/20 )
≤ 2cd(Z0,Z1)+2‖Y−1/20 δY−1/20 ‖2 tr(Y 1/20 Y−11 Y 1/20 ) .
Now we use ‖Y−1/20 δY−1/20 ‖ ≤ ‖δ‖‖Y−1/20 ‖2 and inequality (17), i.e., tr(Y 1/20 Y−1Y−1/20 ) ≤ cd(Z0,Z1)+ 2m, which,
all put together, proves the claimed inequality.
(c). We have cdλ(Z0)≥ tr
[
Y−1/2λ (Y0−Yλ)Y−10 (Y0−Yλ)Y
−1/2
λ
]≥ tr[Y−1/2λ Y0Y−1/2λ ]−2m ≥C′ tr(Y0)−2m, where
the constant C′ depends on λ throught the estimate on Y−1λ . Finally, we choose the constant C := 2m/C′ and the
stated inequality follows. 
APPENDIX C: PROOF OF THEOREM 6
To prove Theorem 6 we will use the following theorem by Albeverio, Makarov, and Motovilov [2]. For the con-
venience of the reader we also present a proof that follows closely the one given in [2] but uses analytic perturbation
theory to obtain the graph subspaces.
Theorem 9 (Albeverio-Makarov-Motovilov). Let H1, H2 be two bounded self-adjoint operators on the Hilbert
spaces H1 and H2, respectively. Assume that σ(H1)⊂ (a,b)⊆ ρ(H2) and V : H2 →H1 is a Hilbert-Schmidt operator.
Let
(19) H0 :=
[
H1 0
0 H2
]
, W :=
[
0 V
V ∗ 0
]
, HV := H0 +W .
Then σac(HV ) = σac(H0).
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Proof. Since finite rank perturbations F do not change the ac spectrum and such operators are norm-dense in the
space of Hilbert-Schmidt operators we can replace V by V +F and achieve that its norm is small. Henceforth we
assume that ‖V‖ is small. Let H := H1⊕H2, and for i = 1,2 we denote by pi the orthogonal projection of H onto
Hi.
Step 1: For ‖V‖ sufficiently small, there exist orthogonal projections P1 and P2 such that P1 +P2 = 1, PiH = HPi,
and piPi pi : Hi → Hi is bijective, for i ∈ {1,2}. Furthermore, Pi− pi is Hilbert-Schmidt and its norm can be made
arbitrarily small if we choose ‖V‖ small enough.
Let Γ1 [Γ2] be a counter-clockwise contour in C around the spectrum of H1 [H2] and contained in the resolvent
set of H2 [H1]. Then we define the spectral projections
(20) Pi := 12pii
Z
Γi
dz
z−HV , i ∈ {1,2} .
The first two properties follow from this representation. In order to verify the other statements we use a similar
representation for the projections pi and the resolvent identity so that
Pi− pi = 12pii
Z
Γi
(z−H0)−1W (z−HV)−1 dz .
Hence, Pi − pi is Hilbert-Schmidt. If ‖V‖ is small then ‖piPi pi − pi‖ is small, too, and therefore piPi pi can be
inverted on Hi.
Step 2: For ‖V‖ sufficiently small, there exist operators Q1 : H1 → H2 and Q2 : H2 → H1 such that RanP1 =
{(x,Q1x)|x ∈ H1} and RanP2 = {(Q2x,x)|x ∈ H2}. Moreover Q2 = −Q∗1 and Qi, for i ∈ {1,2}, is Hilbert-Schmidt
and its norm can be chosen arbitrarily small for ‖V‖ sufficiently small.
Let i 6= j. First observe that the operator p jPi = p j(Pi− pi) as well as its adjoint are Hilbert-Schmidt and can be
made arbitrarily small by Step 1. Using the identity P1p1 +P2p2 = 1−P1p2−P2p1 and noting that the r.h.s. can
be made arbitrarily close to one, we see that H = RanP1 p1 +RanP2 p2. This implies that RanPi = RanPi pi. Define
Qi := p jPi(piPi pi)−1. If we set x := pi(Piz) for z ∈Hi, then p j(Piz) = Qix. Hence, the range of Pi pi equals the graph
of Qi. The statement Q2 =−Q∗1 follows by orthogonality.
Step 3: For ‖V‖ sufficiently small HV is unitary equivalent to[
H1 +T1 0
0 H2 +T2
]
,
where Ti are trace class operators.
Since by Step 2, HV leaves the graphs of the operators Q1 and Q2 invariant, there exist operators Ai ∈Hi such that
(21) HV (1+Q) = (1+Q)A ,
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with
Q :=
[
0 Q2
Q1 0
]
and A :=
[
A1 0
0 A2
]
.
To construct these operators, let x ∈H1. Then by Step 2, z := (x,Q1x) ∈ RanP1. By Step 1, HV z ∈ RanP1, and again
by Step 2, HV z = (y,Q1y) for some uniquely determined y ∈H1. This defines the operator A1 : H1 →H1 by setting
A1x := y. A similar construction gives the operator A2. As a result we obtain (21). Expanding the product in (21) we
see more concretely that A1 = H1 +V Q1 and A2 = H2 +V ∗Q2. Since Q has purely imaginary spectrum the operator
1+Q is bijective. Using the polar decomposition 1+Q =U |1+Q|, with U unitary, we find
(22) U∗HVU = |1+Q| A |1+Q|−1 .
Note that
|1+Q|=
[
(1+Q∗1Q1)1/2 0
0 (1+Q∗2Q2)1/2
]
.
Using 0≤ (1+Q∗1Q1)1/2−1≤Q∗1Q1, the operator (1+Q∗1Q1)1/2 (H1+V Q1)(1+Q∗1Q1)−1/2−H1 is trace class. A
similar statement holds for the second diagonal operator on the right-hand side of (22).
Step 4: σac(H) = σac(H0).
This follows from the result of Step 3 and the fact the trace class perturbations preserve ac spectrum.

Our proof of Theorem 6 follows closely the one given by Denisov [10], but uses almost analytic functional
calculus (cf. [6]) to control the function of an operator.
Proof of Theorem 6. Fix ε > 0. We will show that [a + ε,b− ε] ⊂ σac(HV ). Since finite-rank perturbations
do not change the ac and the essential spectrum and σess(H2) ⊂ (−∞,a]∪ [b,∞), we can assume w.l.o.g. that
σ(H2)⊂ (−∞,a+ ε/2]∪ [b− ε/2,∞).
Step 1: Define Ĥ1 := H1χ[a+ε,b−ε](H1). Then [a+ ε,b− ε]⊆ σac(ĤV ), where ĤV :=
[
Ĥ1 V
V ∗ H2
]
.
This follows directly from Theorem 9 by noting that σ(Ĥ1) = [a+ ε,b− ε]⊂ ρ(H2).
Step 2: Let f ∈C∞0 ([a+ ε,b− ε]). Then f (HV )− f (ĤV ) is trace class.
To show Step 2 we use almost analytic functional calculus. Let f˜ ∈ C∞0 (C) be an almost analytic extension of
f , satisfying f˜ |R = f , f˜ (x+ iy) = 0 if x /∈ supp f , and that for some constant C we have
∣∣∣∂z f˜ (z)∣∣∣ ≤C|Imz|3 for all
z ∈ C. [Of course, ∂z := 12(∂x + i∂y) for z = x+ iy ∈ C and z := x− iy.] Setting R(A,z) := (z−A)−1 for a bounded
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self-adjoint operator A we recall the Helffer–Sjo¨strand formula (see [6, (5)])
(23) f (A) := −1
pi
Z
C
∂z f˜ (z)R(A,z)dxdy .
Setting W :=
[
0 V
V ∗ 0
]
and Ĥ0 :=
[
Ĥ1 0
0 H2
]
, and applying the resolvent identity twice, we find
f (HV )− f (ĤV ) =−1
pi
Z
C
∂z f˜ (z)
[
R(H0,z)−R(Ĥ0,z)
]
dxdy
− 1
pi
Z
C
∂z f˜ (z)
[
R(H0,z)W R(H0,z)−R(Ĥ0,z)W R(Ĥ0,z)
]
dxdy
− 1
pi
Z
C
∂z f˜ (z)
[
R(H0,z)W R(H0,z)W R(H,z)−R(Ĥ0,z)W R(Ĥ0,z)W R(Ĥ,z)
]
dxdy .
The first term on the right-hand side equals f (H0)− f (Ĥ0) and thus vanishes. The third term on the right-hand side is
a trace class operator. The second term also vanishes, as we now show. It is a combination of terms of the following
form,
−1
pi
Z
C
∂z f˜ (z)R(H1,z)V R(H2,z)dxdy =−1
pi
Z
C
∂z f˜ (z)R(H1,z)V
Z
σ(H2)
1
z− t dPH2(t)dxdy
=
Z
σ(H2)
f (H1) 1H1− tV dPH2(t) .
In the first line we have applied the Spectral Theorem for R(H2,z) with the spectral projections PH2 of H2. In the last
equality we have used that ˜f (z)(z− t)−1 is an almost analytic extension of f (x)(x− t)−1 since ∂z(z− t)−1 = 0 for
z 6= t, and the Helffer–Sjo¨strand formula (23). By inspection, the right-hand side of the last displayed formula does
not change if we replace H1 by Ĥ1.
Step 3: [a+ ε,b− ε] ∈ σac(HV ).
By the statement of Step 2 and the Kato-Rosenblum Theorem [21, Theorem XI.8] we know that σac( f (HV )) =
σac( f (ĤV )) for all f ∈ C∞0 ([a+ ε,b− ε]). By the Spectral Theorem we conclude that σac(HV )∩ [a+ ε,b− ε] =
σac(ĤV )∩ [a+ ε,b− ε] = [a+ ε,b− ε], where the second equality follows from the result of Step 1. 
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