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Re´sume´
En choisissant des “caracte`res” et des “logarithmes”, me´romorphes sur C, construits a` l’aide de
la fonction Gamma d’Euler, et en utilisant des se´ries de factorielles convergentes, nous sommes
en mesure, dans une premie`re partie, de donner une “forme normale” pour les solutions d’un
syste`me aux diffe´rences singulier re´gulier. Nous pouvons alors de´finir une matrice de connexion
d’un tel syste`me. Nous e´tudions ensuite, suivant une ide´e de G.D. Birkhoff, le lien de celles-ci
avec le proble`me de la classification rationnelle des syste`mes. Dans une deuxie`me partie, nous nous
inte´ressons a` la confluence des syste`mes aux diffe´rences fuchsiens vers les syste`mes diffe´rentiels.
Nous montrons en particulier comment, sous certaines hypothe`ses naturelles, on peut reconstituer
les monodromies locales d’un syste`me diffe´rentiel limite a` partir des matrices me´romorphes de con-
nexion des de´formations conside´re´es. Le point central, qui distingue en profondeur les syste`mes aux
diffe´rences singuliers re´guliers de leurs homonymes diffe´rentiels ou aux q-diffe´rences et qui rend leur
e´tude plus complexe, est la ne´cessaire utilisation de se´ries de factorielles (qui peuvent diverger en
tant que se´ries de puissances). Une version de cet article est a` paraˆıtre aux Annales de l’Institut
Fourier.
Abstract
By using meromorphic “characters” and “logarithms” built up from Euler’s Gamma function,
and by using convergent factorial series, we will give, in a first pat, a “normal form” to the solutions
of a singular regular system. It will enable us to define a connexion matrix for a regular singular
system. Following one of Birkhoff’s idea, we will then study its link with the problem of rational clas-
sification of systems. In a second part, we will be interested in the confluence of fuchsian difference
systems to differential systems. We will show more particularly how we can get, under some natural
hypotheses, the local monodromies of a limit differential system from the connection matrices of
the deformation that we consider. The use of factorial series (which can diverge as power series)
distinguish regular singular difference systems from their differential and q-difference analogues and
make their study more difficult.
1 Introduction.
Un syste`me aux diffe´rences :
Y (x− 1) = A(x)Y (x), A ∈ Gln(C(x)) (1)
est dit fuchsien si A est holomorphe a` l’∞ et si A(∞) = I. Il est dit singulier re´gulier s’il peut
eˆtre transforme´ en un syste`me fuchsien a` l’aide d’une transformation de jauge rationnelle.
Rappelons que le syste`me de´duit de (1) par la transformation de jauge R (R ∈ Gln(K) ou`
K est un extension de corps de C(x)) est celui obtenu en posant Y = RZ :
Z(x− 1) =
[
R(x− 1)−1A(x)R(x)
]
Z(x).
De´signant par δ−1 l’ope´rateur dont l’action sur une fonction Y est de´finie par la formule :
δ−1Y (x) = (x − 1)(Y (x) − Y (x− 1)),
un syste`me fuchsien peut s’e´crire sous la forme :
δ−1Y = AY
ou` A est holomorphe a` l’infini.
Un syste`me fuchsien non re´sonnant (i.e. tel que deux valeurs propres de A(∞) ne diffe`rent
pas par un entier relatif non nul) admet une unique solution formelle de la forme :
(I +
+∞∑
s=1
Ŷsx
−s)xK .
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La se´rie I +
∑+∞
s=1 Ŷsx
−s n’est en ge´ne´ral pas convergente ; c’est la diffe´rence fondamentale
des syste`mes aux diffe´rences singuliers re´guliers avec leurs analogues aux q-diffe´rences et
diffe´rentiels. Dans [15], M. Van der Put et M. Singer de´montrent qu’il existe deux solutions
fondamentales asymptotiques a` Ŷ dans un demi-plan gauche pour l’une et droit pour l’autre.
Notons que Birkhoff avait de´ja` prouve´ des re´sultats analogues dans un cas “irre´gulier” (voir
[2]).
D’autres auteurs ont remarque´ l’inte´reˆt, pour l’e´tude de ce proble`me, des se´ries de fac-
torielles (on peut citer N.-E. No¨rlund [13] et plus tard Fitzpatrick et Grimm [8], ou encore
W.A. Jr. Harris [10]). Rappelons qu’il s’agit de se´ries de la forme :
+∞∑
s=0
Asx
−[n]
ou` :
x−[n] =
1
x(x + 1) · · · (x+ n− 1)
.
Rappelons e´galement qu’en faisant le changement x ← −x dans la de´finition des se´ries de
factorielles, on obtient la notion de se´rie de re´tro-factorielles. On peut de´montrer que la se´rie
I+
∑+∞
s=1 Ŷsx
−s est de´veloppable en se´rie de factorielles (resp. re´tro-factorielles) convergente
dans un demi-plan droit (resp. gauche) et tangente a` I en +∞ (resp. −∞) ; voir par exemple
[10]. Il convient e´galement de remarquer que, d’un point de vue combinatoire, les x−[n] sont
des vecteurs propres de l’ope´rateur δ−1.
Une dernie`re approche consiste a` se ramener, par une transformation de jauge de´veloppable
en se´rie de factorielles convergente, tangente a` I en +∞, a` l’e´quation Y (x − 1) = (I −
A(∞)
x−1 )Y (x). Pour re´soudre cette e´quation, on se rame`ne a` deux familles d’e´quations de bases :
celle des caracte`res et celle des logarithmes (elles correspondent respectivement a` la partie
semi-simple et a` la partie nilpotente de A(∞)), celles-ci peuvent eˆtre re´solues par des fonc-
tions (uniformes) me´romorphes sur C construites a` l’aide de la fonction Gamma d’Euler (il
reste un arbitraire dans le choix de telles solutions). Par exemple, A. Duval utilise cette
approche, dans [4], pour e´tudier la confluence des syste`mes aux q-diffe´rences fuchsiens vers
les syste`mes aux diffe´rences fuchsiens. Nous adoptons aussi cette de´marche dans cet article.
On peut ope´rer de manie`re syme´trique en −∞ par le changement de variable x← −x.
Ainsi dans le cas non re´sonnant on a deux solutions fondamentales “canoniques” : l’une
est attache´e a` +∞, l’autre a` −∞. En revanche dans le cas re´sonnant ou plus ge´ne´ralement
dans le cas singulier re´gulier, il n’y a pas a priori de solution canonique, contrairement au cas
diffe´rentiel. Se pose donc le proble`me de donner une “forme normale” aux solutions. Nous
en proposons une, inspire´e des travaux de J. Sauloy dans [17].
Cela nous permet de de´finir la matrice de connexion de Birkhoff d’un syste`me aux
diffe´rences singulier re´gulier. Celle-ci rend compte des relations line´aires entre les deux
syste`mes fondamentaux de solutions e´voque´s ci-dessus. G.D. Birkhoff a e´tudie´ son lien avec
le proble`me de la classification rationnelle des syste`mes aux diffe´rences (voir [1] et [2]). Dans
[15] M. van der Put et M.F. Singer e´tudient la matrice de connexion de manie`re approfondie
dans le cas re´gulier et donnent quelques e´nonce´s dans le cas singulier re´gulier sans toujours
de´tailler les preuves. Nous re´interpre´tons ces e´nonce´s dans notre approche et les prouvons
en de´tail.
La deuxie`me partie de cet article est consacre´e a` la confluence des syste`mes aux diffe´rences
fuchsiens vers les syste`mes diffe´rentiels : nous e´tudions la confluence des solutions et celle
des matrices de connexion. En particulier, nous expliquons comment peuvent eˆtre calcule´es,
a` partir des matrices de connexion, les monodromies locales d’un syste`me diffe´rentiel limite.
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L’e´tude de cette confluence est plus difficile que celle, analogue, des syste`mes aux q-
diffe´rences vers les syste`mes diffe´rentiels effectue´e par J. Sauloy dans [17], dont nous nous
sommes inspire´s, parce qu’on ne peut pas employer des se´ries de 1/x convergentes, et qu’il
faut les remplacer par des se´ries convergentes de (h-)factorielles.
Notre approche repose sur une hypothe`se naturelle relative a` la croissance des coefficients
des se´ries de h-factorielles qui de´finissent la de´formation du syste`me diffe´rentiel conside´re´
(hypothe`ses de type (C, λ)). Notons que ces hypothe`ses sont ve´rifie´es lorsqu’on est en pre´sence
de convergence uniforme au voisinage de l’infini (voir le corollaire 2 en 5.5.2), ce qui en fait
des hypothe`ses raisonnables, ge´ne´ralement ve´rifie´es dans la pratique.
Signalons que dans [11] I. Krichever pre´sente une approche diffe´rente de l’e´tude des
syste`mes aux diffe´rences (techniquement, tout repose sur la re´solution de proble`mes du type
Riemann-Hilbert). Il propose en particulier, pour certains syste`mes aux diffe´rences, une no-
tion de monodromies locales. Il montre que dans certaines situations, ces monodromies locales
confluent vers les monodromies locales d’un syste`me diffe´rentiel limite. Les hypothe`ses sont
toutefois assez restrictives.
Les proble`mes que nous conside´rons (classification rationnelle et confluence) et la “philoso-
phie” de leurs solutions sont analogues a` ceux de J. Sauloy dans [17]. Ici cependant, l’appari-
tion de se´ries de h-factorielles rend les situations rencontre´es, et les moyens mis en oeuvre
pour les comprendre, plus complexes.
Notre article est e´galement inspire´ de travaux re´cents de A. Duval ; notamment des arti-
cles [3] et [4].
Mentionnons enfin que dans l’article en pre´paration [7] (voir e´galement [16]) nous envis-
agerons, en collaboration avec A. Duval, une ge´ne´ralisation des diffe´rents phe´nome`nes de
confluence.
Remerciements. Ce travail fait partie d’une the`se ([16]) sous la direction de J.-P. Ramis ;
je lui adresse toute ma reconnaissance pour son e´coute et son aide si pre´cieuses. Je tiens
e´galement a` exprimer toute ma gratitude envers J. Sauloy pour ne s’eˆtre jamais e´conomise´
lors de nos nombreuses q-discussions. Enfin, je remercie chaleureusement A. Duval pour son
aide et pour l’inte´reˆt qu’elle a porte´ a` ce travail.
2 Notations et terminologie.
On note τ−h l’ope´rateur de translation de pas −h : τ−h y(x) = y(x − h). On de´finit
e´galement les deux ope´rateurs ∆−h et δ−h par :
∆−h y(x) =
y(x)− τ−h y(x)
h
et δ−h y(x) = (x− h)∆−h y(x).
Le syste`me (aux diffe´rences) de pas h de´fini par une fonction matricielle A est par de´finition
le syste`me suivant :
δ−hY = AY.
Les anneaux de se´ries de h-factorielles et de se´ries de h-re´tro-factorielles sont respec-
tivement note´s O
(h)
fact et O
(h)
re´tro−fact; les anneaux de se´ries formelles correspondants seront
respectivement note´s Ô
(h)
fact et Ô
(h)
re´tro−fact. Les corps des fractions des anneaux pre´ce´dents
seront respectivement note´s M
(h)
fact, M
(h)
re´tro−fact, M̂
(h)
fact et M̂
(h)
re´tro−fact. Les sous-corps de
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M
(h)
fact et deM
(h)
re´tro−fact constitue´s de leurs e´le´ments me´romorphes sur C tout entier seront
respectivement note´sM
(h)
fact(C) et M
(h)
re´tro−fact(C). Nous de´finissons :
x−[n]h =
1
x(x + h) · · · (x+ (n− 1)h)
, x[n]h =
1
x−[n]h
et :
x−{n}h =
1
x(x− h) · · · (x− (n− 1)h)
, x{n}h =
1
x−{n}h
;
ce sont des vecteurs propres de δ−h. Lorsque nous n’envisagerons pas d’e´tudier des proprie´te´s
de confluence, nous nous placerons dans le cas h = 1 et nous omettrons alors h dans toutes
nos notations (par exemple x−[n] = x−[n]1 , etc).
Nous traiterons, en vue de la confluence, de familles de syste`mes aux diffe´rences indexe´s
par des pas h > 0. Nous introduisons quelques de´finitions afin d’alle´ger les e´nonce´s et de
de´gager les notions importantes. On se donne h0 > 0.
De´finition 1. Soit (C, λ) ∈ R+2. Donnons nous, pour tout h ∈]0, h0[, une fonction A
(h)
de´veloppable en se´rie de h-factorielles :
A(h)(x) =
+∞∑
s=0
A(h)s x
−[s]h ∈Mn(O
(h)
fact).
La famille A(h), h ∈]0, h0[ est dite de type (C, λ) s’il existe h
′
0 ∈]0, h0[ tel que pour tout
h ∈]0, h′0[ et pour tout s ∈ N
∗ :
‖A(h)s ‖ ≤ Cλ
[s−1]h
et si la famille des ‖A
(h)
0 ‖, h ∈]0, h0[ est borne´e.
De´finition 2. Une famille de syste`mes de pas h ∈]0, h0[ :
δ−hY = A
(h)Y (2)
sera dite de Fuchs ou fuchsienne (C, λ) en +∞ si :
– pour tout h ∈]0, h0[, A
(h) ∈Mn(O
(h)
fact),
– la famille A(h), h ∈]0, h0[ est de type (C, λ).
Elle sera dite alge´brique de Fuchs ou fuchsienne (C, λ) en +∞ si, pour tout h ∈]0, h0[,
A(h) ∈Mn(C(x)) et si cette famille est fuchsienne (C, λ) en +∞.
La famille de Fuchs (C, λ) en +∞ (2) est dite non re´sonnante si, pour tout h ∈]0, h0[,
deux e´le´ments du spectre Sp(A(h)(+∞)) ne diffe`rent pas par un entier relatif non nul.
Nous avons des notions analogues en −∞ graˆce au changement de variable x← −x.
Enfin, le syste`me obtenu apre`s la transformation de jauge F ∈ Gln(K) ou` K est une
extension de corps de C(x), a` partir du syste`me δ−hY = AY , est par de´finition le syste`me
δ−hY = A
FY ou` AF (x) = I−F (x−h)
−1(I−hA(x))F (x)
h
(i.e. celui obtenu apre`s le changement
de variable Y ← FY ).
3 Re´solution.
Dans cette premie`re partie, on e´tudie des syste`mes alge´briques (i.e. a` coefficients ra-
tionnels) de pas h = 1. On dira qu’un tel syste`me, δ−1Y = AY , est fuchsien s’il est de´fini par
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un e´le´ment A de Mn(C(x)) holomorphe a` l’infini. Il sera de plus dit non re´sonnant si deux
e´le´ments de Sp(A(∞)) ne diffe`rent pas par un entier relatif non nul. Un syste`me (rationnel)
τ−1Y = BY sera dit singulier re´gulier s’il peut eˆtre transforme´ en un syste`me fuchsien a`
l’aide d’une transformation de jauge rationnelle.
3.1 Syste`mes aux diffe´rences fuchsiens non re´sonnants.
3.1.1 Rappels.
Rappelons les e´tapes de la re´solution, en +∞, des syste`mes fuchsiens non re´sonnants ;
pour plus de de´tails, nous renvoyons le lecteur a` [3] et a` [4]. Soit :
δ−1Y = AY (3)
un syste`me (alge´brique) fuchsien non re´sonnant, on note A0 = A(∞). On peut montrer qu’il
existe une unique transformation de jauge F ∈ Gln(Ofact) tangente a` I en +∞ qui rame`ne
au syste`me, a` matrice constante, de´fini par A0 (i.e. A
F = A0).
Remarque. Notons que F (x) et F−1(x) sont borne´es pour |x| assez grand dans tout demi-
plan droit.
Il suffit donc de savoir re´soudre le syste`me constant de´fini par A0. Donnons nous, pour
tout c ∈ C, une famille l
(k)
c , k ∈ N de fonctions uniformes et me´romorphes sur C qui
satisfont :
δ−1l
(k)
c = cl
(k)
c + l
(k−1)
c .
Posons e+c = l
(0)
c et l(k) = l
(k)
0 . Ces deux fonctions ve´rifient :
δ−1e
+
c = ce
+
c (e´quations des caracte`res),
δ−1l
(k) = l(k−1) (e´quations des logarithmes).
Nous choisissons :
e+c (x) =
Γ(x)
Γ(x− c)
, l(k)c (x) =
1
k!
∂k
∂c′k |c′=c
e+c′(x).
Ecrivons une re´duction de Jordan de A0 :
A0 = Pdiag(c1Iµ1 +Nµ1 , ..., cmIµm +Nµm)P
−1.
Alors, un syste`me fondamental de solutions du syste`me de´fini par A0 en +∞ est donne´ par :
e+A0 := Pdiag(e
+
c1Iµ1+Nµ1
, .., e+cmIµm+Nµm )P
−1
avec :
e+cIµ+Nµ =

l(0)c l
(1)
c ... l
(µ−1)
c
... l(0)c ... l(µ−2)c
...
. . .
...
0 ... 0 l(0)c
 .
On montre sans peine que la solution obtenue est inde´pendante de la re´duction de Jordan
choisie.
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Un syste`me fondamental de solutions (canonique) en +∞ du syste`me fuchsien non re´son-
nant (3) est donc donne´ par le produit d’une transformation de jauge F ∈ Gln(Ofact)
tangente a` I en +∞ et de e+
A(∞); on le note e
+
A.
Les meˆmes constructions peuvent eˆtre re´alise´es en −∞ par le changement de variable
x←− −x; on note e−A la solution canonique ainsi obtenue. Elle s’e´crit comme le produit d’une
fonction de´veloppable en se´rie de re´tro-factorielles tangente a` I en −∞ et de e+
A(∞)(−x).
3.1.2 Comportement asymptotique des solutions canoniques dans le cas non
re´sonnant.
Le re´sultat suivant est classique.
Proposition 1. Le syste`me (3) admet une unique solution formelle de la forme :
(I +
+∞∑
s=1
Ŷsx
−s)xK
avec K ∈Mn(C) et on a K = A0(= A(∞)).
La fonction Γ(x)Γ(x−c)x
−c est de´veloppable en se´rie de factorielles et est tangente a` 1 en +∞
(voir l’appendice) ; nous en de´duisons que, pour k ≥ 1, la fonction :
l(k)c (x)x
−c − l(k−1)c (x) log(x)x
−c + ...+ l(0)c (x)(−1)
k log(x)
k
k!
x−c
est de´veloppable en se´rie de factorielles et est tangente a` 0 en +∞. Il en re´sulte que la
fonction e+A0x
−A0 est de´veloppable en se´rie de factorielles et est tangente a` I en +∞.
La solution canonique, en +∞, du syste`me (3) est de la forme Fe+A0 avec F ∈ Gln(Ofact)
tangent a` I en +∞. On note F̂ la se´rie formelle des x−1 correspondant a` F et Ĝ celle corre-
spondant a` e+A0x
−A0 . Il est clair que F̂ ĜxA0 est une solution formelle du syste`me conside´re´ :
c’est celle exhibe´e a` la proposition 1. De plus, suivant un re´sultat de B. Malgrange dans [12],
une se´rie de factorielles convergente est asymptotique dans un demi-plan droit a` son e´criture
en se´rie formelle1. Par conse´quent e+A = Fe
+
A0
est asymptotique, dans un certain demi-plan
droit {z ∈ C | Re(z) > M}, a` la solution formelle de la proposition 1. Cela signifie que pour
tout N ∈ N, il existe CN ∈ R
+ tel que :
‖e+Ax
−A0 −
N−1∑
s=0
Ŷsx
−s‖ ≤ CN |x|
−N
si x ∈ {z ∈ C | Re(z) > M} est de module suffisamment grand. En utilisant l’e´quation
fonctionnelle de e+A, on voit sans difficulte´ que ce de´veloppement est valable sur tout demi-
plan droit. Nous pouvons ainsi e´noncer le
The´ore`me 1. La solution e+A est holomorphe et non de´ge´ne´re´e dans un demi-plan droit, et
asymptotique sur tout demi-plan droit a` la solution formelle de la proposition pre´ce´dente.
Naturellement, nous avons un e´nonce´ analogue pour e−A(x) dont nous laissons la formu-
lation au lecteur.
1Rappelons que l’anneau des se´ries de factorielles formelles est isomorphe a` celui des se´ries en 1/x, par un isomorphisme
canonique qui respecte la valuation.
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The´ore`me 2. Si une solution Ψ du syste`me (3) admet un de´veloppement asymptotique dans
un demi-plan droit de la forme ẐxB0 avec Ẑ ∈ Gln(C((x
−1))) et B0 ∈Mn(C) alors, il existe
N ∈ Gln(C) tel que Ψ = e
+
AN.
De´monstration. Le re´sultat e´tant inde´pendant de la norme choisie, on peut la supposer
sous-multiplicative. On note Φ = e+A et Ŷ x
A0 son de´veloppement asymptotique sur un (sur
tout) demi-plan droit. Si n ∈ N, on de´signe par Ŷ|n la n-e`me somme partielle de Ŷ ; notations
similaires pour Ẑ. Soit ω la fonction me´romorphe sur C et 1-pe´riodique de´finie par ω = Φ−1Ψ.
Donnons nous N ∈ N tel que, pour tout x ∈ C avec Re(x) ≥ 1, on ait :
max{‖xA0‖‖x−B0‖, ‖x−A0‖‖xB0‖} ≤ |x|N .
Puisque Ψ (resp. Φ) est asymptotique a` ẐxB0 (resp. Ŷ xA0) dans un demi-plan droit, il existe
des constantes C, M > 1 telles que, pour tout x ∈ C avec Re(x) ≥M , on ait :
‖(Φx−A0 − Ŷ|2N )x
A0ωx−B0 + Ŷ|2Nx
A0ωx−B0 − Ẑ|2N‖ ≤ C|x|
−2N−1
et
‖Φx−A0 − Ŷ|2N‖ ≤ C|x|
−2N−1.
Il en re´sulte que, pour tout x ∈ C avec Re(x) ≥M , on a :
‖Ŷ|2Nx
A0ωx−B0 − Ẑ|2N‖ ≤ C|x|
−2N−1 + C|x|−N−1‖ω‖.
Soit S un segment compact de [M,+∞[ non re´duit a` un point, sur lequel ω n’a pas de poˆle ;
ω est donc borne´e sur S +N. On en de´duit qu’il existe une constante C′ > 0 telle que, pour
tout x ∈ S + N, on ait :
‖Ŷ|2Nx
A0ωx−B0 − Ẑ|2N‖ ≤ C
′|x|−N−1.
Par suite, compte tenu du fait que Ŷ|2N est tangente a` I en +∞, il existe une constante
C′′ > 0 telle que, pour tout x ∈ S + N, on ait :
‖ω − x−A0(Ŷ|2N )
−1Ẑ|2Nx
B0‖ ≤ C′′|x|−1.
Ceci implique que ω est constante.
Corollaire 1. Soit Ψ une solution du syste`me (3) admettant un de´veloppement asymptotique
dans un demi-plan droit de la forme ẐxB0 avec Ẑ ∈ Gln(C[[x
−1]]) tangent a` I en l’infini et
B0 ∈Mn(C). Alors, B0 = A0 et Ψ = e
+
A.
De´monstration. Nous savons que Ψ = e+AN avecN ∈ Gln(C). Notons Ŷ x
A0 le de´veloppement
asymptotique de e+A (qui est aussi l’unique solution formelle de notre syste`me de la forme
F̂xK avec F̂ ∈ Gln(C[[x
−1]]) tangent a` I en l’infini et K ∈ Mn(C)) alors, Ŷ x
A0N = ẐxB0
donc ẐxB0 est solution formelle de notre syste`me de la forme (se´rie formelle des x−1 tangente
a` I en l’infini)·(puissance de x) donc e´gale a` Ŷ xA0 , i.e. N = I.
3.2 “Forme normale” des solutions d’un syste`me singulier re´gulier.
3.2.1 “Forme normale”.
Donnons nous un syste`me fuchsien quelconque :
δ−1Y = AY. (4)
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En parfaite analogie avec les the´ories des e´quations diffe´rentielles et aux q-diffe´rences,
la de´marche pour re´soudre un syste`me fuchsien ge´ne´ral consiste a` se ramener au cas non
re´sonnant via une transformation de jauge rationnelle. Le re´sultat suivant est prouve´ dans
[9].
Lemme 1. Soit A ∈ Mn(Ofact). Soient c1, ..., cn les valeurs propres de A(+∞) ∈ Mn(C).
Il existe une matrice T , a` coefficients rationnels, de la forme T = T0 + T1x
−1 ∈ Gln(C(x))
avec T0, T1 ∈ Mn(C), telle que A
T soit dans Mn(Ofact) et que A
T (+∞) ait pour valeurs
propres c1 + 1, ..., cn.
Nous pouvons donc trouver T ∈ Gln(C(x)) tel que A
T soit holomorphe en l’infini et telle
que le spectre de AT (∞) soit contenu dans B = {0 < Re(x) ≤ 1} (AT est en particulier non
re´sonnant). Il est ainsi possible de trouver un syste`me fondamental de solutions, en +∞,
du syste`me fuchsien (4), de la forme M (+∞)N (+∞) ou` M (+∞) = TF avec F ∈ Gln(Ofact)
tangente a` I en +∞ et N (+∞) est diagonale par blocs, ces derniers e´tant de la forme :
e+cIµ+Nµ =

l(0)c l
(1)
c ... l
(µ−1)
c
...
. . .
...
... l(0)c l
(1)
c
0 ... 0 l(0)c
 , c ∈ B.
On peut en outre faire en sorte que, pour un ordre fixe´ sur C (on peut par exemple pren-
dre l’ordre total ≺ de´fini par x ≺ y ⇐⇒ [Re(x) < Re(y) ou (Re(x) = Re(y) et Im(x) <
Im(y))]), les exposants soient range´s par taille croissante et que pour chaque exposant c fixe´
les blocs de Jordan soient e´galement organise´s de manie`re croissante suivant leurs tailles.
Remarque. Il suit d’une remarque ante´rieure que M (+∞) peut eˆtre choisi de telle sorte
qu’elle soit, ainsi que son inverse, a` croissance au plus polynomiale dans tout demi-plan droit.
Les conclusions pre´ce´dentes subsistent clairement pour les syste`mes singuliers re´guliers.
Cela nous conduit a` la de´finition suivante.
De´finition 3. Une solution en +∞ d’un syste`me singulier re´gulier sera dite sous forme nor-
male si elle s’e´crit comme un produit
M (+∞)N (+∞) avec M (+∞) ∈ Gln(Mfact(C)) et N
(+∞) diagonale par blocs, de blocs di-
agonaux de la forme e+cIµ+Nµ avec c ∈ B et avec les c range´s par ordre croissant (pour l’ordre
pre´ce´demment introduit par exemple) ainsi que la taille des blocs de Jordan pour chaque c
fixe´. La matrice N (+∞) est alors dite “log-car” sous forme normale.
Les raisonnements ci-dessus montrent qu’il existe toujours une solution sous forme nor-
male. Il n’y a pas d’unicite´ pour les formes normales.
The´ore`me 3. Soit Y = MN et Y ′ = M ′N ′ deux solutions en +∞ sous forme normale
d’un meˆme syste`me singulier re´gulier. Alors N ′ = N et il existe R ∈ Gln(C) qui commute
avec N telle que M ′ = MR.
De´monstration. Cette preuve reprend une q-analogue ; voir [17]. Soit R = M−1M ′ ; c’est
un e´le´ment de Gln(Mfact(C)). Il est clair que N
−1RN ′ est 1-pe´riodique, me´romorphe sur
C. Notons e+ciLi les blocs diagonaux de N ; Li a ses coefficients dans C[l˜
(0)
ci , l˜
(1)
ci , ...] avec
l˜
(k)
c1 =
l(k)ci
e+ci
. Notations analogues pour N ′. On note Ri,j les blocs de R compatibles avec les
blocs de N et de N ′. Les blocs de N−1RN ′ sont les
e+
c′
j
e+ci
L−1i Ri,jL
′
j ; ils sont 1-pe´riodiques.
Ainsi, les coefficients de L−1i Ri,jL
′
j sont des solutions de l’e´quation :
τ−1y =
x− 1− ci
x− 1− c′j
y
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a` coefficients dans Mfact(C)({l˜
(k)
ci }k≥0, {l˜
(k)
c′j
}k≥0). Soit Ri,j = 0 soit Ri,j 6= 0. Dans ce
dernier cas, si on note que, d’apre`s les re´sultats de l’appendice, l˜
(k)
ci , l˜
(k)
c′j
∈ Mfact(log(x)),
alors on obtient ci = c
′
j (L
−1
i Ri,jL
′
j ∈ Gln(C)).
On note Si,j = L
−1
i Ri,jL
′
j qui est donc a` coefficients constants. En de´veloppant l’e´galite´
LiSi,j = Ri,jL
′
j dans la base (sur le corpsMfact(C), cf. appendice) des l˜
(k)
c′i
, on de´duit (si on
note
Li =
∑
k≥0 l˜
(k)
ci ξ
k
0,mi et L
′
i =
∑
k≥0 l˜
(k)
c′i
ξk0,m′i
) que Ri,j = Si,j et ξ
k
0,miRi,j = Ri,jξ
k
0,m′i
. Ainsi,
R ∈ Gln(C) et R
−1KR = K ′ avec K = (τ−1N)N−1 et K ′ = (τ−1N ′)N ′−1. Les conditions
de normalisation impliquent alors K = K ′.
Le re´sultat suivant de´coule de remarques ante´rieures.
Proposition 2. Si M (+∞)N (+∞) est une solution canonique sous forme normale alors
M (+∞) est a` croissance au plus polynomiale dans tout demi-plan droit. De meˆme pour
(M (+∞))−1.
On a bien suˆr des re´sultats similaires en −∞.
3.2.2 Caracte´risation des syste`mes singuliers re´guliers par la forme des solu-
tions.
Lemme 2. Toute matrice M ∈ Gln(Mfact) peut s’e´crire sous la forme M = CR avec
C ∈ Gln(C(x)) et R ∈ Gln(Ofact) tangent a` I en +∞.
De´monstration. La preuve est laisse´e au lecteur. Elle est une adaptation facile de celle du
re´sultat analogue pour les q-diffe´rences [17].
The´ore`me 4. Si un syste`me alge´brique τ−1Y = AY admet une solution MN avec M ∈
Gln(Mfact) et N une matrice “log-car” alors il est singulier re´gulier.
De´monstration. On e´crit M = CR comme dans le lemme pre´ce´dent et on de´finit B =
(τ−1C)
−1AC ∈ Mn(C(x)). Le syste`me de´fini par A est rationnellement e´quivalent a` celui
de´fini par B. Mais B = (τ−1R)(τ−1NN
−1)R−1. Ainsi B(∞) = I et B de´fini un syste`me
fuchsien.
4 Matrice de connexion de Birkhoff et classification ra-
tionnelle.
4.1 Notations
Soit (en notant M(C/Z) le corps des fonctions me´romorphes sur C et 1-pe´riodiques) :
A′n = Gln(M(C/Z))× {matrices “log-car” sous forme normale}.
On de´finit la relation d’e´quivalence ∼ sur A′n par :
(P,N) ∼ (P ′, N ′)
⇔
N = N ′ et
∃R1, R2 ∈ Gln(C) t.q. R1P = P
′R2 et [Ri, N ] = 0, i = 1, 2;
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la classe d’un couple (P,N) est note´e (P,N). On pose :
F ′n = A
′
n/ ∼ .
L’ensemble suivant jouera un roˆle fondamental :
Fn = {(P,N) | P ∈ Gln(C(e
2πix)) et P (±i∞) = e±iπN0} ⊂ F ′n
ou` l’on note(ra) N0 ∈ Mn(C) la re´duite de Jordan sous forme normale correspondant a` N
i.e. la re´duite de Jordan N0 telle que e
+
N0
= N.
Enfin, l’ensemble des classes de syste`mes singuliers re´guliers modulo la relation d’e´quivalence
rationnelle est note´ En. On rappelle que deux syste`mes singuliers re´guliers τ−1Y = AY et
τ−1Y = BY sont dits rationnellement e´quivalents s’il existe une transformation de jauge
rationnelle qui transforme le premier en le second i.e. s’il existe R ∈ Gln(C(x)) telle que
B(x) = R(x− 1)−1A(x)R(x) ; c’est clairement une relation d’e´quivalence.
Notre but est de de´crire les classes de syste`mes pour l’e´quivalence rationnelle graˆce a` la
matrice de connexion de Birkhoff. Le principe remonte a` G.D. Birkhoff.
4.2 De´finition et proprie´te´s.
Conside´rons un syste`me singulier re´gulier. Soient :
Y (−∞) = M (−∞)N (−∞) et Y (+∞) =M (+∞)N (+∞)
des solutions sous forme normale, en −∞ et en +∞ respectivement. Soit :
P = (Y (+∞))−1Y (−∞)
= (N (+∞))−1(M (+∞))−1M (−∞)N (−∞) ∈ Gln(M(C/Z))
la matrice de connexion associe´e. D’apre`s le the´ore`me 3, on de´finit ainsi une application :
Bir : En −→ F
′
n;
elle associe a` la classe d’une e´quation, la classe du couple forme´ d’une matrice de connexion
et de la re´duite de Jordan sous forme normale correspondant a` N (+∞).
En outre, d’apre`s la proposition 2, M (−∞) et (M (+∞))−1 sont a` croissance au plus poly-
nomiale dans les bandes verticales. Il en va de meˆme pour N (−∞) et (N (+∞))−1 (d’apre`s des
proprie´te´s classiques de la fonction Gamma). Ainsi (Y (+∞))−1Y (−∞) est une fonction me´ro-
morphe 1-pe´riodique a` croissance mode´re´e dans les bandes verticales et donc une fonction
trigonome´trique.
Enfin, rappelons qu’on peut trouver deux solutions sous forme normale qui s’e´crivent :
Y (−∞) = Te−A et Y
(+∞) = Te+A
ou` A est holomorphe a` l’infini et A(∞) = N0 est la matrice de Jordan correspondant a`
la forme normale de notre syste`me et ou` T ∈ Gln(C(x)) (une transformation de jauge ra-
tionnelle qui rame`ne au cas fuchsien non re´sonnant). Ainsi, (Y (+∞))−1Y (−∞) = (e+A)
−1e−A et
les proprie´te´s asymptotiques de e−A et de e
+
A donne´es lors de la sous-section 3.1.2 impliquent :
(Y (+∞))−1Y (−∞)(±i∞) = e±iπN0 .
Finalement, on peut co-restreindre le but de l’application Bir a` Fn. On note encore Bir
l’application obtenue.
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4.3 Matrice de Birkhoff et classification rationnelle.
Le the´ore`me principal, dont le principe remonte a` Birkhoff, peut maintenant eˆtre e´nonce´.
The´ore`me 5. L’application Bir : En −→ Fn est une bijection.
De´monstration. -Injectivite´.
Soient deux syste`mes τ−1Y = AY et τ−1Y = BY donnant le meˆme e´le´ment de Fn par
Bir. On peut donc choisir :
Y
(−∞)
A,B = M
(−∞)
A,B N
(−∞)
A,B et Y
(+∞)
A,B =M
(+∞)
A,B N
(+∞)
A,B
des solutions canoniques sous forme normale en −∞ et en +∞ respectivement telles que
(Y
(+∞)
A )
−1Y
(−∞)
A = (Y
(+∞)
B )
−1Y
(−∞)
B . Par suite :
Y
(+∞)
A (Y
(+∞)
B )
−1 = Y
(−∞)
A (Y
(−∞)
B )
−1.
Rappelons que N
(±∞)
A = N
(±∞)
B . D’une part, Y
(+∞)
A (Y
(+∞)
B )
−1 est a` croissance au plus
polynomiale dans tout demi-plan droit (cela re´sulte de remarques pre´ce´dentes), d’autre
part Y
(+∞)
A (Y
(+∞)
B )
−1 est a` croissance au plus polynomiale dans tout demi-plan gauche
par l’e´galite´ ci-dessus ; ainsi cette matrice, a priori seulement me´romorphe sur C, est en
re´alite´ rationnelle ; puisqu’elle conjugue nos deux syste`mes, cela prouve l’injectivite´ de Bir.
-Surjectivite´.
Il suffit de reprendre la me´thode de G.D. Birkhoff dans [1]. Voici quelques indications, en
reprenant ses notations. Soient (P,N) un couple de Fn et N0 la matrice sous forme normale
correspondant a` N ; on commence comme Birkhoff (paragraphe 17) : A1(x) = TPT
−1 ou`
T (x) = xN0 avec les meˆmes choix de branches du logarithme. Alors A1 est asymptotique a`
I dans tout secteur d’angle < π bisecte´ par le demi-axe des imaginaires purs supe´rieur ; de
meˆme en bisectant par le demi-axe des imaginaires purs infe´rieur. Nous pouvons maintenant
utiliser les meˆmes raisonnements que G.D. Birkhoff : les deux meˆmes utilisations de son
“preliminary theorem” permettent de prouver l’existence de deux fonctions me´romorphes
Y − et Y + telles que Y − = Y +P et qui sont asymptotiques dans un demi-plan droit pour
l’une, gauche pour l’autre, a` une fonction S de la forme S = Y xN0 ou` Y ∈ Gln(C((x
−1))).
Lemme 3. Toute matrice M ∈ Gln(C((x
−1))) peut s’e´crire sous la forme M = CR avec
C ∈ Gln(C(x)) et R ∈ Gln(C[[x
−1]]) tangent a` I en ∞.
De´monstration. C’est essentiellement la meˆme que celle du lemme 2.
D’apre`s le lemme, il existe deux fonctions me´romorphes Y − et Y + telles que Y − = Y +P
et qui sont asymptotiques, dans un demi-plan droit pour l’une, gauche pour l’autre, a` S de
la forme S = Y xA0 ou` Y ∈ Gln(C[[x
−1]]) est tangent a` I en l’infini. Comme Birkhoff, on en
conclut que Q = Y −(x)(Y −(x− 1))−1 = Y −(x)(Y −(x− 1))−1 est rationnelle. Pour terminer
remarquons queQ est de la forme I+A0/x+(termes de degre´s plus petits). Ainsi, on a trouve´
un syste`me (rationnel) fuchsien, de´fini par une matrice A telle que A(∞) = N0 (le syste`me
est donc non re´sonnant) et admettant deux solutions Y − et Y + telles que Y − = Y +P et
qui sont asymptotiques, dans un demi-plan droit pour l’une, gauche pour l’autre, a` S de la
forme S = Y xA0 ou` Y ∈ Gln(C[[x
−1]]) est tangent a` I en l’infini. Le corollaire 1 implique
que Y − et Y + sont deux solutions canoniques. Ceci termine la preuve de la surjectivite´ de
l’application Bir.
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5 Confluence des syste`mes aux diffe´rences fuchsiens non
re´sonnants vers les syste`mes diffe´rentiels.
Pour les notations et les terminologies employe´es, nous renvoyons le lecteur a` la section
2.
Nous nous inte´ressons a` partir de maintenant, et jusqu’a` la fin de cet article, a` la con-
fluence des syste`mes aux diffe´rences fuchsiens non re´sonnants vers les syste`mes diffe´rentiels.
Autrement dit, nous e´tudions les proprie´te´s d’un syste`me diffe´rentiel fuchsien en l’infini, en
l’occurrence :
δY˜ = A˜Y˜ ;
(δ de´signant l’ope´rateur d’Euler δ = t d
dt
) que l’on peut (re)trouver en le voyant comme limite
quand h −→ 0 de syste`mes aux diffe´rences de pas h > 0 :
δ−hY
(h) = A(h)Y (h).
Nous conside´rons des syste`mes de pas h plus ge´ne´raux que les syste`mes alge´briques : on les
supposera de´finis par des fonctions de´veloppables en se´ries de h-factorielles (ou de h-re´tro-
factorielles suivant qu’on s’inte´resse a` ±∞).
5.1 Re´solution des syste`mes a` matrice constante.
On ge´ne´ralise facilement notre re´solution des e´quations des caracte`res et des logarithmes
a` des e´quations de pas h quelconque.
Pout tout c ∈ C et tout h > 0 nous nous donnons une famille l
(k,h)
c , k ∈ N, de fonctions
uniformes et me´romorphes sur C satisfaisant :
δ−hl
(k,h)
c = cl
(k,h)
c + l
(k−1,h)
c .
Posons e
(h)+
c = l
(0,h)
c et l(k,h) = l
(k,h)
0 . Ces fonctions ve´rifient les e´quations suivantes :
δ−he
(h)+
c = ce
(h)+
c (e´quations des caracte`res),
δ−hl
(k,h) = l(k−1,h) (e´quations des logarithmes).
Il faut choisir des solutions qui pre´sentent de bonnes proprie´te´s de confluence. Voici des
choix possibles.
Exemple 1. Soient :
e+c (x) =
Γ(x)
Γ(x− c)
, e(h)+c (x) = h
ce+c (
x
h
), l(k,h)c (x) =
1
k!
∂k
∂c′k |c′=c
e
(h)+
c′ (x).
Proposition 3. Soient x ∈ C\R− et, pour h ∈]0, h0[, c
(h) ∈ C tels que c(h) −−−−−→
h−→0+
c ∈ C.
Alors, pour tout k ∈ N :
l
(k,h)
c(h)
(x) −−−−−→
h−→0+
xc
logk(x)
k!
.
De´monstration.
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Lemme 4. Soit x ∈ C\R−. Alors :
e(h)+c (x) −−−−−→
h−→0+
xc
uniforme´ment en c ∈ D(0, r) = {y ∈ C | |y| < r}.
De´monstration. Re´sulte facilement de la formule de Stirling.
Fixons x ∈ C\R− et r > 0. On conside`re la famille (indexe´e par h) de fonctions holomor-
phes sur D(0, r) fh : c 7−→ e
(h)+
c (x). D’apre`s le lemme 4, la suite de fonctions fh converge
uniforme´ment vers f : c 7−→ xc lorsque h → 0+. Le the´ore`me de Weierstrass implique que,
pour tout k ∈ N, f
(k)
h converge uniforme´ment vers f
(k). Nous en de´duisons que, pour tout
k ∈ N, f
(k)
h (c
(h)) −−−−−→
h−→0+
f (k)(c). Ce qui est le re´sultat attendu.
Exemple 2. Soient :
e+c (x) =
Γ(1 + c− x)
Γ(1− x)
, e(h)+c (x) = h
ce+c (
x
h
), l(k,h)c (x) =
1
k!
∂k
∂c′k |c′=c
e
(h)+
c′ (x).
Comme dans l’exemple pre´ce´dent, on prouve la
Proposition 4. Soit x ∈ C\R+ et, pour h ∈]0, h0[, c
(h) ∈ C tels que c(h) −−−−−→
h−→0+
c ∈ C.
Alors, pour tout k ∈ N :
l
(k,h)
c(h)
(x) −−−−−→
h−→0+
(−x)c
logk(−x)
k!
.
Pour re´soudre un syste`me constant, on proce`de comme dans le cas du pas h = 1. On se
donne donc un syste`me :
δ−hY = A
(h)
0 Y
ou` A
(h)
0 ∈Mn(C). On re´duit A
(h)
0 sous forme de Jordan :
A
(h)
0 = P
(h)diag(c1Iµ1 +Nµ1 , ..., cmIµm +Nµm)
(
P (h)
)−1
suivant la meˆme re`gle que dans le cas du pas h = 1. Alors, un syste`me fondamental de
solutions, en +∞, du syste`me de pas h de´fini par A
(h)
0 est donne´ par :
e
(h)+
A
(h)
0
:= P (h)diag(e
(h)+
c1Iµ1+Nµ1
, ..., e
(h)+
cmIµm+Nµm
)
(
P (h)
)−1
avec :
e
(h)+
cIµ+Nµ
=

l(0,h)c l
(1,h)
c ... l
(µ−1,h)
c
...
. . .
...
... l(0,h)c l
(1,h)
c
0 ... 0 l(0,h)c
 .
La solution obtenue est inde´pendante de la re´duction de Jordan choisie. Nous aurons besoin
d’une hypothe`se sur les re´ductions de Jordan (analogue a` une hypothe`se de [17]).
De´finition 4. Soient A˜0 ∈ Mn(C) et, pour h ∈]0, h0[, A
(h)
0 ∈ Mn(C). On dira qu’une
re´duction de Jordan de A˜0 se de´ploie en des re´ductions de Jordan des A
(h)
0 , h > 0, s’il
existe une re´duction de Jordan de A˜0 :
A˜0 = P˜ J˜ P˜
−1
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et des re´ductions de Jordan des A
(h)
0 , h ∈]0, h0[ :
A
(h)
0 = P
(h)J (h)
(
P (h)
)−1
telles que :
P (h) −−−−−→
h−→0+
P˜ , J (h) −−−−−→
h−→0+
J˜ .
Notons que l’hypothe`se de de´ploiement implique que A
(h)
0 −−−−−→
h−→0+
A˜0. Compte tenu des
re´sultats pre´ce´dents, on a clairement le re´sultat suivant.
Proposition 5. Soit A˜0 ∈ Mn(C) et, pour h ∈]0, h0[, A
(h)
0 ∈ Mn(C). On suppose qu’une
re´duction de Jordan de A˜0 se de´ploie en des re´ductions de Jordan des A
(h)
0 , h ∈]0, h0[. Alors,
dans le cas de l’exemple 1 (resp. 2) on a, ∀x ∈ C \ R− (resp. C \ R+) :
e
(h)+
A
(h)
0
(x) −−−−−→
h−→0+
xA˜0 (resp. (−x)A˜0).
5.2 On se rame`ne au cas constant.
5.2.1 La transformation de jauge : e´nonce´ du the´ore`me.
Soit ‖ · ‖ une norme d’alge`bre sur Mn(C). On note ||| · ||| la norme (sur l’espace vectoriel
des endomorphismes de Mn(C)) subordonne´e a` ‖ · ‖. De´signons enfin, pour s ∈ N
∗, par
K
s,A
(h)
0
l’ope´rateur line´aire sur Mn(C) de´fini par :
∀M ∈Mn(C),Ks,A(h)0
(M) = A
(h)
0 M −MA
(h)
0 − sM.
Cette partie est consacre´e a` la preuve du the´ore`me suivant.
The´ore`me 6. Soit δ−hY = A
(h)Y , h ∈]0, h0[ une famille de syste`mes de Fuchs (C, λ) en
+∞, non re´sonnants (non ne´cessairement alge´briques). On suppose de plus que :
sup
s∈N∗, h∈]0,h0[
|||K−1
s,A
(h)
0
||| <∞.
Alors, ∀h ∈]0, h0[, ∃!F
(h) ∈ Gln(O
(h)
fact) tel que F
(h)(+∞) = I et (A(h))F
(h)
= A
(h)
0 . De plus,
la famille des F (h), h ∈]0, h0[ est d’un certain type (C
′, λ′).
La preuve que nous donnons de ce the´ore`me est inspire´e de techniques utilise´es par A.
Duval dans [3] et [4].
Notations. Si A(h)(x) =
∑+∞
s=0 A
(h)
s x−[s]h ∈Mn(O
(h)
fact), on note :
A
(h)
(x) = A(h)(hx) =
+∞∑
s=0
A
(h)
s x
−[s]
avec :
A
(h)
s =
A
(h)
s
hs
.
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5.2.2 Pre´paratifs.
Proposition 6. Soit δ−hY = A
(h)Y , h ∈]0, h0[ une famille de syste`mes de Fuchs (C, λ)
en +∞ (non ne´cessairement alge´briques), tels que, pour h ∈]0, h0[, le spectre de A
(h)
0 =
A(h)(+∞) ne contienne aucun entier strictement ne´gatif. Soient b = sups∈N∗,h∈]0,h0[ ‖(sI +
A
(h)
0 )
−1‖ qu’on suppose fini et 0 6= U0 ∈ C
n. Alors, pour tout h ∈]0, h0[, l’e´quation δ−hY =
A(h)Y admet une solution dans Mn,1(Ô
(h)
fact) de terme constant U0 si et seulement si U0 est
dans le noyau de A
(h)
0 . Lorsqu’elle existe, une telle solution est unique, converge dans un
demi-plan droit, et la famille de ces solutions est de type (Cb‖U0‖, Cb+ λ).
De´monstration. Notons :
A(h)(x) =
+∞∑
s=0
A(h)s x
−[s]h et Y (h)(x) =
+∞∑
s=0
Y (h)s x
−[s]h .
Rappelons l’hypothe`se :
‖A
(h)
s ‖ ≤
C
h
(
λ
h
)[s−1]
= C
(h)
(
λ
(h)
)[s−1]
, s ∈ N∗
avec :
C
(h)
=
C
h
et λ
(h)
=
λ
h
.
Partie formelle. Tout revient a` trouver Y (h) ∈ Mn,1(Ô
(h)
fact) de “terme constant” U0
et telle que Y
(h)
soit solution de δ−1Y
(h)
(x) = A
(h)
(x)Y
(h)
(z). Nous avons (formule de
multiplication de deux se´ries de factorielles) :
A
(h)
(x)Y
(h)
(x) =
+∞∑
s=0
C(h)s x
−[s]
avec :
C
(h)
0 = A
(h)
0 Y
(h)
0 ; C
(h)
s = A
(h)
0 Y
(h)
s +A
(h)
s Y
(h)
0 +
∑
(j,k,l)∈Js
c
(k)
j,l A
(h)
j Y
(h)
l
et :
Js = {(j, k, l)\j, l ≥ 1, k ≥ 0, j + k + l = s}
c
(k)
j,l =
(j + k − 1)!(l + k − 1)!
k!(j − 1)!(l − 1)!
.
D’autre part :
δ−1Y
(h)
(x) =
+∞∑
s=0
−sY
(h)
s x
−[s].
Ainsi, Y
(h)
est solution si et seulement si :{
A
(h)
0 Y
(h)
0 = 0
−(sI + A
(h)
0 )Y
(h)
s = A
(h)
s Y
(h)
0 +
∑
(j,k,l)∈Js
c
(k)
j,l A
(h)
j Y
(h)
l , s ∈ N
∗.
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Il est donc ne´cessaire que Y
(h)
0 soit dans Ker(A
(h)
0 ). Dans ce cas, le syste`me se re´sout de
proche en proche :
Y
(h)
s = −(sI +A
(h)
0 )
−1
A(h)s Y (h)0 + ∑
(j,k,l)∈Js
c
(k)
j,l A
(h)
j Y
(h)
l
 .
Ceci cloˆt l’aspect formel de la proposition.
Partie convergente. Voyons maintenant ce qu’il en est de la convergence de la solution
obtenue.
Notons : a
(h)
s = ‖A
(h)
s ‖ et y
(h)
s = ‖Y
(h)
s ‖, ∀s ∈ N.
De la relation de re´currence ci-dessus, on de´duit :
y(h)s ≤ b
a(h)s y(h)0 + ∑
(j,k,l)∈Js
c
(k)
j,l a
(h)
j y
(h)
l
 .
Introduisons une se´rie majorante :{
y
(h)>
1 = ba
(h)
1 y
(h)
0
y
(h)>
s = b
[
a
(h)
s y
(h)
0 +
∑
(j,k,l)∈Js
c
(k)
j,l a
(h)
j y
(h)>
l
]
, s ∈ N∗.
Elle domine la se´rie de terme ge´ne´ral y
(h)
s . Notons :
y(h)>(x) =
+∞∑
s=1
y(h)>s x
−[s] ∈ Ôfact
et :
a(h)>(x) =
+∞∑
s=1
a(h)>s x
−[s] ∈ Ôfact.
La formule de multiplication de deux se´ries de factorielles montre que :
y(h)>(x) = b(y
(h)
0 a
(h)(x) + a(h)(x)y(h)>(x)),
par conse´quent :
y(h)>(x) = −y
(h)
0
(
1−
1
1− ba(h)(x)
)
.
A pre´sent, on utilise les estimations sur les coefficients de l’inverse d’une se´rie de factorielles
d’un type (C, λ) (voir [3] ou [13]) ; elles donnent y
(h)>
s ≤ C
(h)
by
(h)
0
Γ(λ
(h)
+C
(h)
b+s−1)
Γ(λ
(h)
+C
(h)
b)
.
5.2.3 La transformation de jauge : preuve du the´ore`me.
Rappelons l’hypothe`se :
‖A
(h)
s ‖ ≤
C
h
(
λ
h
)[s−1]
= C
(h)
(λ
(h)
)[s−1]
avec :
C
(h)
=
C
h
et λ
(h)
=
λ
h
.
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Passons a` pre´sent a` la preuve du the´ore`me. Notons F (h)(x) =
∑+∞
s=0 F
(h)
s x−[s]h . La matrice
F (h) satisfait les conditions de la proposition si et seulement si A(h)(x)F (h)(x)−δ−hF
(h)(x) =
F (h)(x − h)A
(h)
0 .
Ainsi, tout revient a` trouver F (h) ∈ Gln(O
(h)
fact) (tangente a` I en +∞) telle que F
(h)
soit
de´veloppable en se´rie de factorielles tangente a` l’identite´ en l’infini et telle que A
(h)
(x)F
(h)
(x)−
δ−1F
(h)
(x) = F
(h)
(x− 1)A
(h)
0 .
Cette dernie`re e´quation peut se re´e´crire comme suit :
δ−1F
(h)
(x) =
+∞∑
s=0
L(h)s (F
(h)
(x))x−[s]
ou`, pour s = 0, 1, L
(h)
s est l’ope´rateur line´aire de´fini par :
L
(h)
0 (U) = A
(h)
0 U − UA
(h)
0 ,
L
(h)
1 (U) = A
(h)
1 (U) + (A
(h)
0 U − UA
(h)
0 )A
(h)
0
et pour s ≥ 2 :
L(h)s (U) = A
(h)
s (U) + (A
(h)
0 U − UA
(h)
0 )B
(h)
s +
∑
(j,k,l)∈Js
c
(k)
j,l A
(h)
j UB
(h)
l
avec :
B(h)s = A
(h)
0 (A
(h)
0 + I) · · · (A
(h)
0 + (s− 1)I), s ≥ 1.
Puisque ‖A
(h)
s ‖ ≤ C
(h)
(λ
(h)
)[s−1], nous avons l’estimation suivante (ou` a
(h)
0 = ‖A
(h)
0 ‖) :
‖L(h)s ‖ ≤ C
(h)Γ(λ
(h)
+ s− 1)
Γ(λ
(h)
)
+ 2a
(h)
0 C
(h)Γ(a
(h)
0 + s)
Γ(a
(h)
0 )
+C
(h) ∑
(j,k,l)∈Js
c
(k)
j,l
Γ(a
(h)
0 + j)
Γ(a
(h)
0 )
Γ(λ
(h)
+ l − 1)
Γ(λ
(h)
)
qui s’e´crit (voir [3]) :
C
(h) 1− λ
(h)
a
(h)
0 + 1− λ
(h)
Γ(λ
(h)
+ s− 1)
Γ(λ
(h)
)
+
(
2a
(h)
0 +
C
(h)
a
(h)
0 + 1− λ
(h)
)
Γ(a
(h)
0 + s)
Γ(a
(h)
0 )
et qui est majore´ par 3C
(h)
(λ
(h)
)[s−1] pour h suffisamment petit, uniforme´ment en s. D’autre
part, le spectre de l’ope´rateur L
(h)
0 , qui est e´gal a` {µ − ν | µ, ν ∈ Sp(A
(h)
0 )}, ne contient
aucun entier strictement ne´gatif puisque A
(h)
0 est non re´sonnante. De plus, I appartient au
noyau de L
(h)
0 . Nous sommes donc en mesure d’appliquer la proposition 6 ; cela termine la
de´monstration du the´ore`me.
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5.3 Bilan : la solution canonique en +∞.
Nous sommes a` pre´sent en mesure d’associer une solution canonique a` une famille de
syste`mes fuchsiens (C, λ) en +∞, non re´sonnants.
The´ore`me 7. Soit δ−hY = A
(h)Y , h ∈]0, h0[ une famille de syste`mes fuchsiens (C, λ)
en +∞, non re´sonnants. On note A
(h)
0 la valeur en +∞ de A
(h). Nous appelons solutions
canoniques, en +∞, de cette famille de syste`mes, la famille de (syste`mes fondamentaux de)
solutions :
e
(h)+
A(h)
:= F
(h)+
A(h)
e
(h)+
A
(h)
0
ou` e
(h)+
A0
a e´te´ de´finie en 5.1 et F
(h)+
A(h)
est l’unique transformation de jauge de Gln(O
(h)
fact),
tangente a` I en +∞, telle que (A(h))
F
(h)+
A(h) = A
(h)
0 . Si on suppose de plus que :
sup
s∈N∗, h∈]0,h0[
|||K−1
s,A
(h)
0
||| <∞
alors la famille des F
(h)+
A(h)
, h ∈]0, h0[ est de type (C
′, λ′) pour certains C′, λ′.
5.4 Convergence des se´ries de factorielles vers les se´ries entie`res a`
l’infini.
Il est naturel de s’inte´resser a` la convergence des se´ries de factorielles vers les se´ries entie`res
a` l’infini puisque x−[s]h −−−−→
h−→0
x−s.
Proposition 7. Soit, pour tout h ∈]0, h0[, Y
(h)(x) =
∑+∞
s=0 Y
(h)
s x−[s]h un e´le´ment de
Mn(Ô
(h)
fact). Soit e´galement, Y˜ (x) =
∑+∞
s=0 Y˜sx
−s un e´le´ment deMn(C[[x
−1]]). Si Y
(h)
s −−−−−→
h−→0+
Y˜s et si la famille des Y
(h), h ∈]0, h0[ est de type (C, λ) alors, pour h > 0 assez petit,
la se´rie de h-factorielles formelle de´finissant Y (h) converge pour Re(x) > λ + 1; la se´rie
formelle de´finissant Y˜ converge absolument pour |x| > λ + 1 et Y (h)(x) −−−−−→
h−→0+
Y˜ (x) pour
Re(x) > λ+1. La convergence est uniforme sur tout domaine de la forme Re(x) > λ+1+ ǫ
(pour tout ǫ > 0).
De´monstration. Commenc¸ons par la convergence simple. Soit Re(x) > λ + 1. On suppose
h > 0 assez petit pour que les estimations de type (C, λ) soient valables. Nous avons :
|Y (h)s x
−[s]h | ≤ C
∣∣∣∣λ[s−1]hx[s]h
∣∣∣∣ ≤ C λ[s−1]hRe(x)[s]h .
De l’ine´galite´ 1
Re(x)+(s−1)h ≤
1
Re(x) et de la croissance de la fonction h 7−→
λ+hk
Re(x)+hk , on
de´duit :
|Y (h)s x
−[s]h | ≤ C
[
s−2∏
k=0
[
λ+ k
Re(x) + k
]]
1
Re(x)
.
La formule de Stirling permet de conclure a` la convergence de la se´rie de terme ge´ne´ral∏s−2
k=0
[
λ+k
Re(x)+k
]
. Le the´ore`me de convergence domine´e permet de terminer la preuve de la
premie`re partie de la proposition.
Passons a` la convergence uniforme. Soient ν > λ+1 et Re(x) > ν+ δ (δ > 0). Effectuons
la transformation d’Abel suivante :
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b(h)s = a
(h)
s ν
−[s]h , c(h)s = ν
[s]hx−[s]h , B(h)s =
n∑
s=m
b
(h)
k ,
n∑
s=m
a(h)s ν
−[s]h =
n−1∑
s=m
B(h)s (c
(h)
s − c
(h)
s+1) + c
(h)
n .
Nous avons :
c(h)s − c
(h)
s+1 = c
(h)
s
x− ν
x+ h(s− 1)
=
ν(x − ν)
x︸ ︷︷ ︸
(1)
[
s−1∏
k=1
ν + hk
x+ hk
]
1
x+ hs︸ ︷︷ ︸
(2)
.
D’abord : (1) ≤ 2|ν|, ensuite : (2) ≤
d(h)s
ν+δ+sh avec :
d(h)s =
s−1∏
k=1
ν + hk
ν + δ + hk
≥ 0
or d
(h)
s − d
(h)
s+1 = d
(h)
s
δ
ν+δ+hs , donc :
|c(h)s − c
(h)
s+1| ≤ 2|ν|δ
−1(d(h)s − d
(h)
s+1).
Il apparaˆıt d’autre part clairement que, ǫ e´tant donne´, si N est suffisamment grand, alors
pour tout n > m ≥ N, |B
(h)
s | ≤
ǫ
2|ν|δ−1 . Il s’en suit que, pour n > m ≥ N :
n∑
s=m
a(h)s x
−[s]h ≤ ǫd(h)s ≤ ǫ,
ce qui ache`ve la preuve.
Le re´sultat suivant (dont l’utilite´ apparaˆıtra clairement au corollaire 2 de la section 5.5.2)
fournit une re´ciproque partielle a` la proposition pre´ce´dente.
Proposition 8. Soit A˜ un e´le´ment de Mn(C(x)) qu’on suppose holomorphe en∞. Soit A
(h),
h ∈]0, h0[ une famille d’e´le´ments de Mn(C(x)) qui convergent uniforme´ment vers A˜ sur un
voisinage de ∞, lorsque h tend vers 0+ (en particulier les A(h) sont holomorphes en ∞ pour
h > 0 assez petit). Notons :
A˜(x) =
+∞∑
s=0
A˜sx
−s
le de´veloppement en se´rie entie`re au voisinage de l’infini de A˜ et :
A(h)(x) =
+∞∑
s=0
A(h)s x
−[s]h
le de´veloppement en se´rie de factorielles de A(h). Alors la famille de se´ries de h-factorielles
A(h), h ∈]0, h0[ est de type (C, λ) et on a, pour tout s ∈ N :
A(h)s −−−−−→
h−→0+
A˜s.
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De´monstration. La seconde assertion pourrait eˆtre justifie´e par un raffinement de la me´thode
utilise´e pour prouver la premie`re (i.e. effectuer les calculs exacts dans le lemme 5) mais nous
pre´fe´rons utiliser un re´sultat de [18] pp. 142-143. On pose :
ϕ(h)(x) =
+∞∑
i=0
A
(h)
i
hi
(− ln(1− x))i
i!
et ψ(h)(x) = ϕ(h)(hx).
Alors, selon [18], A
(h)
i = h
i d
iϕ(h)
dxi
(0) = d
iψ(h)
dxi
(0). On constate que, sur un certain voisinage de
0, ψ(h)(x) (qui est holomorphe sur un voisinage fixe de 0) converge uniforme´ment vers ψ˜(x) =∑+∞
i=0 A
(h)
i
xi
i! . Il en re´sulte que limh−→0+ A
(h)
i = A˜i. Ce qui prouve la seconde assertion.
Prouvons maintenant la premie`re.
Lemme 5. Les coefficients du de´veloppement en se´rie de h-factorielles de 1
xn
=
∑+∞
s=n ψ
(h)
n,sx−[s]h
sont tous positifs.
De´monstration. On commence par le cas h = 1. On proce`de par re´currence sur n. Le re´sultat
est trivial pour n = 0 (ainsi que pour n = 1). Supposons alors que l’hypothe`se est ve´rifie´e
au rang n :
1
xn
=
+∞∑
s=n
ψ(1)n,sx
−[s], ψ(1)n,s ≥ 0.
De´rivant les deux coˆte´s de cette e´galite´, nous obtenons, graˆce a` la formule de de´rivation des
se´ries de factorielles donne´e par Norlund dans [13] pp. 220-222 :
−
n
xn+1
= −
+∞∑
s=n+1
(
ψ
(1)
n,s−1
1(s− 2)!
+
ψ
(1)
n,s−2
2(s− 3)!
+ ...+
ψ
(1)
n,1
s− 1
)
(s− 1)!x−[s],
donc :
ψ
(1)
n+1,s =
(
ψ
(1)
n,s−1
1(s− 2)!
+
ψ
(1)
n,s−2
2(s− 3)!
+ ...+
ψ
(1)
n,1
s− 1
)
(s− 1)!/n ≥ 0
et la re´currence est acheve´e.
Pour le cas h quelconque, il suffit de substituer x/h a` x pour obtenir le re´sultat.
Lemme 6. Nous avons :
∑+∞
k=0 ψ
(h)
k,sα
k−1 = α[s−1]h .
De´monstration. Nous avons les de´veloppements suivants :
1
x− α
=
+∞∑
s=0
α[s−1]hx−[s]h =
+∞∑
s=0
αsx−(s+1).
Par identification, nous en de´duisons :
∑+∞
k=0 ψ
(h)
k,sα
k−1 = α[s−1]h , ce qui est le re´sultat
cherche´.
Par hypothe`se, il existe un voisinage de l’infini D = {|x| ≥ r} sur lequel les A(h) (n’ont
pas de poˆles et) convergent uniforme´ment vers A˜. Il re´sulte alors des estimations de Cauchy,
que pour h > 0 assez petit, il existe une constante C > 0 telle que, pour tout i ∈ N :
‖A
(h)
i ‖ ≤ Cr
i.
Avec les notations ci-dessus nous avons :
A
(h)
i =
+∞∑
k=0
ψ
(h)
k,iA
(h)
k
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et, compte tenu de ce que ψ
(h)
k,i ≥ 0 pout tout k, i, on en de´duit que, pour h > 0 assez petit
et pour tout i ∈ N :
‖A
(h)
i ‖ ≤ C
+∞∑
k=0
ψ
(h)
k,i r
i = (Cr)r[i−1]h .
Autrement dit, la famille des A(h) est de type (Cr, r). Ceci vient clore la preuve du the´ore`me.
5.5 Confluence de diffe´rence vers diffe´rentielle.
Pour appliquer la me´thode dite de Frobenius a` un syste`me diffe´rentiel, on emploiera la
de´termination principale du logarithme. Par souci de simplicite´, on opte ici pour les caracte`res
et les logarithmes de l’exemple 1. Il n’y a aucune difficulte´ a` adapter les e´nonce´s pour les
choix de l’exemple 2.
5.5.1 Etude locale au voisinage de +∞.
Nous introduisons l’hypothe`se suivante :
(H) (i) Soit, pour tout h ∈]0, h0[, A
(h) ∈ Mn(O
(h)
fact). On suppose que la famille A
(h),
h ∈]0, h0[ est de type (C, λ), et que, pour tout s ∈ N, il existe A˜s ∈ Mn(C) avec
A
(h)
s −−−−−→
h−→0+
A˜s (ou` A
(h)(x) =
∑+∞
s=0 A
(h)
s x−[s]h).
(ii) On suppose qu’une re´duction de Jordan de A˜0 se de´ploie en des re´ductions de Jor-
dan des A
(h)
0 , h ∈]0, h0[ (cf. de´finition 4).
(iii) On suppose que A˜0 est non re´sonnante.
On suppose que (H) est satisfaite.
D’apre`s la proposition 7 la se´rie formelle A˜(x) =
∑+∞
s=0 A˜sx
−s est convergente au voisinage
de l’infini. Ainsi le syste`me diffe´rentiel :
δY˜ = A˜Y˜
est fuchsien en ∞ et non re´sonnant. On note e
A˜
sa solution canonique, en ∞, obtenue par
la me´thode de Frobenius.
D’autre part, remarquons que les syste`mes (aux diffe´rences) de´finis par les A(h) sont non
re´sonnants pour h > 0 assez petit : cela re´sulte imme´diatement de l’hypothe`se de de´ploiement
des re´ductions de Jordan et de la non re´sonnance de A˜0.
The´ore`me 8. Si (H) est ve´rifie´e alors e
(h)+
A(h)
tend, quand h tend vers 0+, sur un certain
demi-plan droit, vers e
A˜
. La convergence est uniforme sur tout demi-plan droit Re(x) > C,
pour C assez grand.
De´monstration. Notons que l’hypothe`se sups∈N∗, h∈]0,h′0[ |||K
−1
s,A
(h)
0
||| <∞ du the´ore`me 7 est
ici ve´rifie´e (pour h′0 ∈]0, h0[ assez petit). En effet, on a :
K
s,A
(h)
0
(U) =
[
A˜0U − UA˜0 − sU
]
︸ ︷︷ ︸
=:B−1s (U)
+
[
(A
(h)
0 − A˜0)U − U(A
(h)
0 − A˜0)
]
︸ ︷︷ ︸
=:C(h)(U)
,
(Bs et C
(h) sont des applications line´aires) ainsi :
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|||K−1
s,A
(h)
0
||| ≤ a
+∞∑
k=0
(bc(h))k
ou` a = sups∈N∗, h>0 |||B
−1
s ||| <∞, b = sups∈N∗, h>0 |||Bs||| <∞ et c
(h) = |||C(h)||| mais c(h)
tend vers 0 avec h (uniforme´ment en s ∈ N∗) et on a justifie´ l’assertion.
On a donc la famille de solutions canoniques e
(h)+
A(h)
:= F
(h)+
A(h)
e
(h)+
A
(h)
0
; on abre`ge F
(h)+
A(h)
en
F (h). On traite se´pare´ment la partie “log-car” et la partie “transformation de jauge”.
La partie “log-car” a de´ja` e´te´ e´tudie´e : c’e´tait l’objet de la proposition 5.
Passons a` la partie “transformation de jauge”. On note F˜ la transformation de jauge
intervenant dans la re´solution de δY˜ = A˜Y˜ . D’apre`s le the´ore`me 7, la famille F (h), h ∈]0, h′0[
est de type (C, λ); ainsi, si on arrive a` prouver que F
(h)
s −→ F˜s, on pourra conclure grace a`
la proposition 7.
La transformation de jauge F (h) est caracte´rise´e (en reprenant les notations introduites
en 5.2.1) par : F
(h)
est une fonction de´veloppable en se´rie de factorielles tangente a` l’identite´
en l’infini telle que A
(h)
(x)F
(h)
(x)− δ−1F
(h)
(x) = F
(h)
(x− 1)A
(h)
0 .
Or :
δ−1F
(h)
(x) =
+∞∑
s=0
−sF
(h)
s x
−[s]
et (formule de translation ; voir par exemple [3]) :
F
(h)
(x− 1) = F
(h)
0 +
+∞∑
s=1
[
F
(h)
s + (s− 1)!
s−1∑
k=1
F
(h)
k
(k − 1)!
]
x−[s]
puis :
A
(h)
(x)F
(h)
(x) =
+∞∑
s=0
Csx
−[s]
avec :
C0 = A
(h)
0 F
(h)
0 , Cs = A
(h)
0 F
(h)
s +A
(h)
s F
(h)
0 +
∑
(j,k,l)∈Js
c
(k)
j,l A
(h)
j F
(h)
l
et :
Js = {(j, k, l)\j, l ≥ 1, k ≥ 0, j + k + l = s}
c
(k)
j,l =
(j + k − 1)!(l + k − 1)!
k!(j − 1)!(l − 1)!
.
On en de´duit que F (h) ve´rifie :
F
(h)
0 = I
φ
A
(h)
0 ,s
(F
(h)
s ) = −A
(h)
s + (s− 1)!
[∑s−1
k=1
F
(h)
k
(k−1)!
]
A
(h)
0
−
∑
(j,k,l)∈Js
c
(k)
j,l A
(h)
j F
(h)
l
(5)
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ou` :
φ
A
(h)
0 ,s
:Mn(C) −→ Mn(C)
U 7−→ (A
(h)
0 + sI)U − UA
(h)
0 .
Il est bien connu que si A
(h)
0 est non re´sonnante alors φA(h)0 ,s
: Mn(C) −→ Mn(C) est
un isomorphisme pour tout s 6= 0. La non re´sonnance permet donc de re´soudre de manie`re
unique les relations de re´currence (5) : F (h) est caracte´rise´e par :
F
(h)
0 = I
F
(h)
s = φ
−1
A
(h)
0 ,s
(−A
(h)
s + (s− 1)!
[∑s−1
k=1
F
(h)
k
(k−1)!
]
A
(h)
0
−
∑
(j,k,l)∈Js
c
(k)
j,l A
(h)
j F
(h)
l ), s ∈ N
∗.
Maintenant, par re´currence, on voit que F
(h)
s admet une limite pour h −→ 0+ qu’on note F˜ ′s.
Il est clair que les F˜ ′s satisfont les relations de re´currence des coefficients de la transformation
de jauge du syste`me diffe´rentiel limite (non re´sonnant), qui intervient dans la me´thode de
Frobenius. Ainsi F˜ ′s = F˜s.
5.5.2 Etude globale.
On se place a` pre´sent dans le cas alge´brique : les matrices qui de´finissent les syste`mes
aux diffe´rences et diffe´rentiels sont suppose´es rationnelles. On va “tirer” le demi-
plan droit introduit pour la transformation de jauge pre´ce´dente vers la gauche. Pour ce faire,
on ajoute l’hypothe`se suivante :
(H’) (i) Soient A˜ un e´le´ment de Mn(C(x)) et A
(h), h ∈]0, h0[ une famille d’e´le´ments de
Mn(C(x)) qui ve´rifient (H).
(ii) On suppose que A˜ est la limite uniforme, lorsque h tend vers 0+, des A(h) sur tout
compact de C \ {poˆles de A˜}.
Dans le point (ii) de (H’), on sous-entend que, e´tant donne´ x0 un nombre complexe qui
n’est pas un poˆle de A˜, il existe un voisinage de x0 sur lequel les A
(h) n’ont pas de poˆle, pour
h > 0 assez petit.
Notations. On note Ω˜+ le plan complexe prive´ des demi-droites horizontales issues de
chacun des poˆles de A˜ et de 0 et dirige´es vers −∞.
On suppose (H’) ve´rifie´e. Rappelons qu’alors le syste`me diffe´rentiel δY˜ = A˜Y˜ est fuchsien
en ∞ et non re´sonnant. On note e
A˜
le prolongement a` Ω˜+ de sa solution canonique, en ∞,
obtenue par la me´thode de Frobenius.
Rappelons e´galement que les syste`mes (aux diffe´rences) de´finis par les A(h) sont non
re´sonnants pour h > 0 assez petit.
-Pre´liminaires
Nous utiliserons les deux re´sultats suivants. Le premier est issu de [14] alors que le second
provient de [17].
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The´ore`me 9. Soient A une fonction continue sur un segment re´el ]a, b[ a` valeurs ma-
tricielles complexes et t0 < t1 dans ]a, b[. Soit p un entier non nul et s
(p)
0 < · · · < s
(p)
p une
subdivision de ]t0, t1[ de pas (maximum de la diffe´rence de deux e´le´ments successifs de la
subdivision) ǫp. On suppose que ǫp tend vers 0 quand p tend vers +∞. Alors la re´solvante
du syste`me X ′ = AX est donne´e par :
R(t1, t0) = lim
p−→∞
(I +A(s
(p)
p−1)∆s
(p)
p−1) · · · (I +A(s
(p)
0 )∆s
(p)
0 )
avec ∆s
(p)
i = s
(p)
i+1 − s
(p)
i .
Proposition 9. Soient (Ap,i) et (Bp,i) deux familles de matrices indexe´es par les couples
d’entiers (p, i) tels que 1 ≤ i ≤ p. On conside`re les suites de termes ge´ne´raux Rp = (I +
Ap,1) · · · (I +Ap,p) et Sp = (I +Bp,1) · · · (I +Bp,p). On suppose que, quand p −→ +∞ :
– la suite (Σ1≤i≤p‖Ap,i‖) est borne´e ;
– la suite (Σ1≤i≤p‖Ap,i −Bp,i‖) tend vers 0.
Alors, limp−→∞ ‖Rp − Sp‖ = 0.
-Etude
Notre re´sultat “global” est le suivant.
The´ore`me 10. Supposons (H’). Alors e
(h)+
A(h)
tend, sur Ω˜+, quand h tend vers 0+, vers e
A˜
.
De´monstration. Afin d’alle´ger la pre´sentation, on pose :
Y (h) = e
(h)+
A(h)
et Y˜ = e
A˜
.
Nous introduisons les notations suivantes ou` t, η ∈ R :
Yˇ (h)η (t) = Y
(h)(−t− iη) et
ˇ˜
Y η(t) = Y˜ (−t− iη).
On a :
Yˇ (h)η (t+ h) = (I +
hA(h)(−t− iη)
t+ h+ iη
)Yˇ (h)η (t).
Nous savons (e´tude locale) que, pour a≪ 0 :
Yˇ (h)η (t) −−−−−→
h−→0+
ˇ˜
Y η(t), t < a;
quitte a` choisir a encore plus petit, on peut supposer que les poˆles de A˜(−x)
x
sont dans le
demi-plan {Re(x) > a}. Soient t1 > a > t0 tels que
A˜(−t−iη)
t+iη n’ait pas de poˆle sur [t0, t1]. On
conside`re la subdivision suivante de ]t0, t1] :
t0 < νh < νh+ h < ν + 2h < ... < νh+Nh = t1
ou` N = E( t1−t0
h
) et ν = t1−t0
h
−N. La re´solvante R(t0, t1) du syste`me :
d
dt
ˇ˜
Y η(t) =
A˜(−t− iη)
t+ iη
ˇ˜
Y η(t)
est donne´e, compte tenu des pre´liminaires, par :
R(t0, t1) = lim
h−→0
(I + h
A˜(h− t1 − iη)
t1 − h+ iη
) · · ·
· · · (I + h
A˜(Nh− t1 − iη)
t1 −Nh+ iη
)(I + νh
A˜(−t0 − iη)
t0 + iη
).
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Remarquons que A
(h)(−t−iη)
t+h+iη converge uniforme´ment vers
A˜(−t−iη)
t+iη , lorsque h −→ 0
+, sur
[t0, t1]. Ainsi, d’apre`s les pre´liminaires, la re´solvante s’e´crit aussi :
R(t0, t1) = lim
h−→0
(I + h
A(h)(h− t1 − iη)
t1 − h+ iη
) · · ·
· · · (I + h
A(h)(Nh− t1 − iη)
t1 −Nh+ iη
)(I + νh
A(h)(−t0 − iη)
t0 + iη
).
Par suite : Yˇ
(h)
η (t1) −−−−−→
h−→0+
ˇ˜
Y η(t1).
Ce the´ore`me admet un corollaire qui n’impose pas a priori de ve´rifier le type (C, λ) qui
est automatique si on se donne une hypothe`se supple´mentaire de convergence uniforme au
voisinage de ∞. On introduit a` nouveau une hypothe`se.
(H”) (i) Soit δY˜ = A˜Y˜ un syste`me diffe´rentiel alge´brique fuchsien en ∞ et non re´sonnant.
(ii) Soient A(h), h ∈]0, h0[ une famille d’e´le´ments de Mn(C(x)) qui convergent uni-
forme´ment, lorsque h tend vers 0+, vers A˜, sur tout compact de P1C\{poˆles de A˜}.
(iii) On suppose enfin qu’une re´duction de Jordan de A˜0 = A˜(∞) se de´ploie en des
re´ductions de Jordan des A
(h)
0 (cf. de´finition 4).
Dans le point (ii) de (H”), on sous-entend que, e´tant donne´ x0 ∈ P
1C qui n’est pas un
poˆle de A˜, il existe un voisinage de x0 sur lequel les A
(h) n’ont pas de poˆle, pour h > 0 assez
petit ; en particulier ∞ est un point re´gulier des A(h) pour h > 0 assez petit.
On note a` nouveau e
A˜
le prolongement a` Ω˜+ de la solution canonique, en ∞, du syste`me
alge´brique fuchsien en ∞ et non re´sonnant δY˜ = A˜Y˜ , obtenue par la me´thode de Frobenius.
Corollaire 2. Si (H”) est ve´rifie´e alors, pour h′0 ∈]0, h0[ assez petit, la famille de syste`mes
δ−hY = A
(h)Y , h ∈]0, h′0[ est fuchsienne (C, λ) en +∞, non re´sonnante et e
(h)+
A(h)
tend, sur
Ω˜+, quand h tend vers 0+, vers e
A˜
.
De´monstration. C’est une application du the´ore`me pre´ce´dent en vertu de la proposition
8.
On a des re´sultats analogues en −∞ par le changement de variables x← −x. Lorsqu’elles
existent, les solutions canoniques en −∞ seront note´es e
(h)−
A(h)
.
5.6 Matrice de connexion et confluence.
On de´finit les matrices de connexion de Birkhoff associe´es a` une famille de syste`mes
alge´briques fuchsiens non re´sonnants :
δ−hY = A
(h)Y
par :
P
(h)
A(h)
= P (h) = (e
(h)+
A(h)
)−1e
(h)−
A(h)
.
On introduit une hypothe`se :
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(H”’) (i) Soient A˜ un e´le´ment de Mn(C(x)) et A
(h), h ∈]0, h0[ une famille d’e´le´ments de
Mn(C(x)) qui ve´rifient (H’) (ou (H”)) en +∞ et en −∞.
(ii) On suppose que deux poˆles distincts de A˜ n’ont pas la meˆme partie imaginaire et
qu’aucun d’entre eux n’est re´el.
On suppose maintenant (H”’).
Notations. On note P(A˜) l’ensemble des poˆles de A˜ et on pose P(A˜)
⋃
{0} = ∪rj=1{z˜j}
ou` les z˜j sont deux a` deux distincts et range´s selon l’ordre croissant de leurs parties imagi-
naires.
On de´finit Ω˜ = C \
⋃r
j=1 (z˜j + R) ainsi que Ω˜
+ = C \
⋃r
j=1 (z˜j + R
−) et Ω˜− = C \⋃r
j=1 (z˜j + R
+) . On a donc Ω˜ = Ω˜+
⋂
Ω˜−.
On note e+
A˜
(resp. e−
A˜
) la limite de e
(h)+
A(h)
(resp. e
(h)−
A(h)
), sur Ω˜+ (resp. Ω˜−), lorsque h −→ 0+
(dont l’existence est assure´e par les re´sultats de la section pre´ce´dente). Alors P (h) −−−−−→
h−→0+
P˜ = (e+
A˜
)−1e−
A˜
sur Ω˜. Puisque e+
A˜
et e−
A˜
sont des syste`mes fondamentaux de solutions de
la meˆme e´quation diffe´rentielle, nous avons δP˜ = 0 : P˜ est constante sur les composantes
connexes de Ω˜; on note P˜j+1 la valeur de P˜ sur la composante connexe de Ω˜ ayant z˜j + R
comme droite frontie`re infe´rieure et P˜1 sa valeur sur la composante restante. On a alors le
The´ore`me 11. Si (H”’) est ve´rifie´e alors la monodromie du syste`me diffe´rentiel alge´brique
(fuchsien en ∞) δY˜ = A˜Y˜ autour de z˜j dans la base e
+
A˜
est P˜jP˜
−1
j+1.
De´monstration. En effet, un cercle direct γj (de rayon assez petit) autour de z˜j peut eˆtre vu
comme un chemin γ+j dans Ω˜
+ suivi d’un chemin γ−j dans Ω˜
−. Le prolongement analytique
le long de γ+j transforme e
+
A˜
en e−
A˜
P˜−1j+1; celui le long de γ
−
j transforme e
−
A˜
en e+
A˜
P˜j et donc,
le long de γj , e
+
A˜
est transforme´ en e−
A˜
P˜j P˜
−1
j+1.
Les hypothe`ses de ce the´ore`me n’excluent pas la pre´sence de singularite´s irre´gulie`res a`
distance finie de l’origine.
5.7 Exemples.
5.7.1 A(h)(x) = A
(
x
h
)
, A ∈Mn(C(x)) holomorphe a` l’infini et non re´sonnante.
Il est aise´ de ve´rifier que la famille des syste`mes de´finis par A(h)(x) = A
(
x
h
)
rentre dans
le cadre de notre e´tude et donc que la solution canonique en +∞ tend, quand h tend vers
0+, vers xA0 sur C \ R−.
5.7.2 A(h)(x) = A(x), A ∈Mn(C(x)) holomorphe a` l’infini et non re´sonnante.
Puisque A(h)(x) = A(x) converge uniforme´ment vers A(x) sur tout compact de P1C prive´
des poˆles de A, cet exemple fait partie du champ d’application de nos re´sultats.
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5.7.3 Un exemple re´gulier en dimension 1 : δ−hy(x) =
−µ
x−h−λy(x).
La famille des syste`mes δ−hy(x) =
−µ
x−h−λy(x) avec Im(λ) > 0 ve´rifie les hypothe`ses du
corollaire 2. Les solutions canoniques sont donne´es (en +∞ puis en −∞) par :
Γ(x
h
)Γ(x−λ
h
)
Γ(x
h
− α
(h)
1 )Γ(
x
h
− α
(h)
2 )
et
Γ(− x
h
+ 1 + α
(h)
1 )Γ(−
x
h
+ 1 + α
(h)
2 )
Γ(− x
h
+ 1)Γ(− x
h
+ 1 + λ
h
)
avec :
α
(h)
1 =
λ
h
[
1−
√
1− 4
µ
λ2
h
]
et α
(h)
2 =
λ
h
[
1 +
√
1− 4
µ
λ2
h
]
;
on a :
α
(h)
1 −−−−−→
h−→0+
µ
λ
et :
α
(h)
2 =
λ
h
[
1−
µ
λ2
h+ o(h)
]
.
La formule des comple´ments permet d’e´crire :
P (h) =
sin(x
h
− α
(h)
1 ) sin(
x
h
− α
(h)
2 )
sin(x
h
) sin(x−λ
h
)
.
Par suite :
P˜1 = 1, P˜2 = e
−2πiµ
λ et P˜3 = 1.
Ainsi, e2πi
µ
λ est la monodromie autour de 0 et e−2πi
µ
λ celle autour de λ (on peut directement
ve´rifier qu’il s’agit du bon re´sultat ; en effet, la me´thode de Frobenius donne, comme solution
canonique du syste`me limite, la fonction x 7−→
(
x−λ
x
)−µ
λ qui a bien les monodromies ci-
dessus).
A A propos des caracte`res et logarithmes utilise´s.
A.1 Les “caracte`res” et “logarithmes” comme e´le´ments de Ofact[log(x)].
D’apre`s [13], la fonction Γ(x)Γ(x−c)x
−c est de´veloppable en une se´rie de factorielles conver-
gente et tangente a` 1 en +∞; de la` nous de´duisons, pour k ≥ 1 :
x−c
∂k
∂ck
Γ(x)
Γ(x− c)
=
k−1∑
i=0
Ωi(x) log
i(x) + Ωk(x) log
k(x)
ou` les Ωi, i = 0, ..., n − 1 sont dans Ofact et tangentes a` 0 en +∞ et Ωn ∈ Ofact et est
tangente a` I en +∞.
A.2 Applications.
A l’aide de A.1, nous pouvons prouver la
Proposition 10. Les logarithmes l
(k)
c , k ∈ N sont line´airement inde´pendants sur Mfact.
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De´monstration. Supposons qu’il existe une relation line´aire non triviale
∑n
k=0 akl
(k)
c = 0 ou`
ak ∈ Mfact. Pour tout entier k tel que ak 6= 0, il existe αk ∈ Z tel que
akl
(k)
c
xαk+c logk(x)
−−−−−−→
x−→+∞
bk ∈ C
∗. On divise alors la relation line´aire par xk+c logk(x) ou` k est le plus grand des entiers
n tels que αn = max{αj}j . On passe ensuite a` la limite pour obtenir une relation de la forme
a = 0 avec a ∈ C∗, ce qui est absurde.
Proposition 11. L’e´quation :
τ−1y =
x− 1− c
x− 1− c′
y (6)
n’admet pas de solution non nulle dans Mfact(log(x)) lorsque d = c− c
′ /∈ Z. Si d = 0, les
seules solutions dans Mfact(log(x)) sont les constantes.
De´monstration. Soit :
y =
∑n
i=0 log
i(x)Ωi∑m
j=0 log
j(x)Ω′j
une e´ventuelle solution de (6) dans Mfact(log(x)) (Ωi, Ω
′
j ∈ Mfact). Rappelons qu’e´tant
donne´ Ω ∈ Ofact \ {0}, il existe n ∈ Z tel que
Ω
xn
∈ Ofact et tende vers une limite non nulle
pour x→ +∞. Ainsi, y peut s’e´crire sous la forme :
y =
∑n
i=0 log
i(x)xαiΩi∑m
j=0 log
j(x)xα
′
jΩ′j
avec Ωi, Ω
′
j ∈ Ofact telles que Ωi(+∞) et Ω
′
j(+∞) soient non nulles et αi, α
′
j ∈ Z. On en
de´duit qu’il existe α, β ∈ Z tels que xαlogβ(x)y tende vers une limite non nulle a ∈ C∗ pour
x −→ +∞. D’autre part, l’e´quation (6) admet une solution de la forme Fe+d , avec F ∈ Ofact
tangente a` I en +∞ (on prend la solution canonique du syste`me fuchsien non re´sonnant).
Posons :
ω = (Fe+d )
−1y ∈ Gln(M(C/Z)).
Ainsi xαlogβ(x)ωFe+d tend vers une limite non nulle a ∈ C
∗ pour x −→ +∞. En notant
que
e+
d
xd
ve´rifie la meˆme proprie´te´, on en de´duit que ωxdxαlogβ(x) admet une limite finie non
nulle pour x −→ +∞. Lorsque d /∈ −α + iR, il est clair que c’est impossible. Dans le cas
restant, il existe λ ∈ R∗ tel que x = −α + iλ et ω(x)xiλ admet une limite finie non nulle
pour x −→ +∞. Cela implique que, e´tant donne´ x0 un point re´el qui n’est ni un poˆle, ni
un ze´ro de ω, la suite (x0 + n)
iλ admet une limite pour n ∈ N qui tend vers l’infini. C’est
e´videmment faux. Enfin, si d = 0, il est clair que ω est constante ; Fe+d est alors e´gal a` 1.
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