Abstract. Starting with the Wigner distribution formulation for beam wave propagation in Hölder continuous non-Gaussian random refractive index fields we show that the wave beam regime naturally leads to the white-noise scaling limit and converges to a Gaussian white-noise model which is characterized by the martingale problem associated to a stochastic differential-integral equation of the Itô type. In the simultaneous geometrical optics the convergence to the Gaussian white-noise model for the Liouville equation is also established if the ultraviolet cutoff or the Fresnel number vanishes sufficiently slowly. The advantage of the Gaussian white-noise model is that its n-point correlation functions are governed by closed form equations.
Introduction
Laser beam propagation in the turbulent atmosphere is governed by the classical wave equation with a randomly inhomogeneous refractive index field n(z, x) =n(1 +ñ(z, x)), (z, x) ∈ R 3 wheren is the mean andñ(x) is the fluctuation of the refractive index field. We seek the solution of the form E(t, z, x) = Ψ(z, x) exp [i(kz − ωt)] + c.c. where E is the (scalar) electric field, k and w = kc 0 /n are the carrier wavenumber and frequency, respectively, with c 0 being the wave speed in vacuum. Here and below z and x denote the variables in the longitudinal and transverse directions of the wave beam, respectively.
In the forward scattering approximation [25] , the modulation Ψ is approximated by the solution of the parabolic wave equation which after nondimensionalization with respect to some reference lengths L z and L x in the longitudinal and transverse directions, respectively, has this form
wherek = k/k 0 is the normalized wavenumber with respect to the central wavenumber k 0 and γ is the Fresnel number
A widely used model for the fluctuating refractive index fieldñ is a spatially homogeneous random field (usually assumed to be Gaussian) with the spatial structure function
where ℓ 0 and L 0 are the inner and outer scales, respectively. The refractive index structure function has a spectral representation
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In this paper we will consider a general class of spectral density parametrized by H ∈ (0, 1) and satisfying the upper bound
, k = (ξ, k) ∈ R d+1 , d = 2 (4) for some positive constant K < ∞ and β > 1/2. The last two factors in (7) play the role of infrared and ultraviolet cutoffs. The ultraviolet cutoff is physically due to dissipation on the small scales which normally results in a Gaussian decay factor [22] ; the weakly anisotropic infrared cutoff associated with β is a technical condition needed here. Note, however, that the anisotropy associated with β disappears as L 0 → ∞. We are particularly interested in the regime where the ratio L 0 /ℓ 0 is large as in the high Reynolds number turbulent atmosphere.
Let us introduce the non-dimensional parameters that are pertinent to our scaling:
In terms of the parameters and the power-law spectrum in (4) we rewrite (1) as
where σ the standard variation of the homogeneous fieldñ(z, x) and V is the normalized refractive index field with a spectral density satisfying the upper bound
for some positive constant K and β > 1/2. By Tauberian theorem [6] , [24] , in the worst case scenario (7) is roughly equivalent to o(|z| −2 )-decay of the covariance function B(
The generalized von Kármán spectral density [10] , [22] 
corresponds to the isotropic covariance function
where K H is a Bessel function of the third kind given by
e Ht + e −Ht 2 dt.
For H = 1/2 we have the exponential covariance function B vk ( x) = exp [−η| x|]. The additional infrared and ultraviolet cutoffs required by the upper bound (7) would then give rises to the covariance function
where G is the inverse Fourier transform of the cutoffs.
For high Reynolds number one has L 0 /ℓ 0 = ρ/η ≫ 1 and thus a wide range of scales in the power spectrum (7) . Note that in the worst case scenario the refractive index field loses spatial differentiability as ρ → ∞ and homogeneity as η → 0. The Gaussian field with its spectral density given by the right side of (7) has H as the upper limit of the Hölder exponent of the sample field. The Kolmogorov spectrum has the exponent H = 1/3. Since our result does not depend on d we hereafter take it to be any positive integer.
Although we do not assume isotropic spectral densities, the spectral density always satisfies the basic symmetry:
In other words, the spectral density is invariant under change of sign in any component of the argument because it is a characteristic function of a real-valued stationary process.
We also assume that V z (x) ≡ V (z, x) is a square-integrable, z-stationary and x-homogeneous process with the (partial) spectral representation V z (x) = exp (ip · x) V z (dp) (9) where the process V z (dp) is the z−stationary orthogonal spectral measure satisfying
We do not assume the Gaussian property but instead a quasi-Gaussian property (see Assumption 1, 2 and 3 in Section 2.5 for precise statements).
If the observation scales L z and L x are the longitudinal and transverse scales, respectively, of the wave beam then ε ≪ 1 corresponds to a long, narrow wave beam. The white-noise scaling then corresponds to ε → 0 with a fixed µ. For convenience we set µ = 1. The white-noise scaling limit ε → 0 of Eq. (5) is analyzed in [11] (see also [3] ). The limit γ → 0 corresponds to the geometrical optics limit. In this paper we study the higher moments behavior in both white-noise and geometrical optics limits by considering the Wigner transform of the modulation function.
Our method is also suitable for the situation where deterministic large-scale inhomogeneities are present. One type of slowly varying, large-scale inhomogeneities is multiplicative and can be modeled by a bounded smooth deterministic function µ = µ(z, x) due to variability of any one of the three factors in (6) (see, e.g., [4] , [1] for models with slowly varying σ). The second type is additive and can be modeled by adding to ε −1 µV (zε −2 , x) a smooth background V 0 (z, x). Altogether we can treat the random refractive index field of the general type
with a bounded smooth deterministic modulation and background in the parabolic wave equation (5) . We describe the results in Section 2.3 but omit the details of the argument for simplicity of presentation. As the small-scale turbulent fluctuations are invariably embedded in a structure determined by large-scale geophysics this generalization is important for the practical application of the scaling limits. 
Liouville equation.
In the geometric optics limit γ → 0, if one takes the usual WKB-type initial condition
then the Wigner distribution formally tends to the WKB-type distribution
. It has been shown [5] that the primitive WKB-type distribution (23) can not arise from the geometrical optics limit (γ → 0) from any pure state Wigner distribution as given by (16) but rather from a mixed state Wigner distribution of the form
5 where P (α) is a probability distribution of a family of states Ψ α 0 parametrized by α. The mixed state Wigner distributions generally give rise to a smeared initial condition, i.e. W 0 (x, p) ∈ L 2 (R 2d ) even in the geometrical optics limit. This, instead of the WKB type, is the kind of initial conditions considered in this paper.
When acting on the test function space S, L ε z as given by (21) has the following limit lim
in the L 2 -sense for all θ ∈ S and all locally square-integrable V z . Hence the Wigner-Moyal equation (22) formally becomes in the limit γ → 0 the Liouville equation in the weak formulation
The same weak-⋆ compactness argument as described in Remark 1 establishes the existence of L 2 -weak solution of the Liouville equation except now that the operator (25) is unbounded and requires local square integrability of ∇V z (·). We will show that as ε → 0 any sequence of weak solutions of the Wigner-Moyal equation with any L 2 -initial condition converge as ε, γ → 0 in a suitable sense to the unique solution of a martingale problem associated with the Gaussian white-noise model of the Liouville equation (see Theorem 2).
In addition to the limit ε → 0 we shall also let ρ → ∞ and η → 0 simultaneously. We first study the case ρ → ∞, but η fixed, as ε → 0. This means that the Fresnel length is comparable to the outer scale. Then we study the narrow beam regime η → 0 where the Fresnel length is in the middle of the inertial-convective subrange.
(see [19] ). Note that the process W ε z is not Markovian and A ε is not its generator. We denote by A the infinitesimal operator corresponding to the unscaled process V z (·) = V (z, ·).
2.2.
The white-noise models. Now we formulate the solutions for the Gaussian white-noise model as the solutions to the corresponding martingale problem: Find the law of W z on the subspace of
Here, in the case of the white-noise model for the Wigner-Moyal equation (Theorem 1), the covariance operators Q, Q 0 are defined as
and, in the case of the white-noise model for the Liouville equation (Theorem 2),
Note that in both cases the operators Q and Q 0 are well-defined for any test function θ ∈ S for any H ∈ (0, 1), η > 0 or η = 0, H < 1/2.
To see that (30)-(32) is square-integrable and well-defined for any L 2 (R 2d )-valued process W z , we apply F −1 2 to (30) and obtain
The integral on the right side of (35) is bounded over compact sets of (x, u) because θ ∈ S, W z ∈ L 2 (R 2d ) and the function
is integrable in q ′ ∈ R d and the associated integral is bounded over compact sets of u for any H ∈ (0, 1), η > 0 or η = 0, H < 1/2. Hence the function on the right side of (35) has a compact support and is square-integrable. Similarly, one can show that (31)-(34) is well defined for H ∈ (0, 1),
In view of the martingale problem the white-noise model is an infinite-dimensional Markov process with the generator given bȳ
This Markov process W z can also be formulated as solutions to the Itô's equation
or as the Stratonovich's equation
where B z is the operator-valued Brownian motion with the covariance operator Q, i.e.
Eq. (36) should be solved in the space
Our results show that the solution to (37) exists, is unique and satisfies the L 2 -bound
(cf. Theorem 1, 2, Remark 1, 3 and Section 2.4).
In view of (32), (31), (33) and (34) we can interpret the white-noise limit ε → 0 as giving rise to a white-noise-in-z potential V * z whose spectral density is bounded from above by
for some constant K * < ∞ with the effective Hölder exponent H * = H + 1/2 by observing that
in the mean square sense.
The right side of (38) is always well-defined for H ∈ (0, 1), 0 ≤ η < ρ ≤ ∞. The right side of (39), however, is well-defined only for H > 1/2 for ρ → ∞ in the worst case scenario allowed by (7).
2.3.
White-noise models with large-scale inhomogeneities. First we consider the case of deterministic, large-scale inhomogeneities of a multiplicative type which has µ, given by (6), as a bounded smooth function µ = µ(z, x). The resulting limiting process can be described analogously as above except with the term Φ ∞ η replaced by Φ
As a consequence the operator Q 0 is no longer of convolution type.
Next we add a slowly varying smooth deterministic background V 0 (z, x) to the rapidly fluctuating field ε −1 µ(z, x)V (ε −2 z, x). Namely we have
as the potential term in the parabolic wave equation (5) .
The resulting martingale problem has an additional term
in the martingale formulation where L 0 θ has the form
for γ > 0 fixed in the limit, and the form
in the case of γ → 0.
2.4.
Multiple-point correlation functions of the limiting model. The martingale solutions of the limiting models are uniquely determined by their n-point correlation functions which satisfy a closed set of evolution equations.
Using the function f (r) = r n in the martingale formulation and taking expectation, we arrive after some algebra the following equation
for the n−point correlation function
where Q 0 (x j , p j ) is the operator Q 0 acting on the variables (x j , p j ) and Q(x j , p j , x k , p k ) is the operator Q acting on the variables (x j , p j , x k , p k ), namely
Eq. (43) can be more conveniently written as
with the identification Q(x j , p j , x j , p j ) = Q 0 (x j , p j ). The operator n j,k=1
is a non-positive symmetric operator. We note that the mean Wigner distribution can be exactly solved for from Eq. (44) for n = 1 [12] and has a number of interesting applications in optics 9 including time reversal. The 2-nd moment equation n = 2 is related to the problem of scintillation [25] (see, e.g., [4] ).
The uniqueness for eq. (43) with any initial data
in the case of the Wigner-Moyal equation can be easily established by observing that the operator given by (45) is self-adjoint. In the case of the Liouville equation, eq. (44) can be more explicitly written as the advection-diffusion equation on the phase space
with 
is an essentially self-adjoint positive operator on C ∞ c (R 2nd ) due to the sub-Lipschitz growth of the square-root of
2.5. Assumptions and properties of the refractive index field. As mentioned in the introduction, we assume that V z (x) is a square-integrable, z-stationary, x-homogeneous process with a spectral density satisfying the upper bound (7).
We further assume that the formulã
defines a square-integrable x-homogeneous (but not necessarily z-stationary) process. This holds, for instance, when the mixing coefficients of V z are integrable as in the following statements: We need not concern with the integrability of mixing coefficients, which is a sufficient but not necessary condition, because our next assumption will guarantee the square integrability ofṼ z (see Assumption 1 and Proposition 1).
The main property ofṼ z as a random function is that
Note that A commutes with the shift in x so the appearance of x in eq. (48) can be suppressed.
We have the following simple relation
= π e i(x−y)·p Φ (η,ρ) (0, p)dp.
Define the covariance functionsB
and writeB
whereΦ z (k) is its spectral density function.
Assumption 1.
We assume that the spectral densityΦ z (k) satisfies the upper bound
Here the integral in (50) is convergent due to β > 1/2 in (7). In Section 2.6 we show that Assumption 1 holds true for Gaussian processes.
Using the upper bound (7) and Assumption 1 we obtain the spectral estimatẽ
for some constantK ′ < ∞. From Assumption 1 we obtain the following simple bound
Proposition 1. Assumption 1 and (7) imply thatΦ z (k) is integrable and hence the random field V z has finite second moment. In particular, if V z is Gaussian, thenṼ z is also Gaussian.
The Gaussianity ofṼ z in Proposition 1 follows from a simple application of Bochner-Minlos's theorem. SetΦ ε z (k) ≡Φ zε −2 (k) which is the spectral density ofṼ ε z (x) ≡Ṽ z/ε 2 (x). Define analogously to (21)
Lemma 2. (Appendix B)
For each z 0 < ∞ there exists a positive constantC < ∞ such that
for all H ∈ (0, 1), λ ≥ 1, γ, η ≤ 1 ≤ ρ where the constantC depends only on z 0 , L and θ.
We do not need to know the probability measure of but the first few moments the random fields involved. The case of Gaussian fields motivates the following assumption.
Assumption 2. We assume that the following inequalities hold:
for all L < ∞ where the constants C 1 , C 2 and C 3 are independent of ε, η, ρ, γ.
With Assumption 2 we can form the iteration of operators L ε zL ε z from (21) and (52)
The operator L ε zL ε z θ is well-defined if δ γ V ε z δ γṼ ε z is locally square-integrable. Higher order iterations of L ε z andL ε z allowed by Assumption 2 can be similarly constructed (see Corollary 1). The following estimates can be obtained from Lemma 2 and Assumption 2.
Corollary 1. (Appendix C) Assumption 2 implies the following
where the constants are independent of ρ, η, γ and L is the radius of the ball containing the support of F −1 2 θ. Assumption 3. We assume that for every θ ∈ S there exists a random constant C 5 having finite moments and depending only on θ, z 0 such that
cf. Lemma 2 and (66).
Compared to the corresponding condition (66) for the Gaussian field condition (60) allows for certain degree of intermittency in the refractive index field.
Finally, we assume that for all ρ < ∞ the refractive index field is smooth in the transverse coordinates almost surely.
2.6. Example: Gaussian random fields. By the Karhunen theorem [18] and the existence of an integrable spectral density, the random field admits V z a moving average representation
we have the following relation between the spectral measuresV (dξ, dk) andŴ (dξ, dk), on one hand,V
and, on other hand, between the spectral density Φ (η,ρ) and the Fourier-transformΨ
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When V z is a Gaussian process, the maximal correlation coefficient ρ(t) equals the linear correlation coefficient r(t) which has the following useful expression r(t) = sup
and the supremum is taken over all g 1 , g 2 ∈ L 2 (R d+1 ) which are supported on (−∞, 0] × R d and satisfy the constraint
There are various criteria for the decay rate of the linear correlation coefficients, see [17] .
As a corollary of Lemma 1 and the above discussion we have
Corollary 2. If V z is a Gaussian random field and its linear correlation coefficient r(t) is integrable, thenṼ z is also Gaussian and hence possesses finite moments of all orders.
But as we have seen in Proposition 1, we need not be concerned with the integrability of the correlation coefficient which is a sufficient but not necessary condition for the square-integrability ofṼ z .
Let us now check Assumption 1. Since independence and uncorrelotion are equivalent notions for Gaussian processes, without loss of generality, we may take the optimal predictor E z [V s ], s ≥ z, to be a linear predictor, i.e., the orthogonal projection onto the closed linear subspace spanned by {V t , t ≤ z} and write
for some deterministic function C z,s (τ, k) such that
Indeed, the function C z,s satisfies the integral equation
which can be obtained by averaging both sides of (64) against V t (y), t ≤ z. Note the following symmetry:
analogous to (8) .
after repeated application of eq. (65). The above integral converges absolutely due to β > 1/2 in (7). When V is a Gaussian random field, then by Proposition 1Ṽ z is also Gaussian and hence Assumption 2 is satisfied.
Now we show that Assumption 3 is readily satisfied also. Indeed, by Lemma 2 and a simple application of Borell's inequality [2] one has that for every θ ∈ S there exists a random constant C 5 of a Gaussian-like tail such that Here and below L 2 w (R 2d ) is the space of square integrable functions on the phase space R 2d endowed with the weak topology.
Note that H < 1/2 includes the Kolmogorov value H = 1/3. The above theorem extends the regime of validity which does not hold for the parabolic wave equation unless additional normalization is first introduced (cf. [11] ). This demonstrates the usefulness of the Wigner distribution formulation which has a built-in infrared cutoff.
The next theorem concerns a similar convergence to the solution of a Gaussian white-noise model for the Liouville equation when γ is also sent to zero. [25] , [4] .
Remark 3. Both Theorem 1 and 2 can be viewed as a construction (and the convergence) of approximate solutions (via Remark 1) to the Gaussian white-noise models which are widely used in practical applications
3. Proof of Theorem 1 and 2 3.1. Tightness. In the sequel we will adopt the following notation
Namely, the prime stands for the differentiation w.r.t. the original argument (not z) of f, f ′ etc. Let L denote the radius of the ball containing the support of F −1 2 θ. Let all the constants c, c ′ , c 1 , c 2 , . . . etc in the sequel be independent of ρ, η, γ, ε and depend only on z 0 , θ, W 0 2 , f .
First we note that since S is dense in L 2 (R 2d ) the tightness of the family of L 2 (R 2d )-valued processes {W ε , 0 < ε < 1} in D([0, ∞); L 2 w (R 2d ) is equivalent to the tightness of the family in D([0, ∞); S ′ ) as distribution-valued processes. According to [14] , a family of processes {W ε , 0 < ε < 1} ⊂ D([0, ∞); S ′ ) is tight if and only if for every test function θ ∈ S the family of processes { W ε , θ , 0 < ε < 1} ⊂ D([0, ∞); R) is tight. With this remark we can now use the tightness criterion of [20] Secondly, for each f ∈ C ∞ (R) there is a sequence f ε z ∈ D(A ε ) such that for each z 0 < ∞ {A ε f ε z , 0 < ε < 1, 0 < z < z 0 } is uniformly integrable and We shall construct a test function of the form f ε z = f z + f ε 1,z + f ε 2,z + f ε 3,z . First we construct the first perturbation f ε 1,z . LetṼ
We note that α(t) = φ 1 (t) and for p = ∞ φ ∞ (t) = sup is called the uniform mixing coefficient [9] . In terms of φ p one has the following estimate for u, v, p, q ∈ [1, ∞], u −1 + v −1 = 1, p −1 + q −1 = 1 and real-valued h 1 ∈ L q (Ω, F z , P ), h 2 ∈ L vp (Ω, F + z+t , P ) (see [9] , Proposition 2.2). In particular, for q > 2, v = q/p,
by which, along with the Hölder inequality, we can bound the second moment ofṼ z as follows: First we observe that for s, τ ≥ z and
