where p j is the sample proportion for the jth of k categories). The numerator measures the difference between the observed distribution and a distribution with maximum dispersion, which occurs when responses are evenly divided between the two opposite extremes (the minimum dispersion occurs when all responses are in a single category; see Blair and Lacy 2000) . The denominator normalizes by dividing by the maximum possible value of the numerator, so that l 2 varies from 0 to 1. Because some neighborhoods have small numbers of adolescents, Blair and Lacy's small sample biasadjusted l 2 is required: is a measure of concentration.
1 Finally, the regression models also require controls for central tendency of the distribution of frames in neighborhoods, for which I use the mean. 2 One complication in constructing the neighborhood heterogeneity measure by aggregation of individual respondents to the neighborhood level in the Addhealth data is the small number of respondents in some neighborhoods. For about half of the tracts in which at least one Wave I Addhealth respondent lives 1 Ideally, one would construct gender specific measures of neighborhood cultural heterogeneity of both pregnancy frames and relationship scripts. Unfortunately, doing so with these data would cut in half the number of individuals per neighborhood who contribute to the neighborhood-level measures, significantly reducing the reliability of such measures. 2 Strictly speaking, the mean is not an appropriate measure of central tendency for an ordinal variable because it assumes that the distances between categories carry information, whereas with an ordinal variable, only information about the order of the categories is present. However, other potential measures of central tendency, such as the mode or median, result in little variation across neighborhoods, and so would not serve as effective controls for central tendency when measuring the impact of neighborhood heterogeneity.
there are no other Addhealth respondents, and therefore it is impossible to measure heterogeneity for such tracts. These tracts are dropped from the analysis. However, since most Addhealth respondents live in tracts with many other respondents, this restriction results in the loss of only about 6 percent of respondents from the multilevel models predicting individual outcomes. For another 25 percent of tracts, there are fewer than five respondents per tract, leading to low reliability of neighborhood level measures created by aggregation. I weight models by the reliability of the mean to account for the low reliability of neighborhood measures when they are constructed from small numbers of respondents.
3

MEASURING NEIGHBORHOOD RACIAL DIVERSITY
To measure neighborhood racial diversity, I use Simpson's Interaction Index (White 1986, cited in Reardon and Firebaugh 2002) . This index is constructed from the percent of neighborhood residents in four racial groups: White (W), Black (B), Asian (A), and Other (O):
This index varies from zero (entire neighborhood population from one group) to 75 (neighborhood population evenly divided between the four groups).
4
MULTIPLE IMPUTATION OF MISSING VALUES
Several individual, family, and school control variables have missing values. Rather than dropping cases with missing values on control variables, I impute missing values using multiple imputation, currently believed to be among the best methods for dealing with missing data (see Acock 2005 for a nontechnical discussion and references therein for more technical material, such as Little and Rubin 2002; Allison 2002) . Multiple imputation involves creating multiple full datasets via MICE (multiple imputation by chained equations), estimating a model using each full dataset, and then combining results across datasets in a way that takes into account the 3 Supplemental analyses (not shown) indicate that results in Table 3 are not sensitive to the exclusion of tracts with low measurement reliability. 4 I also experimented with Thiel's Entropy Index (Thiel 1972, cited in Reardon and Firebaugh 2002) . This index sums p(ln(1/p)) for each of the four groups. The Simpson index is a better predictor of neighborhood heterogeneity. variance in imputed values across datasets. 5 Here I use 10 imputed datasets.
USING SEQUENCE ANALYSIS TO MEASURE DIFFERENCES IN ROMANTIC RELATIONSHIP SCRIPTS
If we think of the ordered elements that constitute a relationship script as a sequence of events, then an optimal matching algorithm can be applied to measure the difference between any two relationship scripts.
6 Optimal matching provides a method for comparing two sequences based on the insertions, deletions, and substitutions required to transform one sequence into the other. An optimal matching algorithm measures the difference between two sequences by determining the minimum combination of insertions, deletions, and substitutions that are required to change one sequence into another. More extensive discussions of optimal matching and sequence analysis can be found elsewhere (Abbott 1990 (Abbott , 1995 Abbott and Hrycak 1990; Sankoff and Kruskal 1983) . 7 This discussion is based on those sources and the summary in Stovel, Savage, and Bearman (1996) .
An example helps to illustrate the idea. The menu of elements that respondents can select and order in the ideal relationship scripts is:
A: We would go out together in a group B: I would meet my partner's parents C: I would tell other people that we were a couple D: I would see less of my other friends so I could 5 I use Royston's (2004) "ice" command in Stata to generate the imputed datasets and HLM6's multiple imputation capabilities to estimate the multiple models and combine results across models. 6 I thank Hannah Brueckner and Peter Bearman for suggesting the use of sequence analysis methods and for advice on their implementation. 7 Previous sociological applications using sequence analysis have investigated sequences of jobs within careers (e.g., Abbott and Hrycak 1990; Stovel et al. 1996) . These applications involve sequences that explicitly take into account time. In the Addhealth relationship scripts there is no information about the elapsed time between events in the sequence, but there is nothing inherent to the optimal matching algorithm that requires information on elapsed time. The measures constructed here thus focus particularly on the ordering of events in a romantic relationship. This analysis also differs in the purpose of the sequence analysis. Previous applications typically calculate the difference between all possible pairs of sequences and then use cluster analysis to determine a set of typical sequences. Here I am using optimal matching only to measure particular characteristics of individuals and neighborhoods. spend more time with my partner E: We would go out together alone F: We would hold hands G: I would give my partner a present H: My partner would give me a present I: I would tell my partner that I loved him or her J: My partner would tell me that he or she loved me K: We would think of ourselves as a couple L: We would talk about contraception or sexually transmitted diseases M: We would kiss N: We would touch each other under our clothing O: We would have sex P: My partner or I would get pregnant Q: We would get married "EAFMGBHKCLNOIJQP" is an example relationship script; "ABEDGMCJILMNOHKPQ" is another. To change the second script into the first, we can begin by inserting E at the beginning of script two, then substitute F for B, and then substitute M for D. This will align the first four elements of the scripts so they both start with EAFM. Alternatively, we could substitute E for A and then A for F, and then insert an F and then an M. Which of these two sets of operations is optimal (or whether some other is optimal) as well as the cost of the optimal set of operations depends on the relative costs of insertions, deletions, and substitutions. The optimal matching algorithm computes the minimum cost of all possible sets of operations that change one sequence into another given defined costs of insertions, deletions, and substitutions. This provides a quantitative measure of the difference between two relationship scripts. I do not discuss the mechanics of the algorithm here. Sankoff and Kruskal (1983) provide an extensive discussion of algorithms.
Following Stovel and colleagues (1996) , substitution costs are defined using observed transition probabilities in the data, such that events frequently following one another in the set of observed sequences are assigned lower transition costs than those rarely observed following one another. For example, the event "going out together alone" more frequently follows "going out together in a group" than it follows "having sex," so substituting "going out together alone" for "going out together in a group" has a lower substitution cost than substituting "having sex" for "going out together in a group." I derive the transition cost matrix from all observed ideal relationship scripts in the Wave 1 Addhealth data. Substitution costs are defined as the inverse of the transition probability. To reduce extreme values, substitution costs are then logged using the natural logarithm. The resulting substitution costs range from .70 to 6.97 in the ideal relationship transition data. The substitution cost matrix is displayed in Table S1 . Following Stovel and colleagues (1996) , insertion and deletion costs are defined as the maximum substitution cost (6.97). Following Abbott and Hrycak (1990) , the difference between two scripts is normalized by dividing by the length of the longer script, so the final difference measure is the average cost per event in the longer script.
To measure the difference between a particular respondent's ideal and actual relationship, I use the optimal matching algorithm. For construction of this measure, substitution costs are also calculated based on the set of all observed ideal relationship scripts in the Wave 1 Addhealth data. One difficulty arises in this comparison because, as described in the main text, the Wave 1 ideal relationships and Wave 2 actual relationships have different sets of events from which the respondent can choose. The only practical solution is to remove events from the scripts that are not common to both scripts prior to comparison. A second issue is how to deal with an actual relationship that has fewer events than a respondent's ideal relationship. An actual relationship may end due to decisions made by one's partner, or the relationship may still be ongoing at the time of the Wave 2 interview. I shorten the ideal relationship to the number of events contained within the actual relationship by removing events at the end of the ideal relationship script.
Neighborhood heterogeneity in relationship scripts is undefined for neighborhoods with only one Addhealth respondent (or only one Addhealth respondent with complete ideal relationship script data).
If n j is the number of respondent pairs in neighborhood j, Table 4 are not sensitive to the exclusion of tracts with low measurement reliability.
This analysis uses the implementation of optimal matching in the software Transition Data Analysis (Rohwer and Poetter 2005) . 
Individual Characteristics:
Race/Ethnicity: A set of indicator (0/1) variables for the adolescent's race and ethnicity. In Addhealth, the adolescent can self-identify as belonging to one or more categories, including White, Black, Native American, Asian, or other Race. White is the omitted category in models. I also include an indicator variable for those adolescents who choose more than one category. The adolescent can also choose to identify as Hispanic/Latino or not. Immigrant: An indicator for those born outside the United States. Low Birth Weight: An indicator for weighing less than 88 ounces (5.5 lbs.) at birth. Mother's Age at Birth: The age in years of the mother when the adolescent was born. REVIEW, 2007, VOL. 72 (JUNE:341-364) REVIEW, 2007, VOL. 72 (JUNE:341-364) 
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