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Here it is shown that n points in the plane, no three on a line, always determine at least n 
slopes, with equality iff the n points are the vertices of an affinely regular polygon. Some 
bounds are also obtained on the minimum number of slopes when some of the points are 
required to lie in the interior of the convex hull. 
In 1970 Scott [13] conjectured that n noncollinear points in the real affine plane 
always determine at least 2[$2] distinct directions. This was proved by Ungar [14] 
using the allowable sequence techniques of Goodman and Pollack [4,5]. There 
are two obstructions to n points determining fully $z(n - 1) distinct slopes: 
parallelism and collinearity. 
If we exclude parallelism, we obtain the projective version of Scott’s problem 
which asks for the minimum number of lines determined by n noncollinear points. 
This problem was posed and solved by Erdos [l, 31, and his solution has since 
seen many interesting extensions (cf. [6]). 
Theorem 1 (Erdos et al.). In the real plane, n noncollinear points determine at 
least n distinct lines. Equality holds iff n - 1 of the points are collinear. 
If collinearity is excluded instead, a new problem is obtained which will be 
solved below and forms the departure point for our investigation. 
Theorem 2. In the real plane, n points-no three collinear-determine at least n 
directions. Equality holds iff the points are afinely equivalent to the vertices of a 
regular n-gon. 
It is also of interest to investigate the number of slopes when a specified 
number of points are required to lie on the boundary. Requiring at least one 
point to lie off the boundary appears to nearly double the number of slopes 
determined. Our goal here is to further investigate this phenomenon. 
A related jump occurs in the case of the Erdijs Line Problem above. If equality 
does not hold in Theorem 1, then Kelly and Moser [ll] have shown that at least 
2n - 4 distinct lines are determined. It is known [lo] that for any n s m 6 
$z(n - l), there are configurations of n points, no three collinear, which 
determine exactly m slopes. However, for m s 2n - c1 all such configurations 
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appear to arise from the regular m-gon by deletion of m - n points. A proof that 
this is necessarily the case even for m = n + 1 is still lacking, however. 
A finite set X in the real affine plane is a simple configuration if no three points 
of X are collinear. A vertex of X is an extremepoint of conv(X), the convex hull 
of X. Following Scott [ 131, call a configuration convex if it lies on the boundary of 
a convex polygon. For 12 2 e 2 3, let ~K(IZ, e) denote the minimum number of 
directions which may be determined by a simple configuration of n points with e 
vertices. 
Theorem 3. CY(~, e) 3 e(n - 2)/(e - 2) for all IZ 3 e 2 3. 
Proof. Let X be a simple configuration with n points and e vertices, say, 
211, v2,. . ., v, listed in cyclic order. For each i, imagine a line L which initially 
coincides with the edge vi-ivi. Now rotate L through vi exterior to the polygon 
conv(X) until it coincides with the edge v~v~+~. Let E; denote the set of all 
directions through which L passes in this process, except the final direction of 
‘uivi+1. Thus 4 is a half-closed interval of the (projective) line at infinity. 
If we continue rotating L around the perimeter of X, when it returns to some 
given starting position, it will have passed through every direction exactly twice. 
Thus every direction belongs to exactly two of the sets Z$. 
Notice that no line from vi to another point of X can have a direction in 6, 
except the edge Vi-iVi. Thus 6 is a set of ‘forbidden directions’ for Vi. 
Now for each i, imagine joining vi to the II - 2 points of X\{vi, v~__~}. As just 
noted, none of these lines can have a direction in E. If we do this for each i, we 
obtain e(n - 2) lines. Lines ViVj (Ii --iI > 1) are to be counted twice in this sum. 
How often can a given direction occur among these lines? Since any direction 
occurs in two of the forbidden sets &, each direction can occur from at most e - 2 
vertices. Thus the number of directions is at least e(n - 2)/(e - 2) 0 
Proof of Theorem 2. The function e(n - 2)l(e - 2) is clearly decreasing, for fixed 
n, with increasing e. Thus setting e = 12 in Theorem 3 gives us the desired lower 
bound m Z= n on the number m of directions determined by a simple configuration 
X of IZ points. As observed by Scott [13], the regular n-gon achieves this bound. 
Setting e = it - 1 in Theorem 3 yields the lower bound 
@~-l)(n-2)=+3n+2=~+ 2 
n-3 n-3 n -3’ 
Thus if m = n, then X must be convex. With the aid of results of Nizette [12] and 
Coxeter [2], all convex configurations satisfying m = n were determined in [9]. 
Examination of the list reveals that the only simple configurations among these 
are those affinely equivalent to the regular polygons. Cl 
Theorem 4. (Y(n, 3) = 3n - 6 for all n 2 3. 
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Proof. Since a(n, 3) 3 3n - 6 by Theorem 3, it suffices to construct an X 
achieving this bound. Let k = n - 1, and Y be the following set of k points on the 
parabola y = x2: 
(j, j’) j = 1, . . . , k. 
These determine 2k - 3 slopes (cf. [lo]). N ow adding the point z = (k*, k’) will 
add k more slopes, for a total of 3k - 3 = 3n - 6. Since z is beyond the point of 
intersection of the tangent line y = 2x - 1 to the parabola (at x = 1) with the line 
y = k*, it follows that the entire set X = Y U {z} lies in the triangle with vertices 
(1, l), (k, k2), and (k’, k2). Cl 
Theorem 5. 
(i) cu(n, 4)=2n -4 y I n is even. In any simple configuration realizing this 
minimum, the four vertices form a parallelogram. 
(ii) cx(n, 4) = 2n - 3 if n is odd. In any simple configuration realizing this 
minimum, the four vertices do not form a parallelogram. 
Proof. For n even, say n = 2k, consider the following 2k points on the hyperbola 
xy = 1: 
f(2’, 2-j) j = 1, . . . , k. 
These determine 2n - 4 slopes (cf. [lo]), and have 4 vertices; corresponding to 
j = 1 and j = k. Thus by Theorem 3, cx(n, 4) = 2n - 4 for all even n. 
For n odd, say n = 2k - 1, note that in the above configuration the slope i is 
determined only once, namely, between (2, i) and (-2, -4). Thus deleting 
(-2, -$) leaves n = 2k - 1 points which determine 2n - 3 slopes. As there are 
still four vertices, this yields a(n, 4) G 2n - 3 for odd n. 
Now let X be a simple configuration of n points with four vertices vl, v2, vj, vq 
in cyclic order. Suppose X determines m directions. 
To complete the proof of assertion (i), suppose m = 2n - 4. For the moment, 
we make no assumption on the parity of n. In any quadrilateral, there are always 
two consecutive corners whose interior angles sum to at most 180”. Say these 
corners are at v1 and v2. The angle sum condition is then equivalent to saying 
that: either 
(a) u1v4 //u2u3, or 
(b) there is a point p such that the triangle pvlv2 contains v3 and v4. 
We wish to show (a) holds. Since both conditions are invariant under affine maps, 
assume v4 = (0, l), v1 = (0, 0), and v2 = (1, 0). 
There are n - 2 positive or infinite slopes from v1 to the points of X\ {v,, vz}. 
If (b) holds, there are n - 2 negative slopes from v2 to these points. Moreover, 
there is also the 0 slope from v1 to v2, for a total of 2n - 3, a contradiction. 
Thus (a) must hold as desired. It follows that the angle sum either at v1 and v4 
or at v2 and v3 is at most 180”. In either case, the above argument applies to show 
that v1v2 //v3v4. Hence v1v2v3v4 is a parallelogram. 
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Fig. 1. n = 6, e = 3, m = 12. 
This completes the proof of (i), and also shows that m 2 2n - 3 if the vertices 
of X are not a parallelogram. Thus to complete the proof of (ii), it suffices to 
show that if n is odd and t~r’u~v~v~ form a parallelogram, then m > 2n - 3. 
Using the above normalization, we may assume u1u2u3u4 is the unit square. 
Let Y = X\{V,, u2, u3, u4}. Since JYI = n - 4 is odd and no three points of X are 
collinear, one side of the diagonal v1u3 contains at least i(IYI + 1) points of Y. 
Say, these are right of 2r1u3. Then they determine at least i(lYI + 1) positive 
slopes <l with 2rr and the same number of finite slopes >1 with 2~~. Thus 
including the slope +l of u1v3, there are at least JYI + 2 positive slopes. 
Similarly, there are at least IYI + 2 negative slopes. Including the slopes 0 and m 
of the sides of the square yields at least 2(Y( + 6 = 2n - 2 slopes, as desired. 0 
Figures l-3 illustrate the fact that the minima a(n, 3) and a(n, 4) may be 
achieved by simple configurations other than those described in Theorems 4 and 
5. For e > 4, it seems unlikely that Theorem 3 gives the best lower bound on 
a(n, e). For this case, an upper bound of the form 2n + cl is established below. 
The given value of c1 may be slightly improved by routine but tedious attention to 
the details of the construction. 
Theorem 6. a(n, e) S 2n + 14 for all n > e Z= 5. 
Proof. First suppose e is even, and let d = (se) - 1. Let k be the smallest integer 
suchthat2kZ=n+4andk=fl(mod3).Then2k<n+7. 
Let 211, V2r . . . , vzk denote the vertices of a regular 2k-gon in cyclic order. 
Fig. 2. n = 5, e = 4, m = 7. 
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0 
0 
Fig. 3. n = 8, e = 4, m = 12. 
Divide these into four sets: 
Let z denote the tangent line to the circumscribed circle at 2ri. Let p [respectively 
q] be the intersection of Tl and Tk+d [respectively Td and T,,,]. (See Fig. 4.) 
The 2k-gon determines 2k slopes. The lines Tl and Tk+d from p to u1 and uk+d, 
respectively, are parallel to the chords UZkVz and uk+&_luk+d+It respectively. 
Thus, adding p introduces at most 2k - 2 new slopes. By central symmetry, q will 
introduce the same slopes as p. Moreover, the slope of the line pq, being a line of 
"k+l 
Fig. 4. Construction for upper bound on a(n, e), e > 5. 
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symmetry of the 2k-gon, is already realized by a chord of the 2k-gon. Thus 
has at most 4k - 2 G 2n + 12 slopes. Furthermore, the tangent line construction 
insures that p and q as well as the 2d points of A U C are all extremepoints of 
conv(Y). Deleting points of B U D cannot create new slopes nor change the set of 
extremepoints. Thus if we delete (2k + 2) - it points of B U D, the resulting 
configuration will have n points and determine ~2n + 12 slopes. 
The construction as given so far may have collinearities. Indeed, if k - d is odd, 
the line pq will contain the point vi for j = i(k + d + 1). Thus we must take care in 
choosing the points to be eliminated so as to destroy any ‘accidental’ col- 
linearities. Any unwanted collinearity must involve either p or q and a diagonal of 
the 2k-gon. By choice of p, any diagonal of the 2k-gon through p must pass 
through a point of D. Since 2k = f2 (mod 6), by a theorem of Harborth [7] and 
Heineken [8], there can be at most 3 diagonals concurrent at a point other than a 
corner or the center of the 2k-gon. Thus the deletion of at most 3 points from D 
will destroy any unwanted collinearity through p. A similar treatment may be 
applied at q. (Note that if k - d is odd, then the line pq is a diagonal, but this 
process will eliminate both points of the 2k-gon on pq as desired.) Thus Y may be 
reduced to a simple configuration by the elimination of at most 6 points of B U D. 
Since ]Y] = 2k + 2 2 12 + 6, there will be enough points left over. The remainder 
of the 2k + 2 - n points to be omitted may be selected at random from B U D. 
This finishes the construction for even n. 
Now for n odd, first carry out the above construction for n + 1 and e + 1, 
obtaining a simple configuration with ~2(n + 1) + 12 = 2n + 14 slopes. Now 
delete the vertex v& Since Td is parallel to v&_lud+l, it follows that ud+l lies in 
the triangle u&_1, q, vk+l. Thus removing ud does not create any new vertices, 
and hence their number decreases by 1 as desired. 0 
Fig. 5. n = 10, e = 6, m = 14. 
The construction above is illustrated for the regular octagon in Fig. 5. 
Theorem 2 implies that a(n, n) = n and cw(n, IZ - 1) > n + 1. We increase this 
lower bound to IZ + 2 below. By Fig. 2 and Theorem 7, this is best possible for 
II = 5 and n = 6. It seems unlikely that this is the case for large n. 
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Lemma. Let X be a (not necessarily simple) configuration of n points. Suppose 
there is an x in int(convX) such that each connecting line through x and another 
point of X contains only two points of X. Then X determines at least n + 2 
directions. 
Proof. The argument is most conveniently presented in terms of the allowable 
sequences of Goodman and Pollack [4,5]. Recall that such a sequence is obtained 
by projecting X onto a directed line L which is then allowed to rotate. Each 
position of L determines a permutation of the points of X. A move from one 
permutation to the next occurs when L passes through a position orthogonal to 
some connecting line of X. Each move consists in the reversal of one or more 
consecutive substrings, which correspond to the connecting lines of X in the 
parallel class orthogonal to L. We shall examine the moves of x through the 
permutations &, n7,, . . . , IF,,, arising from rotating L through 180”. 
Since x lies only on 2-point lines, it will switch with at most one other point on 
each move. Thus we may describe each move as a right (R), left (L), or passive 
(P) move, according to the motion of x. Notice that x cannot change direction 
without an intervening passive move, since x cannot switch twice in succession 
with the same point. 
In f10 let there be A points left of x and p points right of x. Since x is not a 
vertex, A and p are positive. Since x must switch with all other points, it will have 
A left moves and p right moves. Suppose x first moves to the right. The p right 
moves cannot occur without an intervening left move, since otherwise, x would 
reach the right endposition. Thus the pattern of moves must have the form: 
R . . . PL . . . PR . . . 
Now let y be the mark immediately right of x in &. Then y is immediately left 
of x in Um. Since x and y switch on the first move, the last move must be either a 
left move or a passive move for x. If it is a left move, there must have been a 
third transitional passive move following the right moves in the above move 
pattern. Thus counting left, right, and passive moves, we get m 2 A. + p + 3 = 
n + 2 are desired. 0 
For integral s, t B 0 and real A > 1, the following configuration achieves the 
bound in the above lemma: 
(1, 0), (A, 0), (0, Ai), (0, -hj) 0 d i <s, OCj G t. 
However, if X is simple (and not just ‘locally simple’ at one point), it seems 
unlikely that the bound in the lemma is best possible. 
Theorem 7. 
(i) n + 2 =z a(n, n - l), 
(ii) a(n, n - 1) C 2n - 4 for n even, 
(iii) cx(n, n - 1) <2n-2fornodd. 
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Proof. (i) follows at once from the Lemma. 
(ii) Let k = n - 1, and let q and r (i = 1, . . . , k) denote the vertices and 
tangents of the regular k-gon. These determine k slopes. Let p be the intersection 
of Tl and T3. Since k is odd, the line pv, does not contain another corner of the 
k-gon. Thus X = (p, ul, Q, . . . , uk} is a simple configuration of it points and 
II - 1 vertices. Since p adds only k - 2 new slopes, X determines 2k - 2 = 2n - 4 
slopes. 
(iii) Apply the above construction for n + 1, then remove one of the corners 
2rj, i # 1, 2, 3. !I 
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