We prove that a weaker Kolmogorov's type of asymptotic criteria is not only sufficient but also necessary for purity. As an application of our main results, we prove a translation invariant pure state on a two sided quantum spin chain in lattice dimension one gives rises only type-I or type-III factor when it is restricted to one side of the quantum spin chain. Further in case the restricted state is type-I then it admits Kolmogorov's property. We give a complete classification for the class of translation invariant dynamics on quantum spin chain which admits Kolmogorov's property. The main result says that two translation dynamical systems with states admitting Kolmogorov's property are isomorphic. It surprises once more that our intuition in classical probability has it's limitation to understand quantum situation as class of isomorphism in the quantum spin chain need not be local as in Ornstein's isomorphism [Or].
for all x, y ∈ A as |m| → ∞. Such a criteria is used extensively to show that KMS states of a translation invariant Hamiltonian on the lattice forms a simplex and it's extreme points are translation invariant factor states. For more details and an account until 1980 we refer to and also [Sim] for later edition. In particular this criteria also used to prove existence of phase transition in positive temperature for various class of translation invariant Hamiltonian by Powers [Po2] , Ruelle [Ru] and many other authors (see citation within ). Such an elegant criteria were missing for a translation invariant pure state.
A semi-group of endomorphism (α t : t ∈ IT + ) on a von-Neumann algebra Power's notion of shift [Po4] as no clear connection were visible whether such a shift is unitary equivalent to direct sum of semi-group of endomorphism implemented by usual one-sided shift on L 2 (IT + ). At this stage we recall a semigroup of isometry U t : t ≥ 0 on a Hilbert space H is called shift if t≥0 U t H = {0} and such a shift is unitary equivalent to direct sum of unilateral shift on L 2 (IT + ) given by U t f (x) = f (x − t) for x ≥ t otherwise 0. William Arveson called the above mathematical property as pure and explored how such a notion is related to an invariant normal state ψ 0 to be absorbing i.e. ||ψα t − ψ 0 || → 0 as t → ∞ for any normal state ψ on A. However it is known there after [BJP] that Here we aim to continue that line of investigation to complete the program in a more general C * -algebraic set up.
In the following we briefly outline our main results of this paper.
Let IT be either IR or Z Z and T + = {t ≥ 0 : t ∈ T }. Let B 0 be a C * algebra, (λ t : t ≥ 0) be a semi-group of injective endomorphisms and ψ be an invariant state for (λ t : t ≥ 0). We extend (λ t ) to an automorphism on the C * algebra We also consider the GNS space (H ψ 0 , π ψ 0 , Ω 0 ) associated with (B 0 , ψ 0 ) and set P = [π ψ 0 (B) ′ Ω 0 ] for the support projection of the state ψ 0 on the von-Neumann algebra π(B 0 ) ′′ . Let (λ t : t ≥ 0) be the induced semi-group of endomorphism on π ψ 0 (B 0 ) ′′ associated with (λ t : t ≥ 0). P being the support projection of ψ 0 in π ψ 0 (B 0 ) ′′ , we have ψ 0 (P λ t (1−P )P ) = ψ 0 (λ t (1−P )) = ψ 0 (1− P ) = 0, and so λ t (P ) ≥ P for all t ≥ 0. Thus the map τ t : A 0 → A 0 defined by τ t (x) = P λ t (P xP )P [Mo2] is a semi-group of unital completely positive normal maps on A 0 where A 0 = P π ψ 0 (B 0 ) ′′ P is the corner von-Neumann algebra acting on the subspace K = P H. The state φ 0 (x) =< Ω 0 , P xP Ω 0 > is faithful and normal on A 0 and invariant for (τ t : t ≥ 0).
In [Mo1] we have shown that the state (B 0 , λ t : t ≥ 0, ψ 0 ) admits Kolmogorov property if and only if φ 0 (τ t (x)τ t (y)) → φ 0 (x)φ 0 (y) for all x, y ∈ A 0 as t → ∞. Using separating property of Ω for A 0 , we easily check that the criteria is equivalent to τ t (x) → φ 0 (x)1 as t → ∞ for all x ∈ A 0 in strong operator topology. However this condition is not necessary (see section 3 ) for purity as there are cases where (τ t ) is a semi-group of endomorphisms with pure inductive limit state ψ [−∞ . Thus purity is a weaker notion then the Kolmogorov's shift property.
Here we refine first our work [AM,Mo1,Mo2] on dilation problem associated with (A 0 , τ t : t ≥ 0, φ 0 ) as a motivation to prove in section 3 that ψ [−∞ is pure if and only if for each t ≥ 0, there exists element x t ∈ A 0 so that for each s ≥ 0,
Exploring the time reverse backward process, we also find it's relation with asymptotic behavior of KMS adjoint Markov semi-group (A 0 ,τ t , φ 0 ) [AcC,OP,Mo1]. A direct proof of an equivalent criteria on dual Markov semi-group without using the dual process is not visible. Further purity also says that G = {x ∈ A 0 :
equal to trivial von-Neumann sub-algebra {zI : z ∈ IC}, where (σ s : s ∈ IR) is the Tomita's modular group on A 0 associated with faithful normal state φ 0 .
As a continuation of our work done on type of factor arises in the dilation problem [Mo3] we also prove that a pure inductive limit state (
once restricted to B [0 is either a type-I or a type-III factor state. We also prove here that Kolmogorov's property and strong mixing property are equivalent when A 0 is a type-I von-Neumann algebra with completely atomic center.
. For a factor state on ω on B, we say it admits Haag duality Let IT be either IR, set of real numbers or Z Z , set of integers and IT + is nonnegative numbers of IT . Let τ t : A 0 → A 0 , IT + be a semi-group of completely positive unital normal maps on a von-Neumann algebra A 0 ⊆ B(H 0 ) with a normal invariant state φ 0 . In case we are dealing with IT = IR, we also assume that for each x ∈ A 0 , the map t → τ t (x) is continuous in the weak * topology.
Here we review the construction of stationary Markov process given as in [AM] in order to fix the notations and important properties.
We consider the class M of A 0 valued functions x : IT → A 0 so that x r = I for finitely many supported points and equip with the point-wise multiplication (xy) r = x r y r . We define the map L :
where r = (r 1 , r 2 , ..r n ) r 1 ≤ r 2 ≤ .. ≤ r n is a finite collection of points in Z Z containing both the support sets of x or y. That this kernel is well defined follows from our hypothesis that τ t (I) = I, t ≥ 0 and the invariance of the state φ 0 for τ. The complete positiveness of τ implies that the map L is a non-negative definite form on the set M. Thus there exists a Hilbert space H and a map λ : M → H such that
Often we will omit the symbol λ to simplify our notations unless more then one such maps are involved. For detailed and historical account we refer to articles [AFL,EL,Vi,Sa,BhP] .
We use the symbol Ω for the unique element in H associated with x = (x r = I, r ∈ IT ) and the associated vector state φ on B(H) defined by φ(X) =< Ω, XΩ >.
For each t ∈ IT we define shift operator S t : H → H by the following prescription:
It is simple to note that S = ((S t , t ∈ IT )) is a unitary group of operators on H with Ω as an invariant element and the map t → S t is continuous in strong operator topology as the map (t, x) → τ t (x) is sequentially continuous in weak * topology. For details we refer to [AM] .
For any t ∈ IT we set M t] = {x ∈ M, x r = I ∀r > t} and F t] for the projection onto H t] , the closed linear span of {λ(M t] )}. For any x ∈ A 0 and t ∈ IR we also set elements i t (x), ∈ M defined by
We also note that i t (x) ∈ M t] and set ⋆-homomorphisms j
is a well defined isometry follows from (2.1) once we verify that it preserves the non-negative kernel whenever x is an isometry.
For any arbitrary element x which is a linear sum of at most four isometry, we extend by linearity [AM] . Now we define j . Now we use the shift (S t ) to obtain the process j f = (j f t : A 0 → B(H), t ∈ IT ) and forward filtration F = (F t] , t ∈ IT ) defined by the following prescription:
So it follows by our construction that j
Thus Ω is a cyclic vector for the von-Neumann algebra A [−∞ generated by {j f r (x), r ∈ IT, x ∈ A 0 }. From (2.4) we also conclude that S t XS * t ∈ A [−∞ whenever X ∈ A [−∞ and thus we can set a family of automorphism (α t ) on A defined by
Since Ω is an invariant element for (S t ), φ is an invariant normal state for (α t ).
We also claim that
For that purpose we choose any two elements y, y ′ ∈ λ(M s] ) and check the following steps with the aid of (2.1) and (2.2):
Since λ(M s] ) spans H s] it completes the proof of our claim.
We set as in [Mo1] a tower of increasing von-Neumann algebras A [t with decreasing parameter t ∈ IT by setting A [t to be the von-Neumann algebra generated by {j
For any element x ∈ M, we verify by the relation < y,
where r 1 ≤ .. ≤ r k ≤ t ≤ .. ≤ r n is the support of x. The result follows once we note that for any fix x, y ∈ H if t ≤ r 1 , r ′ 1 , where r 1 , r ′ 1 are the lowest support of x and y respectively, (a) For each t ≥ 0, there exists an element x t ∈ A 0 so that x t → I in strong operator topology and for each
PROOF: First we will prove (a) implies (b). Fix such a sequence x t with property (a). We consider the sequence of elements j −t (x t ) : t ≥ 0}. We claim that j −t (x t ) → |Ω >< Ω| as t → ∞ in strong operator topology. To that end we fix an element y with support (s 0 ≤ s 1 ≤ .. ≤ s n ) and y(s k ) = y k to check that for all −t ≤ s 0 we have
where y = τ sn−s n−1 (y n τ s n−1 −s n−2 (y n−2 τ s 1 −s 0 (y 1 )y 0 )) as
Similarly we also have
as t → ∞ follows along the same line since for each s ≥ 0,
for all x, y ∈ A 0 as t → ∞ ( as first we use Cauchy-Schwarz inequality to prove the statement for all x for which φ 0 (x) = 0 and then replace x by x − φ 0 (x)I
). We combine now above two statements to prove j −t (x t ) → |Ω >< Ω| in strong operator topology as t → ∞ as the family {j −t (x t ) : t ≥ 0} is uniformly norm bounded as x t → 1 in strong operator topology by (a) and each j −t is an injective isomorphism (in particular contractive property ).
For the converse we use Kaplansky's density theorem to ensure existence
for some y t ∈ A 0 . Since F t] → F −∞] ≥ |Ω >< Ω| in strong operator topology as t → −∞, we conclude also that j t (y t ) → |Ω >< Ω| in strong operator topology. Now we compute for t ≥ s ≥ 0 that
and thus we conclude (a) with x t = y −t for all t ≥ 0.
That Kolmogorov's property implies strong mixing property [AM, Mo1] i.e.
in weak operator topology follows by Cauchy-Schwarz inequality
Within the frame work of classical probability theory it is well known that Kolmogorov's property is preserved when we reverse the direction of time evolution of an automorphism on a measure space preserving a probability measure. A simple proof follows from Kolmogorov-Sinai-Rohklin theorem which gives criteria of positive dynamical entropy [Pa] for an automorphism to be a Kolmogorov's automorphism. Such a notion in terms of a quantum dynamical entropy is still missing within the frame work of Connes-Størmer dynamical entropy [NeS] . Further now one can as well ask the same question about weak Kolmogorov's or purity property i.e.
whether such a property is time reversible.
In the following text we aim to investigate how time reverse process is re- Let φ 0 be also a faithful state and without loss of generality let also (A 0 , φ 0 )
where ω 0 ∈ H 0 , a cyclic and separating vector for A 0 , so that φ 0 (x) =< ω 0 , xω 0 > and the closure of the close-able operator S 0 : xω 0 → x * ω 0 , S possesses a polar decomposition S = J ∆ 1/2 with the self-dual positive cone P as the closure of {J xJ xω 0 :
which satisfies the modular relation
for any two analytic elements x, y for the automorphism. A more useful form for modular relation here
Furthermore for any normal state ψ on A 0 there exists an unique vector ζ ∈ P so that ψ(x) =< ζ, xζ >.
We consider the unique Markov semi-group (τ
for all x ∈ A 0 and y ∈ A ′ 0 . Proof follows a standard application of Dixmier lemma a variation of Radon-Nikodym theorem [OP] . We define weak
Thus we have the following adjoint relation
for all x, y ∈ A 0 , analytic elements for (σ t ).
We consider the forward weak Markov processes (H,
Now following a basic idea of G.H. Hunt, as in [AM], here we consider the transformation H →H generalizing Tomita's conjugate operator given bỹ
* ) for x ∈ H supported on analytic elements of the modular automorphism group of φ 0 . We recall that modular condition and duality property will ensure that such a transformation is anti-inner product preserving and thus extends to an anti-unitary operator U 0 : H →H which takes x tõ x. Further there exists a unique backward weak Markov processes (j
for −∞ < t ≤ s < ∞. We set tower of increasing von-Neumann algebras
. Once more we have
We have more details in the following theorem.
THEOREM 2.2: [AM]
There exists an unique anti-unitary operator U 0 :
for all t ∈ IT ; Then we have backward Markov property for s ≤ t:
PROOF: Properties (a) -(c) are evident by our construction of anti-unitary operator U 0 . Backward weak Markov property follows once we use U 0 for push forward method from forward weak Markov property of dual forward Weak Markov processes. Last part also follows via U 0 as we have
Exploring Markov property of both forward and backward processes, Tomita's duality also ensures the following Hunt duality theorem.
PROOF: We refer to Proposition 3.7 in [Mo2] . Note that it only needs weak Markov property for both forward and backward processes and Tomita's duality relation at fiber at t ∈ IT .
THEOREM 2.4: The following statements are equivalent:
(a) For each t ≥ 0, there exist a contractive element x t ∈ A 0 so that for each s ≥
PROOF: That (a) and (b) are equivalent follows from Theorem 2.1 as separating property of Ω for A 0 will ensure that Ω is cyclic for commutant of A 0 and thus x s+t τ t (x)Ω → φ 0 (x)Ω in strong topology is equivalent to Then G = def {x :τ t τ t (x) = x : t ≥ 0} which is equal to {x :
PROOF: We consider the dynamics (G, τ t , φ 0 ). By Proposition 2.2 (a) in
[Mo2] there exists a conditional expectation E : A → G onto G and modular group (σ t : t ∈ IR) commutes with (τ t : t ≥ 0) on G. We claim that (G 0 , τ t , φ 0 ) satisfies Kolmogorov's property. As a first step we verify that
for all x, y ∈ A 0 as follows:
We fix any y ≥ 0 so that φ 0 (y) = 1 and consider the normal state φ(x) = φ 0 (J yJ x) on A 0 and compute the following simple steps
For more general y we write it as a linear combination of possibly four such non-negative elements and use linearity of the maps involved to complete the proof of the claim. We write now
and note that we have shown that ∆
So far x ∈ A but now we will restrict x to G. Since modular group (σ s : s ∈ IR)
commute with (τ t : t ≥ 0) on G, weak * dense subspace of analytic elements [BR1, Proposition 2.5.22 ] of the form {x n = n π σ s (x)e −ns 2 ds : n ≥ 1, x ∈ G} are also preserved by (τ t : t ≥ 0).
Thus we legitimately write taking
)Ω for such analytic elements x ∈ G for (σ s ). Thus we conclude that τ t (x) → φ 0 (x) in strong operator topology for a weak * dense sub-space of G of analytic elements G a of modular group (σ s ). Now we remove the restriction on x to be an analytic element as [
is a family of contraction on the GNS space associated with φ 0 .
However since τ t (x * )τ t (x) = τ t (x * x) for all t ≥ 0 for x ∈ G, by invariance of the state we have φ 0 (x * x) = |φ 0 (x)| 2 and thus faithful property of φ 0 says that In the Appendix we have an example of a translation invariant pure state
and A 0 = π ω (B 0 ) ′′ i.e. the state ω is faithful on B 0 . In such a case τ t : A 0 → A 0 is a semi-group of endomorphisms. This in particular shows that Kolmogorov property is not guaranteed by purity property in general. Further F = def {x :
says however G is trivial and thus modular group plays a non-trivial role in such a situation. The question that we now focus how situation changes when is given as in Theorem 2.4. Then strong mixing property also implies Kolmogorov's property for (A 0 , τ t , φ 0 ). In such a case the following hold:
PROOF: Separating property of Ω for A 0 ensures that strong mixing property of (S t ) is equivalent to convergence of τ t (x) → φ 0 (x)I as t → ∞ in weak operator topology for each x ∈ A 0 [AM]. Whereas Kolmogorov property is equivalent to convergence of τ t (x) → φ 0 (x)I as t → ∞ in strong operator topology. We claim under our assumption on A 0 these two convergence are equivalent. We will make use of dilation described in Theorem 2.1. A direct proof is not visible. As a first step of the proof, we first consider the case where
We identify A 0 to direct sum k≥1 B(H k ) where each H k is a complex separable Hilbert space. Let p be a finite dimensional projection on A 0 . p being a compact operator, weak convergence of τ n (x) ensures that pτ n (x) → pφ(x) as n → ∞ in strong operator topology. We claim that j −n (p) → φ(p)|Ω < Ω| as n → ∞ in weak operator topology. The claim follows trivially once we recall by (2.4)
where finite support of x, y is (m 1 , m 2 , ..., m k ) and n ≥ −m 1 with elements
Let {p k : k ≥ 1} be a sequence of finite dimensional increasing projections in H 1 so that p k → I as k → ∞ in strong operator topology ( such a sequence exists as A 0 is type-I with center completely atomic ). We claim that there exists a sub-sequence n k : k ≥ 1 of natural numbers so that
as n → ∞ in strong operator topology. It is enough if we show convergence in weak operator topology as limit is also a projection.
Fix any vector f ∈ H i.e. in the dilated space described in Theo-
We can extract a sub-sequence independent of the vector f by fixing a countable dense subset for H and apply Cantor's method first to get a sub-sequence n k such that < f, |Ω >< Ω|−j −n k (p k )f >→ 0 for all f in a countable dense set for H, which is separable as H 0 is so (Proposition 2.7 (a) ). Since the family of operators involved are uniformly bounded, we conclude that j −n k (p k ) → |Ω >< Ω| in weak and so strong operator topology.
We recall Q = s.lim n→∞ F −n] and Q ≥ |Ω >< Ω|. We claim now that Q = |Ω >< Ω|. Suppose not. Then we will have unite vector f ∈ H such that < f, Ω >= 0 and |f >< f | ≤ Q. We claim that there exists a sequence of positive contractive elements y n ∈ A 0 = B(H 1 ) of finite rank such that j −n (y n ) → |Ω >< Ω| as n → ∞ in strong operator topology. To that end we consider the * -sub-algebra A Since ∨ n∈Z Z A [n = B(H), we can use Kaplansky's density theorem to get positive contractive elements Y n ∈ A F [−n so that Y n → |f >< f | as n → ∞ in strong operator topology. We set y n ∈ A 0 so that j −n (y n ) = F −n] Y n F −n] and check that j −n (y n ) → Q|f >< f |Q = |f >< f | in strong operator topology.
By our construction, we have y n ∈ A F 0 . Let p k be the support projection of the elements 1≤m≤k y m . So in particular each p k is a finite rank projection and
where we have used n k ≥ k by our construction for p n k ≥ p k and taking strong operator limit on both side we get |f >< f | = |f >< f ||Ω >< Ω| = 0. This brings a contradiction. This completes the proof when IT is discrete i.e. Z Z.
For continuous case we note by Kadison-Schwarz inequality τ t (x * )τ t (x) ≤ τ t (x * x) for all x ∈ A 0 and so φ 0 (τ t (x * )τ t (x)) ≤ φ 0 (x * x) by invariance of the state. In particular we have
we show φ 0 (τ tn (x * )τ tn (x)) → |φ(x)| 2 as n → ∞ for some fixed t > 0. This completes the proof for IT = IR.
That F is trivial von-Neumann algebra follows as Kolmogorov's property says now φ 0 (x * x) = |φ 0 (x)| 2 for all x ∈ F and φ 0 being faithful x = φ 0 (x)I.
The following result is a stronger version of a result obtained in [Mo3].
THEOREM 2.9: Let A 0 be also a factor as in Proposition 2.7. If ψ [−∞ is pure then A 0 is not a type-II factor.
PROOF:
We need to rule out the possibility for A 0 to be type-II factor. If so then we fix a finite projection say p in A 0 and j 0 being a faithful representation 
Furthermore {k t (x) : x ∈ Z 0 , t ∈ IR} is a commutative family.
PROOF: For (a) we refer to Proposition 3.7 in [Mo2]. That k t (x) is a well defined isometry for an isometry x ∈ Z 0 as commuting property of x with any element in A 0 will ensure by (2.1) that λ → i t (x)λ is inner product preserving.
For an arbitrary element x ∈ Z 0 , we extend by linearity decomposing x into isometric elements. It is obvious that
′ . Hence by Haag duality ( Theorem 3.2 (a) ) we get k t (x) is an element in the center of A [t .
It is clearly one to one and unital. We are left to show it's onto property.
Let X be an element in the center of A [t . By (2.7) i.e.
for all y ∈ A 0 and so j t (xy) = j t (yx) for all y ∈ A 0 . j t being injective we get that x ∈ Z 0 . Thus we conclude Thus the center Z 0 determines a commutative von-Neumann algebra C = {k r (x) : x ∈ Z 0 , r ∈ IR} ′′ and x ∈ Z 0 → k t (x) is a stationary classical process.
Let E s] : C → C s] be the norm one projection on the commutative sub-algebra
The question that we are facing now: Is {k t (x) : x ∈ Z 0 } a Markov process? In the present framework we say (k t ) is a
One would be tempted to answer affirmatively. In the following text we investigate in details this delicate property. If
and s ≤ t then we could write
determined uniquely by x as k s is an injective map. By stationary property we also have p s,t (x) = p s+r,t+r (x) for any r ∈ IT and s ≤ t. Thus we can write p s,t (x) = p t−s (x) for some positive unital map p t : Z 0 → Z 0 , where t ≥ 0.
Further
) and so p t = p s p t−s on Z 0 . Thus (p t : t ≥ 0) is a semi-group of unital positive map on Z 0 where p 0 = 1. For any t ≥ 0 and x, y ∈ Z 0 we also have
and thus
where E Z 0 is the norm one projection from A 0 to its center Z 0 . Such a conditional expectation exists [Ta,AcC] as the center remains invariant by an automorphism, in particular by the modular automorphism group associated with the faithful normal state φ 0 . Thus simplest situation when τ commutes with
Otherwise the necessary condition, that the maps
is a one parameter semi-group, is not evident. This suggest that the problem is far from being simple. In the following we include a sufficient condition.
THEOREM 2.11: Let A ′ 0 = Z 0 then k t : Z 0 → C defined in Theorem 2.10 is a classical Markov process.
PROOF: By duality relation we have φ 0 (xτ t (y)) = φ 0 (τ ′ t (x)y) for all x ∈ A ′ 0 and y ∈ A 0 and as A ′ 0 = Z 0 we get φ 0 (xτ t (y)) = (xp t (y)) for all x, y ∈ Z 0 where p t : Z 0 → Z 0 is a unital positive map. Thus by repeating the above steps, we also have
for all x, y ∈ M and t 1 ≤ t 2 .. ≤ t n . Thus (k t ) is isomorphic to a classical Markov process and so k t is itself a Markov process and p t = E Z 0 τ t on Z 0 for all t ≥ 0. (by interchanging the role of τ andτ ).
In case A 0 is a commutative von-Neumann algebra both weak Kolmogorov and Kolmogorov's property coincides as modular operator is trivial and the argument used in the faulty proof given for Theorem 3.4 in [Mo2] goes through due to triviality of modular operator. On the other hand weak Kolmogorov property of (τ t ) implies in particularτ t (x) → φ 0 (x) in weak operator topology and so by duality τ t (x) → φ 0 (x) in weak operator topology as t → ∞. Let B 0 be a C * algebra, (λ t : t ≥ 0) be a semi-group of injective endomorphisms and ψ be an invariant state for (λ t : t ≥ 0). We extend (λ t ) to an automorphism on the C * algebra B [−∞ of the inductive limit
and extend also the state ψ to 
is a quantum dynamics of endomorphisms. Let 
′′ is a monotonically decreasing sequence of projections as t → −∞. Let projection Q be the limit. Thus
pure. We aim to investigate when Q is pure i.e. Q = |Ω >< Ω|.
To that end we set von-Neumann algebra
It is a routine work to check that (k t : t ∈ IT ) is the unique up to isomorphism ( in the cyclic space of the vector Ω generated by the von-Neumann algebra {k t (x) : t ∈ IT, x ∈ N 0 } ) forward weak Markov process associated with (N 0 , η t , ψ 0 ) where
It is minimal once restricted to the cyclic space generated by the process. Thus Q = |Ω >< Ω| when restricted to the cyclic subspace of the process if and only
PROPOSITION 3.1: Let G 0] be the cyclic subspace of the vector Ω gen-
is an homomorphism and the range is isomorphic to π 0 (B 0 ) ′′ , where (H π 0 , π 0 ) is the GNS space associated with (B 0 , ψ).
(b) Identifying the range of h with π 0 (B 0 ) ′′ we have
for all X ∈ π(B [0 ) ′′ and t ≥ 0.
(c) Let P be the support projection of the state ψ in von-Neumann algebra π 0 (B 0 ) ′′ and A 0 = P π 0 (B 0 ) ′′ P . We set τ t (x) = P λ t (P xP )P for all t ≥ 0, x ∈ A 0 and ψ 0 (x) = ψ(P xP ) for x ∈ A 0 . Then
(ii) h(η t (x)) = τ t (h(x)) for all t ≥ 0.
The map π(X)Ω → π 0 (X)Ω 0 has an unitary extension which in- we also check that h(
for all t ≥ 0.
THEOREM 3.2:
ψ [−∞ is a pure state if and only if for each t ≥ 0, there exists contractive elements x t ∈ A 0 such that for each s ≥ 0,
Hence Q 0 = |Ω >< Ω| if and only if Q 0 = |Ω >< Ω| on the cyclic subspace generated by {k t (x), t ∈ IT, x ∈ A 0 }. Theorem 2.4 says now that Q 0 = |Ω >< Ω| if for each s ≥ 0 we have ψ 0 (η t (x)x * s+t x s+t η t (y)) → ψ 0 (x)ψ 0 (y) as t → ∞ for all x, y ∈ N 0 . Since h is a homomorphism and hη t (x) = τ t (h(x)), For the converse we use Kaplansky's density theorem to ensure contractive
′′ so that X t → |Ω >< Ω| as t → ∞ in strong operator topology. Now we set k −t (x t ) = F −t] X t F −t] ∈ A [−t and since k −t (x t ) → |Ω >< Ω| as t → ∞ in strong operator topology we have k −t (x * t x t ) → |Ω >< Ω| in weak operator topology. This completes the proof once we compute <
) for any t ≥ s and x, y ∈ A 0 . 
PROOF: For any fix
|Ω >< Ω| if and only if Q = |Ω >< Ω| on the cyclic subspace generated by {k t (x), t ∈ IT, x ∈ A 0 }. Theorem 3.5 says now that Q = |Ω >< Ω| if and only
Since h is a homomorphism and hη t (x) = τ t (h(x)), we also have h(η t (x)η t (y)) = τ t (h(x))τ t (h(x)). As φ 0 • h = ψ 0 we complete the proof. Let D = {1, 2, ., d} be a finite set with d ≥ 1 and p : D × D → [0, 1] be a transition probability matrix which admits a stationary probability measure µ :
Let Z Z be the set of integers and {X n : n ∈ Z Z} be the two sided stationary Markov process or chain defined on a probability space (D Z Z , F , P µ ) where
the product set with D n = D and F be the σ−fields generated by the cylinder subsets of D Z Z and X n (ζ) = ζ n with P{ζ; X n+1 (ζ) = j|X n (ζ) = i} = p i j . Let F n] be the σ−field generated by the Markov process upto time n i.e. 
, P µ ) for each n ∈ Z Z and S n : n ∈ Z Z be the right shift unitary op-
the n-shift which preserves the probability measure P µ . Thus X n can be viewed However the isomorphism that inter-twins the Kolmogorov's shifts with equal positive dynamical entropy, need not inter-twin the filtration generated by the processes. However one gets finite correlation which we will explain in the following text.
Kolmogorov property is equivalent to F n] ↓ P Ω in strong operator topology as n → ∞, where P Ω is the orthogonal projection on constant functions on D Z Z . In such a case the projection F n] − P Ω together with shifts S n restricted to I − P Ω give rises to a system of imprimitivity for the group Z Z in the sense of G. W. Mackey. So by Mackey theorem (S n (I − P Ω ),
unitary equivalent to direct sum of copies of standard shifts on L 2 (Z Z). Thus the number of copies that appears in the direct sum is also an invariance for associated imprimitivity system. A natural question: how this new invariance which inter-twins filtration is related to Kolmogorov-Sinai's invariance of dynamical entropy which may not preserve filtration? We will prove that these two invariance rather then competing with each other they are complementing each other as invariance for the shift.
be the uniformly hyper-finite C * -algebra over the lattice
where θ is the translation induced by n → n + 1 for all n ∈ Z Z.
The product Bernoulli state µ ∞ = ⊗ Z Z µ on C(D Z Z ) has several HannBanach translation invariant extension to B where C(D Z Z ) is viewed as a C * -sub-algebra consists of product of diagonal matrices in B with respect to an orthonormal basis (e i ) for IC d . Let ρ be a state on M d so that ρ(|e j >< e j |) = µ j .
One trivial possibility is to take ρ(|e i >< e j |) = δ i j µ j . In such a case ρ is not a pure state unless µ j = 1 for some j ∈ D and associated product state on B includes in particular canonical tracial state on B for a suitable choice namely
. Otherwise we will have type-III λ factor for λ ∈ (0, 1) [Po] . In general we can choose a Hann-Banach extension of the Bernoulli measure to a product state on B so that it's mean entropy takes values a prescribed number between 0 and j −µ j ln(µ j ). One can choose a unit vector λ = (λ j ) in IC n and set pure state ρ λ (|e i >< e j ) =λ i λ j where µ j = |λ j | 2 . Associated product states ω λ = ⊗ρ λ is a pure state. A translation invariant state ω on B is said to be
Bernoulli if ω is a product state and pure on B. Such a Bernoulli state on B is equal to ω λ for some unit vector λ ∈ IC. It is a simple observation that two such pure product states give rises to isomorphic translation dynamics.
Let ω be as before a translation invariant state on B and E be the support projection of ω in π(B R ) ′′ in the GNS space (H π , π, Ω) associated with (B, ω)
and set E n] = θ n (E) for all n ∈ Z Z. So θ n (E) is the support projection of ω in
. We say ω admits Kolmogorov's property if
. In such a case restriction of (S n , E n] ) on |Ω >< Ω| ⊥ = I − |Ω >< Ω| give rises to a Mackey system of imprimitivity for the group Z Z and I H ⊖ |Ω >< Ω| can decomposed into copies of l 2 (Z Z) and restriction of S n is isomorphic to the standard shift. We say number of copies that appear in the decomposition as Mackey's index for Let (B k , θ k , ω k ) with k = 1, 2 be two C * -dynamical systems where B k are C * -algebras and θ k : B k → B k are automorphisms preserving state ω k respec-
′′ be the associated automorphisms where 
′′ Ω]. We claim that θ(E)−E is infinite dimensional. That θ(E)−E = 0 follows as θ n (E) ↑ I as n ↑ ∞ and θ n (E) ↓ |Ω >< Ω| as n ↓ −∞. We choose a unit vector f ∈ θ(E) − E and thus in particular f ⊥ Ω since θ(E)Ω = Ω. We
and F ⊥ E as f ⊥ Ω. Thus F ≤ θ(E) − E. We claim that F is an infinite dimensional subspace as otherwise we find a finite dimensional representation of B R on F by restricting the representation π of B L to F . That contradicts simplicity of B L as a C * -algebra.
The proof uses Haag duality property but one may as well get a proof of Proposition 4.1 without using it as follows. Since proof given for Haag duality
is not yet published and proof given in [KMSW] is faulty (see [Ma3] for comments on it ), in the following we use filtration generated by F to give an alternative proof.
Let E be the support projection of ω as before in
as well give rises to a system of imprimitivity with action of translation i.e. Now we conclude this section comparing isomorphic class in quantum situation with that of classical situation studied by [Or] . Any isomorphism between the space of continuous functions on two compact Hausdorff Bernoulli spaces Rather then dealing with a more general C * -algebraic frame work, we investigate translation invariant states on
B is also the inductive limit C * algebra of the commuting endomorphism of shifts in positive direction of each axis on
Let ω be a translation invariant state on B and (H, π, Ω) be the associated GNS space. Let E be the support projection of ω in π ω (B 0 ) ′′ i.e.
. Invariance property will ensure that ω(Eθ n (I − E)E) = 0 and for all n ≥ 0, θ n (E) being an element in π ω (B 0 ) ′′ , we conclude that Eθ n (I − E)E = 0 and so θ n (E) ≥ E for all n ≥ 0. ω is said to be Kol-
Let (H 0 , π ω 0 , Ω 0 ) be the GNS space associated with (B 0 , ω 0 ) where ω 0 is the restriction of ω to B 0 and P be the support projection of ω 0 in π ω 0 (B 0 ) ′′ i.e.
Once more we will have sub-normal property θ n (P ) ≥ P for all n ≥ 0 and P θ n (X)P = P θ n (P XP )P for all X ∈ π ω (B 0 ) ′′ and n ≥ 0. We also set τ n (x) = P θ n (P xP )P for all n ∈ Z Z k + for all x ∈ A 0 which we take as the corner von-Neumann
..τ 
We also set N 0 = E 0 π ω (B [0 )) ′′ E 0 where i n : B 0 → B [n is the injective map in the directed limit set of C * -algebras. We set j t : N 0 → B(H) injective homomorphism defined by
As in Proposition 3.1 we also have h(N 0 ) = A 0 and h • η t (x) = τ t (h(x)) for all x ∈ N 0 and t ≥ 0 via the co-variance relation h
We now set a net of von-Neumann algebras
By von-Neumann's density theorem ω is pure if and only if
Though we do not have a global weak Markov property, we do have weak Markov property in a totally ordered subset of the lattice. The crucial point that by our construction we still have
which essentially takes over the role of weak Markov property and makes it enough to investigate asymptotic behavior of ω on B. In the following we sum up our results on higher dimensional lattice.
(a) ω is Kolmogorov if and only if τ t (x) → φ 0 (x) in strong operator topology as t → ∞ for all x ∈ A 0 where φ 0 (x) =< Ω 0 , P xP Ω 0 >.
(b) ω is pure if there exists a sequence of elements x n ∈ A 0 and t n ∈ Z Z k such that for each s ∈ Z Z k we have x n τ s−tn (x) → φ 0 (x) in strong operator topology as t n → −∞ for all x ∈ A 0 .
(c) If ω is pure then π ω (B 0 ) ′′ is either type-I or a type-III factor. Mean entropy of such an element ω with Kolmogorov's property is zero.
PROOF: For (a) we check the following steps for X, Y ∈ A [s with notation j s (x) = E s XE s and j s (y) = E s Y E s for some x, y ∈ N 0 : for all t ≤ s < XΩ, E t Y Ω >=< E t E s XE s E t Ω, E t E s Y E s E t Ω > < j t (η s−t (x))Ω, j t (η s−t (y))Ω > = φ 0 (η s−t (x * )η s−t (y)) → φ 0 (x * )φ 0 (y)
as t → −∞ where the last limit holds if and only if η t (x) → φ 0 (x) strongly as t → ∞ for each x ∈ A 0 by separating property of Ω for A 0 . Now use h to complete the proof for (a).
(b) follows along the same line of Theorem 2.1 aided with Kaplansky's density theorem and E t A [t E t = j t (N 0 ) to ensure purity is equivalent to existence of an element x n ∈ A 0 and t n ∈ Z Z k such that j tn (x n ) → |Ω >< Ω| in strong operator topology. We may identify N 0 with A 0 via the isomorphism. Rest of the proof also goes along the same line that of Theorem 2.1 with little modification that we used here for Kolmogorov's property.
Proof of (c) goes along the same line of Theorem 3.4. We give here an outline. Suppose not i.e. π ω (B 0 ) ′′ is a type-II factor and then so is A 0 = P π ω (B 0 ) ′′ P . Let p be a finite projection in A 0 . Then j 0 (p) is also a finite projection in A [t for all t ≤ 0. So by purity we have j 0 (p)(∨ t≤0 A [t )j 0 (p) is equal to the set of bounded operators on j 0 (p). Once again for each t ≤ 0, M t = j 0 (p)A [t j 0 (p) is a type-II 1 factor and ∨ t≤0 M t admits a faithful trace [Di] and so we brings a contradiction as in Theorem 3.4.
Proof of (d) also follows along the same line of the proof for Theorem 2.7 once we note that the steps where we used weak Markov process can be replaced by the relation E t A [t E t = j t ( Any translation invariant pure state on B with Kolmogorov's property give rises to a Mackey's system of imprimitivity with relation S m (E n ⊖ |Ω >< Ω|)S * m = E n+m − |Ω >< Ω| for the locally compact abelian group Z Z k with Mackey index ℵ 0 , where S n is the unitary operator on the GNS space implementing the shift θ n . That it is of index ℵ 0 follows along the same line since B 0 is a simple infinite dimensional C * -algebra being the inductive limit of simple matrix C * algebra. Thus the result follows by an application of Mackey's theorem for the group Z Z k which ensures an inter-twiner operator between two such dynamics.
6 Appendix:
Here we give a sketch leaving details as it requires quite a different involved framework to prove our claim that the unique ground state ω XY of H XY
[AraMa] model when restricted to one side of the chain B R ( or B L ) is faithful.
We refer to Chapter 6 of the monograph [EvKa] for details on the mathematical set up for the Fermion algebra and what follows now is based on [Ma3] . Let H be a complex separable infinite dimensional Hilbert space (H = L 2 (R)) and consider the universal simple unital C * -algebra A F generated by {a(f ) : f ∈ H} over H where a : H → A F is a conjugate linear map satisfying a(f )a(g) + a(g)a(f ) = 0 a(f )a(g) * + a(g) * a(f ) =< g, f > 1
For an orthonormal basis {e j : j ∈ Z Z} for H we fix an unitary operator U : e j → e j if j > 1 otherwise −e j . The universal property of CAR algebra ensures an automorphism α − on A F via the second quantization a(f ) → a(Uf )
i.e. a(e j ) → a(e j ) if j ≥ 1 otherwise a(e j ) → −a(e j ) for j ≤ 1, where e j (i) = δ Now by a lemma of Antony Wassermann [Wa, page 496] we have the following. Since the closed real subspace K = {f ∈ H : f (x) = f (x)} which we identify with the closed subspace generated by {e j : j ≥ 1} satisfies the condition K + iK dense in H ( we have equality ) and K iK = {0}, we get Ω is also cyclic and separating for π(A 
