We study the problem of testing conditional independence for discrete distributions. Specifically, given samples from a discrete random variable (X , Y , Z ) on domain [Λ 1 ] × [Λ 2 ] × [n], we want to distinguish, with probability at least 2/3, between the case that X and Y are conditionally independent given Z from the case that (X , Y , Z ) is ε-far, in ℓ 1 -distance, from every distribution that has this property. Conditional independence is a concept of central importance in probability and statistics with a range of applications in various scientific domains. As such, the statistical task of testing conditional independence has been extensively studied in various forms within the statistics and econometrics communities for nearly a century. Perhaps surprisingly, this problem has not been previously considered in the framework of distribution property testing and in particular no tester with sublinear sample complexity is known, even for the important special case that the domains of X and Y are binary.
INTRODUCTION 1.Background
Suppose we are performing a medical experiment. Our goal is to compare a binary response (Y ) for two treatments (X ), using data obtained at n levels of a possibly confounding factor (Z ). We have a collection of observations group in strata (fixed values of Z ). The stratified data are summarized in a series of 2×2 contingency tables, one for each strata. One of the most important hypotheses in this context is conditional independence of X and Y given Z . How many observations (X , Y , Z ) do we need so that we can confidently test this hypothesis?
The above scenario is a special case of the following statistical problem: Given samples from a joint discrete distribution (X , Y , Z ), are the random variables X , Y independent conditioned on Z ? This is the problem of testing conditional independence -a fundamental statistical task with a variety of applications in a variety of fields, Conditional independence is an important concept in probability theory and statistics, and is a widely used assumption in various scientific disciplines [17] . Specifically, it is a central notion in modeling causal relations [43] and of crucial importance in graphical modeling [39] . Conditional independence is, sometimes, a direct implication of economic theory. A prototypical such example is the Markov property of a time series process. The Markov property is a natural property in time series analysis and is broadly used in economics and finance [27] . Other examples include distributional Granger non-causality [31] -which is a particular case of conditional independence -and exogeneity [5] .
Given the widespread applications of the conditional independence assumption, the statistical question of testing conditional independence has been studied extensively for almost a century. In 1924, R. A. Fisher [28] proposed the notion of partial correlation coefficient, which leads to Fisher's classical z-test for the case that the data comes from a multivariate Gaussian distribution. For discrete distributions, conditional independence testing is one of the most common inference questions that arise in the context of contingency tables [2] . In the context of graphical models, conditional independence testing is a cornerstone in the context of structure learning and testing of Bayesian networks (see, e.g., [9, 36, 37, 47] and references therein). Finally, conditional independence testing is a useful tool in recent applications of machine learning involving fairness [32] .
One of the classical conditional independence tests in the discrete setting is the Cochran-Mantel-Haenszel test [13, 35] , which requires certain strong assumptions about the marginal distributions. When such assumptions do not hold, a common tester used is a linear combination of χ -squared testers (see, e.g., [2] ). However, even for the most basic case of distributions over {0, 1} 2 × [n], no finite sample analysis is known. A recent line of work in econometrics has been focusing on conditional independence testing in continuous settings [6, 18, 19, 29, 33, 34, 42, 44-46, 49, 51] . The theoretical results in these works are asymptotic in nature, while the finite sample performance of their proposed testers is evaluated via simulations.
In this paper, we will study the property of conditional independence in the framework of distribution testing. The field of distribution property testing [3] has seen substantial progress in the past decade, see [8, 30, 41] for two recent surveys and books. A large body of the literature has focused on characterizing the sample size needed to test properties of arbitrary distributions of a given support size. This regime is fairly well understood: for many properties of interest there exist sample-efficient testers [1, 7, 11, 12, 20-22, 24, 30, 38, 48] . Moreover, an emerging body of work has focused on leveraging a priori structure of the underlying distributions to obtain significantly improved sample complexities [4, 9, [14] [15] [16] [23] [24] [25] ].
Our Contributions
Rather surprisingly, the problem of testing conditional independence has not been previously considered in the context of distribution property testing. In this work, we study this problem for discrete distributions and provide the first conditional independence tester with sublinear sample complexity. To complement our upper bound, we also provide information-theoretic lower bounds establishing that the sample complexity of our algorithm is optimal for a number of important regimes. To design and analyze our conditional independence tester, we employ a variety of tools, including an optimal (unbiased) estimator for the following statistical task of independent interest: Given a degree-d polynomial Q : R n → R and sample access to a distribution p over [n], estimate Q(p 1 , . . . , p n ) up to small additive error.
In this section, we provide an overview of our results. We start with some terminology. We denote by ∆(Ω) the set of all distributions over domain Ω. For discrete sets X, Y, Z, we will use P X, Y |Z to denote the property of conditional independence, i.e.,
We say that a distribution p ∈ ∆(X × Y × Z) is ε-far from P X, Y |Z , if for every distribution q ∈ P X, Y |Z we have that d TV (p, q) > ε.
We study the following hypothesis testing problem:
Given sample access to a distribution p over X × Y × Z, with |X| = Λ 1 , |Y| = Λ 2 , |Z| = n, and ε > 0, distinguish with probability at least 2/3 between the following cases:
• Completeness: p ∈ P X, Y |Z .
• Soundness: d TV (p, P X, Y |Z ) ≥ ε.
Even though the focus of this paper is on testing under the total variation distance metric (or equivalently the ℓ 1 -distance), we remark that our techniques yield algorithms under the mutual information metric as well, near-optimal for a wide range of parameters. The interested reader is referred to Section 6 for a short description of these implications.
The property of conditional independence captures a number of other important properties as a special case. For example, the n = 1 case reduces to the property of independence over [Λ 1 ]×[Λ 2 ], whose testing sample complexity was resolved only recently [22] . Arguably the prototypical regime of conditional independence corresponds to the other extreme. That is, the setting that the domains X, Y are binary (or, more generally, of small constant size), while the domain Z is large. This regime exactly captures the well-studied and practically relevant setting of 2 × 2 ×n contingency tables (mentioned in the motivating example of the previous section). For the setting where X, Y are small, our tester and our sample complexity lower bound match, up to constant factors. Specifically, we prove: samples.
To the best of our knowledge, prior to our work, no o(n) sample algorithm was known for this problem. Our algorithm is quite simple: For every fixed value of z ∈ [n], we consider the conditional distribution p z . Note that p z is a distribution over X × Y. We construct an unbiased estimator Φ of the squared ℓ 2 -distance of any distribution on X × Y from the product of its marginals. Our conditional independence tester uses this estimator in a black-box manner for each of the p z 's. In more detail, our tester computes a weighted linear combination of Φ(p z ), z ∈ [n], and rejects if and only if this exceeds an appropriate threshold.
To obtain the required unbiased estimator of the squared ℓ 2distance, we observe that this task is a special case of the following more general problem of broader interest: For a distribution p = (p 1 , . . . , p n ) and an polynomial Q : R n → R, obtain an unbiased estimator for the quantity Q(p 1 , . . . , p n ). We prove the following general result: Theorem 1.3. For any degree-d polynomial Q : R n → R and distribution p over [n], there exists a unique and explicit unbiased estimator U N for Q(p) given N ≥ d samples. Moreover, this estimator is linear in Q and its variance is at most
which itself can be further bounded as a function of Q + , the degree-d polynomial obtained by taking the absolute values of all the coefficients of Q, and its partial derivatives.
We note that Theorem 1.3 can be appropriately extended to the setting where we are interested in estimating Q(p, q), where p, q are discrete distributions over [n] and Q is a real degree-d polynomial on 2n variables.
In addition to being a crucial ingredient for our general conditional independence tester, we believe that Theorem 1.3 is of broader interest. In a number of distribution testing problems, we need unbiased estimators for some specific polynomial Q of a distribution p (or a pair of distributions p, q). For example, the ℓ 2 -tester of [12] (which has been used as a primitive to obtain a wide range of sample-optimal testers [22] ) is an unbiased estimator for the squared ℓ 2 -distance between two distributions p, q over [n]. While designing such an unbiased estimator may be relatively simple, its analysis is typically highly non-trivial. Specifically, obtaining tight bounds for the variance of such estimators has been a major technical hurdle in distribution testing. As an important contribution of this work, we develop a general theory providing tight variance bounds for all such estimators.
The conditional independence tester Theorem 1.2 straightforwardly extends to larger domains X, Y, alas its sample complexity becomes at least linear in the size of these sets. To obtain a sublinear tester for this general case, we require a number of additional 
where we assume without loss of generality
The expression of the sample complexity in Theorem 1.4 may seem somewhat unwieldy. In an attempt to interpret this bound, we consider several important special cases of interest:
• For Λ 1 = Λ 2 = O(1), (1) reduces to the binary case for X , Y , recovering the tight bound of Theorem 1.2. • For n = 1 (and Λ 1 ≥ Λ 2 ), (1) recovers the optimal sample complexity of independence testing, i.e., [22] ).
• For Λ 1 = Λ 2 = n (and ε = Ω(1)), the sample complexity of (1) becomes O(n 7/4 ). In Theorem 1.5 below, we show that this bound is optimal as well. We conclude with the aforementioned tight sample lower bound for constant values of ε, in the setting where all three coordinates are of approximately the same cardinality: Theorem 1.5. Any tester for T (n, n, n, 1/20) requires Ω(n 7/4 ) samples.
Some Notation
For n ∈ N, we write [n] for the set {1, . . . , n}, and log for the binary logarithm. A probability distribution over discrete domain Ω is a function p : Ω → [0, 1] such that ∥p∥ 1 := ω ∈Ω p(ω) = 1. We denote by ∆(Ω) the set of all probability distributions over domain Ω. Recall that for two probability distributions p, q ∈ ∆(Ω), their total variation distance is defined as d TV (p, q) := sup S ⊆Ω (p(S) − q(S)) = 1 2 ω ∈Ω |p(ω) − q(ω)| , i.e., d TV (p, q) = 1 2 ∥p − q∥ 1 . Their ℓ 2 -distance is the distance ∥p − q∥ 2 between their probability mass functions. Given a subset P ⊆ ∆(Ω) of distributions, the distance from p to P is then defined as d TV (p, P) := inf q ∈ P d TV (p, q). If d TV (p, P) > ε, we say that p is ε-far from P; otherwise, it is ε-close.
Organization
Due to space limitations, most of the proofs and many results (including the lower bounds and testing algorithms for the general case) have been deferred to the full version of this paper [10] . The structure of this extended abstract is as follows: In Section 2, we give a detailed outline of our techniques; Section 3 provides some necessary preliminaries and notation, before we describe in Section 4 our algorithm for the case of constant |X| , |Y| with a detailed sketch of its analysis. Section 5 then contains the details of our polynomial estimator bounds, and Section 6 outlines the generalization of our results to testing udner conditional mutual information.
OUR TECHNIQUES 2.1 Conditional Independence Tester for
Binary X, Y
In the case where X and Y are binary, for each bin z ∈ Z we will attempt to estimate the squared ℓ 2 -distance of the corresponding conditional distribution and the product of its conditional marginals.
In particular, if X = Y = {0, 1} the square of p 00 p 11 −p 01 p 10 , where p i j is the probability that X = i and Y = j, for Z = z, is proportional to this difference. Since this square is a degree-4 polynomial in the samples, there is an unbiased estimator of this quantity that can be computed for any value z ∈ Z from which we have at least 4 samples. Furthermore, for values of z ∈ Z for which we have more than 4 samples, the additional samples can be used to reduce the error of this estimator. The final algorithm computes a weighted linear combination of these estimators (weighted so that the more accurate estimators from heavier bins are given more weight) and comparing it to an appropriate threshold. The correctness of this estimator requires a rather subtle analysis. Recall that there are three different regimes of ε versus n in the optimal sample complexity and the tester achieves this bound without a case analysis. As usual, we require a bound on the variance of our estimator and a lower bound on the expectation in the soundness case.
On the one hand, a naive bound on the variance for our estimator for an individual bin turns out to be insufficient for our analysis. In particular, let p be a discrete probability distribution and Q(p) a polynomial in the individual probabilities of p. Given m ≥ deg(Q) independent samples from p, it is easy to see that there is a unique symmetric, unbiased estimator for Q(p), which we call U m Q. Our analysis will depend on obtaining tight bounds for the variance of U m Q. It is not hard to show that this variance scales as O(1/m), but this turns out to be insufficient for our purposes. In order to refine this estimate, we show that Var(U m Q) = R(p)/m + O(1/m 2 ), for some polynomial R for which we devise a general formula. From this point on, we can show that for our Q (or in general any Q which is the square of a lower degree polynomial) Var(U m Q) = O(Q(p)/m + 1/m 2 ). This provides us with a much sharper estimate on the variance of our estimator, except in cases where the mean is large enough that the extra precision is not necessary.
Another technical piece of our analysis is relating the mean of our estimator to the total variation distance of our distribution from being conditionally independent. In particular, our estimator is roughly the sum (over the Z-bins with enough samples) of the squared ℓ 2 distance that the conditional distribution is from being independent. When much of the distance from conditionally independence comes from relatively heavy bins, this relation is a more or less standard ℓ 1 /ℓ 2 inequality. However, when the discrepancy is concentrated on very light bins, the effectiveness of our tester is bounded by the number of these bins which obtain at least four samples, and a somewhat different analysis is required. In fact, out of the different cases in the performance of our algorithm, one of the boundaries is determined by a transition between the hard cases involving discrepancies supported on light bins to ones where the discrepancy is supported on heavy bins.
If the variables X and Y are no longer binary, our estimates for the discrepancy of an individual bin must be updated. In particular, we similarly use an unbiased estimator of the ℓ 2 distance between the conditional distribution and the product of its conditional marginals. We note however that variance of this estimator is large if the marginal distributions have large ℓ 2 norms. Therefore, in bins for which we have a large number of samples, we can employ an idea from [22] and use some of our samples to artificially break up the heavier bins, thus flattening these distributions. We elaborate on this case, and the required ingredients it entails, in the next subsection.
General Conditional Independence Tester
Assuming that we take at least four samples from any bin z ∈ Z, we can compute an unbiased estimator for the squared ℓ 2 distance between p z , the conditional distribution, and q z the product of its conditional marginals. It is easy to see that this expectation is at least ε 2 z /(|X| |Y|), where ε z is the ℓ 1 distance between the conditional distribution and the closest distribution with independent X and Y coordinates. At a high level, our algorithm takes a linear combination of these bin-wise estimators (over all bins from which we got at least 4 samples), and compares it to an appropriate threshold. There is a number of key ideas that are needed so that this approach gives us the right sample complexity.
Firstly, we use the idea of flattening, first introduced in [22] . The idea here is that the variance of the ℓ 2 estimator is larger if the ℓ 2 norms of p and q are large. However, we can reduce this variance by artificially breaking up the heavy bins. In particular, if we have m samples from a discrete distribution of support size n, we can artificially add m bins and reduce the ℓ 2 norm of the distribution (in expectation) to at most O(1/ √ m). We note that it is usually not a good idea to employ this operation for m ≫ n, as it will substantially increase the number of bins. Nor do we want to use all of our samples for flattening (since we need to use some for the actual tester). Trading off these considerations, using min(m/2, n) of our samples to flatten is a reasonable choice. We also remark that instead of thinking of p and q as distributions over |X| |Y| bins, we exploit the fact that q is a two-dimensional product distribution over |X| × |Y|. By flattening these marginal distributions independently, we can obtain substantially better variance upper bounds. Secondly, we need to use appropriate weights for our bin-wise estimator. To begin with, one might imagine that the weight we should use for the estimator of a bin z ∈ Z should be proportional to the probability mass of that bin. This is a natural choice because heavier bins will contribute more to the final ℓ 1 error, and thus, we will want to consider their effects more strongly. The probability mass of a bin is approximately proportional to the number of samples obtained from that bin. Therefore, we might want to weight each bin by the number of samples drawn from it. However, there is another important effect of having more samples in a given bin. In particular, having more samples from a bin allows us to do more flattening of that bin, which decreases the variance of the corresponding bin-wise estimator. This means that we will want to assign more weight to these bins based on how much flattening is being done, as they will give us more accurate information about the behavior of that bin.
Finally, we need to analyze our algorithm. If the bin weights are chosen appropriately, we show that the final estimator A has
where m is the number of samples we take and n is the number of bins. Furthermore, in the completeness case, we have that E[A] = 0. In order to be able to distinguish between completeness and soundness, we need it to be the case that for all distributions ε-far from conditional independence it holds that E[A] ≫ min(n, m). We know that if we are ε-far from conditional independence, we must have that z ε z w z ≫ ε, where w z is the probability that Z = z. In order to take advantage of this, we will need to separate the Z -bins into four cases based on the size of the w z . Indeed, if we are far from conditional independence, then for at least one of these cases the sum of ε z w z over bins of that type only will be ≫ ε. Each of these four cases will require a slightly different analysis:
• Case 1: w z < 1/m. In this case, the expected number of samples from bin z is small. In particular, the probability of even seeing 4 samples from the bin might well be small. Here, the expectation is dominated by the probability that we see enough samples from the bin. • Case 2: 1/m < w z < |X| /m: In this case, we are likely to get our 4 samples from the bin, but probably will get fewer than |X|. This means that our flattening will not saturate either of the marginal distributions and we can reduce the squared ℓ 2 norm of q by a full factor of m z (where m z is the number of samples from this bin). • Case 3: |X| /m < w z < |Y| /m. In this case, we are likely to saturate our flattening over the X -marginal but not the Y -marginal. Thus, our flattening only decreases the ℓ 2 norm of the conditional distribution on that bin by a factor of |X| m z . • Case 4: |Y| /m < w z : Finally, in this case we saturate both the X -and Y -marginals, so our flattening decreases the ℓ 2 norm by a factor of |X| |Y|.
Within each sub-case, the expectation of A is a polynomial in m, |X| , |Y| multiplied by the sum over z ∈ Z of some polynomial in ε z and w z . We need to bound this from below given that z ε z w z ≫ ε, and then set m large enough so that this lower bound is more than min(n, m). We note that only in Case 1, is the case where m < n relevant. Thus, our final bound will be a maximum over the 4 cases of the m required in the appropriate case.
Sample Complexity Lower Bound
Construction for Binary X, Y
We begin by reviewing the lower bound methodology we follow: In this methodology, a lower bound is shown by adversarially constructing two distributions over pseudo-distributions (i.e., finite measures, not necessarily summing to one). Specifically, we construct a pair of ensembles D and D ′ of pairs of nearly-normalized pseudo-distributions such that distributions from D have the desired property and from D ′ are ε-far from it with high probability, and such that Poisson(s) samples from a distribution are insufficient to reliably determine from which ensemble the distribution was taken from, unless s is large enough.
To formally prove our lower bounds, we will use the mutual information method, as in [22] . In this section, we provide an intuitive description of our sample complexity lower bound for testing conditional independence, when X = Y = {0, 1} and Z = [n]. (Our lower bound for the regime X = Y = Z = [n] is proved using the same methodology, but relies on a different construction.) We construct ensembles D and D ′ -where draws from D are conditionally independent and draws from D ′ are ε-far from conditionally independent with high probability -and show that s samples from a distribution on (X , Y , Z ) are insufficient to reliably distinguish whether the distribution came from D or D ′ , when s is small. We define D and D ′ by treating each bin z ∈ [n] of Z independently. In particular for each possible value z ∈ [n] for Z , we proceed as follows: (1) With probability min(s/n, 1/2), we assign the point Z = z probability mass max(1/s, 1/n) and let the conditional distribution on (X , Y ) be uniform. Since the distribution is conditionally independent on these bins and identical in both ensembles, these "heavy" bins will create "noise" to confuse an estimator. (2) With probability 1 − min(s/n, 1/2), we set the probability that Z = z to be ε/n, and let the conditional distribution on (X , Y ) be taken from either C or C ′ , for some specific ensembles C and C ′ . In particular, we pick C and C ′ so that a draw from C is independent and a draw from C ′ is far from independent. These bins provide the useful information that allows us to distinguish between the two ensembles D and D ′ . The crucial property is that we can achieve the above while guaranteeing that any third moment from C agrees with the corresponding third moment from C ′ . This guarantee implies that if we draw 3 (or fewer) samples of (X , Y ) from some bin Z = z, then the distribution on triples of (X , Y ) will be identical if the conditional was taken from C or if it was taken from C ′ . That is, all information about whether our distribution came from D or D ′ will come from bins of type (2) for which we have at least 4 samples, of which there will be approximately n(sε/n) 4 . On the other hand, there will be about min(s, n) bins of type (1) with 4 samples in random configuration adding noise. Thus, we will not be able to distinguish reliably unless n(sε/n) 4 ≫ min(s, n), as otherwise the "noise" due to the heavy bins will drown out the "signal" of the light ones.
To define C and C ′ , we find appropriate vectors p, q over {0, 1} 2 so that p + q and p + 3q each are distributions with independent coordinates, but p, p + 2q, p + 4q are not. We let C return p + q and p + 3q each with probability 1/2, and let C ′ return p, p + 2q or p + 4q with probability 1/8, 3/4, 1/8 respectively. If we wish to find the probability that 3 samples from a distribution r come in some particular pattern, we get f (r ) for some degree-3 polynomial f . If we want the difference in these probabilities for r a random draw from C and a random draw from C ′ , we get f (p +q)
. We note that this is proportional to the fourth finite difference of a degree-3 polynomial, and is thus 0. Therefore, any combination of at most 3 samples are equally likely to show up for some Z -bin from D as from D ′ .
To rigorously analyze the above sketched construction, we consider drawing Poisson(s) samples from a random distribution from either D or D ′ , and bound the shared information between the set of samples and the ensemble they came from. Since the samples from each bin are conditionally independent on the ensemble, this is at most n times the shared information coming from a single bin. By the above, the probabilities of seeing any triple of samples are the same for either D or D ′ and thus contribute nothing to the shared information. For sets of 4 or more samples, we note that the difference in probabilities comes only from the case where 4 samples are drawn from a bin of type (2) , which happens with probability at most O(sε/n) 4 . However, this is counterbalanced by the fact that these sample patterns are seen with much higher frequency from bins of type (1) (as they have larger overall mass). Thus, the shared information for a combination including m ≥ 4 samples will be (O(sε/n) m ) 2 /min(s/n, 1/2) · Ω(1) m . The contribution from m > 4 can be shown to be negligible, thus the total shared information summed over all bins is O(min(s, n) · (sε/n) 8 ). This must be Ω(1) in order to reliably distinguish, and this proves our lower bound.
PRELIMINARIES AND BASIC FACTS
For a distribution p we write X ∼ p to denote that the random variable X is distributed according to p. Finally, for p ∈ ∆(Ω 1 ) , q ∈ ∆(Ω 2 ) we let p ⊗ q ∈ ∆(Ω 1 × Ω 2 ) be the product distribution with marginals p and q.
Property Testing. We work in the standard setting of distribution testing: a testing algorithm for a property P ⊆ ∆(Ω) is an algorithm which, granted access to independent samples from an unknown distribution p ∈ ∆(Ω) as well as distance parameter ε ∈ (0, 1], outputs either accept or reject, with the following guarantees.
• if p ∈ P, then it outputs accept with probability at least 2/3;
• if d TV (p, P) > ε, then it outputs reject with probability at least 2/3. The two measures of interest here are the sample complexity of the algorithm (i.e., the number of samples from the distribution it takes in the worst case), and its running time.
Conditional Independence. We study the problem of testing conditional independence of discrete distributions. Let X , Y , Z be random variables over discrete domains X, Y, Z respectively. Given samples from the joint distribution of (X , Y , Z ), we want to determine whether X and Y are conditionally independent given Z , denoted by (X ⊥ Y ) | Z , versus ε-far in total variation distance from every distribution of random variables
Definition 3.1 (Conditional Independence). Let X , Y , Z be random variables over discrete domains X, Y, Z respectively. We say that X and Y are conditionally independent given Z , denoted by (X ⊥ Y ) | Z , if for all (i, j, z) ∈ X×Y×Z we have that:
For discrete sets X, Y, Z, we will denote by P X, Y | Z the property of conditional independence, i.e.,
Recall that we say that a distribution p ∈ ∆(X × Y × Z) is ε-far from P X, Y | Z , if for every distribution q ∈ P X, Y | Z we have that d TV (p, q) > ε. Fix a distribution q ∈ P X, Y | Z of minimum total variation distance to p. Then the marginals of q on each of the three coordinates may have different distributions.
We will also define testing conditional independence with respect to a different metric, namely the conditional mutual information [26, 50] . For three random variables X , Y , Z as above, the conditional mutual information of X and Y with respect to Z is defined as
i.e., as the expected (with respect to Z ) Kullback-Leibler divergence between the distributions of (X , Y ) | Z and the product of the distributions of (X | Z ) and (Y | Z ). In this variant of the problem (considered in Section 6), we will want to distinguish I (X ; Y |Z ) = 0 from I (X ; Y |Z ) ≥ ε.
Notation. Let p ∈ ∆(X × Y × Z). For z ∈ Z, we will denote by p z ∈ ∆(X × Y) the distribution defined by
By definition, for any p ∈ ∆(X × Y × Z), we have that p(i, j, z) = p Z (z) · p z (i, j). For z ∈ Z, we will denote by p z,X ∈ ∆(X) the dis-
We can now define the product distribution of the conditional marginals:
Definition 3.2 (Product of Conditional Marginals). Fix any p ∈ ∆(X × Y × Z). For z ∈ Z, we define the product of conditional marginals of p given Z = z to be the product distribution q z ∈ ∆(X × Y) defined by q z := p z,X ⊗ p z,Y , i.e., q z (i, j) = p z,X (i) · p z,Y (j). We will also denote by q the mixture of product distribu-
Basic Facts. = We start with the following simple lemma:
with equality if and only if p Z = p ′ Z .
Using Lemma 3.3, we deduce the following useful corollary:
is ε-far from P X, Y |Z , then, for every
The next lemma shows a useful structural property of conditional independence that will be crucial for our algorithm. It shows that if a distribution p ∈ ∆(X × Y × Z) is close to being conditionally independent, then it is also close to an appropriate mixture of its products of conditional marginals, specifically distribution q from Definition 3.2:
The Case Z = [n], X = Y = {0, 1}. We now focus on the case that p ∈ ∆(X × Y × Z) for X = Y = {0, 1} and Z = [n]. With the same notation we have previously established, for any z ∈ [n] we have that
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Some technical result on Poisson random variables. We state below a bound on the moments of truncated Poisson random variables, which we will rely on in our analysis. Claim 1. There exists an absolute constant C > 0 such that, for N ∼ Poisson(λ),
Moreover, one can take C = 4.22.
CONDITIONAL INDEPENDENCE TESTER: THE CASE OF CONSTANT |X|, |Y|
Let p ∈ ∆(X × Y × z). In this section, we describe and analyze our sample-optimal conditional independence tester for the case that |X|, |Y| = O(1). Our tester uses as a black-box an unbiased estimator for the ℓ 2 2 -distance between a 2-dimensional distribution and the product of its marginals. Specifically, we assume that we have access to an estimator Φ with the following performance:
for some absolute constant C > 0. Such an estimator follows as a special case of our generic polynomial estimator in Theorem 1.3 whose proof is given in Section 5. Notation. Given p ∈ ∆(X × Y), we denote its marginal distributions by p X , p Y . That is, we have that p X ∈ ∆(X) with p X (x) := Pr (X,Y )∼p [ X = x ], x ∈ X, and similarly for p Y . Then, given p ∈ ∆(X × Y × Z), for any z ∈ Z we will denote by q z the product distribution p z,X ⊗ p z,Y .
Let M be a Poisson(m) random variable representing the number of samples drawn from p ∈ ∆(X × Y × Z). Given the multi-set S of M samples drawn from p, let S z := { (x, y) : (x, y, z) ∈ S } denote the multi-set of pairs (x, y) ∈ X × Y corresponding to samples (x, y, z) ∈ S, i.e., the multi-set of samples coming from the conditional distribution p z . For convenience, we will use the notation
Our final estimator is
for a sufficiently large absolute constant β > 0. Our tester outputs "accept" if A ≥ τ and "reject" otherwise, where τ is selected to be Θ min(n, m) . A detailed pseudo-code for the algorithm is given in Algorithm 1.
Algorithm 1 TestCondIndependence
Require: Parameter n := |Z|, Λ 1 := |X|, Λ 2 := |Y|, ε ∈ (0, 1], and sample access to p ∈ ∆(X × Y × Z).
1: Set m ← β max √ n/ε ′2 , min n 7/8 /ε ′ , n 6/7 /ε ′8/7 , where Compute Φ(S z ).
8:
Set A z ← |S z | · Φ(S z ).
9:
else 10:
Set A z ← 0.
11:
end if 12: end for 13: if A := z ∈Z A z ≤ τ then 14: return accept 15: else 16: return reject 17: end if
Proof of Correctness
In this section, we prove correctness of Algorithm 1. Specifically, we will show that: (1) If p ∈ P X, Y |Z (completeness), then Algorithm 1 outputs "accept" with probability at least 2/3, and (2) If d TV (p, P X, Y |Z ) > ε, then Algorithm 1 outputs "reject" with probability at least 2/3. The proof proceeds by analyzing the expectation and variance of our statistic A and using Chebyshev's inequality. We note that β, ζ are absolute constants defined in the algorithm's pseudo-code.
Analyzing the Expectation of A.
The main result of this subsection is the following proposition establishing the existence of a gap in the expected value of A in the completeness and soundness cases: Proposition 4.1. We have the following: (a) If p ∈ P X, Y |Z , then
· min(n, m) , for some absolute constant γ > 0.
The rest of this subsection is devoted to the outline of the proof of Proposition 4.1. We start by providing a convenient lower bound on the expectation of A. We prove the following lemma: Lemma 4.2. For z ∈ Z, let δ z := ∥p z − q z ∥ 2 and α z := m · p Z (z). Then, we have that:
Given the expression of E[A] as linear combination of the δ 2 z 's, the first statement of Proposition 4.1 is immediate. Indeed, if p is conditionally independent, then all δ z 's are zero. To establish the second statement, we will require a number of intermediate lemmata. We henceforth focus on the analysis of the soundness case, i.e., we will assume that d TV p, P X, Y | Z > ε. We require the following useful claim:
Lemma 4.2 suggests the existence of two distinct regimes: the value of the expectation of our statistic is dominated by (1) the "heavy" elements z ∈ Z for which α z > 1, or (2) the "light" elements z ∈ Z for which α z ≤ 1. Formally, let
By Claim 2, at least one of the following two cases holds:
We analyze each case separately, establishing overall that
which gives the first inequality of Proposition 4.1 (b). To complete the proof of the proposition, it suffices to show that min mε ′2 , m 4 ε ′4 /n 3 ≫ min(n, m) .
We show this by considering the two ranges for ε, 0 < ε ′ ≤ 1/n 1/8 and 1/n 1/8 ≤ ε ′ ≤ 1. For each range, we recall our setting of m and analyze the cases that could arise in the above expression (depending on the two min's). This completes the proof of Proposition 4.1. 
This subsection is devoted to the proof sketch of Proposition 4.3. By the law of total variance, we have that:
We will proceed to bound each term from above, which will give the result. We start with the first term. Conditioned on
where we used the inequality z ∈Z 1 {σ z ≥4} ≤ z ∈Z 1 {σ z ≥1} ≤ min(n, M). From this we readily get
as desired. We now proceed to bound the second term. As shown in Lemma 4.2, E[ A | σ ] = z ∈Z σ z δ 2 z 1 {σ z ≥4} . By the independence of the σ z 's, we obtain that
From (10) and Claim 1, recalling that δ z ≤ 2, z ∈ Z, we get that
This completes the proof of Proposition 4.3.
Completing the Proof.
Recall that the threshold of the algorithm is defined to be τ := ζ min(n, m). In the completeness case, by Proposition 4.1 (a), we have that E[A] = 0. Proposition 4.3 then gives that Var[A] ≤ C ′′ · min(n, m). Therefore, by Chebyshev's inequality we obtain
where the last inequality follows by choosing the constant ζ to be sufficiently small (compared to C ′′ ).
In the soundness case, by Chebyshev's inequality and recalling the lower bound on E[A] from Proposition 4.
as long as ζ is chosen sufficiently small) we get
where the third inequality uses Proposition 4.3 and the fourth inequality uses Proposition 4.1 (b), assuming β is sufficiently large. This completes the proof of correctness. □
ESTIMATION OF A POLYNOMIAL IN p
In this section, we consider the following general problem: "given a degree-d n-variate polynomial Q ∈ R d [X 1 , . . . , X n ] and access to i.i.d. samples from a distribution p ∈ ∆([n]), how to estimate Q(p) = Q(p 1 , . . . , p n ) to an additive error ε?"
In particular, we will analyze an unbiased estimator for Q(p), and provide quantitative bounds on its variance. (Due to space constraints, we do not provide here the proof all results stated in this section, which can be found in the full version of this paper.) Remark 1 (Reduction to homogeneous polynomials). It is sufficient to consider, without loss of generality, the case where Q ∈ R d [X 1 , . . . , X n ] is a homogeneous polynomial, i.e., a sum of monomials of total degree exactly d. This is because otherwise one can multiply any monomial of total degree
this does not affect the value of Q(p).
Based on the above remark, we hereafter assume Q is a homogeneous polynomial of degree d. Before stating the results, we will need to set some notation. Given a multi-set S of independent samples from a distribution p ∈ ∆([n]), we let Φ S denote the fingerprint of S, i.e., the vector (Φ S,1 , . . . , Φ S,n ) ∈ N n of counts: n i=1 Φ S,i = |S |, and Φ S,i is the number of occurrences of i in S. Moreover, for a vector α = (α 1 , . . . , α n ) ∈ N n , we write X α for the monomial X α := n i=1 X α i i , ∥α ∥ for the ℓ 1 norm n i=1 α i , and ∥α ∥ α for the multinomial coefficient ∥α ∥! α 1 !···α n ! . Finally, for any integer d ≥ 0 we denote by H d ⊆ R d [X 1 , . . . , X n ] the set of homogeneous degree-d n-variate polynomials. Proposition 5.1 (Existence). For every N ≥ d, there exists an unbiased linear estimator for Q(p), i.e., a linear function
, where S is obtained by drawing N independent samples from p.
Proof. Fix N ≥ d. Since we aim for a linear operator, it is enough to define it on all monomials X α for ∥α ∥ ≤ d. Let
Note that deg U N X α ≤ ∥α ∥ ≤ d, so that indeed we have U N X α ∈ R d [X 1 , . . . , X n ]. Moreover, for S obtained from N independent samples from a distribution p ∈ ∆([n]),
However, since Φ S is distributed according to a multinomial distribution with parameters N and p 1 , . . . p n ,
the last equality recognizing the sum of the probability mass function of a multinomial distribution with parameters N − ∥α ∥ and p 1 , . . . p n . This shows that E[U N X α (Φ S )] = p α ; by linearity, we conclude that our estimator is indeed unbiased, i.e., E[U N Q(Φ S )] = Q(p) for all Q ∈ R d [X 1 , . . . , X n ]. □ Proposition 5.2 (Uniqeness). This unbiased estimator is unique: that is, for every N ≥ d, for any estimator V N : [n] N → R satisfying
where S is a multiset of N independent samples drawn from p, one must have V N (S) = U N Q(Φ S ) for all S.
Proof. First, we can assume without loss of generality that V N is a function of the fingerprint only, instead of the multiset of N samples itself. This is an immediate consequence of the fact that this fingerprint is a sufficient statistic (or, more elementary, that since all permutations of the samples are equally likely, one can consider instead V ′ N :
. Therefore, we assume from now on that our estimator is of the form V N : N n → R, and is restricted to inputs summing to N .
For every k, N , let U k N be the mapping from degree-d homogeneous polynomials to the set of their unbiased estimators on N samples. 1 We first show that it is sufficient to establish uniqueness only for the case d = N , i.e., to show that U d d maps polynomials to singletons. To argue this is enough, suppose N > d, and with have two different N -sample estimators V N ,W N for a homogeneous degree-d polynomial Q.
is homogeneous of degree N and agrees with Q on every probability distribution p, we obtain two different N -sample estimators V N ,W N for a homogeneous degree-N polynomial.
To prove the base case, we first describe a bijection φ (which will turn out to be U d d ) between the set E d of d-sample estimators and that of homogeneous polynomial H d . Specifically, given a polynomial Q ∈ H d written as a weighted sum of degree-d monomials, Q = ∥α ∥=d c α X α , we let φ(Q) be the estimator whose value on a multiset S of d samples is
where α = (α 1 , . . . , α n ). In particular, it immediately follows from the definition of the multinomial distribution that E[φ(Q)(Φ S )] = Q(p), when S is a multiset of d independent samples drawn from p:
It is also clear that φ : H d → E d is a bijection. Suppose now by contradiction that we have two different d-
we may assume without loss of generality that φ −1 (V d ) Q, which implies that V d is an unbiased estimator for two distinct degree-d homogeneous polynomials, namely Q and R := φ −1 (V d ).
In turn, we get that for every p ∈ ∆([n]), Q(p) = E S [V d (Φ S )] = R(p); hence there difference D := Q − R is a non-zero homogeneous degree-d polynomial which vanishes on every point (x 1 , . . . , x n ) ∈ N n with n i=1 x i = 1. By homogeneity, for every non-zero x = (x 1 , . . . , x n ) ∈ R n + ,
The notation U k N , reminiscent of our linear estimator U N , is not innocuous: indeed, after uniqueness is established we will see that U k N is the restriction of U N (where U N Q is viewed as the singleton {U N Q }) to degree-d homogeneous polynomials. and therefore D vanishes on the whole non-negative quadrant R n + = { x ∈ R n : x i ≥ 0 for all i }. Being identically zero on an open set, D must be the zero polynomial, leading to a contradiction. □
The above shows existence and uniqueness of an unbiased estimator, provided the number of samples N is at least the degree d of the polynomial (in p) we are trying to estimate. The proposition below shows this is necessary: if N < d, there is no unbiased estimator in general. Proposition 5.3. Let Q ∈ H d be a homogeneous n-variate polynomial such that n k =1 X does not divide Q. Then, there exists no unbiased estimator for Q(p) from N samples unless N ≥ d.
Proof. Suppose by contradiction that, for such a Q ∈ H d , there exists an unbiased estimator for Q(p) with N < d samples. Then, since U N N (with the notation of the proof of Proposition 5.2) is invertible, this estimator is also an unbiased estimator for some homogeneous degree-N polynomial R ∈ H N . Therefore, it is also a unbiased estimator for the degree-d homogeneous polynomial R ′ := R·( n k=1 X k ) d −N ∈ H d . But by Proposition 5.2 one must then have Q = R ′ , which is impossible as n k =1 X does not divide Q. □
Having established existence and uniqueness of our unbiased estimator, it remains to bound its variance.
Theorem 5.4. Fix N ≥ d, and let the mapping U N :
. . , X n ] be as above. Then, for every Q ∈ H d ,
where the expectation is over S obtained by drawing N independent samples from p.
By the above theorem, in order to analyze the variance of the estimator Var U N Q(Φ S ) = E (U N Q(Φ S )) 2 − E[U N Q(Φ S )] 2 , one needs to bound the different terms of
letting T h (Q, p, d, N ) denote the inner sum for a given 0 ≤ h ≤ d. In the rest of this section, we provide some useful bounds on some of these terms. First, we show that the first term will be mostly taken care of in the variance by the subtracted squared expectation,
(For our applications, the non-positivity will be enough as we only seek to upper bound the variance.)
In view of bounding the rest of the terms, let Q + ∈ H d denote the polynomial obtained from Q by making all its coefficients non-negative: that is, if Q = ∥α ∥=d c α X α , then Q + := ∥α ∥=d |c α | X α . Then, we show the following: We now instantiate the results of Section 5 to a case of interest, the polynomial Q corresponding to the ℓ 2 distance between a bivariate discrete distribution and the product of its marginals. In more detail, for any distribution p ∈ ∆(X × Y) where |X| = Λ 1 , |Y| = Λ 2 (without loss of generality, we identify X and Y to [Λ 1 ] and [Λ 2 ] respectively), we let p Π := p X ⊗ p Y ∈ ∆(X × Y) be the product of its marginals. Moreover, define the degree-4 (
(An explicit expression for its unbiased estimator U N Q(Φ S ) will be given in Eq. (15)). Specifically, we shall prove the following result:
Proposition 5.6. Let Q be as in Eq. (14) , and suppose that b ≥ max(∥p ∥ 2 2 , ∥p Π ∥ 2 2 ). Then, for N ≥ 4,
For consistency of notation with the previous section, we let n := Λ 1 Λ 2 in what follows.
Claim 4. For any p over X × Y, we have Q(p) = ∥p − p Π ∥ 2 2 . Firstly, we compute U N Q explicitly. By linearity of U N , we can compute the unbiased estimator for each term separately, after writing Q(X )
i j and we want to compute U N ∆ 2 i j . Note that the sums in ∆ i j (X ) are over disjoint sets of X i j's whose union is every X i j. We can consider ∆ i j as a polynomial over the probabilities of a distribution with support of size 4, which consists of the events given by whether the marginal X is equal to i, and whether the marginal Y is equal to j. By uniqueness of the unbiased estimator, U N ∆ 2 i j is the same on this distribution of support 4 as on the original Λ 1 Λ 2 -size support distribution. Formally, we will write
and it remains to apply U N to each of these terms. We see that
These counts are similarly summed so that, for example, Φ S,i,−j = j ′ j Φ S,i, j ′ . Adding these together, we get that:
This yields the explicit formula for our unbiased estimator of Q(p).
We then turn to bounding its variance. From Theorem 5.4, we then have that, for N ≥ 4,
The rest of this section is devoted to bounding this quantity. For h ∈ {0, . . . , 4}, we let T h (N ) be the inner sum corresponding to h, so that E (U N Q(Φ S )) 2 = 4 h=0 T h (N ). For clarity, we (re-)introduce some notation: that is, we write Accounting for all the terms, we thus can bound the variance as
concluding the proof of Proposition 5.6.
Remark 2 (A Detour: Estimating a Polynomial under Poisson Sampling). We observe that analogues of our theorems hold under Poisson sampling (instead of multinomial sampling as treated in Section 5). We defer these results, which follow from a straightforward (yet slightly cumbersome) adaptation of the proofs of this section, to the full version of this paper.
TESTING WITH RESPECT TO MUTUAL INFORMATION
We conclude by considering a slightly different model from the one considered thus far. In particular, while the total variation metric is a reasonable one to measure what it means for X and Y to be far from conditionally independent, there is another metric that is natural in this context: conditional mutual information. Specifically, we modify the testing problem to distinguish between the cases where X and Y are conditionally independent on Z and the case where I (X ; Y |Z ) ≥ ε. Our picture here is somewhat less complete, but we are still able to say something in the case where X , Y are binary. Theorem 6.1. If X and Y are binary random variables and Z has a support of size n, there exists a sample-efficient algorithm that distinguishes between I (X ; Y |Z ) = 0 and I (X ; Y |Z ) ≥ ε with sample complexity O max min n 6/7 ε 8/7 log 8/7 (1/ε), n 7/8 ε log(1/ε) , √ n ε 2 log 2 (1/ε) .
Proof. This follows immediately upon noting that by Lemma 6.2 (stated and proven later), that if X and Y are ε-close in total variation distance from being conditionally independent on Z , then I (X ; Y |Z ) ≤ O(ε log(1/ε)); or, by the contrapositive, that I (X ; Y |Z ) ≥ ε implies that X and Y are Ω(ε/log(1/ε))-far in total variation distance from being conditionally independent on Z . Therefore, it suffices to run our existing conditional independence tester with parameter ε ′ := Ω(ε/log(1/ε)). The sample complexity of this tester is as specified. □ Remark 3 (On the optimality of this bound). It is not difficult to modify the analysis slightly in order to remove the logarithmic factors from the first two terms in the above expression. Intuitively, this is because these terms arise only when at least half of the mutual information comes from "light" bins, with mass at most 1/m. In this case, these bins contribute at least m 4 z ε 2 z p Z (z) 4 ≫ m 4 z (p Z (z)ε z log(1/ε z )) 4 ≫ m 4 ε 4 /n 3 to the expectation of Z , and the analysis proceeds from there as before.
It is also easy to show that in this regime our lower bounds still apply, as the hard instances also produced distributions with mutual information Ω(ε). 2 Therefore, we have matching upper and lower bounds as long as ε ≫ n −3/8 /log 2 n.
However, it seems likely that the correct behavior in the small ε regime is substantially different when testing with respect to mutual information. The difficult cases for total variation distance testing actually end up with mutual information merely I (X ; Y |Z ) = O(ε 2 ). It is quite possible that a better algorithm or a better analysis of the existing algorithm could give substantially improved performance when ε < n −3/8 . In fact, it is conceivable that the sample complexity of O(n 7/8 /ε) could be maintained for a broad range of ε. The only lower bound that we know preventing this is a lower bound of Ω(ε log(1/ε)) by noting that there are distributions with I (X ; Y |Z ) ≥ ε, but where (X , Y , Z ) is O(ε/log(1/ε))-far in variation distance from being conditionally independent. Lemma 6.2. Assume (X , Y , Z ) ∼ p, where p ∈ ∆(X × Y × Z) with |X| = Λ 1 , |Y| = Λ 2 , and |Z| = n. Then, for every ε ∈ (0, 1),
• If d TV p, P X, Y |Z ≤ ε, then I (X ; Y |Z ) ≤ O(ε log(Λ 1 Λ 2 /ε));
• If d TV p, P X, Y |Z ≥ ε, then I (X ; Y |Z ) ≥ 2ε 2 .
Proof. The second item is simply an application of Pinsker's inequality, recalling that I (X ; Y |Z ) = d KL ((X , Y ) | Z || (X | Z ) ⊗ (Y | Z )) .
i.e. the Kullback-Leibler divergence between the joint distribution of (X , Y | Z ) and the product of marginals (X | Z ) and (Y | Z ). As for the first, it follows from the relation between conditional mutual information and total variation distance obtained in [40] . □
