In this paper we study the compactification conditions of the M theory on D-dimensional noncommutative tori. The main tool used for this analysis is the algebra A(Z Z D ) of the projective representations of the abelian group Z Z D . We exhibit the explicit solutions in the space of the multiplication algebra of A(Z Z D ), that is the algebra generated by right and left multiplications.
Introduction
In the last few years there has been a renewed interest in string theories mostly motivated by the discovery of string dualities [1] . This fact has induced to conjecture about the existence of a still unknown M theory, which is supposed to underly the known superstring models. A candidate theory has been proposed in [2] . This amounts to a description, for N → ∞, of N interacting D0 branes [3] , that is branes on which strings can end. A completely new feature is that the D0 branes are described by coordinates which are valued in the space of the N × N hermitian matrices [4] . Since M theory is supposed to describe gravity, one should be able to derive from it the conventional space-time structure. Therefore, given the fact that the D0 branes live in 10 dimensions, the usual space-time description will arise only after compactification along various space directions. Among different possibilities, a certain attention has been given to compactifications on circles and on tori, because these give rise in a natural way to strings and membranes. However, the intrinsic non commuting nature of the coordinates of the D0 branes leads to compactification on noncommutative geometries, such as noncommuting tori [2, 5, 6, 7] .
In this paper we will present an algebraic study of the non commutative torus based on the use of projective representations of the abelian group Z Z D . These representations form a noncommutative algebra A(Z Z D ) which can be represented on the space of the related multiplication algebra generated by right and left multiplications of A(Z Z D ). To this end we will make use of the methods introduced in ref. [8] , allowing us to construct a Hilbert space structure through the definition of the integration over an algebra. In this way we are able to get explicit expressions for the compactified coordinates in terms of a particular set of derivations on the algebra and identifying the gauge field part of the coordinates with the left multiplications. This follows from the simple observation that the associativity requires that left and right multiplications commute. Furthermore, it is a simple consequence of the algebra of the projective representations, that the left multiplications satisfy the algebra of the so called dual torus.
The results we get are not new. In particular, in ref. [6] they have been obtained through the use of the Connes formulation of noncommutative geometry [9] . Nevertheless, our treatment determines in a unique way the derivation part of the compactified coordinates, and we are also able to give an explicit realization of the gauge part. In any case the main emphasis of this paper is rather on the relevance of the projective representations for the problem of noncommuting compactifications in the framework of the M theory. Relevance which can go beyond the case of noncommuting tori. We stress also the use of the algebraic concepts discussed in [8] for dealing with noncommutative geometries. For this reason we have included an Appendix which collects the main results of refs. [8, 10] . In Section 2 we present an algebraic study of the projective representations of an abelian group. This study is specialized to the group Z Z D in Section 3, where the compactification conditions on the noncommutative D dimensionale torus are solved.
Projective representations of abelian groups
We will start by considering projective representations of an abelian group G. In the next Section we will specialize our results to the case of G = Z Z D , which is the relevant abelian group to the study of the D-dimensional torus. A projective representation of the group G defines the associative algebra A(G)
The associativity requires the phase factor e iα(a,b) to satisfy the co-cycle condition
is a solution, but then we can redefine the elements of the algebra by x(a) → x(a)e iα(a) , therefore such a co-cycle is said to be trivial (equivalent to zero). Also, denoting by 0 the identity in G, from x(0)x(0) = e iα(0,0) x(0), we see that α(0, 0) can be eliminated by redefining x(0), x(0) → x(0)e iα(0,0) , that is we can assume α(0, 0) = 0. Then, multiplying the relation x(a)x(0) = e iα(a,0) x(a), by x(0), and using x(0) 2 = x(0), we get α(a, 0) = 0. A non trivial solution for the co-cycle is obtained by requiring the phase to be a mapping G × G → R, such that
In fact if α is symmetric we have the equality
implying that α is a trivial co-cycle (see eq. (2.3)). Notice that by taking b = −a in the first of the equations (2.4), α(a, c) = −α(−a, c). By the transformation x(a) → exp iα(a, a)/2 we can change the co-cycle α(a, b) (by a trivial co-cycle), to the co-cycle (α(a, b) − α(b, a))/2. Therefore, without any loss of generality we can assume that the co-cycle is antisymmetric
In order to define the structure constants of the algebra we need to enumerate the elements of the abelian group. We will assume G to be a tensor product of any number of the groups R, Z Z or Z Z p . Then we put
where c∈G is a sum or an integral (or a combination of the two) according to the components in the tensor product. Therefore
where the δ function is a Kronecker symbol or a Dirac-delta (or a product of the two), according to the components of G. From the structure constants we get immediately the representative of the right and left multiplications (see the Appendix)
Here and in the following we will use the abbreviated notation R(a) ≡ R(x(a)), and similar for L(x(a)), but we will come back to the more correct expressions whenever necessary. We want to show that this algebra is self-conjugated (see Appendix) , that is that there exists a matrix C such that L(a) = CR(a)C −1 . To this end it is enough to find a linear mapping
Writing this equation in components we get
which can be solved by putting
. And taking into account the antisymmetry of α(a, b) the solution is k a = k 0 . This shows that the C matrix relating R(a) and L(a) is given by
where we have assumed k 0 = 1. We see that
Therefore, according to ref. [8] , the integration over the algebra is given by (see the Appendix)
As shown in the Appendix, this allows us to endow the algebra with a Hilbert space structure. Notice that, in this case, the conjugation amounts to send an element of the algebra in its inverse
which is indeed an involution of the algebra. In the case of representations with zero co-cycle, this coincides with the normal complex conjugation, when we realize x(a) in the form x(a) = e iσ(a) with σ a one-dimensional representation of G on the real numbers, σ(a + b) = σ(a) + σ(b), meaning that the functional σ belongs to the dual space.
For the discussion of the next Section we need another general result concerning the derivations on our algebra. The fundamental property satisfied by the matrix, d, of a derivation, D, (the Leibnitz rule), given in eq. (4.72) of the Appendix, is
If we require that the matrix d is shifted by a number, we must have
where c(a) is a number satisfying (for the Leibnitz rule)
that is, c is a one-dimensional representation of G. Therefore,
This derivation satisfies the integration by part rule, since
From the theorem quoted in the Appendix, it follows that the integral is invariant under the automorphism exp i(θD). This corresponds to a rescaling of the basis elements, that is to the addition of a trivial co-cycle to α(a, b).
In order to get the most general solution to the equation
we notice that we can always add to d an arbitrary matrix commuting with R(a). Due to the associativity of the algebra, the matrices L(a) T commute with R(a) (see the Appendix). Therefore the solution to the previous equation can be written as
The matrices L(a) form a representation of our algebra,
showing that L(a) T satisfy the dual algebra.
non commuting torus
In this Section we will apply the results of the previous Section to the case of the noncommutative torus, that is we take G = Z Z D . Any element of the group can be written in a unique way as (3.27) where m i ∈ Z Z, and e (i) j form a set of linearly independent vectors. The co-cycle α can be written as
and
Therefore, in the case D = 1, the co-cycle vanishes, and the corresponding algebra A(Z Z) is simply
is connected with the algebra of the noncommuting Ddimensional torus [6] . This can be seen as follows, For any unit vector e (i) , define
The case λ ij = 1 corresponds to the non-commutative torus [6] . On the other hand the full algebra A(Z Z We recall now the toroidal compactification conditions [2, 5] . Denoting by X µ , µ = 1, · · · , D, the coordinates of the D0 brane that we want to compactify, the conditions read
where e µ i define a D dimensional lattice, and the U i 's are unitary operators. If they satisfy the algebra (3.33) we have compactification on the noncommuting torus. From the work of the previous Section we have immediately a solution on the space of the multiplication algebra of A(G), by identifying U i with the right multiplications R(x i ) and defining the set of derivations
The linear functionals c µ are vectors in the dual lattice. Then, from the previous Section, the solutions to eq. (3.36) are given by
where A µ are arbitrary functions of L T i . As observed previously, the operators L T i correspond to the dual lattice, since
Notice also that due to the algebra properties, A µ can be written as a linear function of L T a , where a is the generic element of Z Z D ,
Then, by putting
we can write
These operators can be considered as connections with a curvature given by
where
and we have used
To end this Section, let us notice that our general definition of integration coincides, in this case, with the trace operation defined in [6] and in [7] . Also the construction of the Hilbert space along the lines outlined in the Appendix is strongly reminiscent of the *-algebra on the noncommutative torus of ref. [6] and of the Hilbert space of ref. [7] . In the case of D = 1 and of the commuting D-torus, our formalism is equivalent to the expansion of a multi-periodic function f (q i ),
Then our integration rule (see Appendix) is nothing but
and the derivation introduced before is essentially ∂/∂q i . From this point of view it is interesting to notice that one could retain the parameterization of eq. (3.46) also in the case of a non commutative D-torus, but requiring
with ǫ ij commuting with q i . In fact from
we get
allowing us to make the following identifications
where a and b are defined as in eq. (3.27). Clearly we can represent the operators q i in the space of the multiplication algebra, by the same equations used to represent X µ , with the ǫ ij determined by the curvature (3.44). In conclusion we have shown that the the projective representations of Z Z D are a powerful tool to find to find the solutions to the M theory compactification conditions on a noncommutative torus.
Appendix
We recall here some of the concepts we used in [8] , in order to deal with a generic algebra. We start by considering an algebra A with n + 1 elements x i , with i = 0, 1, · · · n (we do not exclude the possibility of n → ∞, or of a continuous index). We assume the multiplication rules
with the usual convention of sum over repeated indices. Important tools for the study of a generic algebra are the right and left multiplication algebras. To this end it is convenient to define the vectors
which allow us to represent the action of the right and left multiplications in terms of the matrices R a , L a , a ∈ A, defined by [11]
R a |x = |x a, x|L a = a x| a ∈ A (4.54)
In the following we will use also
The quantities R a and L a can be expressed as linear combinations of the right and left multiplications associated to the base elements x i :
are obtained from their definition
The algebra is completely characterized by the structure constants. The matrices R i and L i are just a convenient a way of encoding their properties.
In the case of an associative algebras
and one can easily show the following relations (all equivalent to (4.58))
The first two say that R i and L i are linear representations of the algebra. The third that the right and left multiplications commute in the case of associative algebras. We will restrict our attention to algebras such that there exists a unitary matrix C with the property
In these cases, from xC| = x|C, we get
We then define the integration over the algebra as [8] (x) |x xC| = 1 (4.62) where 1 is the identity matrix on the space of the linear mappings on the algebra. We could have started as well from the transposed version of eq. (4.56) ending up with
The two definitions obtained starting from (4.62) and (4.63) coincide only if
In the following we will define an algebra to be self-conjugated if it admits a unitary and symmetric C matrix satisfying equation (4.60). Most of the examples considered in [8] , as Grassmann, paraGrassmann, quaternionic and octonionic algebras, correspond to self-conjugated cases. Also the algebra of the n × n matrices is a self-conjugated one with the integration defined above coinciding with the trace [10] . Notice that eq. (4.62) is meaningful only if it can be solved in terms of (x) x i . This is always possible if A is an algebra with identity (say x 0 = I) [8] .
We recall to the reader that an associative algebra can be always extended to an associative algebra with identity [12] . In such a case it is easy to check that
together with eq. (4.60) imply eq. (4.62). Therefore eq. (4.65) defines the integration over algebras with identity. To give to the algebra a Hilbert space structure we define a conjugation operation, * : A → A, acting on the basis elements of the algebra as [10] 
and as the normal complex conjugation on the field upon which the algebra is defined. Then, the scalar product is defined by
where x|g = g i x i and f |x * = f * i x * i . The conjugation operation is an involution if C * C = 1, condition satisfied in our case. The concept of derivation plays an important role in the study of the algebras. The derivation is a linear operator on A satisfying
The relevance of the derivations is that S = exp(αD) is an automorphism of the algebra. In fact, it is easily proved that In our formalism the automorphisms play a particular role. In fact, since the automorphisms leave invariant the relation (4.52), they do not change the structure constants, that is the matrices R i and L i are left invariant. In particular, this implies that S(α)|x is an eigenvector of L i with eigenvalue S(α)x i . We see that our formulation is invariant under automorphisms of the algebra (but not under a general change of the basis elements). implying that the d matrix must be singular and have (C −1 ) j0 as a null eigenvector.
Starting from these considerations it is possible to prove the following theorem [10] :
• Theorem: If a derivation D satisfies the integration by part rule (4.74), the integration is invariant under the related automorphism exp (αD). On the contrary, if the integration is invariant under a continuous automorphism, exp (αD), the related derivation, D, satisfies (4.74).
