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Resumen 
La eficiencia espectral en las comunicaciones móviles tiene una gran 
importancia ya que de ella depende la capacidad del sistema. Para conseguir 
la eficiencia espectral deseada se hace necesario el uso de modulaciones 
eficientes espectralmente. El inconveniente de estas modulaciones es su 
fragilidad ante las no-linealidades producidas por los amplificadores de 
potencia.  
 
También es muy importante la eficiencia en potencia ya que se desea 
prolongar lo máximo posible la duración de la baterías. Esta eficiencia se 
consigue con amplificadores de clase AB, B o C que son los que producen 
más no-linealidades. 
 
Para conseguir eficiencia en potencia y eficiencia espectral es necesario 
eliminar las no-linealidades de los amplificadores. 
 
Este documento es el resultado del estudio y la implementación de una posible 
solución para eliminar las no-linealidades. La solución escogida es un 
predistorsionador digital que funciona sobre procesador digital de señal (DSP). 
 
Como es un sistema que funciona en tiempo real, es necesario que el código 
sea lo más eficiente posible y para conseguirlo, el sistema esta basado en el 
uso de Lookup Tables (LUTs).  
 
El resultado es un sistema capaz de distorsionar una señal modulada de forma 
controlada. Se puede cargar la caracterización del las no-linealidades de un 
amplificador y el predistorsionador realizará la operación inversa a fin de que 
la conexión en cascada de predistorsionador y amplificador produzca una 
característica lineal. 
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Overview 
The spectral efficiency in mobile communications has a great importance since 
of her depends the capacity of the system. To obtain the desired spectral 
efficiency is done necessary the use of spectrally efficient modulations.  The 
objection of these modulations is its fragility before the nonlinearities produced 
by the power amplifiers. 
 
Also it is very important the power efficiency since is desired to prolong the 
maximum possible the batteries duration.  This efficiency is obtained with class 
AB, B or C amplifiers that are the ones that produce more nonlinearities. 
 
To obtain power efficiency and spectral efficiency is necessary to eliminate the 
nonlinearities of the amplifiers. 
 
This document is the result of the study and the implementation of a possible 
solution to eliminate the nonlinearities. The chosen solution is a digital 
predistorter that runs over a digital signal processor (DSP). 
 
As it is a system that runs in real time, is necessary that the code be more 
efficient that be possible and to obtain it, the system is based on the use of 
Lookup Tables (LUTs). 
 
The result is a capable system to distort a modulated signal of controlled form. 
The characterization of the nonlinearities of an amplifier can be loaded and the 
predistorter will do the inverse operation in order to that the cascade 
connection of predistorter and amplifier produce a lineal characteristic.   
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INTRODUCCIÓN 
 
 
Hoy en día, la eficiencia espectral es muy importante en las comunicaciones 
móviles. Para conseguir la deseada eficiencia espectral se suele utilizar 
modulaciones que sean lo más eficientes en cuanto a espectro se refiere, como 
por ejemplo la modulación QAM. La principal dificultad para utilizar este tipo de 
modulación es que la información se degrada fácilmente a causa de 
componentes no lineales en el sistema de comunicación. En los sistemas 
transmisores, el principal elemento causante de no linealidades es el 
amplificador de potencia (AP).  
 
En este trabajo se ha propuesto e implementado una posible solución para 
eliminar el efecto de las no-linealidades de los APs. Esta solución es un 
predistorsionador digital. Las no-linealidades del amplificador se pueden 
modelar mediante dos funciones: la primera relaciona la amplitud de entrada 
con la amplitud de salida (curva AM-AM) y la segunda la amplitud de entrada 
con la fase de salida (curva AM-PM). La función del predistorsionador es 
aplicar, a la señal a transmitir, una curva inversa a las no-linealidades 
producidas por el AP. De esta manera, conectando en cascada el 
predistorsionador y el amplificador, las no-linealidades del segundo son 
compensadas por el primero.  
 
Lo ideal es que el predistorsionador digital sea adaptativo ya que las 
condiciones del amplificador pueden variar con el tiempo y la temperatura. En 
este trabajo se ha implementado un predistorsionador estático, lo que se podría 
considerar como una primera fase del predistorsionador adaptativo. Debido a 
que no se disponía de un amplificador, el trabajo se ha planteado como un 
sistema capaz de distorsionar una señal modulada de forma controlada. 
 
En el primer capítulo se estudian las no-linealidades que se producen en los 
APs. En primer lugar se estudian las diferentes clases de amplificadores ya que 
cada una de ellas tiene comportamientos no-lineales distintos. Después de ver 
las distintas clases se puede afirmar que la magnitud de las no-linealidades es 
proporcional a la eficiencia de potencia del AP. En segundo lugar se muestra 
en detalle como se modelan las no-linealidades del AP y se definen las curvas 
AM-AM y AM-PM. Para terminar el capítulo se explica como afectan estas no-
linealidades a las señales moduladas. Básicamente se producen dos efectos: el 
primero es el que se conoce como distorsión fuera de banda, en el que se 
produce un ensanchamiento espectral que provoca el aumento de la 
interferencia en canal adyacente. El segundo efecto que se produce es 
distorsión dentro de la banda. Lo que provoca esta distorsión es que varíe el 
modulo y la fase de cada uno de los símbolos, lo que puede causar que el 
receptor no sea capaz de demodular la señal. 
 
En el segundo capítulo se plantea la linealización como solución para evitar los 
efectos producidos por las no-linealidades. El capítulo empieza exponiendo tres 
técnicas de linealización. Estas técnicas son: Feedback, Fedforward y 
Predistorsión. Las dos primeras solo se plantean de forma orientativa ya que no 
son objeto de este trabajo. A continuación se explica en detalle un sistema 
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predistorsionador digital adaptativo. Explicado a grandes rasgos, es un sistema 
que utiliza una secuencia de entrenamiento que se envía intercalada en la 
información cada cierto tiempo para actualizar los coeficientes que se deben 
aplicar en la predistorsión. También se define, en este capítulo el concepto de 
LUT (Lookup Table), que es básico para conseguir crear un código eficiente. 
 
El tercer capítulo trata sobre el hardware utilizado para la realización del 
trabajo. El equipo utilizado, básicamente, es una placa DSK (DSP Starter Kit), 
concretamente el modelo TMS320C6711 de Texas Instruments y una placa hija 
(daughterboard) que contiene una FPGA que hace de interfaz con la DSK y 
conversores A/D y D/A. La causa por la que se ha utilizado la placa hija es que 
los conversores de la DSK trabajan a una frecuencia de tan solo 8 KHz. Los 
conversores de la daughterboard trabajan a una frecuencia máxima de 80 MHz. 
El modelo de la placa hija es el AED-101 del fabricante Signalware. El capítulo 
explica las características principales de cada una de las placas. 
 
El cuarto capítulo como se ha realizado la implementación del sistema. 
Empieza con la estructura principal del programa. Después expone las 
principales características del estándar 802.16e (WIMAX) que es sobre el que 
se basa el proyecto. En el siguiente apartado se razona la decisión de utilizar 
una modulación QPSK en lugar de una QAM que es más eficiente 
espectralmente. La decisión viene dada por que el analizador de espectro 
utilizado es capaz de remodular solo algunos tipos de modulación y la QAM no 
esta entre ellas. Posteriormente se expone como funciona todo el programa, la 
creación de LUTs, el tipo de datos utilizados y termina con la organización de 
los datos en memoria.  
 
El quinto y último capítulo contiene las capturas de osciloscopio y Code 
Composer de las pruebas realizadas para verificar el correcto funcionamiento 
del sistema. 
 
La conclusión principal, después de realizar el trabajo, es que para implementar 
el sistema predistorsionador adaptativo, si pretendemos aprovechar al máximo 
las posibilidades de los conversores de 80 MHz necesitaremos un hardware 
más potente que una sola DSP. En este trabajo se ha implementado el sistema 
utilizando, para el procesado, solamente la DSP, aunque realmente sería más 
eficiente repartir las operaciones entre la DSP y la FPGA de la placa hija. En el 
sistema implementado realizamos menos cálculos que en el sistema 
adaptativo, la máxima frecuencia que obtuvimos estaba alrededor de los 
300KHz y añadir cálculos no haría más que disminuir esta frecuencia.  
 
También cabe destacar la importancia de utilizar un código lo más eficiente 
posible. La implementación de éste sistema ha sido una continua optimización 
de código para conseguir simplificar al máximo las operaciones a realizar en 
tiempo real. La base de esta optimización ha sido el uso de LUT’s, ya que éstas 
trasladan, siempre que sea posible, las operaciones más engorrosas a la 
inicialización del programa donde el tiempo no es tan importante. Estas 
pequeñas cosas son las que dan la eficiencia deseada a los programas. 
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En cuanto a la ambientalización, no procede plantearse temas de reciclaje 
puesto que el trabajo es una implementación software. El hardware utilizado no 
dependerá de nosotros por lo que no podemos plantearnos utilizar materiales 
reciclables para su fabricación. Tampoco procede plantearse medidas de 
ahorro de energía puesto que el hardware utilizado no es especialmente 
disipativo. Lo que si cabe destacar es que este sistema esta pensado para 
poder utilizar los amplificadores más eficientes en potencia (menos lineales), 
facilitando así el ahorro de energía. En cuanto a contaminación 
electromagnética se recomienda apantallar la DSK puesto que el reloj produce 
bastantes interferencias que pueden afectar a otros sistemas de 
comunicaciones. 
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CAPÍTULO 1. Las no-linealidades en los amplificadores 
 
1.1. Clases de amplificadores 
 
 
1.1.1. Clase A 
 
Los amplificadores de clase A amplifican sobre todo el ciclo de la señal de 
entrada, tanto el semiciclo positivo como el negativo. Normalmente se utilizan 
para amplificadores de pequeña señal. Son los menos eficientes, su 
rendimiento se sitúa alrededor del 25%. Por otro lado, es la clase más lineal. 
 
 
 
 
Fig 1.1 Amplificador clase A 
 
 
1.1.2. Clase B 
 
La mayor desventaja de la anterior clase es el consumo estático de potencia 
incluso en ausencia de señal de entrada. En muchas aplicaciones prácticas 
existen largos tiempos muertos (standby) a la espera de señal de entrada o con 
señales intermitentes como es el caso de voz humana. Etapas de salida que 
desperdician potencia en períodos standby tiene efectos perjudiciales 
importantes. En primer lugar, se reducen drásticamente el tiempo de duración 
de las baterías de los equipos electrónicos. En segundo lugar, ese consumo de 
potencia continuado provoca un incremento de temperatura en los dispositivos 
que limitan su tiempo medio de vida dando lugar a una mayor probabilidad de 
fallar, con el tiempo, el sistema electrónico. 
 
El amplificador de clase B tiene consumo estático de potencia en modo standby 
prácticamente cero. Utiliza dos transistores, uno NPN y otro PNP, en 
contrafase que conducen alternativamente en función de si la señal de entrada 
Las no-linealidades en los amplificadores                                                                                                                         5 
  
es positiva o negativa. De ahí, el nombre de push-pull. Otra ventaja adicional es 
su mejor eficiencia que puede alcanzar un valor máximo próximo al 78% muy 
superior al 25% de la etapa de salida clase A. El inconveniente es que al hacer 
la transición entre los dos transistores se produce una distorsión llamada 
distorsión de cruce. Es, por lo tanto, más eficiente que el de clase A pero 
también menos lineal. 
 
En la figura 1.2 se presenta la estructura básica de un amplificador clase B 
(push-pull). Los transistores NPN y PNP deben ser complementarios, es decir, 
de idénticas características para lograr una simetría en su modo de operación. 
 
 
 
 
Fig 1.2 Amplificador clase B 
 
 
1.1.3. Clase AB 
 
La distorsión de cruce característica del amplificador de clase B anterior puede 
ser eliminada añadiendo algún circuito que polarice a los transistores de salida 
con unas corrientes de polarización bajas, pero suficientes para que su punto 
de trabajo esté en la región lineal (próxima a la región de corte). La figura 1.3 
presenta una de las configuraciones más utilizadas para polarizar los 
transistores de salida: con diodos. 
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Fig 1.3 Amplificador de clase AB 
 
 
Este tipo de amplificador tiene una eficiencia muy similar al de clase B pero 
disminuye la distorsión de cruce. 
 
 
1.1.4. Clase C 
 
Los amplificadores de clase C conducen durante menos del 50% de la señal de 
entrada. Esta clase de amplificadores tiene una eficiencia de cerca del 90% en 
la práctica (teóricamente es del 100%). A cambio de esta gran eficiencia 
provocan gran cantidad de armónicos en la señal de salida. 
 
 
1.2. Modelado del amplificador 
 
 
1.2.1. Señales de entrada y salida del amplificador 
 
Si consideramos que la señal de entrada al amplificador es una señal 
modulada digitalmente sobre una portadora analógica, ésta queda definida por 
la forma: 
 
 
                                           [ ])(cos)()( tttatv pi ϕω +=                                       (1.1)  
 
 
o: 
 
 
                                       )sin()()cos()()( ttqttitv ppi ωω −=                               (1.2) 
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donde ))(cos()()( ttati ϕ=  y ))(sin()()( ttatq ϕ= . Las funciones )(ta  y )(tϕ son las 
que tienen la información correspondiente a cada uno de los símbolos que se 
desean enviar. La frecuencia portadora utilizada es pω . 
 
En cuanto a la señal de salida debemos tener en cuenta las siguientes 
propiedades que se dan a causa de la naturaleza no-lineal de los AP: 
 
• Aparición de armónicos a pω2 , pω3 , pω4 , …  
 
• Aparición de productos de intermodulación entre las componentes 
espectrales de )(ta  alrededor de cada uno de los armónicos del punto 
anterior. 
 
• La amplitud y fase de todas las componentes anteriores son una función 
de la amplitud )(ta . 
 
Teniendo en cuenta estos tres factores y asumiendo una señal de entrada 
definida por la forma (1.1), el aspecto de la señal de salida es: 
 
 
   [ ] [ ]{ } [ ] [ ]{ }∑∞
=
Ψ+++Φ++=
2
)()(cos)()()(cos)()(
n
npnpo tattntaBtatttaAtv ϕωϕω   (1.3) 
 
 
donde las componentes a las frecuencias  pω  y pnω , con ∞= K3,2n , definen 
las diferentes zonas armónicas. Éstas, son zonas frecuenciales alrededor de 
cada uno de los armónicos. La primera zona armónica corresponde a una zona 
frecuencial alrededor de la frecuencia portadora original. La anchura de cada 
zona viene definida por [ ])(taA  y [ ])()( tat Φ+ϕ  para el armónico de la 
frecuencia portadora original y por [ ])(taBn  y [ ])()( tat nΨ+ϕ  para los demás 
armónicos. 
 
Si analizamos la ecuación (1.3) vemos que el primer término es el que más se 
asemeja a nuestra señal de entrada (1.1), ya que es el término que 
corresponde a la frecuencia portadora original. Los armónicos de orden 
superior (segundo término de la ecuación) no nos van a ocasionar grandes 
problemas debido a que hay una gran distancia entre éstos y la portadora, así 
que los podremos filtrar con relativa facilidad. Por tanto podemos asumir que la 
señal de salida del amplificador se corresponde con la primera zona armónica. 
Definimos la señal de salida del AP como: 
 
 
                                   [ ] [ ]{ })()(cos)()( tatttaAtv po Φ++= ϕω                             (1.4) 
 
 
o: 
8                                                              Implementación de un linealizador de etapas de amplificación basado en DSP 
  
 
 
                                     )sin()()cos()()( ttqttitv popoo ωω −=                              (1.5) 
 
 
donde [ ] [ ]{ })()(cos)()( tattaAtio Φ+= ϕ  y [ ] [ ]{ })()(sin)()( tattaAtqo Φ+= ϕ . 
 
Analizando la ecuación de la señal de entrada (1.1) y la ecuación de la señal de 
salida (1.4) observamos que las funciones que las relacionan son [ ])(taA  y 
[ ])(taΦ . Dichas funciones se denominan funciones de conversión Amplitude 
Modulation / Amplitude Modulation (AM/AM) y Amplitude Modulation / Phase 
Modulation (AM/PM) respectivamente y modelan de forma estática el las no-
linealidades de la primera zona armónica. 
 
 
1.2.2. Funciones de conversión AM-AM y AM-PM 
 
Las funciones de conversión AM-AM y AM-PM sirven para modelar las no-
linealidades en los amplificadores. La función AM-AM muestra la amplitud de 
salida del amplificador en función de la amplitud de entrada. Pero las no-
linealidades no afectan solamente a la amplitud si no que también modifican la 
fase a la salida. Para modelar este efecto se utiliza la función AM-PM que 
muestra el desfase entre las señales de entrada y salida  en función de la 
amplitud de entrada.  
 
Las funciones de conversión dependen de la tecnología utilizada en el 
dispositivo. Las relaciones se obtienen de forma experimental y los fabricantes 
suelen facilitarlas en forma de curvas como las que muestran las figuras 1.4a y 
1.4b. 
 
 
          
 
         Fig 1.4a Curva AM-AM                                 Fig 1.4b Curva AM-PM 
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1.3. Efectos de las no-linealidades 
 
1.3.1. Distorsión dentro de la banda 
 
Una vez que la señal a transmitir se modula, se generan una serie de símbolos 
que contienen la información. Los símbolos de entrada están asociados al 
binomio ( ϕ,a ), tal y como muestra la ecuación (1.1). Pero si observamos la 
ecuación  de salida (1.4), los símbolos, una vez que pasan por el AP quedan 
asociados al binomio ( Φ+ϕ,A ). Puede que los símbolos de entrada no 
coincidan con los símbolos de salida, lo que provocaría que el receptor no sea 
capaz de demodular correctamente la señal. Este fenómeno se conoce como 
distorsión dentro de la banda y puede causar la degradación total de la 
información. La figura 1.5 muestra la constelación correspondiente a una 
modulación 16-QAM que ha sufrido distorsión dentro de la banda. 
 
 
 
 
Fig 1.5 Distorsión dentro de la banda en una 16-QAM 
 
 
1.3.2. Distorsión fuera de la banda 
 
Las no-linealidades del AP no solo producen distorsión dentro de la banda, 
también provocan el ensanchamiento del espectro. Este efecto es muy 
problemático ya que el ensanchamiento produce interferencia en los canales 
adyacentes. 
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  Fig 1.6a Espectro QPSK de entrada    Fig 1.6b Espectro QPSK de salida 
 
 
En figura 1.6b se observa el ensanchamiento del espectro que se produce a la 
salida del AP sobre la señal de entrada que muestra la figura 1.6a.  
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CAPÍTULO 2. LINEALIZACIÓN 
 
 
2.1. Técnicas de linealización 
 
En el capítulo anterior hemos visto como afectan las no-linealidades de los AP. 
Una posible solución para evitar estos efectos indeseados sería utilizar 
amplificadores de clase A trabajando por debajo y lo más lejos posible de la 
saturación. El problema es que esta solución no sería eficiente en cuanto a 
potencia debido al bajo rendimiento de los amplificadores clase A. En 
comunicaciones móviles la eficiencia en potencia es muy importante debido a 
que los equipos funcionan con baterías y debemos intentar que éstas tengan la 
mayor duración posible. Para obtener la deseada eficiencia en potencia se 
hace necesario el uso de amplificadores de clase B, AB o C que como ya vimos 
en el capítulo anterior presentan un comportamiento menos lineal lo que 
produce la perdida de eficiencia espectral así como la degradación de la 
información. La mejor solución para que el funcionamiento de los 
amplificadores sea eficiente es el uso de alguna técnica de linealización que 
minimice las no-linealidades del AP.  
 
Básicamente existen tres técnicas de linealización que son: 
• Feedback. 
• Feedforward. 
• Predistorsión. 
 
Quizás el método más simple y obvio para reducir la distorsión del amplificador 
es haciendo uso de algún tipo de realimentación o feedback. Desde su 
invención la técnica del feedback ha sido utilizada universalmente para la 
corrección de cualquier tipo de error.   
 
 
 
 
Fig 2.1 Feedback 
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En la figura 2.1 vemos el diagrama de la técnica feedback. Esta técnica 
sacrifica la ganancia del amplificador en favor de la linealidad, es por eso que 
no es una muy buena solución. Además el sistema puede volverse inestable, 
ya que su estabilidad depende de la ganancia y el margen de fase del lazo.    
En aplicaciones de audio si es una buena técnica pero en RF se necesita una 
reducción más pronunciada de las no-linealidades. El análisis de la técnica de 
feedback no es el objetivo de este trabajo y solo se menciona de modo 
orientativo. Se recomienda consultar la bibliografía para obtener más 
información [1].  
 
 
La estructura de la técnica feedforward la podemos ver en la figura 2.2. Los 
pasos que sigue la señal son: 
• La señal de entrada se bifurca en dos ramas.  
• En la rama superior se coloca el AP que queremos linealizar.  
• A la salida del AP hay un acoplador que extrae una muestra de la señal 
de la rama superior, en la que tenemos la señal de entrada amplificada y 
a la que se añade la distorsión del AP.  
• En la rama inferior, a la señal de entrada se le aplica un retardo igual al 
que produce el amplificador.  
• Si a la señal que se extrae del acoplador le restamos la señal de la rama 
inferior, nos queda aislada la distorsión que produce el AP. 
• Esta distorsión se amplifica y se añade a la rama superior utilizando otro 
acoplador que invierte la fase de la distorsión. 
• A la señal de la rama superior (señal de entrada + distorsión) le hemos 
añadido la distorsión en contratase, por lo tanto, nos queda la señal de 
entrada amplificada. 
 
 
 
 
Fig 2.2 Feedforward 
 
 
Las principales ventajas de esta técnica son: 
• No se reduce la ganancia del AP como en el caso del feedback. 
• La corrección es independiente de la magnitud del retardo del 
amplificador dentro del sistema. Un amplificador RF de alta ganancia 
suele tener un retardo de grupo significativo lo que puede causar 
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grandes problemas en la técnica feedback debido a su posible 
inestabilidad. 
• La corrección no se basa en hechos pasados, se basa en lo que ocurre 
en cada momento, al contrario que en el feedback. 
• La configuración feedforward es incondicionalmente estable. 
 
La principal desventaja del sistema es que al ser un lazo abierto no 
compensará los cambios que sufran los componentes con el paso del tiempo y 
la variación de la temperatura. Otra desventaja es que el circuito es más 
complejo que el de feedback. Realmente todo el planteamiento anterior no es 
más que una aproximación, ya que estamos suponiendo que el amplificador de 
error es ideal y esto no es verdad. Para corregir la distorsión del amplificador 
del error se debería añadir otro lazo al sistema lo que conlleva complicar aún 
más el sistema. Como en el caso del feedback se recomienda consultar la 
bibliografía para obtener más información [1].  
 
El objetivo de este trabajo el la implementación de un linealizador utilizando la 
técnica de predistorsión. Esta técnica la analizaremos en el siguiente apartado. 
 
 
2.2. Predistorsión 
 
2.1.1. Principios de la predistorsión 
 
La técnica de predistorsión es conceptualmente la forma más simple de 
linealización para un amplificador de potencia de RF. Esta técnica consiste en 
la creación de una curva de distorsión que sea complementaria a la distorsión 
que produce el AP y unir los dos bloques en cascada tal y como vemos en la 
figura 2.3 y 2.4. De esta forma podremos asegurar que la distorsión total del 
sistema será nula o, en todo caso, muy baja. La estructura que muestra la 
figura es un predistorsionador en lazo abierto, es decir, no compensará las 
variaciones que tenga el amplificador a lo largo del tiempo, variaciones de 
temperatura,etc. 
 
 
 
 
Fig 2.3 Curvas predistorsión 
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Fig. 2.4 Predistorsionador y AP en cascada 
 
 
Se puede hacer una clasificación de predistorsionadores según la frecuencia a 
la que trabajan. Los tipos de predistorsionadores son: 
• Predistorsión RF. 
• Predistorsión FI. 
• Predistorsión Banda Base. 
 
La predistorsión RF suele implementarse de forma analógica por lo que no la 
trataremos en este trabajo. Solamente vamos a tratar la predistorsión digital 
que se aplicara a frecuencia intermedia o banda base.  
 
 
2.1.2. Predistorsionador digital 
 
En este apartado se presenta un predistorsionador digital en banda base que 
utiliza Lookup Tables  (LUTs). Una LUT es una estructura de datos, 
normalmente un array, que se utiliza para evitar cálculos que ralenticen el 
funcionamiento del sistema. Se pueden sustituir operaciones matemáticas, 
costosas de hacer en tiempo real, por un simple vistazo a una tabla que ya 
contenga el resultado de la operación, calculada en la inicialización del sistema, 
donde el tiempo empleado en cálculos no es tan importante. La ganancia en 
velocidad puede ser muy significativa. 
 
Este predistorsionador esta basado en la aplicación de una señal de calibración 
que cubra todo el margen dinámico de la señal que queramos transmitir. La 
respuesta del sistema a esta secuencia de calibración es guardada en memoria 
y será la base sobre la que se realice el procesado correspondiente a la señal 
que queramos transmitir.  
 
Para explicar el funcionamiento del sistema supondremos que el modulador y 
demodulador I-Q son ideales y que no existe retardo de lazo. 
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Fig 2.5 Predistorsionador digital adaptativo en banda base 
 
 
 
En la figura 2.5 vemos el diagrama del predistorsionador digital adaptativo [2]. 
Todas las señales están representadas como envolvente compleja. El 
predistorsionador es entrenado por la rampa de calibración que explora todo el 
margen dinámico de la envolvente de la señal modulada en pasos que 
dependen del margen dinámico a explorar y del tamaño de la LUT (LUT size – 
LS) como muestra la ecuación (2.4). Tanto el módulo como la fase de la rampa 
de calibración son perfectamente conocidos. El proceso de calibración, por 
tanto, es similar a la obtención de las relaciones de conversión AM-AM y AM-
PM que vimos en el capítulo 1.  
 
La respuesta del lazo abierto a la señal de entrenamiento se guarda en la 
memoria para después realizar el procesado digital a la señal a transmitir. La 
no-linealidad principal del sistema será la que produzca el AP. Primero, el 
sistema extrae el comportamiento lineal del AP buscando, en la respuesta 
almacenada en memoria, la muestra en la que se produzca la ganancia de lazo 
(ecuación 2.2) más pequeña. En el caso de que la rampa de calibración cubra 
también la zona de saturación del AP y esta zona sea perfectamente conocida, 
no será necesario buscar en todo el rango, la zona de saturación podemos 
saltarla. Dado que la relación AM-PM solo depende de la envolvente de la 
señal de entrada y no de la fase de la señal de entrada, la secuencia de 
entrenamiento pude tomar la fase que queramos, siempre y cuando esta sea 
conocida. En este caso, tal y como muestra la ecuación (2.1), la fase elegida 
para la rampa de calibración es de 45°.  
 
 
                    [ ] [ ] i
LS
VVV
iViV mmmrampramp ⋅
⋅
−
+==
22
)(Im)(Re minmaxmin                     (2.1) 
 
 
donde 
maxm
V  y 
minm
V  representan los valores máximo y mínimo de la 
envolvente de la señal modulada respectivamente. LS es el tamaño de la LUT 
e i es el índice que lleva asociado cada valor de la envolvente.   
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La ganancia del lazo abierto se puede estimar según la expresión: 
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ramp
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abiertolazo =                                           (2.2)                         
 
 
o: 
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                                  (2.3) 
 
 
Donde rampV∆  es el incremento en cada paso de la señal de calibración 
equivale a la expresión (2.4). 
 
 
                                            
LS
VV
V mmramp minmax
−
=∆                                       (2.4) 
 
 
El índice de la posición en la que se da la mínima variación de la ganancia de 
lazo ( lini ) se tomará como la posición en la que el comportamiento del sistema 
es lineal. 
 
 
                                            )( linabiertolazolinabiertolazo iGG =                                    (2.5) 
 
 
La ganancia del comportamiento lineal la utilizaremos como referencia para 
estimar la función de predistorsión. La ganancia lineal es normalizada para 
obtener la fase de referencia para la corrección AM-PM asociada a la función 
de predistorsión, como vemos en la ecuación (2.6). 
 
 
                                   linj
linabiertolazo
linabiertolazo
normlinabiertolazo eG
G
G φ⋅== 1                            (2.6) 
 
 
La ganancia lineal lleva asociada la deseada respuesta lineal del sistema, 
como muestra la ecuación (2.7).  
 
 
                                        )()( iVGiV ramplinealabiertolazolinf ⋅=                                  (2.7) 
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La LUT es indexada por la función del modulo de la señal de entrada. Cada 
dirección de la tabla del predistorsionador corresponde a un valor específico del 
módulo de la señal de entrada. Para cada índice “ i ” (para cada valor de 
envolvente asociado a un índice “ i ”: )4/()()( πjrampramp eiViV ⋅= ), la respuesta del 
lazo )(iV f se guarda en memoria (en este caso sin retardo ya que suponemos 
que el sistema es ideal, por lo tanto, la entrada y salida tienen el mismo índice). 
 
Para entrenar la función del predistorsionador correspondiente a un nivel 
concreto de la envolvente de la señal de entrada al sistema (asociada al índice 
“ i ”) debemos enfocar nuestra atención en el índice “ j “ de la respuesta 
guardad en memoria. Como suponemos que no hay retardo ji =  . 
 
Los coeficientes del predistorsionador se estiman evaluando los siguientes 
casos: 
 
• )()( jViV flinf >  : La función de predistorsión introduce un efecto de 
expansión ( 1)( >iF ).  En este caso, el índice “ j “ se incrementaría para 
obtener el valor )( jV f  más cercano a )(iV linf . “ j “, entonces, 
correspondería al índice que deberíamos escoger en la señal de entrada 
para que el comportamiento sea lineal. 
 
• )()( jViV flinf <  : La función de predistorsión aplica un efecto de 
expansión ( 1)( <iF ) y el índice “ j “ se decrementaría para obtener el 
valor )( jV f  más cercano a )(iV linf . 
 
• )()( jViV flinf =  : La función de predistorsión no aplica ningún efecto al 
sistema ( 1)( =iF ). 
 
En el caso de que la no-linealidad sea producida por saturación del transmisor, 
para obtener la función del predistorsionador, deberemos conocer la respuesta 
del sistema para valores más grandes que los de la envolvente de la señal a 
transmitir, es decir, el sistema deberá ser “sobreentrenado”. 
 
El módulo de la función de predistorsión, se estima para cada índice de la tabla 
buscando entre las muestras guardadas, asociadas a la rampa de calibración,  
que dan a la salida la deseada respuesta lineal (2.8). Esto permite corregir la 
función de conversión AM-AM. 
 
 
                                           
)(
)(
)(
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)(
iV
jV
iV
jV
iF
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ramp
ramp
ramp
==                                     (2.8) 
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Una vez que la conversión AM-AM ha sido estimada, la conversión AM-PM se 
puede determinar con la ayuda de los datos guardados. El nuevo valor de la 
envolvente (después de hacer la corrección AM-AM), lo utilizamos para calcular 
la ganancia de lazo normalizada según a la ecuación (2.9). 
 
 
                                 )(1
)(
)(
)( jj
abiertolazo
abiertolazo
normabiertolazo ejG
jG
jG φ⋅==                           (2.9) 
 
 
Finalmente la función del predistorsionador se obtiene de las ecuaciones (2.6), 
(2.8), (2.9): 
 
 
                           ))(()(
)(
)()( linjj
normabiertolazo
normlinabiertolazo eiF
jG
G
iFiF φφ −−⋅=⋅=                    (2.10) 
 
 
El resultado obtenido es equivalente a poner la conversión AM-AM y AM-PM en 
cascada. 
 
Una vez que tenemos estimados los coeficientes de predistorsión, ésta se 
aplica a la señal que queremos transmitir ( mmm jQIV += ) por un factor de 
ganancia compleja obtenido de la LUT previamente entrenada, como muestra 
la ecuación (2.11). 
 
 
                                                   [ ]mmd VFVV ⋅=                                            (2.11) 
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CAPÍTULO 3. HARDWARE 
 
 
3.1. Sistema completo 
 
 
 
 
Fig 3.1 Hardware 
 
 
El la figura 3.1 vemos el hardware utilizado para la implementación del 
linealizador. Desde el PC controlaremos la ejecución del programa. La DSP se 
encarga de realizar todo el procesado de señal. En la “daughterboard” se 
encuentran los conversores A/D y D/A. La salida del D/A la conectaremos al 
osciloscopio y analizador de espectro para visualizar las señales. A 
continuación veremos las características de la DSP y la “daughterboard”. 
 
 
3.2. DSK 
 
DSK son las siglas de “DSP Starter Kit”. La DSK utilizada es el modelo 
TMS320C6711 de Texas Instruments. En la figura 3.2 podemos ver el aspecto 
de la DSK. 
 
 
 
 
Fig 3.2 DSK TMS320C6711 
 
DSK 
 
Daughterboard
 
OSC 
 
AE 
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La parte más importante de la placa es el procesador (DSP), ya que será éste 
el que se encargue de realizar todas las operaciones necesarias para el 
funcionamiento del predistorsionador. La DSP C6711 es un procesador en 
coma flotante que está basado en la arquitectura VLIW (very-long-instruction-
word), la cual es muy conveniente para realizar algoritmos numéricos. Es capaz 
de realizar 8 instrucciones de 32 bits por cada ciclo del reloj. Por ejemplo, con 
un reloj de 150 MHz (por defecto) sería capaz de realizar 8 instrucciones de 32 
bits en 6.66ns. Idealmente se podrían conseguir dos multiplicaciones y sumas 
por ciclo, o lo que es lo mismo, 300 millones de multiplicaciones y sumas 
(MACs) por segundo.  
 
La memoria interna de la DSP esta organizada en dos niveles. En un primer 
nivel tenemos dos memorias caché (L1P-Program y L1D-Data) de 32 Kbits (4 
KBytes) cada una. En el segundo nivel tenemos una memoria RAM de 512 
Kbits (64 KBytes) para asignación de datos o código. Tenemos, por tanto, un 
total de 72KB de memoria interna en la DSP. 
 
La memoria interna de la DSP no es la única de la que disponemos en la DSK, 
también tenemos una memoria externa SDRAM de 16MB. El acceso a la 
memoria externa desde la DSP se realiza a través de la interfaz de memoria 
externa (EMIF) de 32 bits. La velocidad de esta interfaz, en el caso de la DSP 
C6711 es independiente del reloj de la DSP y su velocidad máxima es de 100 
MHz.  
 
Otro elemento importante en la DSK es el codec que lleva incorporado, 
concretamente el TLC320AD535 (AD535). El codec hace las funciones de 
conversor analógico a digital y digital a analógico. Las especificaciones del 
codec dicen que tiene dos canales para entrada, otros dos para salida y una 
frecuencia de muestreo superior a 11kHz. Una vez montado en la placa solo 
disponemos de un canal de entrada y otro de salida. La frecuencia de muestreo 
también se reduce hasta los 8 kHz. Como esta frecuencia es bastante baja, 
decidimos utilizar la placa hija que lleva incorporados conversores más rápidos. 
 
La conexión entre el PC y la DSK se realiza a través del puerto paralelo. 
 
Para más información véase [5]. 
 
3.3. Daughterboard 
 
3.3.1. Diagrama  
 
Como hemos visto en el apartado anterior, los conversores de la DSK tienen 
una frecuencia bastante baja y esta es la causa de que utilicemos una placa 
hija. La placa utiliza es el modelo AED-101 del fabricante Signalware y se 
monta sobre la DSK utilizada.  
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Fig 3.3 Diagrama de bloques daughterboard 
3.3.2. FPGA 
 
Como vemos en la figura 3.3 esta placa no solo dispone de los conversores 
A/D y D/A, también incluye una FPGA (Field Programmable Gate Array). La 
FPGA se puede utilizar para hacer funciones de preprocesado, que reducirían 
la carga computacional soportada por la DSP, aunque en este caso no vamos a 
implementar esas funciones. Los conversores tienen conectada su interfaz 
digital directamente a la FPGA, por lo que la FPGA controla la interfaz entre la 
DSK y la placa hija. Todo el tráfico de señales entre la DSP y los conversores 
pasa por la FPGA. Estas funciones para el control de la interfaz se cargan en la 
FPGA cada vez que se conecta la placa a la alimentación desde la memoria 
flash incluida en la placa. 
 
3.3.3. Interfaz DSP - Daugtherboard 
 
La interfaz entre la DSP y la placa hija tiene lugar en dos conectores de 80 
pines. Uno de los conectores esta dedicado al acceso al EMIF de la DSP y el 
otro sirve para acceder a las señales de control/estado de periféricos de la 
DSP.  Algunos de los pines de estos conectores están dedicados a la 
alimentación de la placa hija. La alimentación necesaria es de +12 V y -12 V. 
 
3.3.4. Reloj daughterboard 
 
En cuanto al reloj de la placa hija, el fabricante lo presenta como una opción. 
La placa utilizada no disponía de esta opción por lo que utilizaba el reloj de la 
DSP, es decir, 150 MHz. 
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3.3.5. Conversores y registros 
 
 
La placa tiene cuatro conversores, dos A/D y dos D/A. Los conversores A/D 
son de 12 bits y pueden llegar a 70 MHz mientras que los D/A pueden llegar a 
los 80 MHz y también son de 12 bits [7]. Las tablas 3.1, 3.2, 3.3 y 3.4 muestran 
la estructura de los registros de los conversores. 
 
 
Tabla 3.1. Definición de registro del primer conversor D/A. 
 
MSB 
Bit 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Field D 31 
D 
30 
D 
29 
D 
28 
D 
27
D 
26
D 
25
D 
24
D 
23
D 
22
D 
21
D 
20
D 
19 
D 
18 
D 
17 
D 
16
Acces w w w w w w w w w w w w w w w w 
Initial 
value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
Tabla 3.2. Definición de registro del segundo conversor D/A. 
 
LSB
Bit 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
Field D 15 
D 
14 
D 
13 
D 
12 
D 
11 
D 
10 
D 
9 
D 
8 
D 
7 
D 
6 
D 
5 
D 
4 
D 
3 
D 
2 
D 
1 
D 
0 
Acces w w w w w w w w w w w w w w w w 
Initial 
 value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
En el caso del D/A el acceso es solo para escritura (w). 
 
 
Tabla 3.3. Definición de registro del primer conversor A/D. 
 
MSB 
Bit 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Field D 
31 
D 
30 
D 
29 
D 
28 
D 
27
D 
26
D 
25
D 
24
D 
23
D 
22
D 
21
D 
20
D 
19 
D 
18 
D 
17 
D 
16
Acces x x x x x x x x x x x x x x x x 
Initial 
value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Tabla 3.4. Definición de registro del segundo conversor A/D. 
 
LSB
Bit 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
Field D 15 
D 
14 
D 
13 
D 
12 
D 
11 
D 
10 
D 
9 
D 
8 
D 
7 
D 
6 
D 
5 
D 
4 
D 
3 
D 
2 
D 
1 
D 
0 
Acces x x x x x x x x x x x x x x x x 
Initial 
 value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
En el caso del A/D el acceso es solo para lectura (x). 
 
Como podemos ver en las tablas, los registros son de 16 bits pero no los 
podremos aprovechar todos ya que los conversores son de 12 bits.  Además se 
debe tener en cuenta que no acepta valores negativos. 
 
Además de los registros de datos, tenemos otros registros muy importantes 
para el funcionamiento del sistema. El intercambio de datos entre la DSP y los 
conversores se realiza a través de dos FIFOs, una para el conversor A/D y otra 
para el conversor D/A. Para el caso del conversor D/A, la DSP va llenando esta 
FIFO a la vez que el conversor va extrayendo datos. De esta forma se facilita 
que el conversor siempre tenga muestras de la señal disponibles. Aún con el 
uso de la FIFO, puede ocurrir que ésta se quede vacía (underflow) o que se 
produzca rebosamiento (overflow). Para tener control sobre estos hechos, se 
define lo que se llama registro de estado y que vemos representado en la tabla 
3.5. Se usa el mismo sistema en el caso del conversor A/D.  
 
 
Tabla 3.5. Registro de estado. 
 
MSB  LSB
Bit 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
Field SPARE U2 O2 SPARE U1 O1 
Acces x x x x x x x x x x x x x x x x 
Initial 
 value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
O1 A/D FIFO Overflow. 
U1 A/D FIFO Underflow. 
O2 D/A FIFO Overflow. 
U2 D/A FIFO Underflow. 
 
Los bits del registro de estado normalmente valen cero, solo toman valor uno 
cuando se produce un error. Consultando este registro podemos saber si el 
sistema esta funcionando correctamente. 
 
Otro registro importante es el del periodo del reloj del D/A, que controla la 
frecuencia de muestreo del conversor. El reloj del D/A equivale al reloj de la 
placa hija dividido por el registro del periodo del reloj del D/A más uno (D/A 
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clock = daughterboard clock / (D/A Clock Rate Register + 1)). Como hemos 
visto anteriormente, la placa hija utilizada funciona con el reloj de la DSP. En la 
tabla 3.6 vemos el aspecto del registro de periodo del reloj del D/A. 
 
 
Tabla 3.6. Registro de Periodo del Reloj del D/A. 
 
MSB  LSB
Bit 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 
Field D 15 
D 
14 
D 
13 
D 
12 
D 
11 
D 
10 
D 
9 
D 
8 
D 
7 
D 
6 
D 
5 
D 
4 
D 
3 
D 
2 
D 
1 
D 
0 
Initial 
 value 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
El valor del registro de periodo del reloj se carga en un contador que se va 
decrementando hasta que llega a cero. Una vez que esto sucede, se genera un 
pulso que se envía al conversor para que éste coja una nueva muestra de la 
FIFO. En el caso del A/D, todo funciona de la misma manera. 
 
3.3.6. Amplificadores de salida 
 
A la salida del D/A, la placa hija lleva incorporado un amplificador que se puede 
elegir con varias configuraciones. Por defecto, el amplificador utilizado es un 
diferencial como el que muestra la figura 3.4. 
 
 
 
 
Fig 3.4. Amplificador diferencial. 
 
 
El funcionamiento del amplificador en el sistema es correcto, pero a la salida 
tiene un cierto nivel de continua que necesitamos eliminar para poder utilizar el 
analizador de espectros, ya que éste no acepta continua. Como vemos en la 
figura 3.4, la resistencia Rx04 es un cortocircuito. Para eliminar la continua, 
cambiamos esta resistencia por un condensador. Hay que tener en cuenta que 
al poner el condensador, a la salida se forma un filtro paso alto cuya frecuencia 
de corte viene determinada por la ecuación (3.1). 
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RC
ff
RC ccc
1
2
121 ⋅=→⋅==
π
πω                              (3.1) 
 
 
El condensador elegido tiene un valor de 220nF. Para aplicar este valor a la 
ecuación (3.1) necesitamos conocer también el valor de la resistencia de carga. 
Para el caso del osciloscopio la resistencia es de 1 MΩ, por tanto, la frecuencia 
de corte es 0.7 Hz. Mientras que para el caso del analizador de espectro, la 
resistencia es de 50 Ω, por lo que la frecuencia de corte es de 14.46 Hz. 
 
Como vemos la frecuencia de corte en ambos casos es bastante baja, por lo 
que no afectará a nuestra señal, pero era necesario comprobarlo para estar 
totalmente seguros.  
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CAPÍTULO 4. IMPLEMENTACIÓN DEL SISTEMA 
 
 
4.1. Estructura del programa 
 
El predistorsionador implementado es una primera fase del que vimos en el 
capítulo 2. La diferencia es que el que se ha implementado no es dinámico, es 
decir, no se actualiza ni se utiliza señal de calibración. Es un predistorsionador 
estático en el que se carga una curva de distorsión inversa a la curva AM-AM y 
AM-PM de un amplificador y se aplica a la señal a enviar. Se podría decir que 
lo que hace el sistema es aplicar a la señal una distorsión controlada. La figura 
4.1 muestra la estructura del programa. 
 
 
 
 
 
Fig 4.1. Estructura del programa 
 
 
El programa empieza con un testeo de la comunicación entre la FPGA y la 
DSP, en el cual no entraremos en detalle ya que lo aprovechamos del código 
facilitado por Signalware para probar el funcionamiento de la daughterboard. 
 
Una vez realizado el testeo se pasa a la inicialización en la cual se crean las 
distintas LUTs que utilizaremos y que explicaremos en los siguientes 
apartados. 
 
Testeo
Inicialización 
Bucle 
Infinito 
Pruebas 
Comunicación
DSP/FPGA
LUT 
QPSK
LUT 
Portadora
LUT 
Raíz 
LUT 
Predist 
Función 
QPSK_tabla256
FIFO
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Una vez que creamos las tablas, el programa entra en un bucle infinito. En este 
bucle se generan los símbolos del mensaje a transmitir. Una vez generados se 
le pasan a la función “QPSK_tabla256”, desde la que se realizan las consultas 
necesarias a las tablas para aplicar la predistorsión al mensaje. Esta función 
devuelve las muestras de la señal predistorsionada para que desde el bucle 
infinito se vayan escribiendo en la FIFO. En el bucle infinito también se realizan 
los controles sobre el registro de estado para asegurarnos de que la FIFO no 
queda vacía y tampoco la llenamos por encima de su capacidad, 
concretamente 512 muestras. Para evitar errores, utilizamos la FIFO como si 
solo tuviese capacidad para 256 muestras. En la inicialización llenamos la 
totalidad de la FIFO pero una vez que entremos en el bucle infinito, esperamos 
a que se vacíe la mitad y la volvemos a llenar, de esta manera facilitamos que 
siempre haya información disponible para el conversor.  
 
En el anexo podemos ver todo el código C del implementado. 
 
 
4.2. Estándar 
 
 
4.2.1. Características 
 
El estándar sobre el que se basa el trabajo es el IEEE 802.16e (WIMAX).  
 
El estándar 802.16 puede alcanzar una velocidad de comunicación de hasta 
124 Mbit/s en un canal con un ancho de banda de 28 MHz (en la banda de 10 a 
66 GHz), mientras que el 802.16a puede llegar a los 70 Mbit/s, operando en un 
rango de frecuencias más bajo (2 a 11 GHz). Es un claro competidor de LMDS. 
 
Estas velocidades tan elevadas se consiguen gracias a utilizar la modulación 
OFDM (Orthogonal Frequency División Multiplexing) con 256 subportadoras, la 
cual puede ser implementada de diferentes formas, según cada operador, 
siendo la variante de OFDM empleada un factor diferenciador del servicio 
ofrecido. Esta técnica de modulación es la que también se emplea para la TV 
digital, sobre cable o satélite, así como para Wi-Fi (802.11a) por lo que está 
suficientemente probada.  Soporta los modos FDD y TDD para facilitar su 
interoperabilidad con otros sistemas celulares o inalámbricos. La modulación 
OFDM se combina con modulaciones BPSK, QPSK, 16-QAM  o 64-QAM. 
 
Soporta varios cientos de usuarios por canal, con un gran ancho de banda y es 
adecuada tanto para tráfico continuo como a ráfagas, siendo independiente de 
protocolo; así, transporta IP, Ethernet, ATM, etc.; y soporta múltiples servicios 
simultáneamente ofreciendo Calidad de Servicio (QoS) en 802.16e, por lo cual 
resulta adecuado para voz (VoIP), datos y vídeo. Por ejemplo, la voz y el vídeo 
requieren baja latencia pero soportan bien la pérdida de algún bit, mientras que 
las aplicaciones de datos deben estar libres de errores, pero toleran bien el 
retardo. 
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Otra característica de WiMAX es que soporta antenas inteligentes (smart 
antenas), propias de las redes celulares de 3G, lo cual mejora la eficiencia 
espectral, llegando a conseguir 5 bps/Hz, el doble que 802.11a. 
 
También, como se ha mencionado, se contempla la posibilidad de formar redes 
malladas para que los distintos usuarios se puedan comunicar entre sí, sin 
necesidad de tener visión directa entre ellos (NLoS). Ello permite, por ejemplo, 
la comunicación entre una comunidad de usuarios dispersos a un coste muy 
bajo y con una gran seguridad al disponerse de rutas alternativas entre ellos. 
 
En cuanto a seguridad, incluye medidas para la autenticación de usuarios 
(X.509) y la encriptación de los datos mediante el algoritmo DES.  
 
Una de las principales limitaciones en los enlaces a larga distancia vía radio es 
la limitación de potencia, para prever interferencias con otros sistemas, y el alto 
consumo de batería que se requiere. Sin embargo, los más recientes avances 
en los procesadores digitales de señal hacen que señales muy débiles (llegan 
con poca potencia al receptor) puedan ser interpretadas sin errores, un hecho 
del que se aprovecha WiMAX. Con los avances en el diseño de baterías 
(recientemente se han anunciado baterías que se recargan en 30 segundos) 
podrá haber terminales móviles WiMAX, compitiendo con los tradicionales de 
GSM y de UMTS. 
 
 
4.2.2. Aplicaciones 
 
Las primeras versiones de WiMAX están pensadas para comunicaciones punto 
a punto o punto a multipunto, típicas de los radio enlaces por microondas. Las 
próximas ofrecerán total movilidad, por lo que competirán con las redes 
celulares. 
 
Los primeros productos que están empezando a aparecer en el mercado se 
enfocan a proporcionar un enlace de alta velocidad para conexión a las redes 
fijas públicas o para establecer enlaces punto a punto. 
 
Así, WiMAX puede resultar muy adecuado para unir hot spots Wi-Fi a las redes 
de los operadores, sin necesidad de establecer un enlace fijo. El equipamiento 
Wi-Fi es relativamente barato pero un enlace E1 o DSL resulta caro y a veces 
no se puede desplegar, por lo que la alternativa radio parece muy razonable. 
WiMAX extiende el alcance de Wi-Fi y provee una seria alternativa o 
complemento a las redes 3G, según como se mire. 
 
Para las empresas, es una alternativa a contemplar, ya que el coste puede ser 
hasta 10 veces menor que en el caso de emplear un enlace E1 o T1. De 
momento no se habla de WiMAX para el acceso residencial, pero en un futuro 
podría ser una realidad, sustituyendo con enorme ventaja a las conexiones 
ADSL, o de cable, y haciendo que la verdadera revolución de la banda ancha 
llegue a todos los hogares. 
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Otra de sus aplicaciones encaja en ofrecer servicios a zonas rurales de difícil 
acceso, a las que no llegan las redes cableadas. Es una tecnología muy 
adecuada para establecer radio enlaces, dado su gran alcance y alta 
capacidad, a un coste muy competitivo frente a otras alternativas. 
 
En los países en desarrollo resulta una buena alternativa para el despliegue 
rápido de servicios, compitiendo directamente con las infraestructuras basadas 
en redes de satélites, que son muy costosas y presentan una alta latencia. 
 
Para los operadores móviles WiMAX es un arma de doble filo. Por una parte la 
instalación de estaciones base WiMAX es sencilla y económica, utilizando un 
hardware que llegará a ser estándar, por lo que puede ser visto como una 
amenaza, pero por otra, es una manera fácil de extender sus redes y entrar en 
un nuevo negocio en el que ahora no están, lo que se presenta como una 
oportunidad. Al mismo tiempo, nuevos operadores, fijos o móviles, o los 
tradicionales ISPs pueden ver una oportunidad para ofrecer servicios a ciertos 
nichos de mercado. 
 
 
4.3. Frecuencia portadora 
 
Para poder modular los datos de entrada necesitamos generar una señal 
portadora. Necesitamos un seno y un coseno para realizar la modulación. 
 
La ejecución del programa esta controlada por un bucle infinito que se empieza 
a ejecutar en el momento que termina toda la inicialización previa. La forma 
intuitiva de generar la señal portadora es que a cada paso del bucle se genere 
una muestra de esta señal. El bucle lleva un contador que es el que hace de 
variable tiempo en la función seno o coseno ( )2cos( tf ⋅⋅π ). 
 
Otra forma, más inteligente, de generar la señal portadora es mediante el uso 
de una LUT, como la que vimos en el capítulo 2. De esta manera, cuando el 
programa se inicializa y antes de que empiece el bucle infinito, generamos una 
tabla con un periodo del coseno o del seno mediante un bucle, como muestra 
la figura 4.1. Una vez que el bucle infinito comienza, en cada paso se hará una 
consulta a una posición determinada de la tabla y cuando lleguemos al final de 
ella deberemos volver al principio, enlazando así periodo tras periodo. De esta 
forma, la carga computacional que ha de soportar la DSP se reduce 
considerablemente ya que se sustituye la operación de generar una muestra 
del coseno por una simple consulta a una tabla. 
 
En nuestro caso, la longitud de la tabla es 256 muestras. Si leemos la tabla de 
forma que los saltos sean de una posición, la señal senoidal tendrá mejor forma 
pero la frecuencia será más lenta. A medida que incrementemos los saltos en 
la tabla, la señal aumentará en frecuencia pero su aspecto empeorará. Este 
efecto lo podemos ver en las figuras 4.2 y 4.3. En la figura 4.2 vemos un 
coseno con 8 muestras por periodo mientras que en la 4.3 vemos el coseno 
con 32 muestras por periodo. La base de tiempo del osciloscopio es la misma, 
para poder observar la diferencia en el periodo del coseno. 
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Para realizar la modulación necesitaremos un seno y un coseno pero no 
necesitamos dos tablas. La función seno, no es más que la función coseno 
desfasada 90° hacia atrás, en el caso de desfasar el coseno 90° hacia adelante 
la función obtenida es menos seno, como vemos en la ecuación (4.1). 
 
 
                                               )
2
cos()sin( παα +=−                                         (4.1) 
 
 
         
 
Fig 4.2. Coseno 8 muestras periodo          Fig 4.3. Coseno 32 muestras periodo 
 
 
Como el tamaño de la tabla es de 256 muestras, un desfase de 90° equivale a 
una diferencia de 64 muestras. Por lo tanto, nosotros generamos un coseno, 
por un lado leemos la tabla empezando en la muestra 0 y por otro leemos la 
tabla empezando en la muestra 64 con lo que tenemos coseno y menos seno, 
como muestra la figura 4.4. El signo menos del seno debemos tenerlo en 
cuenta en la ecuación de la modulación.  
 
 
 
 
Fig 4.4. Coseno y menos seno generados 
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En cuanto a la amplitud de la señal portadora, para asegurarnos de no superar 
el margen dinámico del conversor, la fijamos al valor correspondiente a 11 bits, 
es decir 20471211 =−  o 0x7FF en hexadecimal. Lo fijamos a 11 bits porque 
antes de enviar la señal al conversor añadiremos un offset de valor igual a la 
amplitud (2047) debido a que el conversor no acepta valores negativos. Por 
tanto, con la amplitud más el offset cubriremos todo el margen dinámico de 12 
bits.  
 
Aunque la LUT de la portadora se genera en la inicialización del programa y el 
tiempo que tarde en generarse no afecta al procesado en tiempo real, se ha 
utilizado una librería que contiene la función coseno optimizada para reducir el 
tiempo de inicialización. La librería utilizada es la fastRTS de Texas Instruments 
para la familia de DSPs C6x [8]. Con la librería estándar la función coseno se 
realiza en 200 ciclos aproximadamente  para cada muestra mientras que con la 
librería optimizada, la misma operación se realiza en 75 ciclos 
aproximadamente. 
 
   
4.4. Modulación 
 
4.4.1. Características de la modulación 
 
Como hemos visto en el apartado anterior, el estándar puede funcionar con 
varias modulaciones para cada portadora. Una de ellas es la modulación QPSK 
y será esta la que utilicemos.  
 
Lo más lógico sería utilizar una modulación QAM, ya que presenta variaciones 
en amplitud y es, por tanto, más sensible a las no-linealidades. Además 
también se consigue una mayor eficiencia espectral. En un primer momento se 
pensó en utilizar esta modulación e incluso se implementó la función en C, que 
se puede ver en el anexo. La decisión de utilizar la modulación QPSK vino 
dada por el analizador de espectros. El modelo utilizado no solo muestra 
espectros si no que es capaz de demodular, pero no cualquier tipo de 
modulación, solo algunas utilizadas en los estándares más importantes. 
Ninguno de los estándares que es capaz de demodular utiliza QAM, por esto 
nos inclinamos por la QPSK. 
 
La modulación QPSK tiene el aspecto de la figura 4.5. Se trata de una 
modulación con 4 posibles símbolos, dos bits por símbolo por lo tanto. La 
diferencia entre símbolos se debe a la fase de éstos.  
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Fig 4.5. Modulación QPSK 
 
 
Como vemos en la figura 4.5, la fase de los símbolos es 45°, 135°, 225° y 315°. 
En la tabla 4.1, podemos ver la correspondencia entre símbolos, bits y valores 
de fase y cuadratura.  
 
 
Tabla 4.1. Correspondencia entre símbolos y bits de la modulación QPSK 
 
Símbolo 0b  1b  I Q 
0 0 0 2
A  
2
A  
1 0 1 2
A  
2
A−
2 1 0 2
A−
2
A  
3 1 1 2
A−
2
A−
  
 
Para implementar la modulación utilizaremos los valores I y Q de la tabla 
anterior, los cuales aplicaremos en la ecuación (4.2) para generar la 
modulación. Como vemos en la tabla 4.1, los términos I y Q son la amplitud que 
decidamos utilizar dividida por raíz de dos, lo que hace que el módulo de la 
fase y la cuadratura sea A. En este caso, la amplitud vendrá dada por el 
margen dinámico del conversor.  
 
 
        )2sin()()2cos()()( tftQtftIts cc ⋅⋅⋅−⋅⋅⋅= ππ                       (4.2) 
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4.4.2. Implementación de la modulación 
 
La forma elegida para implementar la modulación es mediante un vector donde 
generamos y guardamos los valores de cada uno de los símbolos tal y como 
muestra la tabla 4.2. 
 
 
Tabla 4.2. Array de la modulación QPSK 
 
Posición 0 1 2 3 4 5 6 7 
Valor S1-I S1-Q S2-I S2-Q S3-I S3-Q S4-I S4-Q 
   
 
Como hemos visto en el apartado anterior cada símbolo tiene asociados dos 
valores: fase y cuadratura. Por tanto, cada símbolo es un número complejo. 
Debido a que el lenguaje C no maneja números complejos directamente, la 
parte real y la parte imaginaria deben ir en variables distintas. Se puede utilizar 
vectores de dos dimensiones (matrices), con una dimensión para la parte real y 
otra para la parte imaginaria. Pero la estructura elegida para guardar los 
valores de la modulación es utilizar las posiciones pares del vector para la parte 
real de los símbolos y las posiciones impares para la parte imaginaria.  
 
Como en el caso de la generación de la señal portadora, el vector de la 
modulación también se genera en la inicialización del programa y se consulta 
durante la ejecución del bucle infinito como muestra la figura 4.1. El objetivo es 
el mismo, simplificar al máximo los cálculos a realizar en el bucle infinito que es 
el funciona en tiempo real. 
 
Como hemos visto en el apartado anterior, el valor e la fase y cuadratura es 
2/A  con su signo correspondiente. Como hemos visto en el apartado de la 
frecuencia portadora, el valor elegido para la amplitud es el margen de 11 bits 
(en el código vemos este valor en hexadecimal 0x7FF). Además incorporamos 
a la amplitud un factor que multiplica el valor con el objetivo de poder decidir el 
margen dinámico a utilizar. Es una cuestión de comodidad, el valor máximo lo 
tenemos fijado y se desea modificar el valor de la amplitud a utilizar basta con 
variar el factor de reducción que podrá tener valores entre 0 y 1. 
 
 
4.4.3. Frecuencia moduladora 
 
La frecuencia moduladora, es decir, la frecuencia a la que cambian los 
símbolos enviados sigue la relación de la ecuación (4.3).  
 
 
N
ff cm =                                                      (4.3) 
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donde cf  es la frecuencia portadora y N la relación entre ambas frecuencias. 
 
Desde el bucle infinito controlamos esta relación. Concretamente a través de 
un contador que se incrementa cada vez que le pasamos un símbolo a la 
función “QPSK_tabla256” para que le aplique la predistorsión. Pero hay que 
tener en cuenta que para modular un símbolo hay que enviarlo tantas veces 
seguidas como muestras tenga el periodo de la señal portadora. Por ejemplo, si 
la señal portadora utiliza 8 muestras por periodo, y queremos que la frecuencia 
moduladora sea 20 veces menor que la portadora (repetir el mismo símbolo 
durante 20 periodos de la portadora) debemos esperar a que el contador llegue 
a 160 (8 muestras/periodo x 20 periodos). 
 
En la mayoría de las pruebas realizadas utilizamos una frecuencia moduladora 
5 veces menor que la portadora y 16 muestras por periodo de portadora, por lo 
que el cambio de símbolo se produce cuando el contador llega a 80. Una vez 
que el símbolo cambia, el contador vuelve a cero. 
 
 
4.4.4. Pruebas realizadas 
 
4.4.4.1. Pruebas con el osciloscopio 
 
La primera prueba realizada para comprobar que la modulación era correcta 
fue mirar los símbolos en tiempo. Concretamente se generan los símbolos en 
orden ascendente (símbolo 0, 1, 2, 3) utilizando uno de los canales de salida de 
la placa hija. La frecuencia moduladora utilizada es igual a la frecuencia 
portadora. En el otro canal generamos valores de continua asociados a cada 
símbolo de manera que se forman escalones. Esta segunda señal sirve para 
poder reconocer los símbolos, ya que si solo enviamos la señal modulada no 
podremos situarnos en el tiempo. Conectando los dos canales al osciloscopio 
obtuvimos el gráfico de la figura 4.6. 
 
 
 
 
Fig 4.6. Comprobación símbolos en el osciloscopio 
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En la figura 4.6 debemos tener en cuenta que la placa hija lleva un amplificador 
inversor, por lo tanto tenemos las señales invertidas. El valor más alto del 
escalón corresponde al valor de símbolo más bajo (símbolo 0). 
 
Para comprobar la corrección en los símbolos generamos cada uno de ellos 
por separado en Matlab. Cada símbolo corresponde a una combinación de 
coseno y seno, con distintos signos. Para obtener la figura 4.7 aplicamos a 
cada símbolo la inversión que produce el amplificador, con el fin de obtener las 
señales igual a las de la figura 4.6. 
 
 
 
 
Fig 4.7. Comprobación símbolos Matlab 
 
 
Comparando las figuras 4.6 y 4.7 vemos que la modulación se esta haciendo 
correctamente. Pero para acabar de asegurarnos lo comprobamos también con 
el analizador de espectros. 
 
 
4.4.4.2. Pruebas con el analizador de espectro 
 
El analizador de espectro utilizado es el modelo E4407B de Agilent. Este 
analizador es capad de demodular algunos de los estándares más importantes 
utilizados en las comunicaciones. Una vez ajustados los parámetros del 
demodulador sobre la frecuencia central (en este caso conseguimos 80KHz), la 
frecuencia de símbolo (8KHz), modulación utilizada (QPSK), etc. Obtenemos la 
constelación de la figura 4.8. 
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Fig 4.8. Comprobación constelación en el AE 
 
 
Ahora podemos estar seguros de que la implementación de la modulación es 
correcta.  
 
 
4.5. Implementación de la predistorsión 
 
Como vimos en el capítulo 2, en el predistorsionador digital, los coeficientes de 
predistorsión se guardan en una tabla (LUT). Esta tabla se genera en la 
inicialización del sistema, con el objetivo de aligerar la carga computacional en 
el bucle infinito. 
 
Esta tabla contiene número complejos, por lo que decidimos que en lugar de 
utilizar una tabla con dos dimensiones, usar dos tablas, una para la parte real y 
otra para la parte imaginaria, aunque para la explicación las trataremos como 
una tabla única. 
 
La predistorsión se aplica sobre la envolvente de la señal modulada, por lo 
cual, lo que nos interesa de la señal es su módulo. El valor máximo del módulo 
coincide con el margen dinámico del conversor, 12 bits ( 4096212 = ). Por lo 
tanto, el tamaño de cada una de las tablas ha de ser de 4096. Al ser una 
modulación QPSK, no hay cambios de amplitud, por lo que en realidad se 
podría hacer con un solo valor de predistorsión, ya que el valor de la 
envolvente no varía. Pero para hacerlo más general, de manera que pueda 
utilizarse cualquier tipo de modulación y cualquier valor de amplitud dentro del 
margen dado por el conversor, creamos las tablas para cualquier posible valor 
de envolvente. También para no tener que cambiar el código cada vez que 
ajustemos el factor de reducción que vimos en el apartado de la 
implementación de la modulación. 
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En cada posición de la LUT del predistorsionador están los coeficientes de 
predistorsión correspondientes al valor de la envolvente cuyo módulo coincide 
con el índice de dicha posición. El modo de obtener el coeficiente de 
predistorsión, asociado a un valor de envolvente de la señal modulada, es 
obtener el modulo de la señal modulada para el instante concreto de tiempo y 
utilizar ese módulo como índice de la tabla. La tabla 4.3 muestra la estructura 
de una posición de la LUT del predistorsionador. 
 
 
Tabla 4.3. Estructura de la LUT del predistorsionador. 
 
Posición Coeficiente fase Coeficiente cuadratura
22 ))sin()(())cos()(( cc tQtI ωω + predistI  predistQ  
 
 
Una vez que accedemos al coeficiente del predistorsionador, el cual es un 
número complejo, debemos realizar la multiplicación compleja entre el 
coeficiente y la señal modulada. Así podemos provocar los cambios de 
amplitud deseados en la fase y amplitud de la señal modulada. 
 
La curva de predistorsión se puede programar según la necesidad o incluso si 
se dispone de la caracterización del amplificado puede cargarse un fichero de 
texto, realizar la curva inversa y guardarlo como coeficientes de predistorsión. 
 
Como vemos, el tamaño de la LUT es bastante grande, lo que debemos tener 
en cuenta a la hora de cómo lo guardamos en memoria. En el capitulo 3 vimos 
la memoria de la que dispone la DSP y su memoria externa. Más adelante 
veremos como distribuimos los distintos datos entre la memoria interna y la 
externa. 
 
 
4.6. Módulo 
 
Como vimos en el apartado anterior, debemos calcular el módulo de la señal 
modulada para acceder a cada coeficiente de la LUT del predistorsionador.  
 
El cálculo del módulo, es bastante complicado en cuanto a ciclos se refiere. Es 
una operación que implica multiplicaciones, sumas y una raíz cuadrada. Las 
multiplicaciones y sumas no tienen mucha complicación pero la raíz cuadrada, 
incluso utilizando alguna de las librerías optimizadas, suministradas por Texas 
Instruments, necesita demasiados ciclos y esto hace que la ejecución del bucle 
sea lento. 
 
Como en los casos anteriores, para evitar cálculos que hagan disminuir la 
velocidad, hacemos uso de una LUT, que como estamos viendo, es la base del 
sistema para simplificar al máximo el código del bucle infinito.  Pero la LUT no 
calcula directamente el módulo, lo que contiene es los valores de la raíz 
cuadrada. 
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La LUT de la raíz cuadrada tiene una estructura similar a la del 
predistorsionador, aunque en este caso solo necesitamos una tabla de una 
dimensión puesto que el resultado de la raíz es un número real. En este caso, 
la posición de la tabla a la que queremos acceder viene determinada por el 
cuadrado de la fase más el cuadrado de la cuadratura, como muestra la tabla 
4.4. De esta manera, las multiplicaciones y sumas las realizamos dentro del 
bucle y con el resultado accedemos a la posición deseada de la LUT de la raíz. 
 
 
Tabla 4.4. Estructura de la LUT de la raíz cuadrada. 
 
  
Posición Valor 
22 ))sin()(())cos()(( cc tQtI ωω + Posicion
 
 
Como la LUT del predistorsionador, esta tabla también es de 4096 posiciones 
(margen dinámico de 12 bits) pensando en poder utilizar otro tipo de 
modulación o en el factor de reducción que podemos aplicar a la amplitud y no 
tener que hacer cambios en el código. 
 
 
4.7. Implementación del Main 
 
La función principal del programa permite dos posibles funcionamientos:  
 
• El primero es el funcionamiento normal, el que hemos estado explicando 
en los apartados anteriores. Al empezar se entra en la función testeo 
suministrada por Signalware. Al terminar el testeo se pasa a la 
inicialización, al bucle infinito y la señal va a los conversores para poder 
visualizarla en el osciloscopio o analizador de espectro. 
 
• La segunda opción sirve para debugar código. En este caso no se hace 
el testeo puesto que la señal no va a llegar en ningún momento a la 
placa hija. En este modo de funcionamiento trabajamos con un vector de 
256 muestras (se puede variar). La señal se genera, modula y 
distorsiona como en el modo normal y el resultado se guarda en el 
vector. De esta forma podemos ver los valores del vector a través del 
“watch window” y generar gráficas dentro del entorno del Code 
Composer (Software de Texas Instruments para la programación de 
DSPs). Esta es una forma rápida de evaluar el código ahorrándonos el 
tiempo del testeo que es bastante largo. Más adelante veremos 
constelaciones generadas en Code Composer que se hicieron a través 
de este modo de funcionamiento. El código de este funcionamiento lo 
puede variar el usuario dependiendo de lo que quiera probar. 
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La alternancia entre los dos modos de funcionamiento se realiza a través de un 
switch. 
 
 
4.8. Función constelación 
 
La función “constelación” está implementada para utilizarla en la opción de 
debugar código. Concretamente se utiliza para generar gráficos de la 
constelación en Code Composer.  
 
La causa por la que se han generado constelaciones en Code Composer es 
que el analizador de espectros es limitado a la hora de demodular la señal 
QPSK ya que no muestra los desfases en la constelación. Es decir, representa 
igual la señal QPSK original que desfasada, por ejemplo, 30°. Se han utilizado 
estas gráficas para probar que el predistorsionador realiza correctamente los 
desfases. 
 
La función “constelación” es muy parecida a la función “QPSK_tabla256”. Las 
diferencias son, por un lado, que los símbolos no se multiplican por la señal 
portadora puesto que el Code Composer no es capaz de demodular por si solo 
y por otro, que en lugar de un buffer de salida necesitamos dos, debido a que 
para hacer la gráfica se necesita un vector con los valores de la fase y otro con 
los valores de la cuadratura. 
 
 
4.9. Coma fija 
 
Como hemos ido viendo en los apartados anteriores, en todo momento 
estamos buscando la máxima eficiencia del código. Es por eso que decidimos 
utilizar en la función “QPSK_tabla256”, donde se realizan la mayoría de los 
cálculos. 
 
Para realizar los cálculos con enteros y en coma fija, debemos tener en cuenta 
el efecto de rebosamiento. El tipo de datos utilizados es short int (16 bits) 
aunque de esos 16 bits solo nos interesaran 11, que es el valor que 
utilizaremos para no sobrepasar en ningún caso el margen dinámico del 
conversor. Pues bien, el resultado de hacer el producto de dos factores de 11 
bits cada uno es un número de 22 bits. Para no pasar de los 11 deseados, 
hacemos uso del desplazador de bits de C (>>). Después de cada producto 
debemos desplazar 11 bits para quedarnos con los 11 bits más significativos. 
 
Al utilizar números enteros y coma fija perdemos precisión en las operaciones 
pero ganamos en velocidad, puesto que la carga computacional que añadimos 
al desplazar bits es muy pequeña. 
 
Para la función “QPSK_tabla256” se hicieron pruebas utilizando coma fija y 
coma flotante, obteniendo el resultado de la tabla 4.5. 
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Tabla 4.5. Ciclos necesarios para ejecutar la función “QPSK_tabla256” 
 
 Coma flotante Coma fija
Ciclos 75 250 
 
 
Como vemos en la tabla 4.5, la diferencia es considerable a favor de la coma 
fija. 
 
 
4.10. Memoria 
 
El programa y sus variables se guardan en memoria en distintas secciones. Las 
secciones utilizadas son las siguientes: 
 
• Sección .cinit: Contiene tablas para la inicialización de variables y 
constantes. 
• Sección .const: Contiene “strings” y constantes en coma flotante. 
• Sección .switch: Contiene tablas para la declaración de grandes 
“switches”. 
• Sección .text: Contiene el código ejecutable del programa. 
• Sección .bss: Reserva espacio para variables globales estáticas. 
• Sección .far: Reserva espacio para variables globales estáticas 
declaradas como far. 
• Sección .stack: Aloja la pila del sistema que se utiliza para pasar 
variables a funciones y declaración de variables locales. 
• Sección .sysmem: Reserva espacio para la memoria dinámica. Este 
espacio es utilizado por las funciones malloc, calloc y realloc. 
• Sección .data: Es utilizada para guardar datos que queramos tener 
separados de la sección .bss. 
• Sección .pinit: Contiene la lista los constructores globales. 
• Sección .cio: Buffer utilizado por la función printf y funciones 
relacionadas. 
• Sección .vec: Contiene el vector de las interrupciones. 
 
Cada una de las secciones se comporta como un bloque indivisible. Debemos 
asignar cada una de ellas a una de las memorias de las que disponemos: 
externa o interna. Lo ideal sería tenerlo todo en la memoria interna ya que el 
acceso es más rápido, pero esto no es posible ya que no hay suficiente 
espacio. Sobretodo teniendo en cuenta el tamaño de las tablas utilizas. La 
asignación final la vemos en la figura 4.9. 
 
Con el fin de reducir al máximo el tamaño de las tablas y variables y debido a 
que, como comentamos en los apartados anteriores, trabajaremos con 11 bits, 
el tipo de dato utilizado es short int. Utilizar datos de tipo int (32 bits) sería 
desperdiciar memoria ya que nunca los utilizaríamos. Con los datos de 16 bits 
desaprovechamos cinco de ellos pero no tenemos más remedio debido a que 
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no existe un tipo de datos de 11bits. Las únicas variables de 32 bits son las que 
se utilizan para escribir en la FIFO ya que a los conversores se deben enviar  
32 bits, 16 para cada uno de ellos. 
 
 
 
 
Fig 4.9. Organización de la memoria. 
 
La manera de organizar la memoria es mediante un fichero .cmd incluido en el 
proyecto. En este fichero, primero se definen las direcciones correspondientes 
a cada memoria, indicando el puno inicial y la longitud de cada una de ellas. 
Luego se asigna cada sección alguna de las memorias definidas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
.pinit
.bss 
.stack 
.text 
.data
.vec 
.sysmem
.const
.cinit
.far 
.cio 
INT RAM SDRAM
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CAPÍTULO 5. RESULTADOS OBTENIDOS 
 
 
5.1. Representaciones 
 
Para la evaluación del funcionamiento del sistema hemos realizado varios tipos 
de visualizaciones.  
 
En primer lugar, hemos utilizado constelaciones. Éstas las hemos conseguido 
de dos formas distintas: mediante el analizador de espectros y mediante el 
Code Composer. Con el analizador de espectros solo podemos ver la 
constelación original de la modulación, ya que no muestra desfases. Esta 
representación la vimos en el capítulo anterior cuando hablábamos de la 
modulación. Las constelaciones que mostraremos de aquí en adelante son de 
Code Composer y para conseguirlas utilizamos la función de debutar código 
implementada en el main y la función constelación. 
 
Como vimos en el capítulo anterior cuando hablamos de la función 
constelación, el software Code Composer no es capaz de remodular la 
envolvente por si solo así que, para ver la constelación hemos de enviarle los 
símbolos sin multiplicar por la portadora. Para comprobar que no hubiese fallos 
al incluir la señal portadora utilizamos el modo XY del osciloscopio, en el que 
introducimos en un canal la señal original y en otro la señal desfasada. El 
osciloscopio coloca un canal en el eje x y el otro en el eje y.  En la figura 5.1 
vemos el resultado teórico de aplicar distintos desfases entre las señales de 
entrada. Si las señales están desfasadas observaremos una elipse y a medida 
que el desfase aumente se irá pareciendo más a una circunferencia. La 
pendiente de la elipse depende de la diferencia de amplitud entre las señales. 
Si las señales no están desfasadas el resultado es una recta. 
 
 
 
 
Fig 5.1. Resultados teóricos de la representación XY. 
 
 
Para observar cambios de fase y amplitud también hemos realizado algunas 
representaciones temporales. 
 
Por último, para observar la frecuencia final a la que trabaja el sistema hemos 
realizado una representación del espectro. 
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5.2. Espectro 
 
En la figura 5.2 vemos el espectro de la señal modulada. El predistorsionador 
utiliza el coeficiente j01+ , de manera que no introduce ninguna distorsión. Se 
podría pensar que no era necesario utilizar el predistorsionador para ver el 
espectro de la señal modulada, pero hemos incluido éste cálculo con el fin de 
ver a que frecuencia funcionaba el sistema completo. Para eso, es necesario 
incluir las operaciones de la predistorsión, ya que éstas tienen una influencia 
directa en la frecuencia conseguida (cuantos más cálculos, más baja será la 
frecuencia). Hay que tener en cuenta que se esta utilizando una señal 
portadora de 16 muestras por periodo y si redujésemos el número de muestras 
la frecuencia aumentaría, como vimos en el capítulo anterior. 
 
 
 
 
Fig 5.2 Espectro señal modulada. 
 
 
La frecuencia que conseguimos es 66 KHz y aunque podamos aumentarla 
reduciendo las muestras por periodo de portadora, estamos muy lejos del límite 
de los conversores (80 MHz). 
 
Los armónicos que aparecen alrededor de la señal se deben a que la señal 
portadora no es ideal y al amplificador de salida de la daughterboard. 
 
 
5.3. Pruebas de amplitud y desfase 
 
 
5.3.1. Constelación original 
 
Antes de empezar a producir desfases y variaciones de amplitud, generamos la 
constelación original en Code Composer en primer lugar para ver después las 
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diferencias con las constelaciones distorsionadas y en segundo lugar para 
comprobar el correcto funcionamiento de  la función constelación. La figura 5.3 
muestra la constelación original. 
 
 
 
 
5.3. Constelación original. 
 
 
Como vemos, la constelación generada es correcta, por lo que podemos 
asegurar que la función constelación es correcta. 
 
 
5.3.2. Desfase de 90° 
 
Para desfasar la señal original 90°, el coeficiente del predistorsionador ha de 
ser ( j+0 ). En este caso, mostrar la constelación no es de mucha utilidad ya 
que tiene el mismo aspecto que la original. La diferencia es que los símbolos 
cambian de cuadrante. Por ejemplo, el símbolo 0 que ocupaba el primer 
cuadrante pasará a ocupar la posición que tenia el símbolo 2 en el segundo 
cuadrante y así sucesivamente. Para asegurar que se esta produciendo el 
desfase deseado recurrimos a la representación en modo XY del osciloscopio. 
 
 
 
 
Fig 5.4. Desfase de 90°. 
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Si comparamos la figura 5.4 con el desfase teórico que se debería producir 
(figura 5.1) observamos que el desfase es correcto. 
 
 
5.3.3. Desfase de 180° 
 
Si aplicamos a la constelación un desfase de 180° y observamos la 
constelación, esteremos en el mismo caso que en el apartado anterior: la 
constelación es igual. La diferencia con respecto al desfase de 90° es el salto 
en cuadrantes que realizan los símbolos. Es este caso el salto es de dos 
cuadrantes. El símbolo cero que originalmente estaba situado en el primer 
cuadrante pasará al tercero y así sucesivamente. El coeficiente del 
predistorsionador es ( j01+− ). El resultado obtenido es el que vemos en la 
figura 5.5. 
 
 
 
 
Fig 5.5. Desfase de 180°. 
 
 
Haciendo la comparación entre la figura 5.5 y la figura 5.1 observamos que el 
desfase es correcto. 
 
 
5.3.4. Desfase de 30° 
 
En el caso de que el desfase sea de 30°, si que se aprecian cambios en la 
constelación. Por eso generamos la constelación en Code Composer (figura 
5.6) además de realizar también una representación en modo XY (figura 5.7) y 
una temporal (5.8). 
 
El coeficiente del predistorsionador en este caso es )5.087.0( j+ . Con este 
coeficiente conseguimos rotar la constelación 30° sin que el modulo varíe. 
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Fig 5.6. Constelación desfase 30°. 
 
 
 
 
Fig 5.7. Desfase 30° en modo XY. 
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Fig 5.8. Desfase 30° en tiempo. 
 
Las tres gráficas anteriores nos confirman el resultado esperado, el desfase de 
30° se realiza correctamente sin variar el módulo, tal como deseábamos. 
 
 
5.3.5. Desfase de 45° y variación del módulo. 
 
La última prueba que vamos a realizar es variar a la vez el modulo y la fase de 
la señal original, concretamente vamos a hacer que la constelación gire 45° y 
su módulo pase de valer A , como hasta ahora, a valer 2⋅A . Para conseguir 
este efecto, el coeficiente utilizado en el predistorsionador es ( j11+ ). Como en 
el caso del desfase de 30°, realizamos las tres gráficas: constelación (figura 
5.9), modo XY (figura 5.10) y gráfica temporal (figura 5.11). 
 
 
 
 
Fig 5.9. Constelación desfase 45° más variación de módulo. 
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Fig 5.10. Desfase 45° más variación de módulo en modo XY. 
 
 
 
 
 
Fig 5.11. Desfase 45° más variación de módulo en tiempo. 
 
 
En todas las pruebas el resultado es el esperado. En la figura 5.10 la pendiente 
de la elipse es un poco más pronunciada que en la figura 5.1, pero este efecto 
es normal debido a la diferencia de amplitud entre las dos señal. 
 
Una vez realizadas todas las pruebas, podemos asegurar que el 
predistorsionador funciona correctamente y que esta preparado para ejecutar 
cualquier curva que se programe en él, ya que, como hemos visto, es capaz de 
cambiar fase y modulo de la señal de forma controlada. 
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ANEXO I: Código en C para la implementación del 
predistorsionador 
 
 
_Main_generador.c: 
 
#include <stdlib.h>   
#include "AED.h" 
#include "AED_DMS.h" 
#include "AED_Appl.h"   
 
#if AED_PRINT /* Must be placed after AED.h */ 
  #include <stdio.h>  
#endif 
 
#include "_testeo.h" 
#include "_defines_globales.h" 
 
struct { 
short int freq; 
} param; 
 
#define TABLA_SALIDA  256 
 
short int QPSK_table[8]; 
short int senoide16b[256]; 
unsigned int indicep_I; 
unsigned int indicep_Q; 
unsigned int inc_indicep_I; 
unsigned short int raiz[MD]; 
short int g12b_I[MD]; 
short int g12b_Q[MD]; 
short int buffer_gui1; 
short int buffer_gui2; 
short int salida_I[TABLA_SALIDA]; 
short int salida_Q[TABLA_SALIDA]; 
 
main()  
{ 
int i,j,k; 
 
indicep_I=0; 
indicep_Q=0; 
inc_indicep_I=16; 
 
crear_tablaQPSK(); 
crear_tablasenoide256(); 
crear_LUT_raiz(); 
   
crear_LUT_predist();   
 
i=1; 
switch (i) { 
case 1: 
//modo NORMAL 
testeo(); 
//esto es un bucle infinito 
break; 
 
//modo DEPURAR CODIGO 
case 2: 
i=TABLA_SALIDA; 
j=0; 
k=0; 
while (i--) 
{ 
if (k>=160)  
 { 
      j=(j+1)%4;        
      k=0; 
 } 
constelacion(j,&buffer_gui1, &buffer_gui2); 
salida_I[TABLA_SALIDA-1-i]=buffer_gui1; 
salida_Q[TABLA_SALIDA-1-i]=buffer_gui2; 
k++; 
} 
break; 
} 
 
} /* end main */ 
 
 
Aed_101_ISE.c: 
 
void appl_end(unsigned int times,  
              int          bufs_proc, 
              int          buf_count,  
              int          prev_buf_count, 
              int          DMS_err,  
              int          appl_term_code, 
              unsigned int FIFO_ovfl, 
              unsigned int DMS_count) 
{ 
 
   
  unsigned long pattern; 
#if (DIO==244) 
  unsigned long save; 
   
#endif     
  int j;  
#if AED_PRINT 
  FILE *outfile; 
#endif 
   
   
  debug_times          = times; 
  debug_bufs_proc      = bufs_proc; 
  debug_buf_count      = buf_count; 
  debug_prev_buf_count = prev_buf_count; 
  debug_DMS_err        = DMS_err; 
  debug_appl_term_code = appl_term_code; 
  debug_FIFO_ovfl      = FIFO_ovfl; 
  debug_DMS_count      = DMS_count; 
 
#if AED_PRINT 
  #if !TALK_TO_FPGA 
    printf("FPGA channel simulated\n"); 
  #endif 
  printf("Interrupts received = %d\n", input_count);   
 
  /*********************************************************/ 
  /* Check for processing errors                           */ 
  /*********************************************************/ 
  if (DMS_err) { 
    printf("Read drop error %d (bufct=%d, trnct=%d)\n", 
          DMS_err, prev_buf_count, (DMS_count)); 
  } 
  if (appl_term_code) { 
    printf("Application Termination %d\n", appl_term_code); 
  } 
  if (FIFO_ovfl) { 
    printf("FPGA FIFO Overflowed\n"); 
  } 
  printf("Test Loops = %u Bufs Processed = %d Bufs Received = %d\n", 
             times, bufs_proc, buf_count);   
                
  #if (AED_PRINT == 2) /* file I/O */ 
    printf("Writing outfile.txt\n"); 
    outfile = fopen("outfile.txt", "w"); 
  #else 
    outfile = stdout; 
  #endif 
  
  if (outfile) { 
   
    #if (AED_PRINT == 2) /* file I/O */ 
      fprintf(outfile,"\n*** AED " AED_BOARD " TEST PROGRAM DATA FILE 
***\n"); 
   
    #endif 
 
    fprintf(outfile, "Block Addresses:"); 
    for (j=0; j<ITERATIONS; j++) { 
      char *aptr = addr[j].byte; 
      if (j%5 == 0) fprintf(outfile, "\n    "); 
#if (defined(CHIP_5416)) 
      fprintf (outfile, "%06x", aptr); 
#elif (defined(CHIP_5510)) 
      fprintf (outfile, "%08lx", aptr); 
#else 
      /* C6x processors */ 
      fprintf (outfile, "%08x", aptr); 
#endif 
      fprintf (outfile, "(%2d)", bufs[j]); 
    } /* end for */ 
    fprintf (outfile, "\n"); 
  
    fprintf (outfile,  
      "A= %03x %03x %03x %03x %03x %03x %03x %03x %03x %03x\n", 
      A_value[0], A_value[1], A_value[2], A_value[3], A_value[4], 
      A_value[5], A_value[6], A_value[7], A_value[8], A_value[9]); 
    fprintf (outfile,  
      "B= %03x %03x %03x %03x %03x %03x %03x %03x %03x %03x\n", 
      B_value[0], B_value[1], B_value[2], B_value[3], B_value[4], 
      B_value[5], B_value[6], B_value[7], B_value[8], B_value[9]); 
  
    for (j=0; j<SAVE_RECORDS*RECLEN*2; j+=16) { 
      fprintf (outfile, "[%3d] %03x %03x %03x %03x %03x %03x %03x %03x 
%03x %03x %03x %03x %03x %03x %03x %03x\n", 
               j*RECLEN,  
               save_data.uhword[j], 
               save_data.uhword[j+1], 
               save_data.uhword[j+2], 
               save_data.uhword[j+3], 
               save_data.uhword[j+4], 
               save_data.uhword[j+5], 
               save_data.uhword[j+6], 
               save_data.uhword[j+7], 
               save_data.uhword[j+8], 
               save_data.uhword[j+9], 
               save_data.uhword[j+10], 
               save_data.uhword[j+11], 
               save_data.uhword[j+12], 
               save_data.uhword[j+13], 
               save_data.uhword[j+14], 
               save_data.uhword[j+15]); 
    }/* end for */    
 
    #if (AED_PRINT == 2) /* file I/O */ 
   
      fprintf(outfile,"*** Data file complete ***\n"); 
      fclose(outfile); 
      printf("Data file write complete\n"); 
    #endif 
  } else { 
    printf("Failure to open outfile.txt\n"); 
  } /* end if */ 
     
#endif   
 
  #if AED_PRINT 
    printf("Checking Digital Outputs ...."); 
  #if (DIO==244) 
    printf(" 4-in/4-out/8-bi Option\n"); 
  #else 
    printf("DIO 2x8-bi Option\n"); 
  #endif 
  #endif 
 
#ifdef CHIP_5416 
  DSK5416_DM_CNTL = 0xc8; /* control page */ 
  DSK5416_MISC = 0x00; /* 16 bit data */ 
  delay_usec(1);   
#endif 
#define DIG_O_MASK  0xaa 
 
  pattern = 1; 
  for (j=0; j<15; j++) { 
    fpga_io_reg &= ~pattern; 
    pattern <<= 1; 
    fpga_io_reg |= pattern; 
    *(cntl_base_addr+LSB_DIO_REG) = fpga_io_reg; /* LSB */ 
#if (DIO==244) 
    delay_msec(1); 
    save = (*(cntl_base_addr+LSB_DIO_REG))<<1; 
    if ((save&DIG_O_MASK) != (pattern&DIG_O_MASK)) { 
      if (j) 
        printf("Digital I/O Mismatch In= %01lx Out= %01lx\n", 
          save, pattern); 
      else { 
        printf("Digital inputs not all connected. In= %01lx\n", 
          save);  
        break;  
      } /* end else */  
    } /* end if */  
#endif 
    delay_msec(250); 
  } /* end for */   
 
#ifdef CHIP_5416 
   
  DSK5416_DM_CNTL = 0xd0; /* data address default */ 
  delay_usec(1);   
#endif 
 
  #if AED_PRINT 
     printf("OK\n");  
  #endif 
  if (DMS_err) { 
    error_flashing(AED_FLASH_MAIN_DMS_ERROR); 
  } else if (FIFO_ovfl) { 
    error_flashing(AED_FLASH_MAIN_FPGA_OVERFLOW); 
  } else { 
  //////////////////////////////////////////////////7 
   register unsigned int DAC_value = 0; 
    unsigned int DAC_count = 0; 
         
    printf("Running test wave on DAC\n"); 
     
    for (j=0; j<511; j++) {      
      /* fill whole FIFO */ 
      write_32b_reg(data_base_addr, DAC_value); 
       DAC_value = (DAC_value+(DAC_INC+(DAC_INC<<16)))&0x3fff3fff; 
       DAC_count++; 
    } 
     printf("TESTEO: FINAL DE fill whole FIFO 1\n"); 
#ifdef CHIP_5416 
    TIMER_INIT(0,0,0xffff); 
    TIMER_START(0); 
    printf("TESTEO: FPGA START 1\n"); 
    FPGA_start(); 
    for (;;) { 
      while (~TIMER_READ(0) < 
              (DAC_count-256)*(DAC_CLK_CNT+1)*2); 
      /* DSP timer counts at CPU, FPGA counts at CPU/2  
      because the EMIF runs at CPU/2 */         
#else               
    TIMER_INIT(1,0,0xffffffff,0); 
    TIMER_START(1); 
    printf("TESTEO: FPGA START 2\n"); 
    FPGA_start(); 
    printf("TESTEO: INICIO DEL BUCLE INFINITO DEL DAC\n");  
    cont=0; 
    M=0; 
 srand(time(NULL)); 
  
 //empieza el bucle infinito 
 for (;;) { 
      while (TIMER_READ(1) < DAC_count-256); 
#endif 
 
   
      j = 256; 
        
      while (j--) {        
        /* fill half of the FIFO */ 
       write_32b_reg(data_base_addr, DAC_value); 
       DAC_count++; 
        
       if (cont>=80) 
       { 
        M=(M+1)%4;        
        cont=0; 
       } 
        
       QPSK_tabla256(M,&DAC1_salida);//con modulacion 
       DAC_value=DAC1_salida; 
       cont++;  
      } /* end while */ 
 
    } /* forever */  
  } 
     
  /* end of application dependent code */ 
  /*---------------------------------------------*/ 
} /* end appl_end */ 
 
Este archivo contiene más funciones, para el testeo de las placas, por eso 
no se a incluido en el trabajo, Hemos incluido esta función por contiene el 
bucle infinito que controla el programa. 
 
 
_generar.c: 
 
 
#include <math.h> 
 
#include "_defines_globales.h" 
 
#define DAC1_INC         10 
 
 
extern short int senoide16b[SIZE_TABLE]; 
extern unsigned int indicep_I; 
extern unsigned int indicep_Q; 
extern unsigned int inc_indicep_I; 
extern unsigned int indice_salida_c; 
extern unsigned int indice_salida_s; 
extern unsigned short int raiz[MD]; 
extern short int g12b_I[MD]; 
extern short int g12b_Q[MD]; 
   
extern short int QPSK_table[8]; 
 
 
//-- 
void crear_tablasenoide256(void) 
{ 
int i; 
float fase=0; 
float signal; 
senoide16b[0]=1; 
// 
 for(i=0;i<SIZE_TABLE;i++) 
 { 
 fase=fase+(DOSPI/SIZE_TABLE); 
 signal=cosf(fase); 
 senoide16b[i]=(0x7FF)*signal; 
 } 
} 
//-- 
 
//-- 
void QPSK_tabla256(int M, unsigned int *buffer ) { 
 
int buffer32b,buffer32b_2,modulo; 
short int IG, QG, ID1, ID2, QD1, QD2; 
 
indicep_I=(indicep_I+inc_indicep_I)%256; 
indicep_Q=(indicep_I+64)%256; 
 
IG=(QPSK_table[2*M]*senoide16b[indicep_I])>>11; 
QG=(QPSK_table[2*M+1]*senoide16b[indicep_Q])>>11; 
 
buffer32b=((IG*IG)+(QG*QG))>>11; 
modulo=raiz[buffer32b]; 
 
ID1=(g12b_I[modulo]*IG)>>11; 
ID2=(g12b_Q[modulo]*QG)>>11; 
QD1=(g12b_Q[modulo]*IG)>>11; 
QD2=(g12b_I[modulo]*QG)>>11; 
 
buffer32b_2=IG+QG+(0x7FF); 
buffer32b=ID1-ID2+QD1+QD2+(0x7FF); 
 
//la salida final 
*buffer=(buffer32b<<16)+(buffer32b_2); 
} 
//-- 
 
 
//-- 
   
void crear_LUT_raiz() 
{ 
 int i; 
 for(i=0;i<MD;i++) 
  raiz[i]=sqrt(i); 
} 
//-- 
 
//-- 
void crear_LUT_predist() 
{    
 int i; 
 for(i=0;i<MD;i++) 
 { 
  g12b_I[i]=1*(0x7FF); 
  g12b_Q[i]=0*(0x7FF); 
 }    
} 
//-- 
    
void constelacion(int M, short int *buffer_x, short int *buffer_y ) { 
 
short int buffer32b,buffer32b_2,modulo; 
short int IG, QG, ID1, ID2, QD1, QD2; 
 
indicep_I=(indicep_I+inc_indicep_I)%256; 
indicep_Q=(indicep_I+64)%256; 
 
IG=QPSK_table[2*M]; 
QG=QPSK_table[2*M+1]; 
 
buffer32b=((IG*IG)+(QG*QG))>>11; 
modulo=raiz[buffer32b]; 
 
ID1=(g12b_I[modulo]*IG)>>11; 
ID2=(g12b_Q[modulo]*QG)>>11; 
QD1=(g12b_Q[modulo]*IG)>>11; 
QD2=(g12b_I[modulo]*QG)>>11; 
 
buffer32b_2=ID1-ID2; 
buffer32b=QD1+QD2; 
 
//la salida final 
*buffer_x=buffer32b_2; 
*buffer_y=buffer32b; 
} 
//--  
 
 
 
   
QPSK.c: 
 
#include "_defines_globales.h" 
 
extern short int QPSK_table[8]; 
 
void crear_tablaQPSK (void)  
{ 
float amp; 
amp=0.5; 
QPSK_table[0]=(0.7*0x7FF)*amp; 
QPSK_table[1]=(0.7*0x7FF)*amp; 
QPSK_table[2]=(0.7*0x7FF)*amp; 
QPSK_table[3]=(-0.7*0x7FF)*amp; 
QPSK_table[4]=(-0.7*0x7FF)*amp; 
QPSK_table[5]=(0.7*0x7FF)*amp; 
QPSK_table[6]=(-0.7*0x7FF)*amp; 
QPSK_table[7]=(-0.7*0x7FF)*amp; 
} 
 
 
QAM.c: 
 
#include <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
#include <ctime> 
#include "QAM.h" 
 
void gen_const (int (*constel)[2]) 
{ 
 int i,j; 
 int m,n,t,r,x=0,z; 
 int bigLen; 
 int smallLen; 
 
 n = floor(sqrt(2*S)); 
 m = ceil(sqrt(S)); 
 z = floor(sqrt(S)); 
 r = sqrt(S); 
  
  
 if(S == 2) 
 { 
  constel[0][0] = -1; 
  constel[0][1] = 0; 
  constel[1][0] = 1; 
  constel[1][1] = 0; 
 } 
   
 else 
 { 
  if(z == m)//Square constellation 
  { 
   for(i=1;i<=r-1;i=i+2) 
   { 
    for(j=1;j<=r-1;j=j+2) 
    { 
     constel[x][0]=i; 
     constel[x][1]=j; 
     x++; 
    } 
   } 
  } 
  else if(S==8) 
  { 
   constel[0][0] = 1; 
   constel[0][1] = 1; 
   constel[1][0] = 3; 
   constel[1][1] = 1; 
  } 
  else //Cross constellation 
  { 
   smallLen = 1; 
   for(bigLen = m ; bigLen < n ; bigLen++) 
   { 
    while(bigLen > sqrt(S + 4 * (smallLen * smallLen))) 
     smallLen++; 
   
    if(bigLen == sqrt(S + 4 * (smallLen * smallLen))) 
     break; 
   
    else 
    { 
     bigLen++; 
     smallLen = 1; 
    } 
   } 
  
   t=0; 
   for(i=1;i<=bigLen-1;i=i+2) 
    for(j=1;j<=bigLen-1;j=j+2) 
     if(i < bigLen - (2 * smallLen -1) || j<bigLen - (2 
* smallLen -1)) 
     { 
      constel[t][0] = i; 
      constel[t][1] = j; 
      t++; 
     } 
  } 
   
 
   
  for(i=0;i<S/4;i++) 
  { 
   constel[(S/4)+i][0] = constel[i][0]; 
   constel[(S/4)+i][1] = - constel[i][1]; 
  } 
  for(i=0;i<S/4;i++) 
  { 
   constel[2*(S/4)+i][0] = - constel[i][0]; 
   constel[2*(S/4)+i][1] = - constel[i][1]; 
  } 
  for(i=0;i<S/4;i++) 
  { 
   constel[3*(S/4)+i][0] = - constel[i][0]; 
   constel[3*(S/4)+i][1] =  constel[i][1]; 
  } 
 } 
} 
 
void gen_modulacion(int *mensj, int *s_mod, int(*constel)[2]) 
{ 
 int i; 
 
 for(i=0;i<Tf;i++) 
 { 
  s_mod[2*i] = constel[mensj[i]][0]; 
  s_mod[2*i+1] = constel[mensj[i]][1]; 
 } 
} 
