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Abstract
One of the fundamental challenges in building Peer-to-Peer (P2P) applications
is to locate resources across a dynamic set of nodes without centralised servers.
Structured overlay networks solve this challenge by proving a key-based routing
(KBR) layer that maps keys to nodes. The performance of KBR is strongly
influenced by the dynamic and unpredictable conditions of P2P environments.
To cope with such conditions a node must maintain its routing state. Routing
state maintenance directly influences both lookup latency and bandwidth con-
sumption. The more vigorously that state information is disseminated between
nodes, the greater the accuracy and completeness of the routing state and the
lower the lookup latency, but the more bandwidth that is consumed.
Existing structured P2P overlays provide a set of configuration parameters that
can be used to tune the trade-off between lookup latency and bandwidth con-
sumption. However, the scale and complexity of the configuration space makes
the overlays difficult to optimise. Further, it is increasingly difficult to design
adaptive overlays that can cope with the ever increasing complexity of P2P
environments.
This thesis is motivated by the vision that adaptive P2P systems of tomorrow,
would not only optimise their own parameters, but also generate and adapt their
own design. This thesis studies the effects of using an adaptive technique to
automatically adapt state dissemination cost and lookup latency in structured
overlays under churn. In contrast to previous adaptive approaches, this work
investigates the algorithmic adaptation of the fundamental data dissemination
protocol rather than tuning the parameter values of a protocol with fixed design.
This work illustrates that such a technique can be used to design parameter-free
structured overlays that outperform other structured overlays with fixed design
such as Chord in terms of lookup latency, bandwidth consumption and lookup
correctness.
A large amount of experimentation was performed, more than the space allows
to report. This thesis presents a set of key findings. The full set of experiments
and data is available online1.
1http://trombone.cs.st-andrews.ac.uk/thesis/analysis
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Chapter 1
Introduction
In August 2001, ASCI White [58] was the world’s fastest supercomputer. It was
built by IBM [46] for the U.S. Department of Energy and the National Nuclear
Security Administration, costing $110 million. With the peak performance of
12.3 teraFLOPS, ASCI White is capable of over 12 trillion operations per second
[8].
Two years earlier University of California, Berkeley, launched SETI@home
[94], massively distributed computing for SETI, a project searching for extra-
terrestrial intelligence. SETI@home is a distributed system that uses millions
of PCs around the globe to analyse radio signals from space. It costed $700
thousand to build [81, p. 49]. To date, its average throughput exceeds 700
teraFLOPS [12].
SETI@home is faster than ASCI White at less than 1% of the cost. Of
course, the cumulative cost of millions of PCs running SETI@home far exceeds
that of ASCI White. However, the PCs were bought and maintained before
SETI@home existed and would continue to exist without it. SETI@home is
an example of how powerful collective resources of millions of devices on the
Internet can be.
Peer-to-Peer (P2P) applications are a class of distributed systems that unleash
the tremendous potential of computing resources available at the edge of the
Internet. While they offer great promise without excessive cost, there are many
challenges that must be addressed to realise their full potential. One of the key
challenges in the design of such systems is robustness, the ability to maintain
correct functionality across different operating conditions [38].
By their nature, P2P systems operate through the complex interaction of many
components. As they grow larger it is exceedingly difficult to entirely under-
stand all of the interactions a priori. To gain robustness, a common practice
is to make assumptions about the conditions in which a system will operate.
As a result, the system becomes prone to failure when faced with unexpected
1
perturbations to the operating conditions. An ideal system would monitor itself,
and attempt to adapt its own configuration dynamically to tolerate unexpected
load bursts and surges of failure.
This thesis investigates the challenges of designing such an adaptive system in
the context of Key-based Routing (KBR) [25] in structured overlay networks,
one of the building blocks of large-scale peer-to-peer applications. The thesis
explores the effects of an adaptive approach on the robustness of KBR under
volatile operating conditions.
1.1 Key-based Routing
Structured P2P overlay networks are one of the platforms for the construction
of resilient, large-scale distributed systems [96, 91, 104, 73, 67]. Structured
overlays conform to a graph structure that enables efficient location of resources
among a dynamic set of participants by exchanging a few messages.
A node or a peer represents a participant in the overlay, where a single physical
machine may host multiple nodes. Each node is assigned a uniform random iden-
tifier from a large identifier space. Application-specific resources are assigned
unique identifiers called keys that are selected from the same identifier space.
For instance, Chord [96] and Tapestry [104] use a circular identifier space of
160-bit integers. The overlay dynamically maps each key to a unique live node,
called the responsible node. To route queries efficiently to the responsible node,
each node maintains a routing state consisting of the identifier and IP addresses
of the nodes to which the local node maintains overlay links.
Key-based routing is at the core of structured overlays. KBR provides a lookup
service lookup(key → address) [25]: given a key, lookup yields the IP address
of the key’s responsible node. The working of the lookup relates to transactive
memory [102] in sociology. The concept is that people do not have to remember
all the information they need. Instead, they remember who knows what. For
example, when we do not know something, we ask a friend. If the friend does
not know, we ask another friend or friend-of-a-friend.
Lookup operates similarly to the concept of transactive memory. A node locates
the value of a given key by asking the node responsible for it in its routing state.
If the node does not maintain a direct link to the node responsible for the
key, the query is exchanged across overlay links to nodes whose identifier are
progressively closer to the queried key in the identifier space. The definition of
closeness varies across existing systems. For instance, Chord defines closeness
as the clockwise distance from the queried key to the identifier of live nodes.
Tapestry defines it as the longest matching prefix of the queried key to the
identifier of live nodes.
KBR is a building block for services such as distributed hash tables (DHT) [27,
2, 74], scalable group multicast/anycast [16], and decentralised object location
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[45]. For instance, a lookup service can be used to construct a simple DHT to
store and retrieve values across a dynamic set of nodes. To store a value, a node
calculates a unique key for the value (e.g. using a hash function) and looks up
the node on which to store the value. Any node that knows the key, can then
retrieve the value by looking up the same responsible node.
One of the distinguishing properties of structured overlays is that for a routing
state size they can theoretically guarantee the maximum number of hops, the
number of messages that needs to be exchanged between nodes in order to map
a key to the IP address of its responsible node. In general, the larger the routing
state size, the less hops it takes to resolve a lookup. For instance, in a network
of N nodes, where each node maintains a routing state of size logN , Chord
guarantees to resolve lookups within logN hops. OneHop [42] guarantees to
resolve lookups within a single hop by maintaining full routing state at each
node. However, the guarantees only apply to networks in steady state, where
node memberships do not change.
The change of node memberships is one of the fundamental characteristics of
P2P networks [95, 89, 83]. In a P2P network each node is autonomous and
may join or leave the network at any time. The continuous process of nodes
joining and leaving the network is called churn. As nodes join and leave the
network, the overlay dynamically maps keys to live responsible nodes. To cope
with churn each node maintains the accuracy and completeness of its routing
state. Routing state maintenance involves detection of stale routing entries and
discovery of new ones. It is often performed periodically where the liveness
of nodes are probed in regular intervals [96, 91], or opportunistically where
information about the liveness of nodes is piggybacked on top of lookup requests
[67, 42].
1.2 Lookup Performance and Cost Under Churn
A user of a structured overlay is mainly concerned with performance in terms
of lookup latency and cost in terms of bandwidth consumption.
Lookup latency is the time it takes to map a key to the address of its responsible
node. Lookup latency is of great importance in building delay-sensitive P2P ap-
plications such as multiplayer online games [1] and distributed video streaming
[79].
Bandwidth consumption is the bandwidth that is used by individual lookups,
including routing state maintenance. Since the total bandwidth consumption of
a node cannot exceed its underlying network capacity, rapid system growth can
overload the underlying network to the point of collapse [49]. Hence, efficient
use of bandwidth is crucial to system scalability: the ability of a system to
grow large without incurring excessive cost [67]. The cost of lookup is mainly
measured as bandwidth consumption, since communication is typically far more
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expensive than other consumed resources such as storage and computation. Fur-
ther, in a typical scenario a node is more likely to hit its bandwidth limit first
comparing to resources like storage.
Churn strongly influences both lookup performance and cost. Churn causes
stale routing entries that lead to communication failures. Detection of stale
routing entries by routing state maintenance incurs bandwidth use. Further, as
the stale routing entries are detected and removed by the maintenance process,
the routing state shrinks, which in turn increases the number of hops.
The increase of the number of hops affects lookup performance and cost in three
ways. First, the more hops, the more messages are exchanged between nodes and
the higher the bandwidth consumption. Second, since the latency of message
transmission is high relative to local computation, more hops increases lookup
latency. Third, the more hops, the higher the likelihood of communication
failure. Such failures result in connection timeouts that require re-routing of
lookup messages, which further increases lookup latency.
The number of hops is not the only factor affecting lookup latency. The Round-
trip Delay (RTD) of each hop and the relative node speed also affects how long
a lookup takes. Structured overlays such as Pastry [91] and Tapestry [104] use
a locality-aware approach to populate their routing state. The idea is that each
node populates its routing state with nodes to which it has low RTD. This
technique is called Proximity Neighbour Selection (PNS) [40]. PNS is shown
to effectively decrease the lookup latency in large-scale structured overlays [18].
But, PNS does not decrease the number of hops.
One way to decrease the number of hops is to increase the size of routing state.
Intuitively, the more nodes a node knows about, the fewer hops are required to
route a lookup. However, the larger the routing state the more bandwidth is
consumed by routing state maintenance to keep the routing entries up-to-date
in the face of churn.
The amount and accuracy of routing state is a fundamental tradeoff [103]. As
a result, there is a spectrum of overlay designs. Some trade lookup latency for
a small bandwidth consumption by maintaining a small routing state [96, 104,
91, 73]. Others trade bandwidth for fast lookups by maintaining a large routing
state [42, 76, 61]. Structured overlays with small state size, like Chord [96],
are suited to environments with high churn rate, where bandwidth is scarce.
Structured overlays with large state, like OneHop [42], provide the best lookup
latency, but may consume excessive bandwidth under high churn [66].
1.3 Tuning Lookup For The Better
Existing KBR systems provide a set of configuration parameters that can be
used to tune the tradeoff between lookup latency and bandwidth consumption.
For example, in Chord, Pastry and Tapestry the periodic maintenance interval
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is configurable, which directly affects the bandwidth that is consumed by main-
tenance. D1HT [76] allows a user-specified TTL for maintenance messages that
controls the extent of information dissemination about membership changes
through the network. The configuration parameters enable users to choose and
prioritise tradeoffs based on their needs, but tuning of the parameters for a
particular scenario is non-trivial.
Parameter tuning requires deep understanding of the system and the operating
environment. Consider routing state size in Chord, a well-studied structured
P2P overlay. The routing state size of a Chord node is calculated by logN where
N is the maximum number of nodes in the network. The maximum number of
nodes in the system is typically unknown, and so must be estimated. The size
of a P2P network is dynamic, where it is affected by diurnal patterns and user
behaviour [95, 80]. If N is underestimated it takes more hops to resolve lookups,
and if it is overestimated it results in high network traffic and bandwidth usage
by the routing state maintenance process. Most existing structured P2P over-
lays provide multiple configuration parameters. Their parameter space is often
large and complex, and it is difficult to understand the relative impact of each
parameter on the performance and cost of lookup under churn.
Structured overlays are typically optimised when the system is off-line, at the
pre-production stage under a controlled simulated environment. Off-line opti-
misation typically involves systematic exploration of a subset of the parameters
under a range of simulated environments that resemble deployment scenarios
[66, 93]. The outcome of off-line optimisation is one or more static system
configurations that are suited for particular environments.
Off-line system configuration has a number of limitations. The replication of
the environment that a system experiences at the production stage during off-
line optimisation can be difficult. P2P environments are complex and difficult
to understand; they may vary over time and no longer resemble the simulated
off-line conditions. Consequently, the applicability of the configurations that
are found to be effective during off-line optimisation is limited.
One of the most important limitations of off-line optimisation is that it result
in static system configurations. Commonly, statically configured overlays aim
to achieve desired robustness even under uncommon adverse conditions. This
results in high cost in the common case, or poor robustness in unexpected
conditions [70]. For example, one of the common configurable parameters in
structured overlays is the periodic maintenance interval. The smaller the inter-
val, the more vigorously the state is maintained. Although this is an effective
configuration to cope with high churn scenarios, under low churn it results in
unnecessary traffic. Conversely, if the interval is large the system will consume
less bandwidth, but it leads to poor lookup performance under high churn.
To be robust against changing environmental conditions a system must be able
to adapt [38].
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1.4 Challenges
Structured overlays operate thorough complex interactions of components dis-
tributed across a large number of nodes. Nodes may be geographically far apart
and may join or leave the network at any time. They may have widely differing
bandwidth capacities that vary by orders of magnitude, and may experience
changing levels of network traffic. Achieving robustness in such volatile and
diverse environments is a challenge. The reasons are threefold.
First, due to the system complexity, it is difficult to entirely understand node
interactions. As structured overlay networks grow larger the complexity of node
interactions increases. Therefore, it is increasingly difficult to design effective
maintenance strategies solely through theoretical speculation.
Second, since nodes are heterogeneous, a single configuration cannot result in
optimum performance in all the nodes. Manual optimisation of the parameters
for a particular environmental condition is non-trivial: the parameter space
is often large and complex, where it is difficult to understand the relationships
between the parameters and system behaviour [93]. Further, because of the large
number of nodes in the networks, it is impractical to manually tune individual
nodes.
Third, even if nodes are individually configured for optimum performance in a
particular environment, the optimisation is only temporary. This is due to the
unpredictable variation of operating conditions over time.
Statically configured systems are fundamentally prone to failure when faced
with unexpected change of operating environment, since there is no single con-
figuration that can offer the best performance and cost tradeoff in all scenarios.
As computer networks grow larger and more complex, the necessity of adaptive
systems is increasingly tangible.
Overlays are generally evaluated using simulation [5]. Due to the different
features that are offered across simulators, it is difficult to compare the results of
simulations between different studies. Further, simulators often require specific
implementation of the overlay protocols. The overlay design is then adapted
to accommodate requirements of the simulator. An ideal evaluation framework
would not force the user to implement a specific version of the system only
for evaluation. Instead, it would allow the evaluation implementation to be as
close as possible to the production version. Facilitating such a framework is a
challenge.
Existing adaptive overlays [17, 86, 67, 32, 99, 13] offer invaluable understanding
of approaches towards robustness of KBR under volatile environments. The
existing adaptive approaches decrease the number of user-defined configuration
parameters by adaptively tuning the parameters depending on the changes of
the environment.
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1.5 Hypothesis
This thesis is driven by the vision that the adaptive systems of tomorrow will
not only configure themselves, but also, given basic building blocks, generate
and adapt their own design in the context of adaptive structured P2P overlays.
This work illustrates that a structured overlay can benefit from a greater degree
of adaptation, where it is the fundamental maintenance strategy that is adapted,
rather than parameters to a fixed strategy.
This thesis hypothesises that a KBR can automatically and dynamically adapt
the structure of its algorithm to changing environments, and can do so in a
fully decentralised manner without any human intervention or configuration,
and outperform static KBR systems in terms of performance and resource con-
sumption.
1.6 Thesis Contributions
The contributions of this thesis are:
• A comparative performance study of a range of routing state maintenance
strategies across changing environments.
• The development of a technique to automatically and dynamically adapt
routing state maintenance strategy in a structured overlay network with-
out human supervision or user-specified configuration parameters.
• The development of a framework to define and study complex routing
state maintenance strategies in structured overlay networks.
• An open source parameter-free structured P2P overlay that dynamically
adapts the state dissemination strategy with respect to both lookup la-
tency and bandwidth usage under volatile environmental conditions.
• An open source distributed application deployment and monitoring frame-
work. This framework is able to conduct an experiment on a single or
multiple machines without the need for code alteration.
A large number of experiments were performed to study the effects of a greater
degree of adaptation on the robustness of KBR against changing operating
conditions. A large volume of results were gathered, more than the space allows
to report. This thesis presents a set of key findings. The full set of experiments
and data is available online1.
1http://trombone.cs.st-andrews.ac.uk/thesis/analysis
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The evaluation was performed on a full implementation of an overlay protocol,
without simulators. One of the main challenges in evaluating the system was to
develop a platform that coordinates the deployment of large-scale P2P networks
and data gathering from a full implementation of overlay protocols.
1.7 Thesis Structure
The rest of the thesis is organised as follows:
• Chapter 2 presents a review of a broad range of literature related to the de-
sign and optimisation of structured overlays. It concludes by highlighting
the limitations of existing approaches. The work presented in this chapter
provides motivation and a base for the system proposed in Chapter 3.
• Chapter 3 establishes the objectives of an adaptive parameter-free struc-
tured overlay. This chapter proposes a system for adaptive and automatic
network state dissemination under varying operating conditions, and de-
scribes its design and implementation.
• Chapter 4 describes a platform for investigation of the effects of network
state dissemination strategies on the performance and efficiency of routing
in structured P2P overlays
• Chapter 5 describes the evaluation infrastructure used for the results pre-
sented in Chapter 6.
• Chapter 6 describes the design of the experiments conducted to investigate
the effectiveness of adaptive state dissemination and evaluates the perfor-
mance of the adaptive parameter-free DHT that is described in Chapter
4 under a range of churn and lookup rates. This chapter provides an
extensive comparison of a number of adaptive approaches with Chord.
• Chapter 7 gives details of future work and limitations of this work, and
presents the conclusions.
8
Chapter 2
Related Work
P2P is a class of applications that takes advantage of resources such as storage,
computation, content and human presence available at the edges of the Internet
[81, p. 19]. By their nature, P2P networks are volatile, composed of heteroge-
neous nodes that may be physically far apart. P2P nodes are autonomous and
may join or leave the network at any time.
In such diverse dynamic conditions, there are many challenges facing the de-
signers of P2P systems such as load-balancing, security, anonymity, mobility
and availability. One of the most fundamental of these challenges is to locate
resources among a dynamic set of nodes without centralised servers.
2.1 Overlay Networks
To locate resources without centralised servers, P2P nodes self-organise to form
an overlay network. Buford et al. [14, p. 206] define an overlay network as:
“An application layer virtual or logical network in which end points
are addressable and that provides connectivity, routing, and mes-
saging between end points. Overlay networks are frequently used
as a substrate for deploying new network services, or for provid-
ing a routing topology not available from the underlying physical
network.”
Figure 2.1 illustrates an overlay network sitting on top of a physical network,
where the red lines represent the physical links, and the blue dotted-lines illus-
trate the logical links between the computers. The grey dashed-lines map the
computers that are members of both physical network and overlay network.
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Figure 2.1: An overlay network sitting on top of a physical network.
Many P2P systems operate by forming overlay networks that run on top of
an existing network like the Internet. Characteristics of P2P overlay networks
include:
• Cooperation - nodes contribute resources like storage and computation to
the operation of the system.
• Decentralisation - there is no central point of control. Collective actions
of nodes determine the behaviour of the system.
• Interconnection - nodes are connected to other nodes, forming the mem-
bers of a connected graph.
• Self-organisation - nodes organise themselves to form an overlay network
without central orchestration.
• Fault-tolerance - the system continues to operate despite unexpected fail-
ure of nodes.
• Scalability - the system can expand to accommodate millions of nodes and
growing workload.
• Autonomy - nodes are self-governed and may join or leave the network
autonomously.
One of the most widely researched issues in a P2P network is routing: how
to locate resources among a dynamic set of nodes without centralised control
[4]. To locate resources, nodes employ a routing scheme. The routing scheme
enables nodes to forward queries to nodes that are closer to the destination than
this node.
The performance of a routing scheme may be evaluated by a range of metrics.
This section focuses on the following:
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• Bandwidth Usage - the bandwidth that is consumed by nodes in order to
locate resources and maintain the overlay.
• Latency - the time it takes to locate a resource among the current set of
nodes. It is desirable to locate resources quickly. One of the metrics that
contributes to the routing latency is the number of forwards or hops a
request will take before reaching its destination.
• Scalability - the ability to accommodate routing in large-scale networks or
growing workload without incurring excessive cost.
Based on these metrics, the rest of this section discusses the performance of
routing schemes in two classes of overlay networks: unstructured and structured.
2.1.1 Unstructured Overlays
Unstructured overlay networks do not have a fixed topology. In an unstruc-
tured overlay each node stores data at will, and independently maintains a set
of random links to other nodes. Since the topology of the network is formed ran-
domly, unstructured overlays are simple to implement. In unstructured overlays
there is no correlation between nodes and the data stored at them. As a result,
locating resources in such networks essentially amounts to a search problem. To
propagate queries across the overlay, nodes utilise heuristic routing strategies
such as flooding, used by Gnutella [41], random walk, used by Gia [20] and hill
climbing/backtracking, used by Freenet [22].
While heuristic routing techniques can effectively locate highly replicated data
items, they are poorly suited for locating items that are not highly replicated. A
search for resources that are not highly replicated can cause large-scale flooding
across the entire network, and there is no guarantee that the query will ever be
answered. Unstructured overlays generally suffer from scalability issues when
handling a high query rate and sudden increases in system size [89, 69].
2.1.2 Structured Overlays
Structured P2P overlays aim to overcome the inefficiency of search in unstruc-
tured overlays using a rigid structure for topology of nodes. The nodes arrange
themselves based on a topology such as ring [96] or tree [104, 91]. Unlike un-
structured overlays, there is a correlation between data placement and nodes.
Since there is a rigid structure to the network topology, structured overlays
typically consume more bandwidth to maintain the network topology under
churn. But they offer a number of key benefits:
• Maximum Hop-count Guarantee – theoretical guarantees about the max-
imum hop-count that is required to locate a resource.
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• Full Search Space Coverage – theoretical guarantee that if a data item
exists it will be found.
• Scalability – due to the small number of messages that need to be ex-
changed in order to locate a resource they can scale to large number of
nodes and handle high workload rates without excessive cost.
KBR is the main service that is provided by structured overlays. KBR is one
of the key infrastructures for building a wide range of P2P applications. These
applications range from high-level services such as distributed storage systems
[55], distributed file systems [24, 90] and email [75]. Today KBR is at the heart
of modern large-scale distributed systems such as Google’s Bigtable [19], Ama-
zon’s DynamoDB [29], Facebook’s Cassandra [60], and LinkedIn’s Voldemort
[98]. The proposal to separate addresses into identifier and locator in next gen-
eration networking offers another important application of KBR, in particular
mapping permanent host identity to changing IP address [51]. Taking into ac-
count the wide-spread use of KBR protocols, they themselves must be robust
and perform well under unexpected load bursts and surges in failures.
The rest of the chapter reviews related work on routing tradeoffs, optimisation
and evaluation of structured overlays, and highlights the limitations of existing
approaches to robust and efficient routing under churn.
2.2 Key-based Routing Tradeoffs
A fundamental tradeoff in the performance and cost of KBR in structured P2P
overlays is the relationship between routing state size and hop-count. The larger
the routing state size the fewer hops that are required to route a lookup. Fewer
hops in general leads to lower lookup latency. However, the larger the routing
state the more bandwidth that is consumed to keep the state up-to-date under
churn. Other maintenance costs such as the cost of computation and storage are
often ignored since bandwidth is typically far more expensive. The literature
offers a spectrum of overlay designs that explore the tradeoff points between
routing state size and worst case scenario lookup hop-count.
At one end of the spectrum there are designs that focus on scalability, trading
higher lookup latency for lower bandwidth usage. They route lookups within
a number of hops logarithmic to the size of the network, while maintaining
a small routing state per node. A motivation behind these designs is that a
small routing state size requires a small amount of bandwidth to maintain as
nodes join and leave the network. Routing state size in structured overlays such
as Chord [96], Tapestry [104], Pastry [91] and Kademlia [73] is logarithmic to
the size of the network. Other overlays such as CAN [85], Koorde [50] and
Viceroy [71] offer a constant routing state size that is independent of the size
of the network, while offering the same worst-case hop-count as overlays with
logarithmic state size.
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At the other end of the spectrum there are overlays that focus on fast lookups
at the cost of higher bandwidth usage. They resolve lookups within a constant
number of hops, independent of the size of the network. Such designs argue
that maintaining a larger routing state at each node is viable even in networks
with millions of nodes with reasonable bandwidth usage. For example, Kelips
[43] in a network size of n maintains O(√n) routing entries and aims to resolve
lookups within two hops. OneHop [42], EpiChord [61] and D1HT [76] strive to
resolve lookups with a single hop by maintaining complete state at every node.
Overlays with small routing state such as Chord are more suitable for high
churn scenarios where low bandwidth usage is top priority. Further, overlays
with large routing state are more desirable under low churn environments where
low lookup latency is a primary requirement. Varying-hop structured overlays
aim to fill this gap.
Varying-hop structured overlays monitor the current operating conditions to
adaptively configure their own routing state size. As a result, the worst-case sce-
nario hop-count varies depending on conditions such as churn rate or available
bandwidth. For instance, Accordion [67] limits its routing state maintenance
based on a given bandwidth budget, and automatically adjusts the size of its
routing state. Chameleon forms a two-tier overlay of low and high bandwidth
nodes. It then adapts the maintenance strategy for each tier: it uses an op-
portunistic strategy for low-bandwidth nodes based on EpiChord [61], and an
active strategy for high-bandwidth nodes based on D1HT [76]. Under low band-
width or high churn rate, varying-hop overlays offer a logarithmic hop-count,
while for higher bandwidth they provide near single-hop routing.
Table 2.1 lists a summary of notable structured overlays with routing state size
and their worst-case hop-count.
Routing state size and hop-count are not the only factors affecting the tradeoff
between routing performance and maintenance cost. The tradeoff is also affected
by the optimisation of overlay configuration parameters.
2.3 Parameter Optimisation
Existing structured overlays provide a set of configuration parameters that can
tune their performance versus cost tradeoffs. Table 2.1 lists the configuration
parameters for a number of notable structured overlays.
Parameter optimisation is the selection of best values for the parameters with
regard to some quality criteria from a set of available alternatives. The quality
criteria is a threshold for emerging system properties such as bandwidth usage,
lookup latency and lookup failure rate. Parameter optimisation is typically
performed in off-line and/or on-line.
13
Table 2.1: Comparison of notable structured overlays in terms of routing state size vs. hop-count
trade-offs and configuration parameters in a network size of n.
Structured
Overlay
Routing
State
Size
Worst
case Hop-
count
Configuration Parameters
Logarithmic
State Size &
Hop-count
Chord [96] logn logn Finger table size, Fix finger interval,
Successor list size, Successor stabilisa-
tion interval
Tapestry [104] logn logn Routing state size, Stabilisation inter-
val, Backup node count, Repair node
count
Pastry [91] logn logn Ping interval, Leafset size, Leafset up-
date interval, Lower locality distance
Bamboo [86] logn logn Leafset size, Leafset update interval,
Lower locality distance, Local tuning
interval, Global tuning interval
Kademlia [73] logn logn Nodes per entry, Parallel lookup
count, Returned ID count, Stabilisa-
tion interval
Constant
State Size
CAN [85] d logd n Dimension count, Stabilisation interval
Koorde [50] 2 logn Successor list size, Stabilisation Inter-
val
Viceroy [71] 7 logn Bucket size, Replica maintenance in-
terval, Stabilisation interval
Constant
Hop-count
Kelips [43]
√
n 2 Gossip interval, Group rotation, Con-
tact rotation, Contacts per group,
Routing entry timeout
OneHop [42] n 1 Slice count, Unit count, Ping interval
EpiChord [61] n 1 Stabilisation interval, Cache TTL,
Neighbour list size, Slice count,
Parallel lookup count
D1HT [76] n 1 Message TTL, Predecessor timeout in-
terval, Routing failure upper bound,
Event dissemination interval, Event
count
Varying
Hop-count
Accordion [67] logn to
n
logn to 1 Bandwidth budget
Chameleon [13] logn to
n
logn to 1 Combination of D1HT &, EpiChord pa-
rameters
2.3.1 Off-line Parameter Optimisation
Off-line parameter optimisation typically involves systematic exploration of a
subset of the configuration space in a synthetically controlled environment. The
controlled environment is based on the conditions that the system may face at
the production stage. The aim of the off-line optimisation is to find one or more
system configurations that satisfy some performance and cost criteria under a
particular set of operating conditions. Off-line optimisation is performed at
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the pre-production stage before the system is deployed and used by end-users.
Off-line optimisation can provide valuable insight about the system behaviour.
It allows consistent evaluation and validation of the system under particular
operating conditions that may not be possible at the production state due to
unexpected changes in operating conditions [93].
One of the key challenges of parameter optimisation is to understand the ef-
fect of individual configuration parameters on performance and cost. Li et al.
[65] comprehensively study the configuration parameters of Chord, Tapestry,
Kademlia, Kelips and OneHop. They present PVC [66], a performance versus
cost framework that compares the relative importance of individual configura-
tion parameters to the performance and cost of lookup. PVC measures cost in
terms of bytes sent per live node per second, and performance in terms of the
frequency of failed lookups and latency of successful lookups. PVC exhaustively
evaluates a set of parameter combinations. It then uses convex hulls to find the
best performance/cost tradeoffs for a given churn and workload scenario. It is
possible that better combinations exist that are not found by PVC.
Although off-line optimisation may provide valuable insights about system be-
haviour, it has a number of shortcomings:
1. Off-line optimisation is only possible if the system can be simulated.
2. Replicating the environment that a system experiences at production
stage can be difficult. To be replicated, the environment must be un-
derstood; this is particularly challenging in P2P overlays because of their
scale, heterogeneous nodes and complexity of underlying network condi-
tions.
3. The applicability of the results from off-line optimisation may be lim-
ited. The configuration parameters and operating environments that are
studied off-line typically cover a small fraction of the space of possible
scenarios. Further, the environment at the production stage may change
or not resemble the evaluated off-line conditions [97].
4. Off-line optimisation aims to find a set of static configurations. Stati-
cally configured systems are prone to failure under changing environments,
since there is no single configuration that can satisfy performance versus
cost criteria in all scenarios. To cope with the change of operating condi-
tions, the system configuration must be dynamically adjusted.
2.3.2 On-line Parameter Optimisation
On-line parameter optimisation is performed while the system is in operation. It
involves on-the-fly exploration of the configuration parameter space. In on-line
parameter optimisation, the system continuously monitors its own performance
and changes its own configuration in order to maximise the fitness of the system
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configuration. The fitness is typically represented as a function that summarises
the performance of the system as a numerical value. The fitness function defines
the relationship between the current state of the system and a desired state.
The existing work on on-line parameter optimisation of overlays can be classified
into external and internal optimisation.
External parameter optimisation focuses on tuning the parameters of an exist-
ing overlay without changing the design of the overlay. In this approach the
optimisation mechanism is an independent component from the overlay itself.
External optimisation mechanisms are often presented as generic adaptation
frameworks that are applicable to most existing overlays.
Ghinita et al. [32] present a framework that, in order to satisfy a user-specified
quality threshold (such as the maximum lookup failure rate), adaptively adjusts
the periodic maintenance interval based on a local estimation of churn rate. The
framework uses a statistical model of node arrival and departure rates to ap-
proximate the probability of routing entry failures. Based on this probability
the system calculates the interval between maintenance cycles. Using simu-
lation, they illustrate that the framework effectively adjusts the maintenance
interval of Chord overlay under varying churn rates. However, the framework
is applicable to any overlay with a configurable periodic maintenance interval.
Tauber et al. [99], using a generic adaptation framework [100], automatically
adjust the maintenance intervals in Chord. They characterise a maintenance
cycle that does not result in change of state as a wasted cycle. Further, the
system counts the number of cycles that result in failure. Given a responsiveness
factor, the system then automatically increases the maintenance intervals with
the increase of wasted cycles, and decreases the interval when the number of
failed maintenance cycles rises.
External parameter optimisation hides the complexities of adaptation, where
an adaptation approach can be reused across a wide range of existing overlays.
A key shortfall of external parameter optimisation is that the performance of
the system as a whole is intrinsically limited by the design of the overlay itself.
Another shortfall of this approach is that parameter optimisation typically re-
quires a user-specified threshold, which although easier to understand, is not
trivial to specify. Ideally the user should not have to specify any policies for
adaptation.
Internal parameter optimisation is integrated with the design of the overlay. The
integration of the optimisation mechanism with the overlay components helps
the designers to release the full benefits of on-line parameter optimisation. It
results in structured overlays that are designed with adaptation in mind. Some
approaches to internal parameter optimisation offer new techniques to maintain
routing state entries for existing overlays such as Bamboo [86] and MSPastry
[17]. Others provide a complete overlay re-design like Accordion [67].
Rhea et al. [87] studied the effects of periodic and reactive routing entry failure
recovery in Pastry. Reactive recovery is a maintenance strategy whereby the
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overlay tries to replace a stale routing entry upon detection. They illustrated
that under limited bandwidth, reactive recovery can lead to a positive feedback
cycle that overloads the network, causing high latency lookups and incorrect
mapping of keys to responsible nodes. They proposed Bamboo [86], an over-
lay based on Pastry that can be configured to perform periodic and reactive
maintenance. Bamboo uses two techniques to minimise lookup latency under
churn. First, to minimise the communication timeouts caused by stale routing
entries, Bamboo estimates an appropriate timeout value for outgoing messages
during lookup. The timeout is calculated using Vivaldi [26], a virtual coordi-
nate system that estimates timeouts without measuring the response time to
every node in the system. Second, Bamboo utilises PNS [40] to minimise the
RTD of individual hops. It has been shown that Bamboo is able to provide low
latency lookups under churn with low bandwidth consumption in comparison
with overlays such as Chord and Kademlia [6].
Castro et al. proposed MSPastry [17], a refined version of Pastry that aims
to provide robust routing under churn. MSPastry uses periodic probing to
detect stale routing entries. To control its bandwidth consumption, it self-
tunes the probe intervals depending on the node failure rate estimated using
historical failure observations. MSPastry exploits the structure of the overlay
to minimise the failure detection overhead. Each node periodically probes a
pre-defined subset of its routing entry and shares the results of the probe with
nodes closest to itself.
Li et al. [67] introduced Accordion, an overlay that dynamically adjusts the size
of its routing state and the degree of lookup parallelism. Accordion has a single
tuneable configuration parameter: bandwidth budget, the maximum bandwidth
that may be consumed by a node. Depending on the current environment the
system automatically adjusts the size of its routing state to use the available
bandwidth effectively. If bandwidth is available, Accordion actively discovers
new entries via lookup. Under heavy workload, Accordion decreases its learning
rate to cut back on bandwidth usage. Further, when the bandwidth is available
it uses parallel lookups to avoid the latency that is caused by timeouts due to
stale routing entries.
A limitation of Accordion is in the way it estimates the liveness of routing entries.
Based on a study of Gnutella [41]. Accordion assumes nodes that have been
alive for a long time are likely to remain alive. This assumption is then used
to build a probabilistic model of node liveness in order to predict stale routing
entries. Recent studies of large-scale file sharing networks such as Bit-Torrent
[11] suggest that this assumption is not correct [80, 97]. Another disadvantage
of the assumption is that Accordion biases lookups towards nodes that have
been in the network for a long time, which causes an unbalanced load across
nodes.
17
2.4 Beyond Parameter Optimisation
A desirable property of a structured overlay is to adapt itself in order to be
robust across a wide range of operating environments [38]. A key issue is the
extent of adaptation in existing approaches. To our knowledge, all existing
approaches to adaptation involve tuning internal system parameters of fixed
maintenance strategies. For instance, the adaptive tuning of the maintenance
interval in Chord does not change the fundamental strategy by which a Chord
node maintains its routing state. It only affects the intensity with which the
state is maintained. Another example is the routing state learning mechanism
in Accordion. The system has built-in strategies to discover new nodes using
lookups. When the system decreases its learning rate it is the intensity of
learning that is adapted and not the strategy by which new nodes are discovered.
It is possible that there is a more effective strategy for routing state discovery
that could have offered a better tradeoff in a particular environment.
Extending the existing work, this thesis enlarges the scope of adaptation to
include the maintenance strategy itself, where the fundamental maintenance
strategy is adapted rather than the parameters of a fixed strategy. This the-
sis illustrates an adaptive structured overlay that automatically generates and
tunes its own maintenance strategy, while outperforming overlays with fixed
design such as Chord. The next chapter describes the approach of this thesis.
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Chapter 3
Algorithmic Adaptation of
Routing State Maintenance
Routing state maintenance fundamentally affects the performance and cost of
an overlay. The more vigorously the state is maintained the more accurate the
routing state at each node, but the more resources that are consumed.
Adaptive structured overlays such as Accordion aim to dynamically tune their
system configuration parameters to provide a better performance versus cost
tradeoff in the face of changing operating conditions: varying degrees of churn
and workload. The maintenance mechanism in adaptive structured overlays is
typically decided at the design stage. It often provides a set of internal con-
figuration parameters that are dynamically tuned based on the changes in the
operating conditions. The effectiveness of the system in the face of unexpected
changes is highly dependent on the decisions made at the design stage. Al-
though existing adaptive overlays dynamically adjust their internal parameters,
due to their fixed maintenance mechanism their adaptability is fundamentally
limited.
As P2P systems grow larger and more interconnected, it is increasingly difficult
to anticipate interactions between their components. Manual supervision of
such large-scale complex systems is impossible due to their high diversity and
unpredictable changes in operating conditions. As a result, designing adaptive
overlays that are robust in the face of unexpected changes in the operating
conditions is increasingly difficult.
If an adaptive overlay is provided with a greater degree of adaptation, where
the maintenance algorithm itself is adaptable as well as parameters of a partic-
ular maintenance algorithm, there will be a greater opportunity for tuning the
system to be robust against unexpected operating conditions. Using a set of
building blocks for maintenance the overlay can adapt the fundamental aspects
of its maintenance algorithm. This approach would free designers from making
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conservative and premature assumptions about the operating conditions, and
offer more flexible and powerful adaptation in the face of unexpected changes
to the operating conditions.
This work is driven by the vision that the P2P systems of tomorrow, given basic
building blocks, will adapt and tune their own designs in order to cope with the
dynamism of their operating conditions. An ideal system should adapt itself
without the need for any human intervention. Such a system would learn about
the environment and its own performance and adapt itself to suit the changes
to the operating conditions. If a system can tune the design of its internal
algorithm there would be a greater opportunity for adaptation. This thesis
explores the effects of this approach, referred to as algorithmic adaptation, in
the context of routing state maintenance in structured overlay networks.
Algorithmic adaptation of routing state maintenance is a process that dynami-
cally and automatically tunes the underlying algorithm by which the complete-
ness and correctness of routing state is maintained; the adaptation is performed
in response to the changes of the operating environment in order to increase per-
formance and decrease cost. Algorithmic adaptation allows a node to dynam-
ically switch between periodic and opportunistic maintenance strategies, and
dynamically select the content, the size and the recipients of the network state
dissemination messages. In comparison with the design of existing adaptive
overlays such as Accordion, algorithmic adaptation provides a greater degree
of adaptability; algorithmic adaptation, given basic building blocks for mainte-
nance, generates and adapts its own maintenance mechanism.
This chapter motivates the need for algorithmic adaptation in order to cope with
unpredictable changes in the operating conditions of structured P2P overlay
networks. The chapter discusses the challenges of algorithmic adaptation and
explains an approach to tackle the challenges.
3.1 Motivation
The routing state maintenance algorithm in existing overlays is fixed: the mech-
anism by which the network state knowledge is disseminated is decided at the
design stage (typically based on some assumptions about the operating environ-
ment) and does not change at runtime. Instead, the system tradeoffs are tuned
via a combination of internal and user-specified configuration parameters.
To help explain the meaning of routing state maintenance with fixed algorithm,
consider the maintenance mechanism in Accordion, an adaptive overlay. Ac-
cordion disseminates routing entries by piggybacking the information on top
of ordinary lookup messages [63, p. 78]. The lookup messages may be sent
in parallel to multiple nodes. The piggybacked routing entries are selected
based on their freshness probability: the probability of a routing entry being
alive. The freshness probability is calculated based on the following assump-
tion: nodes that have been alive for a long time are likely to remain alive [63,
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p. 72]. The more lookup messages there are, the more vigorously the network
state is disseminated. Accordion automatically adjusts the degree of parallel
lookups to stay within a user-specified bandwidth budget, which in turn affects
the information dissemination rate.
Changing the degree of lookup parallelism in Accordion does not change the
mechanism by which the state is disseminated. Regardless of the degree of
lookup parallelism, the system always uses the same mechanism to select piggy-
backed information and the information is always transmitted opportunistically.
There could be operating conditions where an active approach or another se-
lection mechanism would offer a better tradeoff. Further, it has been shown
that their underlying assumption about node lifetimes is not valid in large-scale
file sharing networks such as BitTorrent [11, 80, 97]. The invalidity of their
assumption can cause dissemination of information about nodes that may be
unstable, which can lead to stale routing entries and potentially cause network
partitions. A fixed algorithm is fundamentally limited in its adaptability to the
changing operating conditions because of the unchangeable decisions made at
the design stage.
When the routing state maintenance mechanism is decided at the design stage,
the maintenance operation is typically optimised to perform well in the com-
mon scenario. As a result, under uncommon scenarios the maintenance opera-
tion may not be ideal. If the scope of adaptation incorporates the algorithmic
structure of the routing state maintenance mechanism, not only are designers
freed from having to make decisions about unknown operating environments,
but there is also a greater opportunity to adapt to unexpected operating condi-
tions for the adaptation mechanism. There may be a maintenance mechanism
that is highly effective in a particular scenario and not as effective in others. An
algorithmic adaptation mechanism can detect such cases and gracefully switch
between different maintenance strategies to suit the current environment. Fur-
ther, when the system is faced with a scenario that is not anticipated by the
system designers, the system may be able to generate its own maintenance mech-
anism and can potentially offer superior adaptation to unexpected conditions.
In order to algorithmically adapt the routing state maintenance in a structured
overlay, a set of challenges must be overcome. The following section discusses
these challenges.
3.2 Challenges
Algorithmic adaptation of the maintenance mechanism involves automatic and
dynamic tuning of how routing entries are kept up-to-date; this aims to offer a
better performance versus cost tradeoff in the current operating conditions.
To adapt the algorithmic structure of a network state maintenance mechanism it
is necessary to define an abstract representation of the maintenance mechanism.
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The maintenance mechanism needs to be reified to a data structure that can be
manipulated by the adaptation process.
It is desirable to model maintenance mechanism representation in such a way
that the model can capture the maintenance mechanism of existing overlays.
This is so that fixed maintenance mechanisms can be compared with algorith-
mically adaptable maintenance mechanisms.
In existing overlays the maintenance mechanism is tightly coupled with other
overlay components such as the routing state and routing protocol. For example,
Chord and Accordion periodically maintain a list of successors, which is used
to maintain lookup functionality upon successor failure. In such designs, sepa-
rating the maintenance mechanism from the routing algorithm or the routing
state, without breaking the functionality of the protocol, would be impossible.
To allow algorithmic adaptation, other overlay components must not directly
depend on a specific maintenance mechanism. Instead, a generic model of the
overlay is needed to separate the maintenance mechanism from other overlay
components. Further, the routing state must be designed in such a way to allow
flexibility of the maintenance mechanism.
The main objective of algorithmic adaptation is to find good maintenance mech-
anisms for changing operating conditions. From this objective follow a number
of challenges:
1. The system must be able to automatically generate new maintenance
mechanisms in order to cope with operating conditions that none of the
pre-designed maintenance mechanisms are effective.
2. The fitness of a strategy must be evaluated under changing operating
conditions, since the fitness of a generated maintenance mechanism may
dramatically change in a different environment. To estimate the fitness
of a maintenance mechanism, the system must measure its fitness relative
to the current conditions.
Algorithmic adaptation of overlay maintenance is a multi-objective optimisation
problem. Optimisation is multi-objective when a decision needs to be made
while taking into account tradeoffs between conflicting concerns such as perfor-
mance and cost. In a non-trivial multi-objective optimisation problem there
are often multiple solutions. The challenge is to automatically choose between
different maintenance mechanisms in order to improve the performance and
efficiency of routing in the current environment.
During its lifetime an overlay may experience a wide range of environments,
where it is unlikely that conditions at different times are identical. Therefore,
the system must be able to detect significant changes to the operating conditions.
This is a challenge since a node can only directly measure local characteristics
of the operating conditions (i.e. has a partial view of the environment).
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To overcome the challenges discussed above, the next section presents a model
for representing maintenance mechanisms. The rest of the chapter presents an
approach to algorithmic adaptation of maintenance mechanisms relative to the
current operating conditions.
3.3 Representing Network State Dissemination
Strategy
This section introduces an abstract model for the design of structured overlays
that aims to decouple routing state maintenance from other overlay compo-
nents such as the routing state and routing scheme, and provide basic building
blocks to define routing state maintenance mechanisms. The model aims to
allow dynamic algorithmic adaptation of routing state maintenance while cap-
turing commonalities between existing maintenance mechanisms in order to
make understanding, comparison and extension of existing work easier. The
model provides a common ground for the comparison of different overlay pro-
tocols. Hence, a more coherent experimental comparison of different overlays
is possible. Further, it allows more convenient adoption of innovative and new
improvements into existing systems.
In comparison with previously proposed models [25], this work focuses on captur-
ing the structure of routing state maintenance mechanisms. The routing state
maintenance mechanism has a direct and significant impact on the performance
and cost of an overlay. Therefore, capturing the commonalities between differ-
ent routing state maintenance mechanisms is necessary to appropriately com-
pare different overlay designs and identify innovative maintenance approaches.
3.3.1 Related Work
Past studies propose a range of models and APIs that aim to capture the com-
monalities among the designs of structured P2P overlays.
Dabek et al. [25] identify high-level abstractions for existing structured over-
lays. They propose a key-based routing API that can be implemented by ex-
isting structured P2P overlays. They further present a number of high-level
abstractions over the communication model of structured overlays and discuss
how such abstractions can capture the commonality between distributed hash
tables, group anycast/multicast protocols, and decentralised object location and
routing systems.
The overlay abstractions presented in this chapter aims to capture commonality
in the design of routing state maintenance mechanisms in structured overlays.
In contrast, the work of Dabek et al. foucs on capturing the the interoperation
between services such as DHT, multicast that are built on top of KBR. Their
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work does not explicitly capture commonality among routing state maintenance
mechanisms.
Other efforts to capture commonalities between structured overlays include
domain-specific languages such as OverML [9]. OverML is a language for speci-
fying P2P overlay protocols. The idea is to provide a platform for rapid overlay
implementation using a high-level protocol specification. Their approach can re-
duce the development time for an overlay protocol. OverML can be used to gen-
erate specific implementations for various testbeds such as sensor networks from
a single protocol specification specified in a domain-specific language. OverML
is primarily aimed at rapid development of overlays using a domain-specific lan-
guage, covering the entire development process (i.e. from design to deployment).
The overlay abstractions presented in this chapter discusses a model for overlays
at an abstract level where the primary objective is to capture common design
features and maintenance mechanisms.
Extending the work of Dabek et al., Ciaccio proposes a generic API for P2P
programs [21]. The work offers a more extensive model for RPC that allows
unidirectional communication between peers. Although the work offers a more
extensive API for developing P2P applications, the API does not capture the
commonality of routing state maintenance operations. The API simply provides
request and response methods. It is up to the user to use the request and
response methods to express exact maintenance operations. Hence, there is no
clear separation between the components of a structured overlay, in particular
the maintenance mechanism.
3.3.2 Overview of Abstractions
This work proposes the following abstract components in a structured overlay
protocol:
• Peer state – a data structure containing the local knowledge of the network
state,
• Routing – a process that using the peer state maps a key to its responsible
node, and
• Maintenance – a process that maintains the correctness and completeness
of the peer state.
Routing and maintenance are viewed as two independent processes that use and
manipulate the peer state respectively. Figure 3.1 illustrates the relationship
between the three abstract components. Routing uses the information stored in
the peer state in order to route a given key to its responsible node. Maintenance
manipulates (i.e. update) the information in the peer state in order to maintain
the completeness and correctness of the stored information.
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Figure 3.1: The abstract components in a structured overlay and their relationships.
3.3.3 Peer State
The peer state is a data structure that stores the network state knowledge at
each node. This is a collection of references to nodes that are believed to be
alive. A reference to a live node consists of two pieces of information: 1) the
key for the live node, and 2) the network address of the live node. The node’s
key is needed by the routing component to route lookup messages. The node’s
network address is necessary to establish network connections to the node in
order to exchange lookup and maintenance messages.
The peer state does not have a fixed size; the state is free to grow as large
as the network size or shrink to an empty state. This design has a number
of advantages. Firstly, the user is freed from explicitly configuring the state
size. Secondly, a peer state data structure with varying size provides a greater
opportunity for adaptation to unexpected operating conditions. Thirdly, it
simplifies the peer state design and maintenance mechanism, since there is no
need for additional mechanisms to ensure the peer state size remains fixed.
Further, it has been shown that expansion of peer state is a more effective use
of bandwidth in comparison with vigorously maintaining the correctness of a
small state in the face of churn [66]. This work is not the first to propose a
varying-size peer state. Accordion [67] is one of the first structured overlays
that proposed this design.
3.3.4 Routing
The routing component is responsible for the main operation provided by the
structured overlay, i.e. key-based routing. Using the information stored in the
peer state, and communicating with other nodes the routing component maps
a given key to its responsible node.
To map a key to its responsible node, the routing scheme must define a distance
metric. Given a key and a node reference, the distance metric determines the
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distance of the key from the node in the key-space. The distance metric can
then be used to find the closest node to a given key among the stored references
in the peer state. Using the distance metric the lookup request is forwarded
from node to node, getting progressively closer to the node responsible for the
queried key.
Further, in order to terminate forwarded lookup messages, the routing scheme
must define the mapping of a key to its responsible node; this is the range
of keys in the key-space for which a node is responsible. The distance metric
can be used to determine the range of keys for which a node is responsible. A
node is responsible for a queried key if the node’s self reference is the closest to
the queried key according to the distance metric. Listing 3.1 specifies how the
distance metric is used to determine the closest reference to a given target key
using local routing state.
Listing 3.1: Operation to determine the closest node to a given target key using local routing
state.
1 closest(target) {
2 min_distance = distance(target, local_reference);
3 closest = local_reference;
4 for (reference in routing_state) {
5 distance = distance(target, reference)
6 if (distance < min_distance) {
7 min_distance = distance;
8 closest = reference;
9 }
10 }
11 return closest
12 }
Using the closest operation defined in listing 3.1, the listing 3.2 specifies the
lookup mechanism, which is used to map a key to its responsible node.
Listing 3.2: Operation to lookup the responsible node for a given target key.
1 lookup(target) {
2 hop = local_reference;
3 next_hop = null;
4 do {
5 next_hop = hop.closest(target);
6 if (hop == next_hop) {
7 return next_hop;
8 } else {
9 hop = next_hop;
10 }
11 } while (true);
12 }
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3.3.5 Maintenance
Routing state maintenance is a process to disseminate fragments of the network
state knowledge [33]. Dissemination of network state knowledge takes place
through operations that copy sets of references stored in the peer state between
nodes. Each such fragment is a sub-set of a node’s peer state entries. This
knowledge can be pulled or pushed, and outgoing dissemination messages can
be sent immediately or opportunistically, piggy-backed on other outgoing mes-
sages (e.g. lookup messages). The specifics of the content of a dissemination
message, its recipient and how it is disseminated, are captured by a dissemina-
tion strategy.
A dissemination strategy is represented as a list of dissemination operations,
each describing which peer state entries are transferred, between which nodes,
and how and when the transfer is triggered. The data structure describing each
operation contains:
• pull/push flag – whether the information is to be pulled or pushed,
• opportunistic/non-opportunistic integer – where a negative value indicates
that the state is to be disseminated opportunistically (i.e. piggybacked on
outgoing messages) and a positive value indicates that the state is to
be disseminated non-opportunistically (i.e periodically). In the case of a
positive value, the value itself indicates the frequency of non-opportunistic
dissemination in milliseconds.
• state entry selector – an algorithm that selects the information to be pulled
or pushed, and
• recipient selector – an algorithm that selects the recipients of the pull or
push request.
A Selector is a function that given a peer state returns a subset of its entries. It
identifies the content of the information to be pushed/pulled and the recipient
of a pull/push request. The subset of entries returned by a selector is used as
the network state knowledge to be pushed/pulled, or to identify the recipients
of a pull/push request. The Selector defines what and to whom to disseminate
network state knowledge. Section 4.3.2 describes a set of pre-defined selectors
that are used to construct dissemination strategies.
Figure 3.2 illustrates an example dissemination strategy with three operations:
1. Pull the first entry from the peer state of five randomly selected nodes
every 1000 milliseconds (i.e. non-opportunistically).
2. Push the last entry in the peer state to the first two entries in the peer
state by piggybacking the information on top of messages that are sent to
those two entries (i.e. opportunistically).
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3. Push three randomly selected entries to the first five entries in the peer
state every 5000 milliseconds (i.e. non-opportunistically).
Pull Opp./Non-opp State Entry 
Selector
Recipient 
Selector
True 1000 random(5)
False -1 last(1) first(2)
False 5000 random(3)
Figure 3.2: Example of a dissemination strategy.
Based on this model it is possible to express the maintenance mechanism of
other structured overlays. For instance, consider the refresh_successor_list
maintenance operation in Chord, which is executed periodically every 5 seconds.
This operation periodically gets the list of a node’s successors from the successor
of the node. This operation may be expressed as a pull request with a selector
that selects the successor of the node as the recipient of the pull request (called
successor_selector), and a selector that returns the successor list from the peer
state (called successor_list_selector). Further, the positive numerical value
5000 specifies the operation is executed periodically and the interval between
successive pull requests in milliseconds.
Similarly, it is possible to define other more complex operations such as stabilize
maintenance operation in Chord, where the operation is executed every 5 sec-
onds. In this operation a node performs two remote operations: 1) selects the
predecessor of its successor and 2) notifies its successor of itself. These two oper-
ations may be expressed using a pull and a push request. The pull request uses
the successor_selector to select the recipient of the request, and supplies a se-
lector that selects the predecessor (called predecessor_selector). The supplied
predecessor_selector defines the information to be pulled from the successor.
Similarly, the push request uses the successor_selector to select the recipient of
the request, and uses a selector that selects the self-reference of the node (called
self_selector) to select the payload of the push request. The interval is specified
in the same manner as the previous example, the positive numerical value of
5000 indicating periodic execution with the intervals specified in milliseconds.
3.4 Adaptation of Network State Dissemination
Strategy
In their paper, Kephart and Chess [53] present the vision of autonomic comput-
ing:
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“computing systems that can manage themselves given high-level
objectives from administrators.”
They describe autonomic computing as the solution to the growing issue
of supervising and managing large and complex software systems. A fun-
damental property of an autonomic computing system is self-management.
Self-management frees the system administrators from the details of system
operation and maintenance. Four aspects of self-management are:
• Self-configuration – the system automatically configures its components
in order to follow a set of high-level policies,
• Self-optimisation – the system automatically and continuously strives to
improve its own performance and efficiency,
• Self-healing – the system automatically detects, diagnoses and rectifies
software and hardware problems, and
• Self-protection – the system automatically defends itself against malicious
attacks, byzantine and cascading failures.
Further, Kephart and Chess describe autonomic computing systems as inter-
acting collections of autonomic elements – individual sub-systems that provide
a service to the users or other autonomic elements. Autonomic elements au-
tomatically manage their own internal behaviour and relationship to other au-
tonomic elements according to the policies provided by system administrators.
To self-manage, each autonomic element uses an autonomic management cycle,
composed of four phases:
1. monitoring phase – during which the system events are recorded.
2. analysis phase – during which the current situation is represented by ex-
tracting metrics from the recorded events.
3. planning phase – during which the reaction to the current situation is
determined driven by a set of high-level policies.
4. execution phase – during which the planned actions are conducted.
Figure 3.3 illustrates the structure of the autonomic management cycle in an
autonomic element. The figure also shows interactions between a collection of
autonomic elements.
This work views an adaptive P2P network as an autonomic computing system.
Nodes in an adaptive P2P network are viewed as autonomic elements. They
manage their own behaviour according to high-level policies and interact with
other nodes in the network. Each node provides a set of services to the user
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Figure 3.3: Structure of autonomic management cycle and its phases [53].
and other nodes. These services include key-based routing, finding the next hop
during key-based routing, and pull/push services to disseminate information
about the network state changes.
This thesis investigates two aspects of self-management discussed earlier: self-
configuration and self-optimisation. It investigates the challenges of adapting an
structured overlay without any configuration parameters or human intervention.
Algorithmic adaptation of network state dissemination strategy can be charac-
terised using the four phases of the autonomic management cycle. The adapta-
tion is performed periodically, forming a feedback loop. Table 3.1 describes the
phases of dissemination strategy adaptation.
Table 3.1: The mapping of phases in autonomic management cycle to dissemination strategy
adaptation.
Autonomic Management Phase Dissemination Strategy Adaptation Phase
Monitoring KBR performance and efficiency characterisation,
environment characterisation
Analysis Detection of similarity between the current
environment and the previously encountered
environments, fitness assessment of current strategy
Planning Determining the next dissemination strategy based
on analysis of the environment and fitness of
previously encountered strategies
Execution Using the new dissemination strategy
The following sections describes the stages of dissemination strategy adaptation.
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3.4.1 Environment Characterisation
To drive environment-related adaptation, it is necessary to be able to char-
acterise the current environment. This work characterises the P2P operating
environment in terms of workload patterns and churn patterns using only local
observations.
It is possible to use a global source of information to characterise the global state
of the environment. In this approach a centralised service is used to gather and
offer information about the churn patterns and workload patterns across the net-
work. Although a centralised approach can provide a more accurate measure of
churn rate and workload rate, it is more complex to implement and administer
in comparison with an approach where only local information is used to char-
acterise the environment. A centralised service can result in a bottleneck as
the network grows larger. This work investigates a fully decentralised approach
to environment characterisation, where only local information is used to char-
acterise churn and workload patterns. Local information may not be enough
to accurately estimate churn and workload globally. However, this information
provides useful clues about the current environment. The results presented in
chapter 6 show that local information can drive environment-related adaptation.
Workload is measured as the rate of executed lookups, measured using two
measurements:
1. the rate of lookups executed locally, and
2. the rate of served lookup requests to other nodes.
The first measures the workload that is directly applied by the application layer
to the local node. The second measures the rate of incoming requests from
other nodes as part of lookup query forwarding (i.e. lookup hops).
Measuring the rate of executed lookups is relatively simple, since a node can
precisely measure the number of lookups it executes. However, measuring churn
rate is more problematic. Churn rate measurement using local observations
is difficult, since there is no way of differentiating between node failures and
communication failures. For instance, an RPC communication failure may occur
due to congestion when the remote node is too busy and cannot respond within
a timeout. However, from the local point of view there is no way of knowing
whether the timeout has occurred because the remote node is dead or too busy
to respond.
This work measures churn rate as the rate of communication failures. Although
RPC failure does not necessarily mean node failure, there is a direct correlation
between RPC failure rate and churn rate. There are more complex methods that
aim to estimate the global churn rate of the network [10, 84]. For the sake of
simplicity this work focuses only on the local measurement of churn using RPC
failure. Section 6.2 illustrates that characterisation of churn using RPC failure
rate sufficiently drives adaptation under constant and varying churn rates.
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3.4.2 Fitness
The ranking of alternative dissemination strategies requires a metric represent-
ing the estimated overall ‘fitness’ of a strategy in a particular environment.
The estimated overall fitness guides the adaptation process with respect to the
system’s main optimisation objectives: minimising cost and maximising perfor-
mance.
The cost of a KBR is characterised as the resources that the system consumes.
The consumed resources include computation (CPU), memory, bandwidth, en-
ergy, etc. Of these resources bandwidth is likely to be the most relevant re-
source in the context of routing state maintenance. Routing state maintenance
is not a compute-intensive task; it mainly involves exchanges of network state
knowledge between nodes (i.e. network communication), which directly affects
bandwidth consumption. Further, bandwidth is limited by the network infras-
tructure, which cannot be easily expanded. Therefore, minimal and efficient
use of bandwidth is a desirable property for KBR systems.
The fitness metric estimates the cost of a dissemination strategy as the band-
width that is consumed by the system, recorded as the rate of bytes sent by a
particular node.
The performance of a KBR is characterised as:
• lookup latency – the time it takes to map a key to its responsible node,
• lookup failure rate – the rate of lookups that resulted error, and
• lookup correctness rate – the rate of correct mappings of keys to their
responsible node.
In order to characterise the performance of a dissemination strategy lookup la-
tency and lookup failure rate can be measured locally. However, using local
knowledge alone there is no way of knowing whether a mapping of a key to
a node is the correct mapping. Hence, the fitness metric estimates the perfor-
mance of a dissemination strategy using only lookup latency (measured as mean
lookup latency), and lookup failure rate.
In chapter 6 the correctness of lookups is evaluated using an oracle, which has
the true and complete view of the network. The results show that the adaptive
maintenance mechanisms offer superior lookup correctness rate in comparison
with Chord [96] under different churn and workload models despite lookup cor-
rectness being ignored by the fitness metric (see sections 6.2 and 6.3).
Further, section 6.8 investigates the effect of considering lookup correctness
when measuring the fitness of a dissemination strategy under varying churn rate.
The results show no significant advantage in considering lookup correctness as
part of the fitness metric.
The fitness of a dissemination strategy is estimated using three measurements:
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1. sent bytes rate,
2. mean lookup latency, and
3. lookup failure rate.
A lower value for each measurement yields a fitter dissemination strategy: the
lower the sent bytes rate, lookup latency and lookup failure rate, the less the
bandwidth consumption, the faster the lookup and the higher the rate of suc-
cessful lookups.
To compare fitness of different dissemination strategies the three measurements
are summarised into a single value. The three measurements are represented
as a point in three dimensional space, where the closer the point to the origin
the fitter the dissemination strategy (since smaller values for each measurement
are better). Using this representation, the fitness of a dissemination strategy is
summarised as the distance of the point in the three dimensional space from the
origin. Figure 3.4 shows an example, where the blue line represents the fitness
value.
Mean Lookup Latency
Lookup Failure Rate Sent Bytes Rate
Origin
Fitness
Figure 3.4: Fitness measurement of a strategy in a 3 dimensional space.
It is possible to extend the three dimensional representation to include other
measurements. For instance, if CPU usage is a concern, CPU usage measure-
ment can be added as the fourth dimension. Further, it is possible to adjust
the impact of each of the measurements on the fitness value by associating a
weight with each of the measurements. For instance, if faster lookups are more
desirable than low bandwidth consumption, the sent bytes rate can be scaled by
a dampening factor that decreases the influence of sent bytes rate on the sum-
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marised fitness value. In this work the three measurements equally influence
the fitness value (i.e. have equal weightings).
Since the units for each of the measurements are different, it is necessary to
normalise the values of the measurements in order to equalise their influence
on the fitness value. To normalise the measurements each value is divided by
a scaling factor. The scaling factors are estimated during initial calibration
experiments as the maximum values for each measurement under the heaviest
churn and workload patterns described in section 6.1. The scaling factors for
sent bytes rate, lookup delay and lookup failure rate are 500 Kilobytes per
second, 10 milliseconds and 1 failure per second respectively.
3.4.3 Fitness Relative to Environment
The fitness of a dissemination strategy may widely vary across different envi-
ronments. For instance, consider a null dissemination strategy that does not
disseminate any information. This strategy is highly fit in an environment with
no churn and no workload. But the same strategy would have low fitness under
heavy churn due to high lookup failure rates, since the peer state is not updated
to reflect changes in network membership. Hence, it is necessary to measure the
fitness of a dissemination strategy in the context of the environment in which it
was employed. This allows the observed fitness of the strategies used previously
in other environments to guide the next choice of strategy.
Since the P2P environment is dynamic and may change unpredictably, it is
extremely unlikely that the current environment is exactly the same as any en-
vironment previously encountered. This work uses cosine similarity to measure
the similarity between environments, expressed as a numerical value between
0 and 1 (where a higher similarity measure implies higher similarity between
environments). Assuming dissemination strategies under similar environments
would result in similar fitness measures, the similarity measure can be used to
associate weight to the fitness of a dissemination strategy. To calculate fitness
of a previously evaluated dissemination strategy relative to the current environ-
ment:
1. the similarity between the current environment and the environment under
which the strategy was evaluated is calculated, and
2. the fitness of the previously evaluated dissemination strategy is divided
by the similarity measure.
Alternatively, it is possible to use clustering algorithms to group similar en-
vironments. In this approach a clustering algorithm is used to group similar
environments. The similarity between two clusters is measured using cosine
similarity between the centroid of clusters.
Section 6.7 studies the effect of using clustering algorithms for estimating fitness
relative to environments.
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3.4.4 Adaptive Strategy Selection
The primary objective of adaptation is to dynamically change the current dis-
semination strategy in such a way that it improves the performance and effi-
ciency of the system in the current environment. One approach is for system
designers to provide a pool of pre-designed dissemination strategies for the
system to dynamically and automatically choose from, guided by the current
environment.
Given a pool of dissemination strategies, the adaptive strategy selection first
evaluates each dissemination strategy to construct a fitness value for each given
dissemination strategy. The system then uses the fittest strategy as the current
dissemination strategy. The current dissemination strategy is changed periodi-
cally after comparing the relative fitness of the current dissemination strategy
with relative fitness of other strategies.
Adaptive strategy selection offers a low-risk approach to system reconfiguration
in comparison with automatically generated dissemination strategies. This is
because the strategies are provided to the system by the system administrators.
Hence, there is less chance of unexpected system behaviour that could result in
poor fitness. However, this low-risk approach may be less rewarding since only
a fraction of possible dissemination strategies is used by the system. There is
a dissemination strategy that offers better performance and efficiency that may
be missed out by the system designers.
3.4.5 Adaptive Strategy Generation
Instead of choosing from a fixed pool of possible dissemination strategies it
is possible to generate new dissemination strategies. This may result in the
discovery of new strategies that are better fitted to the current environment
than previously tried strategies. This can also be useful in order to adapt to
completely new environments, for which none of the previous strategies may be
well suited.
Section 3.3.5 discussed a structure for representing dissemination strategies us-
ing a simple set of building blocks. Using this structure, automatic techniques
may be used to generate new dissemination strategies. Provided with a set of se-
lectors, the system can dynamically generate new dissemination strategies. One
of the key challenges is to generate new dissemination strategies that increase
system performance and decrease cost.
This work introduces and evaluates an adaptive strategy generation technique
based on a genetic algorithm (GA) [92, p. 126]. Genetic algorithms mimic the
process of natural selection [28], where the distinguishing biological character-
istics become more or less common in a breeding population as a function of
their effectiveness (i.e. fitness) in the environment. The idea is to generate new
dissemination strategies based on the previously fit strategies. Fit strategies
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are used as parents to produce a new dissemination strategy that carries with
it features of its parents. There is an evolving pool of dissemination strategies
(i.e. population), where the characteristics of dissemination strategies with high
fitness are more likely to carry on to the next generation.
The reason for choosing GA as the heuristic for dissemination strategy genera-
tion is that GA is well suited for search in discrete search spaces where there
is no logical order between the elements in the search space. The candidate
dissemination strategies are not continuous; there is no way of ordering the
possible space of dissemination strategies so that the effect of one strategy can
be predicted from the evaluation of another strategy. Hence, it is not possible
to use techniques such as gradient descent [92, p. 125] and simulated annealing
[54].
GA imposes a minimal set of requirements on the search space. A GA approach
requires: 1) a fitness function to determine the fitness of an element in the search
space (discussed in section 3.4.2), and 2) a genetic representation of the elements
in the search space (discussed in section 3.3.5).
The steps for generating a new dissemination strategy are:
1. Parent selection – two dissemination strategies are selected from the pool
of evaluated dissemination strategies. The probability of a dissemination
strategy being selected as a parent is relative to its fitness. The fitness of
each dissemination strategy is calculated relative to the current environ-
ment as described in sections 3.4.2 and 3.4.3.
2. Crossover – dissemination operations from both parents are randomly se-
lected and copied into the child dissemination strategy. Crossover enables
exploitation of potential fit characteristics present in parents by allowing
the characteristics to survive (i.e. carry on to the next generation).
3. Mutation – properties of dissemination operations in the child dissemina-
tion strategy are randomly changed. Mutation enables exploration of the
space of possible characteristics in order to discover potential fit charac-
teristics that may not be present in parents.
As discussed in section 3.3.5, a dissemination strategy is modeled as a set of
pull/push operations, where each operation has a recipient (selected by the recip-
ient selector) and a content (selected by the state entry selector). In this model,
crossover copies a subset of pull/push requests from the parents into the new dis-
semination strategy. Mutation randomly changes some of the attributes: their
type (pull or push), their recipient selector and their content selector based on
some probability. Figure 3.5 illustrates an example of GA-based dissemination
strategy generation. In this example a child dissemination strategy is generated
by applying crossover and mutation to two parent dissemination strategies. The
changed properties after mutation are shown in red.
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First Parent
Pull Opp./Non-opp State Entry 
Selector
Recipient 
Selector
True 1000 first(1) random(5)
False -1 last(1) first(2)
False 5000 random(3) first(5)
Second Parent
Pull Opp./Non-opp State Entry 
Selector
Recipient 
Selector
False -1 random(3) random(5)
True 10000 nextKeyLookup() first(2)
True 3000 last(1) first(1)
True 1000 random(3) last(5)
Child after Crossover
Pull Opp./Non-opp State Entry 
Selector
Recipient 
Selector
False -1 random(3) random(5)
False -1 last(1) first(2)
False 5000 random(3) first(5)
True 1000 random(3) last(5)
Child after Mutation
Pull Opp./Non-opp State Entry 
Selector
Recipient 
Selector
False -1 random(3) nextKeyLookup()
True -1 last(1) first(2)
False -1 random(3) first(5)
True 1000 random(3) last(5)
Figure 3.5: An example of GA crossover and mutation.
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In order to investigate the effectiveness of GA-based adaptation, it is compared
with a random dissemination strategy generator. The random dissemination
strategy generator generates new strategies in a uniform random manner, where
there is no logical relationship between the previously evaluated strategies and
the newly generated strategy. Chapter 6 compares GA-based and random dis-
semination strategy generation.
3.5 Discussion
This chapter motivates the need for algorithmic adaptation of network state
dissemination strategy and discusses: 1) a model that separates the dissemina-
tion of network state from other components of an overlay, and 2) an approach
to adaptively select and generate dissemination strategies in response to the
changes of the current operating conditions.
The overlay model explained in this chapter aims to decouple core components
of the overlay. Past studies have used more complex representations of the
information that is exchanged between peers. For example, in Accordion, a
node reference also includes information about the node’s up-time (i.e. the un-
interrupted duration for which the node has been alive). Accordion uses this
information to calculate the freshness probability of references in the peer state.
This thesis intentionally uses the simplest possible representation of the node
references. The idea is to investigate the effects of disseminating the simplest
possible model of network state knowledge representation. This is to decrease
the complexity of the design of structured overlays and help to understand
tradeoffs. Further, this approach does not make any assumptions about the
operating environment (in contrast with, for example, assumptions regarding
node lifetime distribution in Accordion).
Unlike classic epidemic algorithms [30], the network state dissemination de-
scribed here does not disseminate information about nodes that are believed to
be dead, i.e. have left the network. The epidemic dissemination techniques are
typically used to let all the nodes in the network know about all the changes
of network membership [42]. This work does not aim to store full and correct
information in all nodes. Instead, the goal of network state dissemination is to
learn about other nodes in such a way that it improves the performance and
efficiency of key-based routing.
Adaptation of network state dissemination is performed independently at each
node, thus it is highly likely that different dissemination strategies will evolve on
different nodes. An advantage of this approach is that it offers a greater degree
of adaptability to heterogeneous P2P deployments. However, it is possible for a
dissemination strategy to perform well only if it is used uniformly across nodes.
It is possible to mix the adaptive generation and adaptive selection of dissem-
ination strategies, by introducing the concept of training. During training the
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system actively generates new dissemination strategies. The system builds up
a collection of dissemination strategies and their observed fitness in various en-
vironments. After training, new dissemination strategy generation is turned off,
and the system adaptively selects from the previously observed strategies based
on their relative fitness in the current environment. This approach frees system
administrators from providing a set of pre-designed dissemination strategies,
while decreasing the risk of unexpected system behaviour. Section 6.6 investi-
gates the effects of training on adaptive dissemination strategy generation.
The next chapter presents an implementation of a platform for investigating
algorithmic adaptation of dissemination strategy in P2P overlays. The platform
implements the overlay structure and adaptive mechanisms discussed in this
chapter.
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Chapter 4
A Platform to Study
Adaptation of Network
State Dissemination
Strategies
To investigate the potential of algorithmic adaptation of the routing state main-
tenance strategy in P2P overlays, Trombone overlay was developed. Trombone
is a structured P2P overlay that provides a simple API to specify various routing
state maintenance strategies based on the model described in section 3.3.5.
Trombone may be configured to mimic the fixed maintenance strategies of exist-
ing overlays, such as Chord. Further, Trombone implements adaptive selection
and adaptive generation of network state dissemination strategies, as described
in sections 3.4.4 and 3.4.5 respectively.
This chapter describes the design and implementation of Trombone, the P2P
overlay used as the platform to evaluate static and adaptive dissemination strate-
gies in structured overlays discussed in chapter 6.
4.1 Requirements
Trombone is required to provide a KBR service:
• join (address) – joins this peer to the P2P network that includes the peer
with the given address.
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• lookup (key → address) – maps a key to the network address of a live peer.
Similar to Chord, Trombone uses consistent hashing [52] in a circular
identifier space to map a key to its responsible node. A key is mapped to
the node, whose identifier lies at the smallest clockwise distance from the
key.
Trombone must also:
• support a rich set of state maintenance strategies
• adapt the maintenance strategy automatically over time as the environ-
ment changes
• be able to operate parameter-free, with no explicit user configuration
From these follow a further set of lower-level requirements. Trombone must be
able to:
• detect significant changes in the environment - in order to automatically
adapt to the environment
• choose a dissemination strategy likely to be successful in the current en-
vironment – for useful adaptation
• identify previous environments that are sufficiently similar to justify reuse
of previously encountered strategies that performed well – since it is un-
likely that the current environment is exactly the same as any environment
previously encountered
• automatically generate new maintenance strategies – since the current
environment may be radically different from all previously encountered
and therefore appropriate previously used strategies may not be useful
• evaluate and rank maintenance strategies relative to the environment –
for which a quality metric is required
4.2 Design
Trombone implements the structured overlay model and adaptive network state
dissemination mechanisms discussed in chapter 3. Trombone consists of the
following components:
• Peer – represents a P2P node,
• Peer State – stores the local knowledge of the network state,
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• Peer Statistics – stores statistics about the performance and efficiency of
the peer, e.g. lookup latency, bandwidth consumption and RPC failure
rate, and
• Maintenance – maintains the correctness and completeness of the network
state knowledge stored by the peer state.
4.2.1 Peer
The class Peer represents a node in a structured P2P overlay. The peer interface
is shown in listing 4.1.
Listing 4.1: The peer interface representing a node in a structured P2P overlay.
1 interface Peer {
2 Key getKey();
3 InetSocketAddress getAddress();
4 PeerState getPeerState();
5 PeerStatistics getPeerStatistics();
6 Maintenance getMaintenance();
7 Future<Void> push(List<PeerReference> references);
8 Future<List<PeerReference>> pull(Selector selector);
9 Future<Void> join(PeerReference knownMember);
10 Future<PeerReference> lookup(Key target);
11 Future<PeerReference> nextHop(Key target);
12 }
Key and address are necessary properties of a peer in structured overlay network.
The key is needed by the structured routing scheme to determine the result of
the lookup operation, and the address is needed to establish connection to a
peer from other nodes in order to exchange network messages.
In addition to a key and address, each peer has a peer state, peer statistics and
maintenance mechanism. The peer state stores the local information about the
network state knowledge. The peer statistics stores the system events during the
lifetime of a peer. The maintenance mechanism strives to keep the information
stored in the peer state correct and complete. The following sections discuss
the role of peer state and maintenance in more detail.
The following operations are exposed to remote incoming calls:
• push – adds a given a list of references to the local peer state,
• pull – gets a list of references from the local peer state, which are selected
using a provided state selector (The state selector will explained later in
section 4.2.4),
• join – joins the peer to an overlay network given the reference to a known
member of the network,
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• lookup – maps the given key to its responsible node, and
• nextHop – finds the closest reference to the given key using the local
network state knowledge only.
The PeerReference refers to a reference to a node in the overlay, which is ex-
plained in more detail in the next section. The above remote operations are
performed asynchronously: the caller of a remote operation receives a place-
holder for the future result of the operation (i.e. Future) that is asynchronously
notified once the remote operation is performed and its result is ready to be
read by the caller. A key benefit of this approach is that in comparison with
synchronous RPC mechanisms, it allows a more efficient use of CPU time since
RPC calls do not block until the result is ready. The efficient use of CPU time
allows P2P experiments to scale to large network sizes.
The pull and push operations simply select from and add information to the
local peer state. These two operations are at the heart of network state dissem-
ination. Depending on the maintenance strategy they are invoked periodically
or opportunistically to disseminate the network state knowledge between nodes.
4.2.2 Peer State
Peer state class is responsible for storing the local network state knowledge.
One of the goals in designing the peer state is to simplify it as much as possible
while allowing the design to mimic the operation of existing overlays. Listing
4.2 presents the peer state interface.
Listing 4.2: The peer state interface representing the operations provided by the peer state data
structure.
1 interface PeerState {
2 void add(PeerReference reference);
3 void remove(PeerReference reference);
4 List<PeerReference> getReferences();
5 }
As shown in listing 4.2, a peer state offers three main operations:
• add – adds a given node reference to the current state if the reference does
not already exist,
• remove – removes a given node reference from the current state if the
reference exists, and
• getReferences – lists the references present in the peer state.
44
Although minimal, the abstract operations expressed by the peer state interface
may be used to implement the peer state of existing overlays. It allows the state
to be easily manipulated by the maintenance operation without interfering with
the routing scheme and other overlay functionality.
Section 4.3.1 discusses how this simple and minimal peer state interface captures
the peer state of existing overlays such as Chord.
4.2.3 Peer Statistics
The PeerStatistics class stores environment and system observations. The ob-
served information are used by the adaptation mechanism to characterise the
environment, and estimate the fitness of the system’s current configuration.
PeerStatistics records the following metrics:
• sent bytes rate – the number of bytes sent per second by the node.
• lookup failure rate – the number of failed lookups per second in order to
measure performance in terms of lookup failure.
• mean lookup latency – the mean time taken to complete the lookup oper-
ation in order to measure performance in terms of lookup latency.
• RPC error rate – the rate of inter-peer communication failures in order
to characterise churn.
• lookup execution rate – the number of lookups executed per second by the
node in order to characterise workload.
• served nextHop rate – the rate of nextHop requests that has been served
by the node in order to characterise workload.
Peer metric does not directly measure lookup hop-count as a performance/effi-
ciency metric. Instead, the hop-count is reflected in the measurement of lookup
latency. In a typical scenario the more hops there are the longer it takes to com-
plete a lookup, but this is not always the case; there may be a scenario where a
single hop takes longer to complete than multiple hops (e.g. due to RTD). For
instance, it is likely that multiple hops made to nodes within a local network is
faster than a single hop to a node in an wide-area network that is physically far
away. Further, lookup latency is a more useful measurement of performance for
the users of a KBR system than hop-count, since it is easier to understand in
comparison with hop-count and directly contributes to the lookup throughput
applications using the KBR. In order to help understand the internal system
behaviour lookup hop-count is measured during experiments and is presented
in chapter 6.
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4.2.4 Maintenance
Maintenance process disseminates information by pushing (sending some infor-
mation to another node) or pulling (requesting some information from another
node). Dissemination may be performed opportunistically by piggy-backing
information on a routing message that would have been sent anyway (e.g. One-
Hop and Accordion), or non-opportunistically by sending a new dissemination
message (e.g. Chord, Pastry and Kademlia).
Section 3.3.5 described an abstract model to capture maintenance. This section
discusses how the model is represented using DisseminationStrategy, Dissemi-
nationOperation and Selector interfaces.
Listing 4.3 presents an abridged view of the dissemination strategy interface.
Listing 4.3: The abridged dissemination strategy interface representing the abstract model of
routing state maintenance.
1 interface DisseminationStrategy {
2 List<DisseminationOperation> getDisseminationOperations();
3 }
This interface represents the list of operations that make up the routing state
maintenance. Each of the operations are described using DisseminationOpera-
tion interface presented in listing 4.4.
Listing 4.4: The dissemination operation interface representing network state dissemination op-
erations.
1 interface DisseminationOperation {
2 boolean isPush();
3 boolean isOpportunistic();
4 Selector getStateEntrySelector();
5 Selector getRecipientSelector();
6 int getIntervalInMilliseconds();
7 }
As discussed in section 3.3.5, a dissemination operation describes which peer
state entries are transferred, between which nodes, and how and when the trans-
fer is triggered. Section 3.3.5 also introduced the concept of Selector: a function
that given a peer state returns a subset of its entries. Selector represents an
algorithm that identifies the content of the information to be pushed/pulled
and the recipient of a pull/push request. The concept of selector is captured by
the Selector interface presented in listing 4.5.
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Listing 4.5: The selector interface representing an algorithm to select a subset of routing state
entries.
1 interface Selector {
2 List<PeerReference> select(Peer peer);
3 }
The Selector interface requires the implementation of the method select(Peer →
List): given a peer, returns a list of routing entries. P2P system designers may
add new selectors straightforwardly by implementing the select method in this
interface. A set of pre-defined selectors is described in section 4.3.2. A selector
selects the content of a pull/push request as well as selecting the recipient of
the request. In case of a push request, the state entry selector selects a set of
references from the local peer state as the payload of the request. In case of
a pull request, the state entry selector itself is transmitted to select a set of
references from the state of the recipient of the request. In both pull and push
requests recipient selector selects a set of references from the local peer state as
the recipients of the pull/push request.
Maintenance is automatically started and stopped when a node joins and leaves
the network. Once a node joins the network the non-opportunistic dissemi-
nation operations are immediately scheduled for execution. The opportunistic
maintenance operations are performed before transmission of an inter-peer mes-
sage; before a network message is transmitted the remote procedure mechanism
filters opportunistic dissemination operations and piggybacks the opportunistic
pull/push requests on top of the outgoing network message.
4.2.5 Adaptive Maintenance
As described in section 3.3.5, a dissemination strategy embodies a particular al-
gorithm for peer state maintenance. Adaptive maintenance dynamically selects
the dissemination strategy to be used in the current environment.
Similar to the autonomic management cycle [53], the adaptation strategy forms
a feedback loop. Each adaptation cycle is invoked periodically, composed of
four phases:
• monitoring phase – during which the system and environmental events
are recorded by the PeerStatistics.
• analysis phase – during which the current environment and the fitness of
the current dissemination strategy are characterised by extracting metrics
from the recorded events.
• planning phase – during which the next strategy is determined.
• execution phase – in which the old dissemination strategy is replaced with
the new dissemination strategy.
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In the monitoring phase, the adaptation strategy represents the current envi-
ronment as a point in a three dimensional space where the coordinates of the
point represent:
• lookup execution rate – in order to characterise the workload in the current
environment in terms of lookups initiated locally,
• served nextHop rate – in order to characterise the workload in the current
environment in terms of lookups initiated on other nodes, and
• RPC error rate – in order to characterise churn in the current environment.
Further, the monitoring phase observes system events to characterise the per-
formance of the current dissemination strategy based on the following metrics:
• mean lookup latency – in order to characterise the performance of lookup
in terms of time it takes to map a key to its responsible node,
• sent bytes rate – in order to characterise the efficiency of the system in
terms of the bandwidth consumption, and
• lookup failure rate – in order to characterise the performance of lookup in
terms of the fraction of failed lookups per second.
To drive environment-related adaptation, Trombone needs to be able to char-
acterise the current environment, and to evaluate the success of the current
dissemination strategy within that environment. In the analysis phase, the col-
lected information about the environment and system performance is analysed
for environment-related adaptation. Furthermore, the ranking of alternative
dissemination strategies requires a quality metric representing the estimated
overall ‘fitness’ of a strategy within the environment. The dissemination strat-
egy fitness metric is calculated as the Euclidean distance from the normalised
values of the three metrics listed above, to the origin as described in section
3.4.2. Smaller metric values are better. A fixed number of the most recent en-
vironment representations, dissemination strategies and resulting fitness metric
values are retained in order to drive selection of new dissemination strategies
based on previously encountered environments.
The fitness of a maintenance strategy may dramatically vary across different
environments. To assess the fitness of dissemination strategies relative to the
current environment, Trombone uses a clustering algorithm to identify previ-
ously encountered environments that were similar to the current environment.
Further, the fitness of a strategy is weighted relative to the degree of similar-
ity of the current environment to the environment in which the strategy was
evaluated. The observed fitness of the strategies used previously in those envi-
ronments is used to guide the next choice.
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In the planning phase, the adaptation strategy generates new dissemination
strategies. This may result in the discovery of new strategies that are better
fitted to the current environment than previously tried strategies. This is also
necessary in order to adapt to completely new environments, for which none
of the previous strategies may be well suited. Sections 4.3.4 and 4.3.5 describe
GA-based and random dissemination strategy generation.
4.3 Implementation
Trombone is implemented in Java. The implementation is open-source and
available for download 1 under GNU General Public License [35].
4.3.1 Peer State Implementations
Trombone offers two implementations for peer state:
• Chord Peer State – the Chord peer state, and
• Trombone Peer State – a generalised version of Chord peer state without
any restrictions on the size of the peer state.
The Chord peer state is divided into the following components:
• Successor reference – the reference to the node’s immediate successor,
i.e. the node immediately after the local node in the circular key space
(i.e. node with the key that is closest to the key of local node),
• Predecessor reference – the reference to the node’s immediate predecessor,
i.e. the node immediately before the local node in the circular key space
(i.e. node with the key that is most further away from the key of local
node),
• Successor list – a fixed size list of successors of the local node sorted
by their distance from the local node’s key, where the first entry in the
successor list is node’s immediate successor, and
• Finger table – a fixed size list of references to other nodes sorted by their
distance from the local node’s key, where the first entry in the successor
list is node’s immediate successor.
The above components may be viewed as a single data structure, where the
successor reference, predecessor reference, successor list and finger table are
1http://trombone.cs.st-andrews.ac.uk/
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stored in a single collection of references. The collection is sorted by the distance
of reference keys from the local key. In this data structure, the first entry is
the local node’s successor, and the last entry is the local node’s predecessor.
The references between successor and predecessor are the successor list and
finger table entries. An advantage of this approach is simplicity. Instead of
maintaining multiple data structures, the entire network state knowledge of a
node is placed in a single data structure. Further, this approach eliminates
the duplicate references across the components. For instance, the successor
reference, the first entry in the successor list and the first entry in the finger
table all represent the local node’s successor. If a single data structure is used
there is no need for storage of duplicate references.
Trombone peer state is a generalisation of Chord without any restrictions on
the size of the peer state. It contains an unbounded list of references to live
nodes in the network. The choice of unlimited size is based on the study of
Li et al., where they demonstrated that expansion of state is one of the most
effective ways of using available bandwidth [67].
4.3.2 Pre-defined Selectors
In order to provide a convenient way to construct dissemination strategies, a
set of pre-defined selectors are implemented. Pre-defined selectors include:
• first(n) returns the first n entries of the routing state,
• last(n) returns the last n entries of the routing state,
• nextKeyLookup() – returns the result of looking up the key immediately
after the local node’s key,
• random(n) returns n randomly chosen entries.
In combination with pull and push requests, the above selectors may be used to
construct dissemination strategies that mimic the maintenance mechanism of ex-
isting overlays such as Chord. For example, in order to mimic get_successor_list
operation in Chord, a pull request is needed, with the recipient being the local
node’s successor, selected using first(1) selector. The content of the pull request
is also first(n), where n is the length of the successor list, since the aim is to
pull the successors of the node’s successor.
4.3.3 Fixed Maintenance
The fixed maintenance mechanism is a maintenance operation that uses a fixed
dissemination strategy defined by the user. This maintenance operation is used
in order to investigate the effect of a fixed strategy in comparison with dynamic
maintenance operations.
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4.3.4 Evolutionary Maintenance
The evolutionary maintenance mechanism is an adaptive mechanism that uses
GA in order to evolve new dissemination strategies as described in section 3.4.5.
The evolutionary maintenance maintains an evolving pool of dissemination
strategies. Initially, the pool is populated using randomly generated strate-
gies. Each strategy in the pool is then evaluated for a fixed period of time. For
each evaluated strategy a snapshot of the environment under which the strategy
was evaluated is stored. The environment snapshot represents: 1) the charac-
terisation of the environment (see section 3.4.1), and 2) the characterisation of
how well the strategy performed under that environment {see section 3.4.2}.
Once all the randomly generated strategies are evaluated, two strategies are
selected as the parents of a newly generated strategy, where the probability of
a strategy being selected as a parent is dependent on its fitness relative to the
most recently observed environment. The calculation of fitness relative to the
most recent environment is explained in section 3.4.3.
The evaluated strategies are clustered based on the characteristics of the envi-
ronment under which they were evaluated. The clustering involves grouping of
the environments that are similar according to a clustering algorithm. Once the
clustering is performed, the cluster that contains the most recent environment
characterisation is identified. This is to identify which strategies were evalu-
ated in the past under similar environment as the most recent environment
characterisation.
Once the cluster containing the most recent environment characterisation is
identified, two strategies from the cluster are selected as the parents of a new
dissemination strategy. Once the two parents are selected, the GA crossover
and mutation are performed to generate a new dissemination strategy.
The crossover operation involves random selection of a fraction of dissemination
operations from both parents to the dissemination operations of a new strategy.
This is to allow the effective dissemination operations present in parents to
propagate. The mutation operation involves altering a small randomly selected
proportion of dissemination operations in the new dissemination strategy. This
is to allow the evolution of completely new strategies.
When the pool of evolving dissemination strategies reaches its maximum limit,
in the next adaptation cycle the most unfit dissemination strategy is removed
from the cluster that contains the last seen environment characterisation.
Evolutionary maintenance may be configured to only generate new maintenance
strategies for a fixed training period, during which, the system evolves a pool
of dissemination strategies to discover new and effective strategies for differ-
ent environments. After the training period has elapsed no new strategies are
generated. The system will continue to adaptively change the dissemination
strategy by selecting the fittest strategy for the current environment. Section
6.6 investigates effect of training duration on adaptive dissemination strategies.
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4.3.5 Random Maintenance
In order to investigate the effectiveness of the evolutionary maintenance, a ran-
dom maintenance is formed, where new maintenance strategies are generated
randomly instead of a genetic approach.
Random maintenance is identical to evolutionary maintenance with one differ-
ence. During training, generation of a new dissemination strategy has no logical
relation to any of the previously evaluated dissemination strategies.
4.4 Discussion
This chapter describes Trombone, an open-source implementation of a platform
to study network state dissemination strategies in structured P2P networks.
Trombone is sufficiently general in its components (state, routing and main-
tenance) that it can be configured to be equivalent to existing systems, and
perform the new adaptive approach proposed in this research. Hence, Trom-
bone allows comparable experiments between existing and the new adaptive
system.
Evaluation of complete implemented P2P systems is a challenge. Typically the
implementation does not provide deployment and management of P2P nodes.
Hence, extra functionality is needed to deploy and manage P2P networks for
experimentation. Further, the extra functionality must include data collection
from individual P2P nodes in order to analyse the behaviour of the P2P system
under study. The next chapter presents an infrastructure that provides the extra
functionality needed to deploy and manage instances of distributed applications.
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Chapter 5
Evaluation Infrastructure
A fundamental tradeoff in the evaluation of P2P networks is scalability versus
realism. Real-world P2P network deployments are often large; they consist of
millions of nodes spread over computers that are scattered across wide area
networks. The large size and wide spread of real-world P2P networks make
realistic evaluation of P2P networks difficult. The more realistic the evaluation,
the more time and resource are required to deploy and manage the network
during the evaluation. As a result there is a spectrum of approaches to the
evaluation of P2P networks.
At one end there are simulators such as PeerSim [77], p2psim [64], NS3 [88] and
OMNeT++ [101] that offer a simplified simulation of the five-layer Internet
protocol stack [56, p. 50]. They are cheap to run and can simulate network
sizes of hundreds of thousands of nodes. However simulators are not able to
capture all the dynamics of a real-world deployment. In order to scale to large
networks, simulators often make many simplifying assumptions about the net-
work conditions. For instance p2psim does not simulate effects such as packet
loss, queuing of the packets and network congestion. Hence, the applicability of
the findings where a P2P network is evaluated using simulation is questionable.
At the other end, there are testbeds such as PlanetLab [82] and G-Lab [57],
which are made up of individual computers and are maintained by a commu-
nity of researchers. Such testbeds offer a chance to evaluate network services
under a realistic network with minimal simulation. However, they are limited
to only hundreds of nodes which may be a fraction of the size of a real-world
P2P network. Further, gaining access to such services is difficult due to the
high demand. Deployment of P2P networks across multiple machines is time-
consuming and requires far more effort in comparison with simulation on a
single machine.
Most existing studies involve evaluation using simulation alone, since simulation
is a quicker more convenient way of studying P2P networks. Further, there
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are factors such as scale and experiment reproducibility that can be effectively
achieved only by simulation.
Ideally, a P2P network should be evaluated using both simulation and real-
istic testbeds. While simulation can offer a convenient and reproducible way
of evaluating large-scale P2P networks, a realistic deployment on a testbed
can be used to confirm and validate the findings. However, transition from a
simulated network to a testbed deployment is non-trivial. It often requires a
complete re-implementation of the P2P protocol. Most network I/O operations
and data collection facilities must be re-implemented. The re-implementation
process is error-prone, with the relationship between the simulation version of a
P2P protocol and its realistic re-implementation being unclear. Further, nodes
must be deployed and orchestrated across multiple machines, which in itself
is a challenge. Although studies using simulation have contributed a wealth
of knowledge, this work believes that realistic evaluation of P2P networks is
necessary to fully understand and validate simulation results.
This chapter establishes the need for an evaluation infrastructure that enables
a transparent transition from simulation to real-world evaluation in between
without the need for any re-implementation. The chapter discusses character-
istics of an ideal evaluation infrastructure and proposes a generic distributed
application monitoring and management framework. The framework:
• eliminates the need for multiple implementations of a P2P network pro-
tocol for evaluation using simulation and real-world deployment,
• offers a simple API to orchestrate deployment and management of P2P
nodes across multiple computers using a complete implementation of a
P2P network protocol, and
• provides an abstraction of physical computers that allows transparent
transition from simulation to real-world deployment without the need for
any re-implementation.
5.1 Motivation
Simulators are the most popular tool to study P2P networks [5]. Simulators
allow researchers to study large-scale P2P networks that are challenging to
study in the real-world. They provide a simple and reproducible way to study
P2P networks. However these benefits come at the cost of realism. If a P2P
simulation accurately simulates real P2P network, it can provide the ability
to design, implement, and evaluate new P2P systems under a controlled envi-
ronment, while allowing more statistics to be collected, more easily than with
real-world networks. However, to scale the simulation to large P2P networks,
simulators make many simplifying assumptions about the underlying network.
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A simulator typically provides an abstract model for inter-node communications,
where the user is required to implement a specific representation of a protocol
that uses the provided communication model. The level of real-world detail
captured in the model widely varies between simulators. Some, like Oversim
[7], are based on more general purpose network simulators, such as Omnet++
[101], that are tailored to simulate a low-level network mechanism. Others,
like PeerSim [77] and p2psim [64], focus on high-level overlay simulations that
do not capture effects such as network congestion. Hence, it is misleading to
compare the results produced by one simulator with another.
The simulator-specific implementation of a P2P network is tightly coupled with
the simulator itself; the protocol often needs to be re-implemented for real-world
deployment. To reproduce an experiment that is performed using a simulator
a researcher may need to use the same simulator as the original experiment. It
may be difficult to take the configuration from one experiment performed on
a simulator and re-run the same experiment on another simulator due to the
differences between different models. Using simulators often comes with a steep
learning curve.
In 2007 Naicken et al. [78] performed a survey of 287 papers in the area of
P2P research to study the use of P2P simulators in the research community.
Their survey showed that over 80% of the papers that use simulation, use a
custom-made simulator. Most of the remaining papers that use publicly avail-
able simulators, are either written by the creators of the simulator itself or are
from the same university in which the simulator was developed. Later in 2013,
Basu et al. [5] extended the survey and showed that there continues to be a
large amount of work that uses custom simulators, where the source code of
the simulator is not publicly available. This makes it harder for findings to be
verified by the research community and makes it difficult to build on top of
existing work. Gross et al. [39] proposed a common API for overlay network
simulators that aims to address cross-simulator experiment portability issues.
Instead of evaluating P2P systems using a simulator-specific implementation, it
is possible to evaluate a P2P system using its complete implementation; this
means none of the network I/O operations are simulated. Nodes send and
receive messages as they do in a real system; network packets are not simulated
and bytes are actually written out to the wire. In this approach, the focus of a
researcher is on producing a self-contained implementation of the P2P protocol
under study; none of the components of the implementation depend on external
simulators.
A self-contained, complete and published implementation of a P2P protocol
has the potential to significantly improve the understanding of the protocol
by other researchers. In case of any ambiguity in the published paper, other
researchers can examine the ultimate truth about the protocol, its most precise
definition by its creators in the form of executable code. Further, evaluating a
P2P network using its complete implementation: 1) allows a more realistic study
of the network in comparison with a simulated model of the protocol, and 2)
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eliminates the need for the error-prone process of protocol re-implementation at
the production stage. However, evaluation of P2P systems using their complete
implementation manifests a range of challenges.
The main motivation behind using simulators is that they can achieve high scal-
ability at low cost and that it may be easier to write an implementation for a
simulator than for the real P2P protocol. Simulators achieve this by using a
specialised and simplified implementation of a P2P protocol. Evaluation using
a complete and self-contained implementation of a protocol demands more phys-
ical machines in comparison with simulators. Therefore, it is more problematic
to scale the network size to large numbers of nodes. Further, one of the key
bottlenecks in realistic evaluation of P2P protocols is the number of machines
that are needed to simulate large network deployments. Simulators overcome
this issue by requiring the implementation to use an abstract communication
model that simulates inter-node communications on a single machine.
In order to evaluate a P2P protocol, simulators deploy, monitor and manage
the network. They provide built-in capability to gather information about the
network, observe effects and apply churn and workload. Intuitively, the scope
of a real-world implementation of a P2P protocol is about the protocol itself and
its functionality on a single node; the implementation does not (and should not)
include deployment and monitoring functionality of individual nodes, which is
necessary for the evaluation of the protocol. Deployment, monitoring and man-
agement of nodes across machines is far more difficult than running simulations
on a single machine. It demands additional functionality to orchestrate a P2P
network and manage the environmental factors such as churn and workload.
This chapter describes the design of an evaluation infrastructure that aims to
address the challenges that are associated with evaluating P2P systems using
a full implementation. The infrastructure provides a way to orchestrate the
simulated deployment of P2P networks on a single machine, while allowing
a transparent transition to distributed deployment across multiple machines
using a complete implementation. The infrastructure provides a simple API for
deployment, monitoring and management of P2P nodes. There is no need for
any application re-implementation. Existing P2P protocols, independent of the
programming language, can be evaluated as long as a basic set of control hooks
can be written.
To scale to large P2P network deployments, the evaluation infrastructure pro-
vides the ability to distribute a simulation across multiple machines. For ex-
ample, simulation of a network of 10,000 nodes may be distributed across 10
physical machines, with each machine running 1000 nodes. The infrastructure
orchestrates the deployment and monitoring of nodes across multiple machines
with minimal pre-installation. Similar to a simulator, the infrastructure allows
the entire network to be coordinated from a central point. The evaluation in-
frastructure facilitates the use of computing resources available at the computer
labs as a testbed for P2P experiments.
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The infrastructure has been fully implemented and published 1, and was used
for the experiments described in chapter 6.
5.2 Related Work
This work is not the first attempt to close the gap between simulated and real-
world deployments of P2P networks.
The SmartFrog [37] framework address the problems of describing, deploying
and managing complex, distributed assemblies of software components. Smart-
Frog consists of a declarative language for describing component collections
and component configuration parameters, and a runtime environment which ac-
tivates and manages the components to deliver and maintain running systems.
While considerably more sophisticated than the management capabilities of the
approach proposed in this work, its use involves dealing with correspondingly
greater complexity. The avoidance of such complexity in scenarios that do not
require it is the principal motivation for the work proposed in this chapter.
The approach aims to offer a lower entrance barrier, so that it can be used
to solve problems that do not warrant the overheads of installing a complex
infrastructure.
SPLAY [62] aims to simplify prototyping and development of large-scale dis-
tributed applications including P2P networks. One of the primary goals of
SPLAY is to provide a convenient way to develop and deploy distributed appli-
cations on any testbed. Similar to SmartFrog, SPLAY requires a specific im-
plementation of the application in order to function. To manage nodes across
machines, SPLAY relies on a pre-installed agent on each machine that is re-
sponsible for executing the deployment process and controlling the node after
its instantiation. SPLAY is written in Lua [47]; in order to manage an appli-
cation the application must be implemented in the same language and use the
provided libraries. Hence, an application managed by SPLAY is tightly coupled
to SPLAY itself; the infrastructure is limited to Lua applications.
Puppet [59] is a Ruby-based automation system that aims to simplify the task
of system administrators by enabling automatic service deployment and system
reconfiguration. Similar to SPLAY, Puppet requires an agent to be installed on
all managed machines. Puppet is tailored for administrative purposes; it does
not provide any library to be used in the implementation of distributed appli-
cations. Instead it is focused on configuration of distributed machines; using
a declarative language the user expresses the configuration of machines and a
central coordinator (referred to as the Puppet Master) distributes the config-
uration among machines and Puppet agents installed on each host apply the
configuration provided by the Puppet Master. Puppet is application-agnostic.
Any application written in any language can be managed by Puppet as long as
control hooks can be written for it using Puppet’s declarative language.
1http://shabdiz.cs.st-andrews.ac.uk/download.html
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Condor [68] aims to utilise the unutilised computing power across workstation
computers. It provides a platform to submit jobs to workstations and gather
their results across distributed hosts. Like SPLAY and Puppet, Condor requires
pre-installation of an agent on each managed host. Condor is mostly used for
computationally heavy experiments, where the relationship between nodes is
not the primary focus. Using Condor to coordinate P2P experiments would
require additional code to monitor and coordinate the P2P network.
ProtoPeer [31] is another evaluation infrastructure specific to P2P experiments.
ProtoPeer aims to achieve transition from simulation to real-world deployment
without the need for protocol re-implementation. It provides an abstract API
to define a P2P protocol. As a result, the implementation is tightly coupled
with the ProtoPeer API.
One of the key disadvantages of existing infrastructures is that they require a
dedicated agent to be installed on each managed host prior to any experiment.
Pre-installation of services such as agents on remote hosts is not always possible.
This is due to issues such as limited administrative privileges. Another disad-
vantage is that in the case of host failure it is not possible to use any available
host. Replacement hosts must undergo an installation process in order to be
used by the evaluation infrastructure.
5.3 The Ideal Evaluation Infrastructure
The ideal evaluation infrastructure should be independent of the application
that is being evaluated; the evaluated application should be able to function
without using any components provided by the evaluation infrastructure. This
stops the users of the infrastructure from being locked in, enabling them to freely
move to other infrastructure. This is particularly important to the research
value of the evaluation, since any findings can be confirmed and validated by
other researches who may use a different evaluation infrastructure.
The ideal evaluation infrastructure should allow the evaluation of existing appli-
cations written in any language so long as glue code can be written to allow the
infrastructure to control and manage aspects of the application. The glue code
should be simple to implement, defining a set of management hooks through a
well-documented, coherent and minimal API.
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Table 5.1: Feature comparison of existing P2P evaluation infrastructure with an ideal infrastruc-
ture.
Existing Ideal
Requires infrastructure-specific
implementation of the application.
Does not require any infrastructure-specific
implementation of the application.
Requires manual pre-installation on remote
hosts.
Requires minimal pre-installation that is
performed automatically
Bound to a particular platform or operating
system.
Accommodates a wide range of platforms
and operating systems.
Heavyweight where the framework has a
large impact on the application
implementation.
Lightweight where the framework has a
minimal impact on the application
implementation.
Migration to other evaluation infrastructures
requires significant re-implementation of the
application.
The functionality of the application does not
depend on the components of the
infrastructure.
Transition from a single machine deployment
to multiple machine deployment requires
significant effort.
Transition from a single machine deployment
to multiple machine deployment requires
minimal effort.
Specific to a type of applications (e.g. P2P). Generic with respect to the type of
application.
Complex to understand and extend. Easy to understand and accommodate
application-specific requirements.
Require manual application deployment and
instance failure recovery.
Automatically deploys and recovers from
application and host instance failure.
Requires manual configuration of available
hosts.
Automatically detects and uses hosts as
needed.
The ideal evaluation infrastructure should not enforce the use of some abstract
communication model, as this would not allow existing implementations to be
evaluated. Further, it would limits the scope of possible applications that can
be evaluated, since enforcement of some communication model implies that
applications under study would have to be written or adapted for the same
communication abstraction as the evaluation infrastructure.
Not only should the infrastructure put minimum restrictions on the type of ap-
plications it evaluates, it should also allow extension of its built-in functionality
to accommodate application-specific scenarios. One of the major drawbacks of
existing approaches is the complexity of their API, lack of documentation, and
difficulty to tailor the infrastructure for specific cases. An ideal evaluation in-
frastructure should take into account the need for extension at early stages of
its design. Further, it should provide examples of how the infrastructure can
be extended to accommodate special cases.
A comparison of the features of existing evaluation infrastructures described in
related works with an ideal evaluation infrastructure is provided in table 5.1.
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5.4 Requirements
Having identified the shortfalls of existing evaluation infrastructures, this sec-
tion defines the requirements of an ideal deployment, monitoring and manage-
ment framework.
The framework should be able to exploit resources on a range of machine types,
including user workstations and laptops, machines in teaching laboratories and
clusters, and servers. Given such heterogeneity it is highly desirable, for con-
venience, that the framework should be able to operate without any need for
prior installation on the machines to be exploited.
Whenever a node or its resources become available this should be detected by
the framework. Similarly, the framework should detect when a node becomes
unavailable, in which case the framework may need to adapt how it uses the
remaining nodes or recruit new ones.
The main requirements for the framework are:
• The framework must be generic with respect to the application that is
managed.
• To avoid manual installation steps for the application or the evaluation
infrastructure itself, the framework must be able to function in a push-
only mode that makes minimal assumptions regarding the software already
installed on target hosts.
• The framework must allow the user to specify a set of hosts to be moni-
tored.
• The framework must be able to detect automatically the existence of nodes
on which resources may be available for harvesting. Where active network
probing is employed, the framework must allow the user to control where
it is used, and the degree of intrusiveness.
• The framework must not impose unreasonable load on networks or any
nodes being probed, nor must it give the users of such networks and nodes
any cause for irritation or alarm.
In addition:
• The framework should be controllable via an API.
• The framework should support application deployment and instantiation
to nodes under user control, and also automatically on detection of a node
not running the application.
• The framework should allow the user to terminate the application on
specified nodes.
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• The framework should allow the user to configure additional application-
specific control operations.
5.5 Shabdiz: an Evaluation Infrastructure
In order to evaluate the effects of an adaptive approach to network state dis-
semination in structured P2P overlays, a distributed application monitoring and
management framework was developed called Shabdiz [44]. Shabdiz is a simple
framework to manage an application on a set of nodes. The framework is able
to:
• deploy an application to a set of nodes with minimal pre-installation;
• automatically detect available nodes;
• monitor nodes for continuing functioning of the application;
• automatically redeploy/restart the application whenever necessary; and
• provide hooks for adding application-specific control operations.
One of the key objectives of Shabdiz is to manage distributed application in-
stances without any dependence on the application itself. Any application writ-
ten in any language can be deployed, monitored and managed as long as neces-
sary control hooks can be written for it. The control hooks are specified using a
simple API, which allows Shabdiz components to interact with the application
instances scattered across physically distributed hosts.
Unlike existing evaluation infrastructures, Shabdiz does not force the use of any
communication model on the application implementation. This allows Shabdiz
to manage a wider range of applications. Further, users are not locked into
Shabdiz and are free to move to other evaluation infrastructures. Hence, any
findings can be verified and confirmed by other tools, which helps to reproduce
past experiments and extend the existing work.
Additionally, Shabdiz provides transparent transition from simulated deploy-
ment of multiple application instances on a single machine, to distributed de-
ployment of application instances across multiple machines. The framework
eliminates the need for any application re-implementation for distributed de-
ployments. The user implements a complete and self-contained version of an
application, and Shabdiz conveniently provides deployment, monitoring and
management functionality that can be used to evaluate the application.
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5.6 Design
Shabdiz is designed to be application-agnostic, providing a generic deployment
and management mechanism for distributed applications. The design of Shab-
diz is flexible; it requires minimal pre-installation and allows heterogeneous
deployment mechanisms within a single network across a range of different op-
erating systems. This allows researchers to utilise idle workstation computers
and computer labs as a testbed for the evaluation of distributed applications.
Shabdiz may be configured for a specific application by writing a simple con-
troller in Java (i.e. Application Manager). There are no restrictions on the im-
plementation of the application itself. Any application written in any language
can be monitored so long as a controller that remotely determines the applica-
tion’s presence can be written. Similarly, any application can be deployed and
(re)started so long as the necessary controller operations can be written. For
Java applications, Shabdiz provides functionality that enables these operations
to be written in a few lines of code. In order to manage application instances
across hosts Shabdiz requires only that target nodes provide SSH [48] access
and a bash shell [34]. There is no need for prior installation of any Shabdiz
components.
Deployment and management of application instances may be orchestrated cen-
trally by a host called the coordinator host. Alternatively, orchestration can be
distributed across hosts using pushed Shabdiz components. This design allows
Shabdiz to effectively handle a wide range of situations. For instance, cen-
tralised coordination allows management of application instances on hosts to
which Shabdiz components cannot be pushed. Conversely distributed coordina-
tion may be desirable when managing a large number of application instances,
where a centralised approach may suffer from scalability issues.
Figure 5.1 shows a high-level view of the core components in the design of
Shabdiz.
The core components are:
• Application Network – the central coordination and management compo-
nent that maintains the information about application instances and their
state.
• Application Descriptor – represents an application instance and maintains
details about how the instance is managed by Shabdiz infrastructure and
the host on which the application is deployed.
• Host – a representation of a physical host, maintains information about
the operating system of the host.
• Application Manager – defines the control hooks that allows Shabdiz to
interact with the application.
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Figure 5.1: A high-level view of Shabdiz core components.
• Scanner – a periodically executed monitoring mechanism that probes the
hosts for changes.
• Remote Job Execution – the platform for pushed Shabdiz components
that is an extension of an Application Network. It provides the ability to
execute custom tasks on remote hosts and conveniently gather the results
of task executions.
The rest of this section explains how these core components contribute to the
deployment, monitoring and management of application instances distributed
across hosts.
5.6.1 Application Network
Application Network object represents the collection of hosts that are managed
by Shabdiz. This includes information about the individual application in-
stances such as the host on which they are to be deployed, their current status,
the way they are managed by Shabdiz. Application Network also controls the
monitoring of the entire network. For instance, an Application Network controls
the scheduling of periodic Scanner components.
Application Network is the entry point to using the Shabdiz infrastructure. It
provides the control centre for deployment and management operations. It
provides a convenient API for one-by-one or batch deployment and killing of
instances across the machines.
In the existing evaluation infrastructures testbed is tightly coupled to the eval-
uation process, which implies that a single host failure may jeopardise the in-
tegrity of the deployment and ultimately interrupt a running experiment. In
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Shabdiz application instances may be dynamically added or removed from the
Application Network. This allows Shabdiz to be tolerant of total host failures,
where a host becomes unusable (e.g. due to power failure) just after an experi-
ment is started and remains unusable for the rest of the experiment. In order
to lerate such failures, Shabdiz automatically detects unavailable hosts and op-
tionally recovers from the failure by using other available hosts. Hence, the
experiment can proceed normally without the need to reconfigure and re-run
the experiment.
5.6.2 Application Descriptor
Application Descriptor represents an application instance that is managed by
an Application Network. Application Descriptors are in one-to-one correspon-
dence to the deployed application instances. The properties of an Application
Descriptor are:
• Application State – the current state that the application instance is be-
lieved to be in,
• Host – the physical host on which the application instance is deployed,
• Application Manager – the control hook that provides the ability to probe
the state, deploy or kill the application instance on its host, and
• Application Instance – an optional hook that facilitates application-
specific Remote Procedure Call (RPC).
Additionally, Application Descriptor can store custom Attributes for each de-
scriptor. Attributes are a set of key-value pairs, providing a flexible way to
store instance-specific information. For instance, consider a scenario where the
path at which an application instance must be deployed is different at each host.
Using attributes it is possible to store a deployment path for individual descrip-
tors. This value can then be retrieved during deployment by the descriptor’s
Application Manager and utilised appropriately.
There are nine possible states for an application instance:
• UNKNOWN – the default state of an application instance.
• INVALID – the host address is not a resolvable IP address.
• UNREACHABLE – the address is resolvable as an IP address but the
host cannot be contacted.
• NO_AUTH – the host can be contacted but the application instance
cannot be verified as running and Shabdiz does not have access rights to
deploy the application.
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• AUTH – the host can be contacted, but the application is not running
and Shabdiz has access rights to deploy the application.
• LAUNCHED – an attempt to deploy an application instance on the host
has commenced.
• DEPLOYED – application deployment has been completed.
• RUNNING – application is running.
• KILLED – an attempt has been made to kill the application.
Initially the state of all Application Descriptors is set to UNKNOWN. The state
is then changed by the periodic probing mechanisms to reflect the current state
of the instance and host.
5.6.3 Host
One of the key requirements of Shabdiz is the transparent transition from a sim-
ulated deployment on a single physical host to distributed deployment across
multiple physical hosts without the need for any change to the application re-
implementation. Further, deployment and management of application instances
require host-specific operations. For instance, a typical deployment process in-
volves uploading information to a remote host and execution of commands on
the remote host. In order provide a smooth transition from simulated deploy-
ment to distributed deployment, it is necessary for the deployment process to
be decoupled from the host on which it is performed. This is done by the Host
interface.
A Host is a logical abstraction of a physical machine. The deployment process
is specified independently of physical hosts. Host provides a simple API to
transfer files to/from the machine, execute remote commands on the machine
and retrieve information about its Operating System (OS). Listing 5.1 presents
the operations provided by the Host interface.
Listing 5.1: The host interface.
1 interface Host {
2 void upload(File source, String destination);
3 void download(String source, File destination);
4 Process execute(String command);
5 Platform getPlatform();
6 InetAddress getAddress();
7 String getName();
8 }
A single Host instance may be assigned to multiple Application Descriptor in-
stances to specify that multiple instances are deployed on a single host. For
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example, figure 5.2 shows an object diagram of the mappings between Host and
Application Descriptor instances, where three application instances are deployed
on Host_1 and one application instance on Host_2, all within a single network.
Host_1 Host_2
ApplicationDescriptor_1 ApplicationDescriptor_2 ApplicationDescriptor_3 ApplicationDescriptor_4
ApplicationNetwork
Figure 5.2: An object diagram of a network of 4 instances deployed on 2 hosts, where 3 of the
instances are deployed on a single host and all the instances are members of a single network.
Shabdiz automatically tailors the deployment process to the operating system
of a remote host, using information represented by the interface Platform, in-
cluding:
• File System Path Separator – the character by which file system paths are
separated (e.g. / in Unix-like and \ in Windows systems),
• PATH Environment Variable Separator – the character by which the en-
tries in the PATH environment variable are separated (e.g. : in Unix-like
and ; in Windows OS),
• Temp Directory – the path to temporary files directory (e.g. /tmp in
Unix-like and C:\Windows\Temp in Windows OS),
• OS Name – the full name and version of the operating system, and
• Java Home – the path to Java Runtime Environment (JRE) or Java De-
velopment Kit (JDK) on the remote host.
The above information is utilised by the deployment process to adjust parame-
ters such as deployment paths and environment variables prior to deployment.
5.6.4 Application Manager
Application Manager allows Shabdiz infrastructure to interact with an applica-
tion. It is the only interface that is required to be implemented by the user.
Listing 5.2 presents the Application Manager interface.
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Listing 5.2: The application manager interface.
1 interface ApplicationManager {
2 ApplicationState probeState(ApplicationDescriptor descriptor);
3 Object deploy(ApplicationDescriptor descriptor) throws Exception;
4 void kill(ApplicationDescriptor descriptor) throws Exception;
5 }
Similar to Host, an Application Manager can be assigned to multiple Appli-
cation Descriptor instances. Extending the example illustrated in figure 5.2,
figure 5.3 shows the object diagram of the same network including Application
Manager instances. In this example two of the total four instances are man-
aged by ApplicationManager_1 and the other two instances are managed by
ApplicationManager_2. Note that the instances of Application Manager are in-
dependent of Host instances; although possible, it is not required to implement
specific management and control hooks for each host.
Host_1 Host_2
ApplicationDescriptor_1 ApplicationDescriptor_2 ApplicationDescriptor_3 ApplicationDescriptor_4
ApplicationNetwork
ApplicationManager_1 ApplicationManager_2
Figure 5.3: An object diagram of a network of 4 instances managed by 2 Application Managers.
5.6.5 Scanner
Scanner is a periodically executing task that is responsible for detection of
the changes in an Application Network. The monitoring tasks are specified by
classes extending the abstract Scanner class, and are required to implement the
scan operation. Listing 5.3 presents an abridged specification of the Scanner
class.
Listing 5.3: The abridged scanner class.
1 class Scanner{
2 void scan(ApplicationNetwork network);
3 }
Since Shabdiz is designed to support deployment of an application to a set of
nodes without prior installation, a Scanner uses active polling as its primary
mechanism for determining whether an application is running on a particu-
lar node. Each Scanner provides configuration parameters to control polling
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frequency, allowing an administrator to control the tradeoff between responsive-
ness and resource usage. The configuration parameters for a Scanner are:
• Scan Interval – the interval between successive scan cycles,
• Scan Timeout – the maximum time to wait for a scan cycle to finish before
scheduling the next cycle, and
• Enabled – a flag specifying whether the scanner is currently enabled.
A Scanner is scheduled upon its addition to the Application Network. Once
added, a Scanner can be dynamically disabled or enabled using the Enabled
flag. Further, new Scanner instances can be dynamically added or removed
from the Application Network.
5.6.6 Remote Job Execution
In addition to Scanner active polling mechanism, an application can be made
Shabdiz-aware, in which case the application can itself transmit heartbeats to a
local Shabdiz component or to the main Shabdiz controller, i.e. the coordinator
host. Shabdiz can optionally install a monitoring component onto each node,
allowing application polling to be performed locally, with a resulting reduction
in network traffic. This is performed using remote job execution.
Shabdiz provides the ability to execute custom tasks on remote hosts. The
remote job execution is built on top of Shabdiz core functionality. The remote
job execution consists of the following components:
• Worker Network – an extension of an Application Network, which is re-
sponsible for management of job submission to remote hosts and handling
notifications of job competitions from remote hosts,
• Worker Remote – the component that is pushed to remote hosts, which is
responsible for the execution of a submitted task and notifying theWorker
Network of the completion of an executed task,
• Worker – the local component exposed to the user that negotiates task
submission with Worker Remote and notifies the user of completion of a
submitted task, and
• Job – the task to be executed remotely.
Worker Network is responsible for deployment and management of Worker Re-
mote instances on hosts. Worker Network provides an API to add Host instances.
On each added host an instance of Worker Remote will be deployed. A Host
may be added multiple times, which implies that multiple instances of Worker
Remote will be deployed on that host.
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A Worker Remote is deployed on a remote host that executes submitted jobs
and notifies the Worker Network of the results of completed tasks. Each task
is assigned a unique ID, which is used by the Worker Network to differentiate
between completion notifications.
The ID mechanism is hidden from the user; the user does not need to generate
any ID for a submitted task. Instead, the Worker class hides the complexity of
ID generation and completion notification management from the user. Listing
5.4 presents the API provided by a Worker.
Listing 5.4: The worker class.
1 class Worker {
2 Future<Result> submit(Job<Result> job) throws Exception;
3 }
Using this API given a Job, the submit method returns a Future2 object that
represents the result of an asynchronous computation. The returned Future
provides methods to check whether the computation has completed, and retrieve
its outcome, which is either a result or an error. Listing 5.5 presents the Job
interface.
Listing 5.5: The job interface.
1 interface Job<Result extends Serializable>
2 extends Callable<Result>, Serializable {
3 Result call() throws Exception;
4 }
As shown in listing 5.5, the Job interface is an extension of the Java Callable3
interface with two restrictions:
1. The job is serialisable according to Java object serialisation specification4
(i.e. implements Serializable). This is so that the job can be transmitted
to a remote Worker for execution, and
2. The job returns a result that is also serialisable. This is so that the result
of a job can be transmitted back to its submitter.
The sequence diagram shown in figure 5.4 shows the procedures that are per-
formed upon the job submission by a user. As illustrated, the complexity of job
submission and completion notification management is hidden from the user.
In order to submit a job a user only communicates with the Worker interface.
2https://docs.oracle.com/javase/8/docs/api/java/util/concurrent/Future.html
3https://docs.oracle.com/javase/8/docs/api/java/util/concurrent/Callable.html
4https://docs.oracle.com/javase/8/docs/platform/serialization/spec/serialTOC.html
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Future
User
User
Worker
Worker Future
WorkerRemote
WorkerRemote
submit(Job)
generateJobID()
create
Future
submit(JobID, Job)
storeFuture(JobID, Future)
Future
notifyCompletion(JobID, Result)
getFutureByID(JobID)
notifyFuture()
Figure 5.4: Sequence diagram showing procedures that are performed upon job submission by
the user.
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5.7 Implementation
Shabdiz is implemented in Java. The implementation is open-source and avail-
able for download 5 under GNU General Public License [35].
5.7.1 Remote Host Management
As previously discussed a Host represents a logical abstraction over physical
hosts. This abstraction decouples the deployment process from the host man-
agement mechanism and allows smooth transition from simulated deployment
of application instances on a single host to distributed deployment on multiple
multiple hosts.
Shabdiz uses SSH as the primary mechanism to manage operations on remote
hosts. The Secure File Transfer Protocol (SFTP) is used to upload and down-
load files from/to remote hosts. Further, it requires a bash shell on the remote
hosts for remote command execution.
In addition to SSH-based Host management, a local implementation of Host
is also provided for testing purposes and simulated deployment of multiple in-
stances on the local host. This uses the local file system to transfer files.
Figure 5.5 shows the hierarchy of built-in implementations of the Host interface.
Although SSH is the primary mechanism by which a remote host is handled,
Shabdiz does not enforce the use of SSH. Common functionality across Host
implementations is captured by AbstractHost class. This functionality may be
extended by third-party developers to implement host management via alterna-
tive mechanisms.
5.7.2 Remote Platform Recognition
OS-specific information about a host is represented by the Platform interface.
This information is crucial to the functioning of the deployment and manage-
ment process across various operating systems.
Shabdiz is able to automatically detect the platform of a given Host. The
functionality is provided by a utility class called Platforms. Remote platform
recognition is performed by executing uname command on the host and parsing
its output. Shabdiz may also be configured to use a Java-based platform de-
tector. This examines the system properties in order to accurately determine
OS-specific settings of a remote host.
Shabdiz provides built-in support for detecting the following platforms:
• Local Platform – the operating system of the current Java Virtual Machine
(JVM),
5http://shabdiz.cs.st-andrews.ac.uk/download.html
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AbstractHost
Host
LocalHost SSHHost
Figure 5.5: Hierarchy of Host implementations.
• Unix Platform – Unix-like operating systems,
• Windows Platform – Microsoft Windows operating systems, and
• Cygwin Platform – Unix-like command-line interface and SSH access for
Microsoft Windows [23].
A hierarchy of supported platforms is shown in figure 5.6. Similarly to the
AbstractHost class, the SimplePlatform class captures common characteristics
of existing platforms. This can be extended by the third-party developers in
order to provide support for other platforms.
5.7.3 Probing
Probing the conditions of an Application Network is performed using Scanner
objects. Shabdiz provides the following scanner implementations:
• Status Scanner – monitors the state of an application (i.e. Application
State).
• Auto-Deploy Scanner – monitors that application instances are running
across hosts and automatically deploys application instances if they are
not running.
• Auto-Kill Scanner – checks for any running application instances and
automatically terminates any running instance.
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Platform
SimplePlatform
LocalPlatform WindowsPlatform UnixPlatform CygwinPlatform
Figure 5.6: Hierarchy of platforms for which Shabdiz has built-in support.
• Auto-Remove Scanner – checks for any killed instances and automatically
removes them from the Application Network.
The hierarchy of the built-in scanners is presented in figure 5.7.
Scanner
ConcurrentScanner
StatusScanner AutoRemoveScanner AutoDeployScanner AutoKillScanner
Figure 5.7: Hierarchy of built-in Application Network scanners.
All scanner cycles are executed concurrently. This is to minimise the impact of
the number of scanners added to an Application Network on the time it takes
to complete a scan cycle across all the scanners.
5.7.4 Java Application Deployment Strategy
Although Shabdiz is not limited to applications written in a specific language,
it provides additional support for deployment of Java-based applications. The
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additional functionality was developed as part of the evaluation of Trombone,
which is written in Java.
A deployment strategy controls the way by which an application instance is
launched. To instantiate an application process, typically a set of application
resources must be present. The application resources may include the source
code of the application, the application binary files and a set of dependency
libraries.
The provided strategies are:
• File-based – application resources are transferred from the coordinator
node to the remote hosts via SSH upon application instance deployment.
• Maven-based – application resources are managed by Apache Maven [72].
• URL-based – application resources are downloaded from a set of provided
by URLs.
File-based deployment strategy offers a way to deploy application instances with
minimum dependency on external services such as the Internet. Application
resources are directly transferred from the coordinator node to each remote host.
This strategy is useful in a scenario where a remote host can only be accessed
via SSH connection and incoming connections. Since the files are uploaded
from the coordinator to the remote host, this strategy offers a greater control
over the placement of application resources on remote hosts in comparison with
other strategies. However, this strategy suffers from scalability issues. In large
deployment sizes direct upload from the coordinator host to hosts can cause
heavy traffic and CPU usage at the coordinator host.
Maven-based deployment strategy takes advantage of Maven dependency man-
agement, which offers a sophisticated mechanism to download, manage and
reuse Java application resources. It automatically downloads any needed re-
sources from online repositories and handles versioning of the resources. In or-
der to use the Maven-based deployment strategy, all application resources must
be present in a Maven repository that is accessible by remote hosts. Hence, it is
not suited for scenarios where application dependencies are handled manually,
or the dependencies are not present in a Maven repository, or where remote
hosts have limited access to external networks.
URL-based deployment strategy works in a similar manner to the file-based de-
ployment strategy, except the application resources are not transferred directly
from the coordinator host. Instead, the coordinator provides a set of URLs to
remote hosts from which application resources can be downloaded. A key advan-
tage of this strategy is the decreased resource consumption on the coordinator
host, since the application resource transfers are handled externally. However,
similar to the Maven-based strategy, a remote host must be able to access the
URLs in order to download application resources.
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Appendix A further investigates the effects of different deployment strategies on
the time it takes to deploy application instances under a range of applications.
5.8 Discussion
One of the primary goals of the design and implementation of Shabdiz is to
close the gap between simulation and real-world deployment of distributed ap-
plications. Shabdiz provides a logical view of the physical hosts that decouples
the deployment, monitoring and management procedures from the actual view
of the network. It allows transition from simulation to real-world deployment
with zero change to the implementation of the application under study.
Shabdiz provides a simple and convenient API to deploy and manage applica-
tion instances distributed across multiple hosts. It provides an active probing
mechanism to collect statistical information about the network. Further, it
allows distributed data collection using remote job execution.
Appendix A describes an evaluation of Shabdiz in which it was used to deploy
three applications to a local cluster of 48 nodes. The applications comprised
two synthetic applications, which performed no useful function but allowed us
to evaluate Shabdiz performance with small and large application sizes, and a
Chord [96] P2P network implementation.
Using Shabdiz, the next chapter evaluates static and adaptive network state
dissemination strategies in a structured P2P network.
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Chapter 6
Evaluation of Adaptive
Dissemination Approach
The set of dissemination and adaptation strategies were evaluated in the context
of adaptive dissemination of network state knowledge in structured P2P overlay
network. A large number of combinations of churn, workload and strategies were
evaluated, many more than can be reported here. The full list of experiments
and their results is available online1.
This chapter summarises the key findings and compares with other approaches
the effects of adaptive dissemination of network state knowledge under a range
of churn and workload combinations.
Each experiment ran for 4 hours and was repeated 5 times. The presented
results show 95% confidence intervals across the repetitions.
6.1 Experiment Design
A series of experiments compared the effectiveness of the two active adaptation
strategies with the null static strategy, under various environmental conditions.
Shabdiz was used to run the full Trombone implementation on a simulated
network, with up to 1000 virtual peers running on each physical host in a cluster.
The minimum and maximum Round-trip Delay (RTD) between the nodes of the
cluster measured at 0.23 and 0.86 milliseconds respectively; a corresponding
automatic delay is introduced for messages between nodes that are deployed on
the same physical machine. The introduced delay for each message is chosen
randomly from the inclusive range of the minimum and maximum RTD between
the nodes of the cluster.
1http://trombone.cs.st-andrews.ac.uk/thesis/analysis
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Each experiment evaluated a combination of:
• workload model – a pattern of lookup requests
• churn model – a pattern of nodes joining and leaving the network, and
• dissemination strategy – a strategy for selecting state dissemination strate-
gies.
6.1.1 Workload Models
A workload model defines a temporal sequence of lookups: an ordered list of
timestamp/key pairs, with exponentially distributed intervals between succes-
sive lookups. Table 6.1 lists the workload patterns evaluated.
Table 6.1: Workload patterns evaluated.
Workload Model Mean Interval
None Infinity
Light 10min
Medium 10s
Heavy 1s
Oscillating Varying sinusoidally between 1s and 10min over 2hrs
Exactly the same sequence of lookups was executed on each node. Failing
lookups were re-tried up to a maximum of 5 times. A lookup was recorded as
successful if the correct peer was returned.
6.1.2 Churn Models
A churn model describes a temporal sequence of peer arrivals and departures
from the network. The session length and downtime are exponentially dis-
tributed parameters defining the durations that a peer remains in and out of
the network respectively. Table 6.2 lists the churn patterns evaluated.
Table 6.2: Churn patterns evaluated.
Churn Model Mean Session Length Mean Downtime
None Infinity 0
A 15min 15min
B 30min 30min
C 1hrs 1hrs
Oscillating Varying sinusoidally between 1min
and 10min over 2hrs
Varying sinusoidally between 1min
and 10min over 2hrs
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Excluding the None churn model, the remaining churn models yield a network
of roughly constant size. In the Oscillating churn model the churn rate varies
periodically, since short session lengths are correlated with short down times.
6.1.3 Dissemination and Adaptation Strategies
A Trombone node learns about the nodes that it comes in contact with. Further,
a Trombone node removes an entry from its routing state when contacting the
entry results in failure. The following set of static dissemination strategies was
evaluated, plus the random-adaptive and GA-adaptive strategies.
1. Trombone None - no action is taken by the peer to disseminate informa-
tion.
2. Chord - the Chord protocol. The finger table size is configured to
log(1000) ≈ 10. The successor list size is set to 8 and the maintenance
interval is configured to 3 seconds. The choice of this configuration is
based on the study of Li et al. [66].
3. Trombone Fixed - pulls the predecessor of the peer’s successor and succes-
sor of its predecessor, and pushes itself to its successor and predecessor.
This strategy emulates Chord’s ring stabilisation maintenance operations
4. Trombone Adaptive GA - an adaptive strategy that uses GA to generate
and evolve dissemination strategies. The maximum size for the pool of
evolving strategies is set to 10. The mutation probability is set to 0.1.
5. Trombone Adaptive Random - an adaptive strategy that randomly gen-
erates new maintenance strategies. The maximum size for the pool of
randomly generated strategies is set to 10.
Each static strategy was executed every 3 seconds on each node. The new
dissemination strategies generated by the adaptive strategies were constrained
to contain up to 15 dissemination actions.
6.1.4 Evaluation Criteria
The choice of criteria to evaluate the success of a strategy was guided by Li et.
al [66]. Three main metrics are used to evaluate the performance and cost of
dissemination strategies:
1. the latency of successful lookups,
2. the ratio of unsuccessful lookups, and
3. the number of bytes sent per live peer per second.
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A lookup is successful when it results in the correct mapping of the queried
key to its responsible node. The correct mapping is determined using an oracle
which has the true and complete view of the network during the experiment.
Lookups that either fail or result in an incorrect mapping of the queried key to
a node are considered unsuccessful. Further, The measured bandwidth does not
include the TCP/IP packet headers.
6.1.5 Justification Experiment
In a typical real-world scenario, each machine hosts a single P2P node. Hosting
one node per machine during evaluation is not practical, since access to a large
number of machines is not always possible. An approach to tackle this issue is
to deploy multiple nodes on a single machine. This is the approach used for the
results presented in this chapter.
In order to investigate the relation between a real-world deployment and this
approach, a series of experiments are performed. A Trombone network of sizes
10, 20, 30 and 48 are deployed on a single machine (where a single machine
hosts the entire network) and across multiple machines (where a single machine
only hosts a single node). The choice of network sizes is based on the number
of available dedicated machines for the experiment.
To maximise the load on the nodes, each node remains alive for the length of
the experiment and executes lookups with exponentially distributed intervals
of 500 milliseconds. Each experiment is executed for 4 hours and repeated 5
times in order to account for random effects during experimentation. The error
bars in graphs presented in this section show the 95% confidence intervals over
5 repetitions.
Figure 6.1 shows the rate of successful lookups for each network size. The
variation in the rate is caused by the change in network size and consequently,
the formation of nodes in the network. Although the rate varies over different
network sizes, the variation is consistent across the two deployment scenarios.
On a single machine all network communications are performed locally; data
packets are sent and received similar to a deployment on multiple machines, but
the packets do not leave the machines local network. Therefore, RTD between
nodes deployed on a single machine is smaller than nodes deployed on multiple
machines. In order to simulate RTD of deployment on multiple machines, a
synthetic delay (see section 6.1) is added to messages exchanged between nodes
that are deployed on a single machine. As illustrated in figure 6.2, the added
synthetic delay resembles the longer delay in communications between multiple
machines.
Figure 6.3 shows the rate of sent bytes per network size for both deployment
scenarios. Since in both deployment scenarios inter-node communications are
identical, the rate of sent bytes across different network sizes are very similar.
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Figure 6.1: Successful lookup rate per network size.
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Figure 6.2: Successful lookup latency per network size.
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As the network size grows the rate of sent bytes increases since more communi-
cations take place between nodes.
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Figure 6.3: Sent bytes rate per network size.
This section aims to justify the choice of running multiple nodes on a single ma-
chine. The results do not significantly vary across the two deployment scenarios.
The maximum network size studied in this section is a fraction of the maximum
network size used for the rest of the chapter. Nevertheless, the measurements
provided in this section offer evidence that for at least small network sizes the
two deployment scenarios offer a degree of resemblance.
6.2 Effect of Churn
Churn inflicts two problems on lookup performance: 1) it results in stale routing
entries, causing timeouts, which lead to the increase of lookup latency, and
2) as stale entries are evicted, routing state shrinks, causing each lookup to
potentially take more hops to resolve, which also increases lookup latency. To
maintain low latency lookups under churn, a peer must keep its routing state
up-to-date. This section investigates the effect of algorithmically adapting the
routing state maintenance strategy on how a node copes with churn.
Figure 6.4 shows the bandwidth consumption of Chord, in comparison with
static and adaptive dissemination strategies for each churn model, using the
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Figure 6.4: Bytes sent per alive node per second by churn model.
The bandwidth consumption of Chord increases as churn rate decreases, whereas
Trombone strategies consume approximately consistent bandwidth independent
of churn rate. This is because in comparison with Chord, Trombone’s routing
state grows larger. Therefore, it takes fewer hops to resolve lookups. This is
illustrated in figure 6.5. Since there are less hops, less messages are exchanged
between peers and therefore less bandwidth is consumed. Further, under oscil-
lating churn, Chord’s bandwidth consumption decreases, because around 75%
of Chord’s lookups under oscillating churn are unsuccessful, where the majority
of lookups result in incorrect mapping of keys to nodes. The Trombone None
strategy consumes the least bandwidth (not surprisingly), but, as illustrated in
figure 6.6, consistently results in over 85% unsuccessful lookups across all churn
models.
As the churn rate decreases from model A to C the proportion of unsuccessful
lookups also decrease in Chord and adaptive strategies. However, the propor-
tion of unsuccessful lookups in Chord is larger in comparison with adaptive
dissemination strategies. Under no churn, the unsuccessful lookups in Chord
drop to about 12%. Figure 6.6 shows the variation of the proportion of unsuc-
cessful lookups across churn models.
Figure 6.7 illustrates the high lookup latency of Chord (as expected), since
Chord takes more hops than adaptive strategies to resolve lookups.
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Figure 6.5: Hop-count of successful lookups by churn model.
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Figure 6.6: Percentage of unsuccessful lookups by churn.
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Figure 6.7: Latency of successful lookups by churn model.
Chord’s high lookup latency under no churn is caused by a number of factors.
Since there is no churn, fewer failures occur during inter-node communications,
and consequently more messages are exchanged between nodes. Further, Chord
has the second fewest unsuccessful lookups under no churn, whereas the lookup
hop-count is at its highest (average of 4.8 hops). Another factor is that workload
is executed by each node. Under no churn, the number of nodes in the network
is at its maximum (1000 nodes). The more nodes are in the network, the higher
the total workload in the network. The combination of these factors causes the
lookups in Chord to take longer to complete under no churn. In Trombone,
since most lookups are resolved within a single hop, network traffic does not
have so much of an impact on lookup latency.
6.3 Effect of Workload
To evaluate the effects of workload, the performance of Chord and Trombone
maintenance strategies was measured under a range of workload models, with
the churn fixed to model B. The bandwidth consumption across all strategies
varies relative to workload rate. This is because the measured bandwidth con-
sumption includes the bandwidth that is spent on workload.
As illustrated in figure 6.8, Chord results in a higher bandwidth consumption
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in comparison with Trombone maintenance strategies. Chord’s bandwidth con-
sumption is greater at high workloads. From Medium to Heavy workload there
is a twofold increase in the bandwidth consumption of Chord, whereas adaptive
Trombone strategies consume 2/3 of that amount under Heavy workload.
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Figure 6.8: Bandwidth consumption by workload model.
Figure 6.9 shows that adaptive strategies provide the lowest proportion of un-
successful lookups (under 15%) across all workload models. The Trombone
None strategy is the most efficient, but it results in a high ratio of unsuccessful
lookups. The Trombone fixed strategy outperforms Chord across all workloads
in terms of bandwidth consumption. However, in terms of the ratio of unsuc-
cessful lookups the Trombone Fixed strategy is more successful than Chord in
Heavy and Medium workloads. This is because a Trombone node learns from
hops during the lookup process, which implies the heavier the workload, the
faster its routing state expands.
In Chord the size of routing state is independent of churn and workload rate,
and is configured statically. As a result, the average number of hops that are
required to resolve lookups remains constant. This effect is illustrated in Figure
6.10.
More hops result in higher lookup latency. As a consequence, Chord has the
highest lookup latency across all workload models. This is illustrated in Figure
6.11.
One of the interesting findings is that the Trombone Fixed strategy outperforms
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Figure 6.9: Percentage of unsuccessful lookups by workload model.
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Figure 6.10: Hop-count of successful lookups by workload model.
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Figure 6.11: Latency of successful lookups by workload model.
the adaptive Trombone strategies under Heavy workload, in terms of bandwidth
consumption. This strategy performs a fixed set of actions periodically, which
mimic Chord’s ring stabilisation protocol. The ring is stabilised when all the
nodes in the network have the correct predecessor and successor. Hence, all
the nodes can correctly determine the key range that they are responsible for,
and consequently can resolve lookups correctly. A Trombone node learns from
lookups: it expands its routing state by adding the hops that are traversed
during lookup to its routing state. This is an efficient approach to expand-
ing the routing state, since it does not create additional traffic to disseminate
information.
Trombone is not the first to apply this approach; it is also used by Accordion
and EpiChord. Since Trombone Fixed strategy repeats the same action at fixed
intervals, the amount of bandwidth that is consumed by maintenance is fixed.
In contrast, in adaptive Trombone strategies the maintenance strategy changes,
and may use opportunistic dissemination in which case the bandwidth that is
consumed by maintenance is affected by the workload. As a result, compared
with adaptive strategies, the Trombone Fixed strategy consumes less bandwidth
to provide the same ratio of correct lookups under Heavy workload.
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6.4 Routing State Correctness vs. Completeness
There is a fundamental tradeoff between routing state correctness and complete-
ness. Routing state correctness is the proportion of the routing state entries
that are correct, i.e. entries about nodes that are correctly believed to be alive.
Routing state completeness is the proportion of the total number of live nodes in
the network that are present in the routing state. This section studies the effects
of churn and workload on this fundamental tradeoff, for Chord and Trombone
state dissemination strategies.
Figures 6.12 and 6.13 show the effect of churn on routing state correctness and
completeness respectively. Further, figures 6.14 and 6.15 respectively illustrate
the effect of workload on routing state correctness and completeness. With
minimum of 90% Chord has the highest routing state correctness for all churn
and workload models evaluated. This is a result of maintenance strategies that
specifically maintain routing state correctness such as fix_finger. Since the
routing state size of Chord is small (configured to log(1000) ≈ 10), Chord has
the lowest routing state completeness. The low percentage of completeness for
Trombone Fixed under no churn is caused by the network partitioning, since the
joining protocol in trombone does not determine the correct successor of the
local node.
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Figure 6.12: Percentage of correct routing entries by churn model.
In comparison with Chord, the correctness and completeness of the routing
state is inverted in adaptive Trombone strategies: they result in the highest
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Figure 6.13: Completeness of routing state by churn model.
percentage of completeness and lowest percentage of correctness, independent
of churn and workload model. The routing state completeness in adaptive
Trombone strategies ranges from 60% in the Oscillating churn model to 95%
under no churn. Overall, lower churn rates result in higher correctness and
completeness in the Trombone strategies. Higher workload rates result in higher
correctness and completeness in the Trombone strategies.
An interesting observation is the routing state correctness in the Trombone
None strategy. This strategy has the second highest percentage of routing state
correctness after Chord across almost all churn and workload models. The
observation supports the findings of Li et al. [66], that learning from lookups
can potentially replace periodic maintenance strategies such as Chord’s ring
stabilisation.
6.5 Effect of Adaptive Strategy
This work evaluates two search mechanisms for generating new maintenance
strategies: Genetic Algorithm (GA) and Random. A random generation strat-
egy is simpler than a GA-based approach.
GA-based maintenance strategy generation uses a probabilistic model that
favours previously best performing strategies in the current environment as the
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Figure 6.14: Percentage of correct routing entries by workload model.
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Figure 6.15: Completeness of routing state by workload model.
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parents of the next generation. This is so that the newly generated strategies
inherit characteristics of good strategies that were seen in the past. The
random generation mechanism records the best strategies to be used after the
training period; newly generated strategies are not affected by the previously
evaluated strategies.
The performance of the strategies generated by both search mechanisms is simi-
lar in terms of lookup latency, and percentage of unsuccessful lookups. However,
as illustrated in Figures 7.5 and 7.9, GA search finds strategies yielding lower
bandwidth consumption, regardless of churn and workload model.
The fitness of a generated maintenance strategy is determined by normalised
values of lookup failure rate, bandwidth consumption and lookup latency. Fur-
ther, as discussed in the previous section, adaptive Trombone strategies result in
a higher percentage of routing state completeness. Therefore, lookup resolution
takes fewer hops in comparison with Chord and fixed dissemination strategies.
Further, since the state is more complete in comparison with other strategies,
it is more likely that a lookup returns some mapping to a node within 5 retries
(the set limit for maximum retry of failed lookups) instead of failing. As a result,
the fitness measure is affected most by the bandwidth consumption.
Since in GA search the generation of a new maintenance strategy is dependent
on the performance of previously evaluated strategies, the generation of new
strategies is biased towards bandwidth efficiency. This is a motivation for using
GA search rather than a random approach for generating new maintenance
strategies.
6.6 Effect of Training
To investigate the effect of training duration, both GA and Random adaptive
strategies were trained for the durations of 2, 4, 8 and 16 hours under Medium
workload and churn model B. During the training period, each adaptation strat-
egy actively generates new dissemination strategies. Once the training period
has elapsed, no new strategies are generated by the adaptation strategy. In-
stead, the system periodically switches between the 10 previously encountered
strategies with the highest fitness.
Figure 6.16 illustrates that the bandwidth consumption of adaptive strategies
after training is lower than the bandwidth consumption during training. The
system after training does not actively explore the space of possible maintenance
strategies. Instead, the fittest strategies are used depending on the current envi-
ronment. As previously discussed, if the lookup failure rate and lookup latency
is low, bandwidth consumption dominates the fitness of a strategy. Hence, after
training the system uses more efficient strategies. However, as the training dura-
tion increases the system during training optimises its bandwidth consumption.
The lower bandwidth consumption after training comes at the price of a higher
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Figure 6.16: Bandwidth consumption by training duration.
percentage of unsuccessful lookups. Once the training duration has elapsed, the
percentage of unsuccessful lookups consistently increases, regardless of training
duration, as illustrated in figure 6.17. During training, however, adaptive GA
and adaptive random strategies maintain the percentage of unsuccessful lookups
below 15%, with a slight decrease as the training duration increases.
The reason for the increase in unsuccessful lookups after training is that routing
entry correctness is lower after training. As illustrated in figure 6.18, routing
state correctness is higher during training but decreases as the training duration
increases.
Further, as shown in figure 6.19 routing state grows at a higher rate during
training in comparison with after training.
Figure 6.20 shows no significant difference between different training durations
in lookup latency, since the majority of lookups resolve in a single hop.
6.7 Effect of Clustering Algorithm
One of the requirements of Trombone is to be parameter-free. Trombone uses
clustering to determine the similarity of different environments in order to select
a suitable dissemination strategy during adaptation. However, most existing
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Figure 6.17: Percentage of unsuccessful Lookups by training duration.
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Figure 6.18: Percentage of correct routing entries by training duration.
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Figure 6.19: Completeness of routing entries by training duration.
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Figure 6.20: Successful lookup latency by training time.
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clustering algorithms such as KMeans++ [3] require user-specified parameters.
Therefore, Trombone uses PFClust [@pfclust], a parameter-free clustering algo-
rithm, as its default mechanism to determine the similarity between different
environments.
A series of experiments were formed to investigate the dependence of Trom-
bone’s adaptation mechanism on the clustering algorithm under Oscillating
churn and Medium workload. The system was trained for 16 hours to allow
the adaptation to progress. After training, the system was evaluated for a fur-
ther 4 hours. The Oscillating churn model was chosen to provide a greater
degree of environment variation.
The effect of three clustering algorithms were studied:
1. None - each point is treated as a cluster
2. KMeans++ - with the number of clusters set to 5. The choice of the num-
ber of clusters is based on the number of clusters that were automatically
determined by PFClust.
3. PFClust
The results show that Trombone is not dependent on the clustering algorithm.
No significant difference was observed in terms of unsuccessful lookup percent-
age and lookup latency. The most significant effect was in the bandwidth
consumption of the adaptive GA strategy during training, which is illustrated
in figure 6.21. The adaptive GA strategy consumes higher bandwidth when no
clustering algorithm is used.
6.8 Effect of Lookup Correctness on Fitness
Metric
From the local node point of view, in a KBR layer there is no way of knowing
whether a resolved lookup results in the correct mapping of the key to its respon-
sible node. Therefore, adaptive Trombone strategies cannot directly optimise
lookup correctness.
The correctness of a lookup may be determined at the application layer. For
instance, consider a scenario where a file-sharing application is built on top of
KBR. When looking for a file, KBR finds the node that is believed to host the
desired file. The file-sharing application can then determine whether the node
actually hosts the file by trying to download it. If the node does not host the file,
the application can then provide feedback to the KBR. However, dependence
of KBR on such feedback from the application layer is not desirable, since it is
not always possible to provide such feedback.
96
Clustering Algorithm
M
ea
n 
Ba
nd
w
id
th
 C
on
su
m
ed
Trombone Adaptive GA During Training
Trombone Adaptive Random During Training
Trombone Adaptive GA After Training
Trombone Adaptive Random After Training
KMeans++ None PFClust
0
50
100
150
200
250
Figure 6.21: Bandwidth consumption per clustering algorithm.
This section investigates the effect of such a feedback system on the performance
of adaptive Trombone strategies. Adaptive GA and adaptive random strategies
were evaluated under the Oscillating churn model and Medium workload for 16
hours. The Oscillating churn model was chosen for this experiment because it
results in the highest percentage of unsuccessful lookups in comparison with
other churn models. The length of the experiment was set to 16 hours to allow
the adaptive strategies to explore the space of possible maintenance strategies.
The feedback mechanism was implemented using an oracle that has full knowl-
edge of the network during experiment, which signals the node upon incorrect
mapping
No significant difference was observed in terms of bandwidth usage, lookup
latency or percentage of unsuccessful lookups.
6.9 Analysis Over Time Under Oscillating
Churn Rate
This section studies the effects of oscillating churn rate and medium workload
on the routing state correctness, routing state completeness lookup performance
and lookup efficiency over time.
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Figure 6.22 shows the change of peer state correctness over the course of ex-
periment for different configurations. Chord achieves the highest level of state
correctness. The reasons are twofold: 1) Chord explicitly maintains the correct-
ness of its routing state using specifically designed maintenance mechanisms (i.e.
stabilise and fix_finger), and 2) since routing state in chord is small (i.e. loga-
rithmic to the size of the network) it is easier to maintain its correctness. For
Trombone configurations the correctness is far less that of Chord peer state.
This is because Trombone maintenance strategies do not explicitly maintain
the correctness of the state and there is no restriction on the size of the state in
Trombone. As the routing state size grows larger the state correctness decreases.
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Figure 6.22: Correctness of different configurations under oscillating churn.
Figure 6.23 shows the completeness of the peer state across different configura-
tions. Since the size of the Chord peer state is fixed and is small Chord has
the lowest level of state completeness. Trombone adaptive strategies achieve
the highest level of state completeness, since in adaptive strategies the state is
disseminated more vigorously than other strategies.
Despite the lower correctness of Trombone peer state, Trombone outperforms
Chord in terms of hop-count. This effect is shown in figure 6.24.
Further, Trombone adaptive strategies and fixed strategy result in a more con-
sistent and lower fraction of unsuccessful lookups over time. As shown in Figure
6.25, the fraction of unsuccessful lookups in Chord widely varies under varying
churn rates. This is because the maintenance execution rate and routing state
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Figure 6.23: Completeness of different configurations under oscillating churn.
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Figure 6.24: Hop-count of correct lookups under oscillating churn for different configurations.
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size are both fixed in Chord. The routing entries become stale faster than they
are repaired by the maintenance. Further, since the state size is fixed to a small
size under heavy churn it is more likely to encounter failed hops during lookup.
In Trombone because the state is larger, in case of a failure during lookup there
is more likely to find an alternative path to route lookups.
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Figure 6.25: Fraction of unsuccessful lookups under oscillating churn for different configurations.
As illustrated in figure 6.26 In terms of bandwidth consumption Trombone
adaptive strategies consume roughly the same amount of bandwidth as Chord.
The bandwidth consumption increases with the churn rate due to the increase
in join operations and higher rate of failures during lookup.
One of the key findings is that Trombone adaptive and fixed strategies outper-
form Chord under varying churn rate. They offer a more consistent and lower
percentage of unsuccessful lookups. In terms of bandwidth Chord consumes
roughly the same amount of bandwidth as the adaptive strategies.
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Figure 6.26: Sent bytes per node per second under oscillating churn for different configurations.
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Chapter 7
Conclusion
7.1 Thesis Summary
A desirable property in any software system is the ability to maintain high
performance and low cost in the face of changing operating conditions. As soft-
ware systems grow larger and more complex, it is increasingly difficult to design
systems that can adapt themselves to unpredictable changes in the operating
conditions. In existing systems the scope of adaptation is limited to the values
of a set of parameters. The parameters are decided at the design stage as tun-
able values of an algorithm, which is fixed to the overall design of the system.
The adaptability in existing systems is fundamentally limited, since the scope
of adaptation only includes values of parameters to fixed algorithms.
If the scope of adaptation is expanded to include the structure of a system’s in-
ternal algorithms there would be a greater opportunity for adaptation, as there
is a greater potential to adapt to changing operating conditions. This thesis in-
vestigates the challenges of applying this approach to routing state maintenance
mechanism in structured P2P overlays.
This work shares many of the goals of previous studies of adaptive structured
overlays, such as the work on Accordion [63], Bamboo [87] and Beernet [15].
The thesis hypothesises that a KBR can automatically and dynamically adapt
the structure of its maintenance algorithm to changing environments, and can
do so in a fully decentralised manner without any human intervention or con-
figuration, and outperform static KBR systems in terms of performance and
resource consumption.
P2P networks are often complex, consisting of many components, deployed on
heterogeneous platforms and faced with unpredictable surges of node failure
and workload. This work proposes algorithmic adaptation as a novel approach
to coping with the complexity of P2P networks. It presents an abstract model
to represent routing state maintenance in structured overlays that can capture
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maintenance strategy of existing overlays while enabling algorithmic adaptation
of maintenance strategy at runtime. The thesis offers a technique to adapt the
maintenance strategy of structured overlays without making any assumptions
about the operating conditions, or requiring human supervision or user-specified
parameters.
The work evaluates the technique under a range of churn and workload envi-
ronments using a full implementation of the overlay. Over forty five different
measurements is gathered for each of the hundreds of the experiments performed
as part of this research, more than the space allows to report. The measure-
ments include CPU and memory usage, change of the fitness of dissemination
strategies over time, change of the number of environment clusters over time
and separate measurements of incorrect and failed lookup rates. A web based
result analysis tool was developed to allow convenient study of the large volume
of experiment results. The web based tool is available online at:
• http://trombone.cs.st-andrews.ac.uk/thesis/analysis
The results presented in chapter 6 show that algorithmic adaptation outper-
forms structured overlays with a fixed maintenance algorithm, in terms of
lookup latency, bandwidth consumption and lookup correctness. Algorithmic
adaptation shows a huge potential in improving the robustness of KBR systems.
The KBR approach proposed in this thesis has several distinct advantages. First,
the users are freed from any manual configuration. This is particularly useful in
scenarios where the system is faced with unpredictable changes in operating con-
ditions. Second, the designers are freed from making premature assumptions
about the operating conditions that the system may face during production.
The approach offers a way to automatically and dynamically tune KBR rout-
ing maintenance algorithms at runtime given basic building blocks. Third, the
approach proposed in the thesis is fully decentralised, leveraging the nature of
P2P networks. The algorithmic adaptation does not depend on any centralised
services. Fourth, a high-performance low-cost KBR robust to unpredictable
changes in operating conditions can be used as a platform to host classes of
applications that currently require dedicated or stable infrastructure. These
applications include delay-sensitive online gaming, distributed backup systems,
distributed file systems, identity based Internet routing, DNS, etc.
7.2 Future Work
This work compares the performance of algorithmic adaptation approaches with
Chord, where the values for Chord’s configuration parameters are chosen based
on the study of Li et al. [66]. There may be a Chord configuration that performs
better than the configuration chosen by this study. Further investigation is
needed to compare the performance of other Chord configurations with adaptive
approaches proposed in this work.
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The adaptation mechanism presented in this work considers the case where each
node strives to adapt locally. There may be maintenance strategies that perform
well if used uniformly across all peers. Further study is needed to investigate
the effects of coordinated adaptation. This is where a coordinator orchestrates
the search through the space of possible maintenance strategies.
Since the space of possible maintenance strategies is huge, finding effective
strategies can be time-consuming. It is possible to extend the data dissemina-
tion scheme to include the maintenance strategy itself, where the nodes can
share good strategies with each other. This approach allows a node to use the
pool of evaluated dissemination strategies present in other nodes in order to
adapt its own dissemination strategy.
Currently, the similarity of different operating conditions is determined using
clustering algorithms. The same technique can be used to characterise good
maintenance strategies. This information can then be used by GA to improve
the generation of future strategies.
Only GA-based and random search techniques were used to explore the space
of possible dissemination strategies. It is possible to use feature extraction tech-
niques to speed up the search for fit dissemination strategies. Future work will
investigate the performance of other search techniques to generate maintenance
strategies.
The studied dissemination strategies only disseminate information about live
nodes. The reason for this decision is that dissemination of information about
live nodes offers a greater potential to expand the local knowledge of a node;
a reference to a live node can be used to fetch more information. However, a
reference to a dead node cannot be used to expand the local knowledge further.
There may be situations where disseminating information about dead nodes is
beneficial. Future study is needed to investigate such effects.
7.3 Final Thoughts
This work is driven by the vision that the systems of tomorrow will not only
optimise their own parameters, but also, given basic building blocks, generate
and adapt their own design.
The algorithmic adaptation technique proposed in this work is not limited to
KBR systems. The technique can be applied to existing adaptive systems as
long as an algorithm under optimisation can be divided into a set of building
blocks, accompanied by a model that defines how the building blocks can be
assembled to make up new algorithms. Algorithmic adaptation not only offers
great potential to tune a system under changing operating conditions, but can
also help designers to compare, understand and discover new algorithms.
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Appendix A
Evaluation of A Distributed
Application Management
Infrastructure
This appendix evaluates Shabdiz, a distributed application monitoring and man-
agement infrastructure. The infrastructure was evaluated in terms of the time
taken to complete operations such as deploying an application from scratch, de-
tecting the state of an application, restarting an application that was already
installed, and shutting down an application.
The network traffic caused by the infrastructure was also measured. We com-
pared the effects of network size, application size, deployment strategy, churn
and application polling interval.
A.1 Experiment Design
A series of experiments are conducted to investigate the behaviour of distributed
application networks that are deployed and managed by Shabdiz.
The evaluation of Shabdiz aims to:
1. demonstrate the usefulness of Shabdiz, and
2. study the performance of Shabdiz and how it is affected by application size,
network size, scanner intervals, failure portion and deployment strategy.
Each experiment is a combination of:
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• Application – an application to be managed by Shabdiz,
• Deployment Strategy – a strategy by which the application is deployed,
• Network size – a maximum number of instances in the application network,
• Failure proportion – the proportion of instances that crash in an applica-
tion network,
• Scan Interval – the interval between successive scans, and
• Scanner Thread Pool Size – the maximum number of threads that are
used for concurrent scans.
The applications that are deployed and managed in experiments are:
• Chord – a complete Java implementation 1 of the Chord [96] protocol.
Chord was chosen as a representative distributed application that de-
mands a complex deployment and management procedure. Further, in
order to monitor Chord satisfactorily one needs to be able to monitor prop-
erties such as ring stabilisation, which may be monitored using application-
specific scanners.
• Echo – a simple distributed application implemented in Java 2. Echo rep-
resents a distributed service that provides an interface to echo a given
message over the network. In comparison with Chord, Echo demands
a simpler deployment and management procedure, since it has fewer de-
pendencies to be managed and does not require extra procedures such as
Chord join operation.
• Hello World – a simple stand-alone application that periodically prints
a Hello World message implemented in Java3. Hello World application
does not provide any services over the network. It represents the simplest
case of deployment and management in comparison with the previous
applications, sine the application dependencies are the smallest and all
operations of the Hello World application are performed locally.
To investigate the effects of various ways by which application dependencies
can be transferred and maintained on remote hosts, the following deployment
strategies are implemented:
• File Cold – application dependencies are transferred from the coordina-
tor node to remote hosts via SSH every time an application instance is
deployed.
1http://quicksilver.hg.cs.st-andrews.ac.uk/stachord/file/tip
2http://quicksilver.hg.cs.st-andrews.ac.uk/sample_applications/file/tip/echo
3http://quicksilver.hg.cs.st-andrews.ac.uk/sample_applications/file/tip/hello_world
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• File Warm – application dependencies are already present prior to deploy-
ment and so do not need to be transferred again in subsequent deploy-
ments.
• Maven Cold – application dependencies are managed by Apache Maven
[72], and none of the application dependencies are present on the remote
hosts at the time of first deployment. The coordinator node only provides
a list of required dependencies. Each host then downloads the dependen-
cies using Maven from a maven repository on the local network. Once
downloaded, the dependencies are reused in future deployments.
• Maven Warm – application dependencies are managed by Apache Maven
and the dependencies are already present on each remote host prior to
deployment. The dependencies do not need to be downloaded again in
future deployments.
• URL – application dependencies are available via HTTP. The coordinator
node provides the host with a list of URLs that present the required
application dependencies. Each host then downloads the dependencies
every time an application instance is to be deployed.
The experiments are executed on a cluster of 48 physical machines. Each ex-
periment is repeated 5 times. The error bars in the various figures represent
the 95% confidence intervals.
A.2 Effects of Network Size
This section investigates the effect of network size on the time it takes to detect
the overall state of the whole application network of the various applications.
Chord, Echo and Hello World application networks are deployed with network
sizes of 10, 20, 30, 40 and 48. The scan interval is set to 1 second and the scanner
thread pool size is fixed to 5; this is to minimise the effect of scan intervals
and allow the effect of network size to be visible, since scans are performed
concurrently. Further, to minimise the effect of application resource transfer,
the deployment strategy is set to File Warm. Later sections will investigate
the effects of scan interval, scanner thread pool size and deployment strategy
individually.
Figure A.1 illustrates the time taken to recognise all hosts to be in the AUTH
state, for various network sizes. As expected, the larger the network size the
longer it takes to detect the status of nodes and application instances.
Similarly, as illustrated in figure A.2, the larger the size of the network, the
longer it takes to deploy nodes and recognize the network to be in the RUNNING
state.
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Figure A.1: Time to reach AUTH state per network size.
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Figure A.2: Time to reach RUNNING state per network size.
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To investigate the effect of instance failure, after all nodes are recognised to be
in the RUNNING state, 50% of the application instances were killed. Figure
A.3 illustrates the time taken to automatically redeploy the killed instances and
recognise the state of all instances as RUNNING. As expected, the larger the
network size the longer it takes to reach the RUNNING state.
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Figure A.3: Time to reach RUNNING state per network size after killing 50% of instances.
Figure A.4 illustrates the time taken to recognise all hosts as being in the AUTH
state after all instances are killed.
Unsurprisingly, the larger the network size the longer it takes for the changes
to be detected. This is mainly due to the fact that scans are performed con-
currently; a small thread pool size (i.e. smaller than the network size) results
in the scans to be queued. Further, the larger the size of the network the more
the scans. Hence, when the scanner thread pool size is small, scans remain in
the queue for longer as the network size increases, and consequently the time
to recognise changes depends on the size of the network.
A.3 Effects of Deployment Strategy And Appli-
cation Size
This section investigates the effects of deployment strategy on the time it takes
to deploy a range of applications in a network of size 48. Further, to investi-
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Figure A.4: Time to reach AUTH state per network size after killing all instances.
gate how the deployment strategy is affected by application size in addition to
Chord, Echo and Hello World, four varieties of the Hello World applications are
deployed with application dependencies of sizes 2, 4, 8 and 16 megabytes. The
scan interval is set to 1 second and the scanner thread pool size is configured to
grow freely. These scanner settings are selected in order to minimise the effect
of scanners on the time it takes to detect changes in the network and maximise
the effect of deployment strategy.
Figure A.5 illustrates the time taken for the application networks to reach the
RUNNING state for each deployment strategy. Where the deployment strategy
transmits application dependencies from the coordinator to the remote hosts
(e.g. File Cold) or downloads the dependencies locally on the remote hosts (e.g.
Maven Cold and URL), the larger the application size the longer it takes to
reach the RUNNING state. This is due to the fact that there is a fixed upper
bound to bandwidth, and the more data that needs to be transmitted the longer
it takes to deploy and run application instances.
The deployment strategies that transmit application dependencies upon deploy-
ment are suited for scenarios where either pre-uploading the dependencies is
not possible, or the application dependencies are dynamic and may change over
time. Between these strategies, File Cold offers a faster deployment time than
Maven Cold and URL, since File Cold transmits files using SFTP directly from
the coordinator to the remote hosts, whereas the Maven Cold and URL strate-
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Figure A.5: Time to reach RUNNING state per deployment strategy.
gies use HTTP to download dependencies from external web servers. As a result
these strategies result in slower deployment. Further, the Maven Cold strategy
is slower than URL because prior to downloading dependencies the application
dependencies are resolved using the Maven dependency resolution process.
Deployment strategies that do not transmit application dependencies (e.g.
Maven Warm and File Warm) offer the fastest time to reach the RUNNING
state. Such strategies are best suited for scenarios where the deployment time
is a concern.
To study the effects of deployment strategies on application instance failure
recovery and re-deployment, 50% of the instances were killed. Figure A.6 il-
lustrates the time taken to re-deploy failed instances and the network to reach
RUNNING state again. Unlike File Cold and URL since the Maven Cold strat-
egy reuses the downloaded application dependencies in future deployments, it
takes approximately the same time as Maven Warm and File Warm to reach
RUNNING state.
File Cold strategy directly uploads application dependencies from the coordi-
nator node to the remote hosts. In large networks this solution suffers from
scalability since it puts a heavy load on the coordinator node. This effect is
illustrated in figure A.7, where the File Cold strategy consumes a significantly
higher CPU than other strategies. This effect is particularly visible in larger
application sizes. In the other strategies either the dependencies exist prior to
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Figure A.6: Time to reach RUNNING state per deployment strategy after killing 50% of instances.
deployment or the dependencies are downloaded by the remote hosts indepen-
dent of the coordinator node.
Since the Maven-based deployment strategies dynamically resolve application
dependencies, they are suited to the situations where the application depen-
dencies may dynamically change over time. Further, since they organise and
reuse dependencies in future deployments, they offer a fast re-deployment time.
Although the Maven-based strategies present a good solution to both dynamic
dependency resolution and dependency reuse, they have a key disadvantage: the
dependencies of the target application must be available in a Maven repository,
which is not always applicable.
A.4 Effects of Scan Interval Duration
In the case where the scanner thread pool size can grow freely, the intervals
between successive scans directly affects the time that is taken to detect changes
in an application network. To investigate the effects of varying the scan intervals,
a Chord network of 48 nodes is deployed using scan intervals of 1, 3, 5, 7, 9
and 20 seconds. In addition a scanner interval of 1 nanosecond is evaluated to
study the effects of continual scanning of the network.
Figure A.8 and A.9 illustrate that the longer the scan interval the longer it takes
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Figure A.7: Percentage of CPU usage on the coordinator node per deployment strategy.
to detect the state of the application network. An interesting observation is that
the time taken to detect network changes does not decrease significantly from
1 second intervals to 1 nanosecond intervals. This means that smaller intervals
do not necessarily mean faster detection time.
The state detection time is also influenced by other factors such as network
latency and the time taken to execute a scan cycle. Chord ring stabilisation
scanner is an example of this behaviour. This is a custom scanner that detects
whether a deployed Chord network is stable, i.e. each node has the correct
knowledge of its successor and predecessor. The scanner traverses the ring, node
by node, clockwise and anticlockwise, to check node successors and predecessors
based on some global knowledge. Since each cycle of the scanner takes longer
than the scanner interval, the value of the interval does not affect the time it
takes to detect whether the ring has stabilised. This is because within a single
scanner each scan cycle waits for the previous cycle to finish before beginning
a new one. Figure A.10 illustrates the times taken for various scanner intervals
to detect a stabilised Chord ring.
The length of the scan interval has a significant effect on the resource usage.
Figure A.11 shows the percentage of CPU usage of the coordinator node for
each scan interval. In the case of 1 nanosecond the CPU usage is dramatically
higher than other intervals.
Figure A.12 also shows the CPU usage of the coordinator node for each scan
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Figure A.9: Time to reach RUNNING state per scanner interval.
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Figure A.10: Time to reach stabilised Chord ring per scanner interval.
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Figure A.11: Percentage of CPU usage per scanner interval.
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interval, but excludes the 1 nanosecond interval. This is to more clearly show
the effect of other scan intervals on CPU usage. As expected, the shorter the
scan interval, the higher the CPU usage.
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Figure A.12: Percentage of CPU usage per scanner interval.
Similarly, Figures A.13 and A.14 show the kilobytes sent per second by the
coordinator node. The latter figure excludes the 1 nanosecond interval for a
clearer view of bandwidth consumption per scan interval. Smaller scan intervals
result a higher rate of bandwidth usage.
While a small scan interval yields more responsive state detection, it results in
higher resource consumption in comparison with longer scan intervals. Compar-
ing the 1 nanosecond interval with the 1 second interval, the greater responsive-
ness yielded by the former interval is unlikely to justify its excessive resource
usage. Setting a suitable scan interval requires understanding of the managed
application.
A.5 Effects of Scanner Thread Pool Size
In order to investigate the effects of scanner thread pool size on the time taken
to recognise changes in the network, a Chord network of 48 nodes is deployed
a scan interval of 1 second and scanner thread pool sizes of 1, 5, 10, 15, 20
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Figure A.13: Kilobytes sent by the coordinator per scanner interval.
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Figure A.14: Kilobytes sent by the coordinator per scanner interval.
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and Maximum. The Maximum pool size represents a thread pool that can grow
freely.
As illustrated in figures A.15, and A.16, a larger thread pool size results in faster
detection of AUTH and RUNNING states. This is expected, since scanners are
scheduled for execution concurrently.
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Figure A.15: Time to reach AUTH state per thread pool size.
Since scan cycles within a scanner are executed sequentially, long running scans
within a single scanner are not affected by the scanner thread pool size. This
effect is illustrated in figure A.17, where the Chord network is scanned for
stabilised ring.
Although a larger thread pool size results in faster detection of network state
changes, it also results in higher resource consumption. Figure A.18 shows the
percentage of CPU usage on the coordinator node for each thread pool size,
with larger thread pool sizes resulting in higher CPU usage.
Similarly, figure A.19 illustrates that the bandwidth consumed by the coordina-
tor node grows as the scanner thread pool size increases.
The scanner thread pool size specifies the maximum number of live threads
in the thread pool. This means that new threads will not be instantiated un-
less there are no idle threads and the number of live threads is less than the
maximum thread pool size. Indeed picking the right size for a thread pool is
dependent on the nature of the tasks that it executes. Where tasks are CPU
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Figure A.16: Time to reach RUNNING state per thread pool size.
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Figure A.17: Time to reach stabilised Chord ring per thread pool size.
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Figure A.18: Percentage of CPU usage on the coordinator node per thread pool size.
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Figure A.19: Kilobytes sent per second on the coordinator node per thread pool size.
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intensive, a small thread pool size is better and when tasks spend their time
mostly waiting, a larger thread pool size is more effective [36, p. 170].
A.6 Effects of Failure Proportion
To investigate the effectiveness of the monitoring and automatic deployment
under concurrent application instance failures, Chord, Echo and Hello World
networks of size 48 are deployed. The scan interval and scanner thread pool size
are set to 1 second and 5 respectively. The instances are deployed using the File
Warm deployment strategy. After the networks have reached the RUNNING
state, 10, 30, 50, 70 and 90 percent of nodes are concurrently killed. Figure A.20
illustrates the time taken to re-deploy killed instances and reach the RUNNING
state across the network, for various proportions of network failure.
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Figure A.20: Time to reach RUNNING state after kill per proportion of killed instances.
As expected, the larger the failure proportion, the longer it takes to reestablish
RUNNING state across the network. This experiment illustrates the ability of
Shabdiz to recover from large-scale failures across the network.
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A.7 Large Heterogeneous Deployment
To evaluate the ability of Shabdiz to handle heterogeneous large-scale deploy-
ments, a network of 200 instances of the Echo application is deployed across
three computer labs in the school of computer science university of St Andrews.
The 200 host computers are made up of Linux and Mac computers where the
hardware specifications vary across the network. The computer labs form three
subnets in the local area network of the School Of Computer Science. This
experiment is performed while students had access to the machines, and may
freely use or restart the machines. The scan interval is set to 1 second and
scanner thread pool size is configured to Maximum.
Given a host name range, Shabdiz automatically detects the first 200 available
hosts and deploys an instance the Echo application per host. After that, 50%
of hosts are killed. Shabdiz is configured to automatically detect failures and
perform necessary re-deployment. Figure A.21 illustrates the time take to reach
the four stages of the experiment:
1. AUTH – the time taken from the start of the experiment to detect 200
hosts that are suitable for application deployment,
2. RUNNING – the time taken from AUTH state to deploy an application
instance per host and reach uniform RUNNING state across the network,
3. RUNNING after kill – the time taken to detect and re-deploy the 50%
of the killed instances and reach uniform RUNNING again across the
network, and
4. AUTH after kill – the time taken to kill all the instances using Shabdiz
and reach uniform AUTH state across the network.
Over the course of the experiment, the state of the application instances is
changed by the built-in scanners. Figure A.22 plots the changes of application
state over time. At the beginning of the experiment, the state of all hosts is
UNKNOWN. Within the first 10 seconds of the experiment, all suitable hosts
are detected, and the host states are changed to AUTH, meaning that the
coordinator has authenticated to the machines and has permission to deploy
application instances. Further, since the auto-deployment scanner is executed
concurrently with the application state scanner, as suitable hosts for deployment
are detected the application instances are automatically deployed.
Approximately 12 seconds through the experiment the killing of 50% of in-
stances is commenced. It takes about 120 seconds to Kill all application in-
stances, since the kill mechanism is executed externally and sequentially. It
involves executing a bash script that connects to individual hosts and force-kill
the running application instance. As the application instances are being killed,
the application state scanner actively detects the state changes. This is shown
in figure A.22 from approximately 10 to 130 seconds through the experiment.
124
Application State
Ti
m
e 
to
 re
ac
h 
st
at
e 
(s
)
AUTH AUTH after kill RUNNING RUNNING after
kill
0
2.5
5
7.5
10
12.5
Figure A.21: Time to reach an application state.
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Figure A.22: State change of application instances through the experiment.
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At around 130s into the experiment, the killed instances are re-deployed (taking
approximately 10 seconds), and then the entire network is shut down.
Figures A.23, A.24 and A.25 show the resource consumption of the coordinator
node during the experiment.
Time Through Experiment (s)
CP
U 
Us
ag
e 
(%
)
0 25 50 75 100 125 150
0
25
50
75
100
125
Figure A.23: Percentage of CPU usage through the experiment.
The results presented here show the potential of Shabdiz as a platform for
monitoring and management of distributed applications.
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Figure A.24: Memory usage through the experiment.
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Figure A.25: Kilobytes sent through the experiment.
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Glossary
Adaptation A deliberate change to the target system’s configuration or its
conditions of use.
Adaptation Strategy A rule for choosing an appropriate configuration of
the target system, based on observations of the target system and its
conditions of use.
Algorithm A self-contained step-by-step set of operations to perform a com-
putation.
Algorithmic Adaptation A deliberate change to the structure of target sys-
tem’s algorithm, configuration or its conditions of use at runtime.
Churn The continuous process of node arrivals and departures.
Complex Software System A software system with emergent properties
and/or non-deterministic behaviour. Complex software systems generally
have many possible configurations, and it takes a long time to empirically
measure each.
Configuration An arrangement of functional units in a target system.
Configuration parameter A variable that is not included in the configura-
tion of a target system.
Dissemination Operation A rule for propagating the state of a node.
Dissemination Strategy A set of rules for propagating the state of a node.
Emergent Properties Behaviour of the whole system cannot be inferred from
its parts. The system’s behaviour is not the sum of its parts, but the
product of interactions among its parts and the environment.
Fitness Metric A scalar metric to measure the performance and efficiency of
a target system’s behaviour.
Key A unique identifier of a node or a stored value in a DHT.
Lookup Mapping a given key to the address of its responsible node.
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Lookup Latency The time it takes to map a key to the address of its respon-
sible node.
Maintenance A process that maintains the correctness and completeness
of a node’s routing state.
Mechanism See Algorithm.
Node A participant in a P2P network.
Parameter-free A property of a system that does not require any user-
specified configuration.
Peer See Node.
Peer State See Routing State.
Robustness The ability to maintain consistent correct functionality with good
performance at low cost across changing operating conditions.
Routing State The information about other nodes in a P2P network that is
maintained by a node and is used to route a lookup request.
Routing State Correctness The proportion of the routing state entries
that are correctly believed to be alive.
Routing state completeness The proportion of the total number of live
nodes in the network that are present in the routing state.
Runtime A target system that is in use.
Tuning Configuring a target system at a given time, to find a configuration
that behaves in a desired way.
Workload Facets of how the target system is used.
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