An e cient image source coding technique gives good compression performance at low computational complexity. This research i n troduces an e cient coding technique, based on pyramid coding, that involves transforming an image into an equivalent, lower entropy form prior to lossless coding. The proposed method is also a multiresolution technique that facilitates progressive image transmission.
I. Introduction
The pyramid generation process permits the use of a large variety of decimation and interpolation lters. The choice of these lters has a signi cant in uence on the properties of the generated pyramid 1]. In order to achieve good lossless compression, it is desirable to generate a pyramid in which t h e subimages have l o w e n tropy.
In the decimation process, an image is rst lowpass ltered by a t wo dimensional decimation lter, after which it is subsampled by a factor of two horizontally and vertically. The decimated image contains the low spatial frequency information present in the original image, but has only 1=4 t h e number of pixels. The purpose of the decimation lter is to reduce aliasing by attenuating spatial frequencies above =2 in the original image.
The interpolation process consists of upsampling a decimated image by a factor of two horizontally and vertically, followed by l o wpass ltering of the upsampled image using an interpolation lter. The purpose of the interpolation lter is to amplify the spatial frequencies below =2 in the upsampled image that are attenuated as a result of the upsampling operation, and to attenuate the spatial frequencies above =2 representing the unwanted \interpolation image".
The pyramid generation iteration consists of decimation, followed by i n terpolation and subtraction of the interpolated image from the original. The di erence and decimated image form the base and top of a two level pyramid, and contain mostly high and low spatial frequency information respectively. The image reconstruction iteration then consists of interpolating the top of the pyramid and adding it to the base. Larger pyramids can be generated by cascading the generation iteration so that the top of the pyramid formed from the rst iteration is the original image for the second iteration and so forth. The reconstruction iteration may be cascaded in a similar manner.
After generation of the pyramid, the subimages are entropy coded. Since it is required that the pyramid generation be lossless, no quantization of the pyramid subimages can occur after generation without the use of more elaborate quantization feedback s c hemes 2]. However, decimation and interpolation ltering generally produce a wide range of oating point pixel values that make the pyramid subimages unsuitable for entropy coding. In order to ensure that the pyramid subimages consist of a nite range of discrete values, the output of the decimation and interpolation ltering operations were quantized to the nearest integer. This allowed the pyramid subimages to be entropy coded e ciently, while preserving the ability to reconstruct the original image exactly.
The ideal decimation lter is a brickwall lowpass lter with a cuto at =2, unity gain in the passband (PB), and in nite attenuation in the stopband (SB). The ideal interpolation lter is identical, except it must have a gain of two in the passband. A non-recursive, nite impulse response lter implementation (2) The performance of F in a given band is then calculated as the squared error (SE) of its response, when compared to the appropriate ideal response, as previously discussed. For example, in the case of the decimation lter, the passband and stopband squared error performances, P B SE and SB SE respectively, are calculated by
Some constraints are then introduced to ensure that the decimation and interpolation lters have ideal DC responses, leading to near ideal low spatial frequency responses, since this is where most \energy" in natural images is found. For example, the decimation lter is constrained by a + 2 b + 2 c = 1 (5) so that the corresponding overall squared error performance, J SE , i s g i v en by 
Similarly, the interpolation lter is constrained by a + 2 c = 1 2b = 1 (8) so that, J SE = i P B SE + ( 1 ; i )SB SE + 1 (a + 2 c ; 1) + 2 (2b ; 1) (9) where 0 i 1. This leads to 
Given d and i , (7) and (10) can be solved to completely specify a decimation and interpolation lter respectively. d i = 0 gives lters with good stopband performances, while d i = 1 g i v es lters with good passband performances. Figure 1 shows one dimensional decimation and interpolation lter responses for various d and i .
II. Minimal Entropy Pyramids
The entropy o f a p yramid is de ned here as the combined zeroth order entropy o f a l l t h e p yramid subimages. A search w as done to determine which p yramid lter pair, within the above lter classes, generates a pyramid with minimal entropy. Six level pyramids were generated using various di erent decimation and interpolation lters from the classes de ned in (7) and (10). In Figure 2 , the pyramid entropy is shown as a function of d and i , for \Lenna 1 " in Figure 4 . For a wide variety of test images, the following decimation lter g( d i j ), and interpolation lter h( i i j ) w ere found to lead to the best performance, within the new lter classes, in terms of minimizing the pyramid entropy g(1 i j ) = 
The resulting pyramid shall be referred to as the minimal entropy pyramid (MEP). It is interesting to note that the size of the interpolation lter is 3 3, and that the \center" coe cient i s u n i t y. This property, together with the fact that the decimation lter is a unit impulse, ensures that pixels subsampled from the original image in the decimation process, are interpolated to their original values in the interpolation process. This also forces 1=4 of the pixels in all of the pyramid subimages to zero, causing the sharp entropy minima i n F i g u r e 2 , a n d a l l o ws the MEP to be subsampled so that a given image may be represented in an equivalent MEP of the same number of pixels. This is in contrast with pyramid coding in general, for which i t i s e a s i l y s h o wn that the number of pixels to be coded increases by a f a c t o r o f a p p r o ximately 4=3. It is interesting to note that the decimation and interpolation lter coe cients in (11) may all be represented as powers of 2. This allows the pyramid generation and image reconstruction processes to be completed with only integer additions, subtractions and bit shift operations.
III. Simulations
MEP coding can be considered to be a lossless transformation which generally results in a lower entropy representation of an image. Since the entropy of an image depends on its pixel value distribution, it will be useful to examine the pixel value distributions of a test image and its MEP equivalent representation. The image \Lenna 1 " w as used to generate a ten level MEP of the same number of pixels. The pixel value distributions of \Lenna 1 " and the equivalent MEP are shown in Figure 3 . Clearly, the test image has a well distributed range of pixel values, while the MEP has a \peaky" symmetrical pixel value distribution centered at zero.
In order to compare the performance of MEP coding in terms of compression ratios, simulations were done in which a set of test images were compressed using both MEP coding and a DPCM scheme. In the DPCM scheme, a given pixel was predicted using the three known neighboring pixels, plus an added constant. Predictor coe cients were calculated based on the covariance matrix of the test image being compressed. This DPCM scheme was chosen for the comparison, since it is an alternative lossless coding scheme that, like MEP coding, exploits two dimensional inter-pixel correlation in order to achieve a good compression. DPCM is also a well known and widely applied technique 3].
In summary, both the MEP of the maximum number of levels (10 in the case of a 512 512 image), and the DPCM residual error image were generated for a given test image, after which t h e y w ere Hu man coded for lossless compression. In these simulations, Hu man codes were generated separately for both coding methods and each test image. The compression ratio was then calculated as the ratio of the test image le size to the Hu man coded le size, in bits. These ratios do not include the bits needed to send either the Hu man code table or the predictor coe cients, but this does not signi cantly a ect the results presented. Indeed, it would be possible to avoid the transmission of the Hu man tables by tting the data to something like the generalized Gaussian distribution (GGD) 4] prior to generating the tables. In this way only the GGD coe cients would need to be transmitted. Since both MEP and DPCM coding generate similar \peaky" pixel value distributions (see Figure 3 , the GGD t should be quite good.
Test images are shown in Figure 4 1 . The results of these simulations are summarized i n T able 1. It can be seen that MEP coding has comparable performance to the DPCM scheme. In simulations performed using a much larger set of test images, DPCM was found to give a marginal average performance improvement in compression ratio of 1:8%. However, in a real application, the computational costs of the two coding schemes would be an important consideration. MEP coding requires only integer operations, while DPCM requires many costly oating point operations, including multiplications, as well. DPCM also requires an additional image prescan to calculate predictor coe cients. In the case where predictor coe cients are not calculated separately for each image being coded, it is expected that the performance of the DPCM scheme will become inferior that of the MEP scheme. It is also possible to apply the DPCM scheme to the MEP subimages separately. With DPCM coding of only the largest MEP subimage, or base of the pyramid, a 0:25% marginal average performance improvement of MEP over DPCM coding was observed for the same set of test images. However, in this case, the computational advantage of MEP coding is lost.
The MEP coding results presented in Table 1 also appear to represent signi cant improvements over similar lossless compression results for 8 bit per pixel (bpp) originals. For example, a combination of pyramid coding and vector quantization was used in 2] to achieve 5.862 bpp for a 256 256 region of \Boat". An optimal model based arithmetic coder was used in 7] to achieve 5.1 bpp for a 256 256 version of \Lenna" ( similar to \Lenna 2 " ), and a combination of transform coding and vector quantization was used in 6] to achieve 5.067 bpp for the 512 512 \Lenna" and 5.262 bpp for a 512 512 region of \Boat". Finally, the hierarchical \low complexity" coding method presented in 8] was simulated to achieve 5.040 bpp for \Lenna 1 " and 4.992 bpp for \Boat" using the originals shown in Figure 4 .
IV. Conclusion
This paper has presented a new image source coding technique that o ers signi cantly improved lossless compression performance over other related techniques. The presented method also o ers comparable performance to the widely applied technique of DPCM coding, but at a considerably lower computational cost. Since the new method is based on pyramid coding, it is also capable of supporting progressive transmission applications. 1 For Lenna1, the luminance component of the color original was used. Lenna2 was obtained by rst ltering Lenna1 with the 32 tap QMF described in 5], and then subsampling by a factor of two horizontally and vertically. A 5 1 2 512 subimage (similar to that used in 6]) was cropped from the ISO standard image \Boat" for use in our simulations. All test images have 8 bits per pixel. Tables   Table 1: Compression Ratio Performance of Proposed MEP System
