Iterative Probabilistic Approach for Selection of Time-Varying Model Classes  by Hoi, K.I. et al.
Available online at www.sciencedirect.com
The Twelfth East Asia-Pacific Conference on Structural Engineering and Construction 
Iterative Probabilistic Approach for Selection of Time-
Varying Model Classes 
K. I. HOI, K. V. YUEN, K. M. MOK*
Department of Civil and Environmental Engineering, University of Macau, China 
Abstract 
In this study, an adaptive probabilistic algorithm was developed for the selection of the most plausible Kalman filter 
based time-varying statistical model by using Bayesian approach. The method was validated by a case study 
involving the prediction of the sample time series recorded in Macau between 2001 and 2005. Two types of statistical 
models, namely the time-varying autoregressive model of order p, abbreviated as the TVAR (p) model, and the time-
varying autoregressive model with exogenous inputs, abbreviated as the TVAREX model, were adopted to predict the 
sample time series. By judging upon the model occurring plausibility conditional on the measured data, it was found 
that using a longer past history did not guarantee better prediction performance. On the contrary, inclusion of 
explanatory variables which reflect the mechanism of the physical problem can better capture the actual system. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Nowadays, model class selection has been regarded as an important and challenging research 
topic of environmental science (Beck 2010). The necessity of performing model class selection in this 
discipline can be comprehended by the fact that the mechanisms governing most environmental 
phenomena are complex and their analytical descriptions are difficult to be obtained. Therefore, 
researchers sometimes replied on statistical models, which are essentially empirical input-output 
relationships with unknown coefficients estimated by statistical methods, to study those phenomena. 
However, the choice of the empirical model is subjective and different people might have different 
* Corresponding author 
E-mail address: kmmok@umac.mo. 
1877–7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2011.07.325
Procedia Engineering 14 (2011) 2585–2592
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
2586  K.I. HOI et al. / Procedia Engineering 14 (2011) 2585–2592
choices of input variables, functional forms and model complexities. It is obvious that the model choice 
has significant effect on the prediction. Therefore, choosing the most rational model among a set of 
proposed candidates becomes the key issue of developing a successful environmental model. 
Traditionally, environmental model class selection is performed based on the accuracy based 
criterion, i.e., the model having the smallest fitting error for a given dataset is chosen. However, the 
accuracy based criterion tends to bias towards the complicated model, which has more adjustable 
parameters than a less complicated one. When an unnecessarily complicated model class is chosen, there 
is a larger probability to overfit the data and its performance is sensitive to the estimation error of the 
model parameters. Eventually, it leads to poor results when the model is applied to another set of data. In 
addition, misleading physical insights of the system may be inferred from the improper model (Dyson 
2004). As a conclusion, the most rational model of the actual environmental system should be the one that 
fits the data well and is robust to modeling error. 
In the literatures, environmental model class selection methods considering the model efficiency 
and robustness concurrently include the Akaike information criterion (AIC) (Akaike 1974) and the 
Bayesian information criterion (BIC) (Schwarz 1978). These two model selection criteria are essentially 
functions of the likelihood factor, which measures how well the model fits the measured data, and the ad-
hoc penalty term which penalizes the models with more uncertain parameters. In addition to AIC and BIC, 
the Bayesian approach is an emerging model selection method in this discipline (Laine and Tamminen 
2008; Ricco et al. 2007). Unlike the previous two criteria, the Bayesian approach selects the most 
plausible model based on the probability of the model class conditional on the measured data. This 
method is more preferred than the AIC and BIC since it can naturally perform the tradeoff between the 
efficiency and robustness of the model without introducing any adhoc penalty (Beck and Yuen 2004; 
Yuen 2010). Hence, the Bayesian approach was chosen in this study. Although the Bayesian model 
selection method is efficient, its previous applications are only limited to the offline statistical models, in 
which the model parameters are treated as time-invariant. In fact, this assumption may not be applicable 
to all environmental systems. For example, the air quality of an urban city should be a time-varying 
system due to the fluctuations of urban emissions or the change in the dispersion conditions caused by 
urbanization (Lu et al. 2010). In view of this, an adaptive Bayesian model class selection method was 
proposed in this study for choosing the most plausible model for a time-varying system. For verification 
of the proposed algorithm, model class selection was performed for a set of Kalman filter based time-
varying statistical air quality models designed for a typical coastal city, Macau. First and the foremost, 
Kalman filter (Kalman 1960; Kalman and Bucy 1961) is chosen here for online model development since 
it is the most famous technique for developing adaptive statistical environmental models (Choi et al. 2002; 
Hoi et al. 2009; Hoi et al. 2010). Second, the selection of an appropriate KF model on a rational basis is 
seldom addressed in spite of its well known history of application. 
The structure of this paper is outlined here. First, the formulation of the Bayesian framework for 
online model class selection is presented. Second, the methodology is tested by selecting the most 
plausible Kalman filter based air quality model from a total of six candidates proposed for modelling the 
daily averaged PM10 concentrations of a coastal city, Macau. Finally, some conclusions are drawn for this 
study. 
2. Bayesian Model Class Selection 
In this section, the Bayesian model class selection scheme is proposed for choosing the most 
plausible Kalman filter based air quality model Mˆ  from a set of dynamic model candidates 
M={M1,…,MNɦ}, where NM denotes the total number of proposed models. The most plausible model is 
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chosen by maximizing the probability of the model class P(Mj|Dk) conditional on the available set of 
measured air quality data up to the kth time step Dk={z1,…,zk}:
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In this study, it is assumed that the measured data are contaminated by a Gaussian i.i.d. process 
with zero mean and measurement noise variance 2nV . The probability of the model class P(Mj|Dk)
conditional on the data Dk can be rewritten into the following form through Bayes’ theorem: 
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In this expression, the term p(zk|Dk-1;Mj) denotes the evidence of the model class Mj conditional 
on the data of the previous (k-1) steps. The denominator p(zk|Dk-1) is a normalizing constant such that the 
summation of the conditional probability P(Mj|Dk) for all the model classes is equal to 1. When k = 1, the 
probability P(Mj|Dk-1) is equivalent to the prior probability of the model class P(Mj). In this study, a 
noniformative prior is chosen for all the model classes and P(Mj) = 1/ NM,, where j = 1,…,NM. By using 
the theorem of total probability, the conditional evidence p(zk|Dk-1;Mj) can be further expressed as: 
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where the symbol Tj,k-1 denotes the parameter vector containing all the uncertain parameters of the model 
class Mj at the (k-1)th step and 4 denotes the parametric space. The first term p(zk|Tj,k-1;Dk-1;Mj) in the 
integrand denotes the likelihood factor of the model class Mj at the (k-1)th step. It represents how well the 
model output approximates the measurement zk for a given parameter vector Tj,k-1. The second term is the 
posterior PDF of the parameter vector Tj,k-1 conditional on the previous measurements z1,…,zk-1. When the 
parametric space is globally identifiable (Beck and Katafygiotis 1998), an asymptotic expansion of this 
integral can be obtained by using the Laplace method (Beck and Yuen 2004; Papadimitriou et al. 1997): 
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where NT denotes the number of uncertain parameters in the model class Mj and 1|1,ˆ  kkjș  denotes the 
optimal estimate of the parameter vector obtained from Kalman filter conditional on Dk-1. The 
measurement zk conditional on the optimal parameter vector 1|1,ˆ  kkjș  for the model class Mj is normally 
distributed as follows: 
 22,1|1|1, ,ˆ~;ˆ| nkxkkjkkjk xNMz VV ș  (5) 
where 1|ˆ kkx ,
2
,kxV  are the prediction of the kth day and its corresponding prediction variance, 
respectively. The parameter vector 1, kjș  conditional on the data Dk-1 for the model class Mj is normally 
distributed as follows: 
 șșPșDș ,ˆ~;| 1|1,11,  kkjjkkj NM  (6) 
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where PTT denotes the covariance matrix of the uncertain parameters. The matrix  1|1,ˆ  kkjșH  denotes the 
Hessian matrix of the negative natural logarithm of the integrand with respect to the parameter vector, 
evaluated at the optimal parameter vector: 
    > @   > @TjkkjTjkkjkkkj MpMzp |ˆln;ˆ|lnˆ 1|1,1|1,1|1,   șșșH  (7) 
where   denotes the gradient operator on the scalar function with respect to the parameter vector 1, kjș .
The matrix  1|1,ˆ  kkjșH  is further separated into the summation of two Hessian matrices  1|1,1 ˆ  kkjșH
and  1|1,2 ˆ  kkjșH , respectively. The Hessian matrix  1|1,1 ˆ  kkjșH , which is the second order 
derivative of  jkkjk Mzp ;;|ln 11,  Dș  with respect to 1, kjș  evaluated at 1|1,ˆ  kkjș  is given by: 
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where J1,k denotes the summation of the prediction variance and the measurement noise variance: 
22
,,1 nkxkJ VV  (9) 
and J2,k denotes the squared prediction error: 
 21|,2 ˆ  kkkk xzJ  (10) 
The Hessian matrix  1,2 ˆ kjșH , which is the second order derivative of  jkkj Mp ;|ln 11,  Dș
with respect to 1, kjș  evaluated at 1,ˆ kjș  is equal to 
1
șșP  when the posterior PDF  11, |  kkjp Dș  is 
multivariate Gaussian (Yuen 2010). In the following section, the proposed Bayesian model class selection 
scheme is validated by its application on selecting the most plausible time-varying statistical air quality 
model for the daily averaged PM10 concentrations recorded at the ambient air quality monitoring station 
of Macau between 2001 and 2005.  
3. Method Validation 
For verification of the proposed method, Kalman filter was implemented on six time-varying statistical air 
quality model candidates listed in Table 1. The first four models are classified as the time-varying 
autoregressive model of order p, which is abbreviated as TVAR(p). The TVAR(p) model simply assumes 
that the daily averaged PM10 concentration of the kth day is a weighted sum of its concentrations of the 
previous p days and the weights are represented by the time-varying coefficientsIi,,where i=1,…,p. The 
input f represents the unmodeled dynamics and it is modeled as Gaussian i.i.d. with zero mean and 
variance Vf2. The last two models are classified as the time-varying autoregressive model with exogenous 
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inputs, which is abbreviated as TVAREX. Unlike the pure time series nature of the TVAR(p) model, the 
TVAREX model considers the underlying physical mechanism governing the particulate pollution of 
Macau through the exogenous inputs. The symbol 1ckx  denotes the hourly averaged PM10 concentration 
before midnight, which is used together with the past daily histories to indicate the initial condition of 
PM10 concentration on the next day. The symbols uk and kT  denote the magnitude and the absolute 
angle of the resultant wind velocity vector. The exponential term containing these two variables reflects 
the contribution to the PM10 concentration from the local sources of Macau as well as the cities nearby. 
The coefficient I3 represents the source strength, while the coefficients D and E represent the decaying 
speed. In this study, the values of D and E are taken to be 2928.8 hr km-1 and 297 deg-1, respectively 
through the optimization procedure. The exponential term containing the daily rainfall index rk, which is 
defined as the product of the daily rainfall amount and the duration of rainfall on the kth day, is used as a 
discounting factor on the PM10 concentration for a rainy day. The coefficient I4 controls the magnitude of 
reduction for a given rainfall index. 
Table 1: Proposed time-varying statistical models 
Model Governing relationship 
TVAR(1) 111,1   kkkk fxx I  
TVAR(2) 121,211,1   kkkkkk fxxx II  
TVAR(3) 131,311,1   kkkkkk fxxx II   
TVAR(4) 141,411,1   kkkkkk fxxx II   
TVAREX(1)  > @   11,41,311,211,1 expexp  c kkkkkkkkkkk fruxxx ITEDIII  
TVAREX(2)  > @   11,41,321,211,1 expexp   kkkkkkkkkkk fruxxx ITEDIII  
To ensure correct application of each Kalman filter based model, appropriate assumption of the process 
noise and the measurement noise variance are necessary. In this study, those values were assumed by 
using their optimal estimates obtained from the Bayesian noise variance selection scheme (Hoi et al. 2010; 
Yuen et al. 2007). Figure 1 shows the time history for the natural logarithm of the probability of each 
model candidate ln[P(Mj|Dk)] conditional on the measured daily averaged PM10 concentrations up to the 
kth day, where j = 1,…,6 and k = 1,..,1826. Each model is initially assigned with a prior probability of 1/6. 
Then the occurring probability of each model on the kth day is updated daily from the measured PM10
concentration of the kth day and the probability of the corresponding model class conditional on the 
measured PM10 concentrations of the previous (k-1)th day by using equation (2). When about three months 
of measured daily averaged PM10 concentrations (k | 92) are available, it is enough to determine the most 
plausible air quality model from the proposed candidates. It is noted that the probabilities of the TVAR(p)
models are far below the values of the TVAREX models. This quantitatively justifies that the TVAREX 
models are more representative of the actual system due to the inclusion of the exogenous inputs. For the 
TVAR(p) models, the conditional probability of the model class decreases when the value of p is 
increased from 1 to 4. This implies that a higher-order TVAR model may have unnecessarily too many 
uncertain parameters and overfit the data. For the TVAREX models, the TVAREX(1) model is 
comparatively more plausible to occur compared with the TVAREX(2) model. Therefore, the hourly 
PM10 concentration at midnight is a better indicator of the initial condition of the daily averaged PM10
concentration on the predicted day compared to the daily averaged PM10 concentration of the day before 
yesterday. Table 2 shows the probability of each air quality model conditional on five years of measured 
daily averaged PM10 concentrations between 2001 and 2005. Based on the conditional probabilities of the 
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model classes in this table, the TVAREX(1) model was judged to be the most plausible model during the 
study period. 
Figure 1: Time history for the natural logarithm of the probability of model class conditional on the measured PM10 concentrations 
of k days between 2001 and 2005 
Table 2: Probabilities of time-varying air quality models conditional on the daily averaged PM10 concentrations between 2001 and 
2005 
Model class P(Mj|D1826)
TVAR(1) 7.72×10-240
TVAR(2) 1.66×10-254
TVAR(3) 2.79×10-264
TVAR(4) 3.64×10-281
TVAREX(1) 1.00 
TVAREX(2) 1.25×10-60
To further illustrate the implications brought by the calculated model probabilities, the model candidates 
are evaluated by comparing their performance to perform predictions. Some well known error measures, 
namely the root-mean-squared error (RMSE), the mean absolute percentage error (MAPE), the coefficient 
of determination (r2) and the index of agreement (IA) were adopted to evaluate their modeling 
performance. In general, good predictive models associate with small values of RMSE and MAPE, as well 
as large values of r2 and IA. Since the data between 2001 and 2002 are utilized to find the optimal 
estimates of the process noise and the measurement noise variances for the Kalman filter based models, 
only the data of the last three years are used for evaluating the model performance. Table 3 shows the 
error statistics of the time-varying models for modeling the daily averaged PM10 concentrations between 
2003 and 2005. For the TVAR(p) models, it is noted that a minor improvement of the error statistics is 
generally achieved when the value of p is increased from 1 to 4. However, it is surprising that the trend of 
the conditional probabilities is opposite to the trend of the error statistics of the TVAR(p) models. This 
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implies that a more complex TVAR model which fits the data slightly better is comparatively less robust 
than a simpler one. Therefore, more penalty has been made to a higher order TVAR model during the 
model selection process and leads to the contradiction. In addition, it is noted that the TVAREX models 
have the same number of uncertain parameters as the TVAR(4) model. Using the number of uncertain 
parameters in the model as the criteria, the TVAREX models and the TVAR(4) model can be treated as 
equally complex. However, the TVAREX models especially the TVAREX(1) model are more efficient 
than any of the TVAR(p) models due to the inclusion of exogenous inputs. Therefore, using a longer past 
history does not guarantee better prediction performance. On the contrary, inclusion of explanatory 
variables which reflect the mechanism of the physical problem can better capture the actual system. 
Table 3: Error statistics of TVAR(p) models and TVAREX models 
Model class RMSE (Pg m-3) r2 MAPE (%) IA 
TVAR(1) 28.08 0.57 37.31 0.86 
TVAR(2) 28.16 0.57 37.08 0.86 
TVAR(3) 27.72 0.59 36.66 0.87 
TVAR(4) 27.55 0.59 37.10 0.87 
TVAREX(1) 20.25 0.78 28.26 0.94 
TVAREX(2) 21.80 0.74 30.84 0.92 
4. Conclusion 
In this paper, the Bayesian approach was proposed to select the most plausible Kalman filter 
based statistical air quality model. It was concluded that the proposed method is efficient since only a 
small amount of data are enough for selecting the most plausible model and the conditional probabilities 
are kept updating whenever a new measurement is obtained. Throughout detailed comparison of the 
modeling performance, it was found that the proposed methodology is reliable since it does not always 
bias towards the most complicated model. Finally, it was concluded that the TVAREX(1) model is the 
most plausible model among the proposed candidates. 
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