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Let X = (X,; t = (t~,.. . ,  t N) ~ RN+) be a separable N-parameter process defined 
on a complete probability space (Y2, ~-o~, P) endowed with a N-parameter filtration 
N 5~ = (if,; t ~ R÷ ), where N is a given integer. On the quadrant R~, we consider the 
partial order induced by the cartesian coordinates. The filtration ~ is assumed to 
be P-complete, right-continuous and increasing for the partial order, but no extra 
hypothesis (as the classical conditional independence property F4) is required. The 
notion of stopping point is a straightforward extension of that of stopping time for 
N = 1. The optimal stopping problem consists in maximizing E(Xr) as T belongs 
to the set of stopping points. We solve this problem by developing a compactification 
method which generalizes that introduced by Baxter and Chacon for the one- 
parameter case. 
A randomized stopping domain is a N-parameter process S = (S,; t ~ ~ff) which 
is adapted to the filtration ~, right-continuous and increasing for the partial order, 
with So = 0 and S~ = 1. The set of the random stopping domains is convex, and its 
extreme lements, called stopping domains, are those which only take the values 0 
or 1. For N = 2, we easily recover the notion of stopping line. A stopping point can 
be identified with a stopping system, which is defined as a pair of a stopping domain 
and a ~N-l-valued random variable enjoying an appropriate measurability condi- 
tion. Then, we define similarly the notion of randomized stopping systems. Finally 
we prove that the set of randomized systems can be identified with a compact subset 
of a topological vector space endowed with a weak topology. We call this the 
Baxter-Chacon topology, because it generalizes the classical case of N - -  1. 
Afterwards, under regularity conditions on X, we extend the map T~ E(XT) to 
the randomized stopping systems, and we prove its continuity for the the Baxter- 
Chacon topology. By using the classical argument which says that an affine con- 
tinuous map on a convex set achieves its maximum at least on one extreme lement, 
we finally prove the existence of an optimal stopping point. 
On the Stability of Nonlinear Filtering Systems 
Yoshio Miyahara, Nagoya City University, Nagoya, Japan 
We study the nonlinear filtering problems where both signal process x, and 
observable process Yt are governed by stochastic integral equations, and the 
coefficients of the equations are not necessarily bounded. Let x, and y, be defined by 
x, = Xo+ a(xs) ds+ b(xs) dzs, Y' = fro h(xs) ds+ w, 
where zt and wt are mutually independent s andard Wiener processes and a(x) and 
b(x) are Lipschitz continuous. Assuming that h(x) is of C2-class and that h, h' and 
h" are polynomial order functions, we know that the filtering measure H( .  ly) is 
well-defined. 
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The filtering measure 17(. ]y) is a probability measure on C[0, t], and its distribu- 
tion is dependent on the system (a(x), b(x), h(x)) and observed path y ,= 
{y,,O~s<~ t}. We prove that under suitable assumptions on h(x), this filtering 
measure is continuously dependent on the system (a(x), b(x), h(x)) and observed 
path Yr. 
Variational Methods for Stopping Problems of Symmetric Markov Processes 
H. Nagai, Tokyo Metropolitan University, Tokyo, Japan 
Let M = (£2, ~, ~,, Px, Xt) be a symmetric Markov process on a locally compact 
Hausdorff space X with countable base, associated with a regular Dirichlet space 
(~, g) on L2(dm). Let F be a separable metric space, Mr be the totality of F-valued 
progressively measurable processes and S be the set of all stopping times. Then we 
define 
[I j~-~'-gc(x~.z)dsc(V~' W*(X) = sup Ex ,, s j~'-,, ~o dt 
r~S,{zt}~ Mr" 
"1 
+ e . . . .  i~(x~'z~)~g(X~)] (1.1) 
for given functions f(x, z), c(x, z) on X x M and g on X such that g c ~, If(x, z) 1 <~ 
3fo(x) ~ L2(dm) and 0 ~< c(x, z) <~ 3 C1. Next we consider a game variant of the above 
stopping problem (1.1): 
/ ~ z~) dt u*(x) = inf sup inf sup E~ e-"'-g~(x~'~D])d~f(x,, z,,
o-~S "r~S {zl,} {z~}~Mr 3o 
t- -ctcr~'~c(X ,zl,z2)dxKg V "~ I 1 e . . . . .  ,,~j-{~,<_~}j (1.2) 
for given functions c(x, y, z), f(x, y, z) on X x F x F and g(x) and h(x) on X such 
that g<~ h, ~ ~, lf(x, y, z)l <~3fl(x) e L2(dm) and 0 <-< - c(x, y, z) <~C2. We introduce 
a variational inequality 
g~(u,v-u)+(Hu,  v-u)>~O, Vv~K,u~K.  (1.3) 
Then we can show that w*(x) (resp. u*(x)) is a quasi-continuous modification of 
the solution of (1.3) with Hu = H( . ,  u(. )), H(x, u) = -sup=~r{f(x, z) -c(x,  z)u} 
and K = {v ~ if; v I> g a.e.} (resp. H(x, u) = - infy~r sup~r{f(x,  y, z) - c(x, y, z)u} 
and K ={vc  ~;  h>~ v>~ g, a.e.}). 
On a Variant of Changing Payoff for Multivariate Stopping Problems 
Masami Yasuda, Chiba University, Chiba, Japan 
A variant of multivariate stopping problems with a monotone rule is considered. 
In the problem there are two kind random vector sequences for the payoff of players. 
