The optimal parameters of the support vector machine (SVM) are very important for accuracy modeling and generalization performance. The quantum particle swarm optimization (QPSO) algorithm takes on the characteristics of the rapid global optimization, scale chaos method provides the characteristics of the fast convergence and the SVM has the characteristics of the nonlinear fitting. These advantages of the scale chaos method and the QPSO algorithm are used to propose a scale chaos QPSO (SCQPSO) algorithm. Then the SCQPSO algorithm is used to optimize the parameters of the SVM model. A new information fusion method based the SCQPSO algorithm and the SVM model (SCQPSO-SVM) is proposed in this paper. The SCQPSO-SVM algorithm uses the global optimization ability of the SCQPSO algorithm to comprehensively optimize the penalty coefficient, kernel parameter and hybrid weight of the SVM model. The goal is to improve the solved speed and solution accuracy of the SVM model. The SCQPSO-SVM algorithm is applied in the testing function and the rotor fault diagnosis of traction motor. The experimental results show that the SCQPSO algorithm can search for the good optimization results and the SCQPSO-SVM algorithm can reduce the error rate of the fusion recognition. So the SCQPSO-SVM algorithm takes on better generalization performance and prediction accuracy in the real application.
Introduction
Information fusion was initially known as data fusion. Multi-sensors were firstly used to collect the battlefield information and automatically analyze the obtained information by using the computer in the military C3I system in USA. Since then, information fusion was regarded as one new research filed (Richardson and Marsch, 1988) . In the 1990s, with the widespread development of information technology, the information fusion with the broader concept was proposed. In the field of information fusion, multi-sensor fusion, data fusion and information fusion were often referred (Wilfried, 2007) . In fact, there are some differences among them, under no effect application, the data fusion and information fusion can be the same. The more precise concept of information fusion is: computer technology is used to automatically analyze the obtained multi-source information in a certain criterion in order to complete the information processing of decision-making and estimated tasks.
Information fusion is a broad field in present computer science. It is a typical problem that involves the integration of multi-source information to widely be applied in artificial intelligence, distributed systems, robotics, financial systems, or security and so on. A variety of information fusion methods have been developed over the years (Xu and Krzyzak, 1962; Chen, 2013) . These information fusion methods are essentially summarized into the random algorithms and artificial intelligence. The random algorithms have the weighted average method, Kalman filtering, multi-Bayesian estimation method, evidential reasoning, etc (Kim et al.,1999) . Artificial intelligence has fuzzy logic theory, neural network, rough set theory, expert system, information entropy, cluster analysis, etc (Chen et al., 2011) . These information fusion methods have played a huge role in the military, aerospace, energy, metallurgy, petrochemical and other fields.
Kalman filtering of information fusion has received great attention in recent years. Deng et al. (2005) presented the information fusion steady-state Kalman estimators for the time-invariant system with multimodel, but this method does not solve the information fusion filtering problem for the time-varying system. For an information fusion technique based on an artificial neural network (ANN), Sharkey et al. (1994) regarded the ANN as a fusion centre for multisensor information to combine the pressure, sound and vibration features to detect the faults. Ken et al. (2012) presented a neural-network fuzzy control for a time-delay chaotic building system. Xiao et al. (2005) presented a data fusion method based on combining the ANN with wavelet analysis for structural damage detection. For an information fusion technique based on fuzzy logic, Liu et al. (2006) presented a feature level direct fuzzy data fusion approach. The Choquet fuzzy integral data fusion method was employed. Boutros and Liang (2007) presented a fuzzy index fusion method to fuse the different indices derived from the same data source of a single sensor. For Bayesian inference based on information fusion techniques, Dromigny and Zhu (1997) presented the Bayesian fusion technique to improve the dynamic range of a real-time X-ray imaging system by combining acquired information under two different acquisition conditions. Lucas (2001) combined the probabilistic reasoning offered by a Bayesian network and logical reasoning to minimize decision uncertainty of fault diagnosis. Yang et al. (2010) presented an information fusion method for driver fatigue recognition model. Jayaswal and Verma (2011) presented a new approach based on wavelet transform, artificial neural network and fuzzy rules for detecting and localizing defects in rolling element bearings in order to overcome the shortcomings in the traditional vibration analysis using time-domain and frequency-domain features. Kankar et al. (2013) presented a vibration signature analysis of the high speed rolling element bearings due to localized defects with an un-cracked and a cracked rotor.
As an extension to probability theory, the Dempster-Shafer (D-S) evidence theory is frequently used as a method for dealing with the uncertain information. Parikh et al. (2001) used the D-S evidence theory to combine the outputs of two or more primary classifiers in order to improve the overall classification performance. Basir and Yuan (2005) used the D-S evidence theory to integrate multi-sensor information including vibration, sound, pressure and temperature. Li et al. (2008) presented information fusion method based on the combining ANN with D-S evidence theory for damage identification. For the information fusion methods based on artificial intelligence, Twycross and Aickelin (2010) presented a biological information fusion mechanism in the human immune system. Kirchmaier et al. (2011) presented a new method for three dimensional objects tracking by fusing information from stereo vision and stereo audio. The obtained localization estimates combined with confidence measurements are fused to track an object utilizing particle swarm optimization. Leung et al. (2013) incorporate the ideas of group decision-making into the theory of evidence and propose an integrated approach to automatically identify and discount unreliable evidence. An adaptive robust combination rule that incorporates the information contained in the consistent focal elements is then constructed to combine such evidence.
Support vector machine based on the statistical learning theory was a new machine learning technique introduced in the 1990s. It is a learning training method based on structural risk minimization, which can better solve these practical problems of the small sample, high dimension, nonlinear and local minimum. And it can establish the accurate model of the system with strong generalization ability. Because the support vector machine (SVM) method takes on good learning ability and generalization ability, it is widely applied in the information fusion (Iplikci, 2006; Xi et al., 2007; Wang et al., 2007) . Iplikci (2010) presented a novel neuro-fuzzy control structure based on the fusion of adaptive network fuzzy inference system (ANFIS) and support vector machines for unknown nonlinear plants. Chen et al. (2006) presented a duallayer support vector machine fusion network that is featured by using a different pseudo-amino acid composition (PseAA). The PseAA here contains much information that is related to the sequence order of a protein and the distribution of the hydrophobic amino acids along its chain. Ma (2011) presented a formation drill ability prediction method based on multi-source information fusion. In this method, the kernel principal component analysis (KPCA) is used to extract the feature of the parameters, and then quantum particle swarm optimization-support vector machine (QPSO-SVM) is utilized as the information fusion algorithm. Sudheer et al. (2013) presented the accuracy of the hybrid SVM-QPSO model (support vector machine-quantum behaved particles warm optimization) in predicting monthly stream flows. The SVM model with various input structures is constructed and the best structure is determined using normalized mean square error (NMSE) and correlation coefficient (R). Further quantum behaved particle warm optimization function is adapted in this study to determine the optimal values of the SVM parameters by minimizing NMSE. Guo et al. (2009) presented a method based upon Hilbert envelope spectrum and SVM for the fault diagnosis of rolling bearing. Mohammadnejad et al. (2012) presented a prediction method of blast-induced ground vibration in limestone quarries using support vector machine.
The SVM has a good learning ability and generalization ability, but parameter selection plays a decisive role for learning precision and generalization ability of the SVM. For the parameter selection problem of the SVM, some scholars have done the in-depth study and discussion by using the various optimization methods from the different degree of angle in order to obtain some good results. But each used method has own defect for optimizing the parameters of the SVM. In allusion to the slow convergence speed of the QPSO algorithm, we use the fast convergence characteristic of scale chaos method with the QPSO algorithm to propose a scale chaos QPSO (SCQPSO) algorithm. The SCQPSO algorithm is used to optimize used to optimize the parameters of the SVM model in order to obtain an information fusion method based the SCQPSO algorithm and the SVM model (SCQPSO-SVM). Finally the proposed SCQPSO-SVM algorithm is applied in the testing function and the rotor fault diagnosis of traction motor to test and verify the performance of the information fusion method.
The rest of this paper is organized as follows. Section 2 introduces the related works about the PSO algorithm, quantum particle swarm algorithm, and scale chaos quantum particle swarm algorithm and support vector machine. Section 3 briefly expatiate the idea of the optimization, the optimized SVM model and implementing steps and function simulation of the SCQPSO-SVM algorithm. Section 4 introduces a fault diagnosis method of the traction motor based on the SCQPSO-SVM algorithm and analyzes the application case. Finally, the conclusions are discussed in section 5.
Basic methods

Particle swarm optimization
PSO is inspired by social behaviour simulation, and was originally designed and developed by Kennedy and Eberhart (1995) . It is a population-based search algorithm that was on the basis of the simulation of the social behaviour of birds within a flock. The PSO consists of a number of individuals, which have a position and a velocity and are denoted as particles. It works by attracting the particles to search space positions of high fitness. In PSO, each particle has a memory function and adjusts its trajectory according to the best visited position and the global best position of the whole swarm. As with other optimization algorithm, PSO uses a fitness evaluation function to take each particle's position and set its fitness value. The position of highest fitness value visited by the swarm is called the global best (g best ) and the position of highest fitness value by individual is called the local best (p best ). In a Ddimensional research space, each particle is treated as a point. The best previous position of particle in the swarm is described as
T . The rate of the velocity for particle i is represented
T . The particle's new velocity and position is updated by the following equation (Deng et al., 2012) 
v ij t þ 1 ð Þ, velocities of particle i at iterations j, x ij t þ 1 ð Þ, positions of particle i at iterations j.w denotes the inertia weight coefficient of velocity, c 1 and c 2 denote acceleration coefficient. r 1 and r 2 are random numbers uniformly distributed in [0, 1] which denote remembrance ability for study
id , velocities of particle i at iterations d, x tþ1 id , positions of particle i at iterations d. w is the inertia weight, it is a positive linear function of time changing according to the generation iteration. Suitable selection of the inertia weight provides a balance between global and local exploration, and results in less iteration on average to find a sufficiently optimal solution. The acceleration constants c 1 and c 2 represent the weighting of the stochastic acceleration terms that pull each particle toward p best and g best positions accordingly. Low values allow particles to roam far from target regions before being tugged back, while high values result in abrupt movement toward or past target regions. The rand 1 and rand 2 are random numbers uniformly distributed in [0,1] which denote remembrance ability for study.
Quantum particle swarm algorithm
From the perspective of quantum mechanics, Sun et al. (2004) proposed a new QPSO based on basic PSO algorithm by researching the convergence behaviour of the particles. The QPSO algorithm improved the evolutionary search strategy of the classical PSO algorithm. According to the completely different characteristics of the meeting aggregation state, all particles implement searching tasks in the whole feasible solution space. This algorithm only needs the velocity vector to find the global optimal solution in the evolution equation. This will form the more simple evolution equation and the more easily controlled parameters. In the QPSO algorithm, each particle must converge on the respective random point P, P ¼ ð p 1 , p 2 , . . . , p n Þ, the j th dimension of the i th particle is described (Blasone et al., 2005 )
A global point is introduced into the PSO algorithm to calculate the next iteration variable of the particle, which is defined as the mean best value of the local optimum location in all particles. The calculated formula is as follows
where M best is the intermediate position in the P best , M is the number of the particles, j is dimension value of the particle, P i is the best position of the particle, P ij is the found optimal solution (p best ) of the particle, P gj is the found optimal solution (g best ) of the all particles, x i ðtÞ is the related position information. is the contraction or expansion coefficient of the QPSO algorithm, it is an important convergence parameter for the QPSO algorithm. r 1 , r 2 and u are the random number in the [0,1]. In the iterative process, AE is determined by the random number u, When the generated random number is greater than 0.5, there will choose À, otherwise the þ is selected in this paper. In the QPSO algorithm, the state of the particle is only described by using the position vector, and there is only one control parameter . The selection and control of this parameter is very important, because this parameter determines the convergence speed of the whole algorithm. The selected value of the in the iteration of the t th time is calculated by the following expression
2.3. A Scale chaos quantum particle swarm algorithm
The global search ability of the QPSO algorithm is better than the classic PSO algorithm. But sometimes the QPSO algorithm still occur the premature convergence phenomenon. In order to let the population avoid the local optima, the judgment mechanism of the premature convergence is introduced into the QPSO algorithm
where f i is the fitness value of the current particle, f best is the fitness value of the current best particle, f worst is the fitness value of the current worst particle. With the running of the iteration, the value of the P i is decreasing. In this paper, a threshold f 0 is set. When P i < f 0 and the termination condition is not met. We may determine that the particle is in a temporary standstill state. Chaos is a widespread nonlinear phenomenon in nature. It seems chaotic, but it has the delicate internal structure, takes on the features of the randomness, the ergodicity and regularity (Leandro, 2008) . It is extremely sensitive to initial conditions and doesn't repeatedly traverse all states according to the laws of their own in a certain range. So these features of the chaotic motion may realize the search optimization. Now there is no strict definition of chaos, the obtained random motion state by the deterministic equations is called chaos.
The basic idea of chaos is to linearly map chaos variable into the value range of the optimization variable. Then the chaos variable is used to search. The randomicity and ergodicity of the chaos can avoid falling into the local minimum and overcoming the shortcomings of traditional optimization algorithm. In this paper, a one-dimensional (1D) Logistic mapping method is used to improve the QPSO algorithm.
The mathematical expression of the 1D Logistic map method is (Marian et al., 2012) 
where the control variable 2 ½0, 4 is the parameter of the Logistic. When control variable ¼ 4, Logistic mapping is full mapping on the value of [0,1], and at the same time, the Logistic mapping is full in the chaotic state. That is, the generated sequences under Logistic mapping function (the initial condition x 0 ) are not periodic. While outside this range, the generated sequences must converge to one specific value.
In this paper, we use the chaos characteristics of ¼ 4. At the same time, a scale coefficient is set for the chaos system. The equation of the generating chaos is follows
where ¼ 4, 0 xðtÞ 1, 2 ð0:5, 1Þ. The scale coefficient will guarantee the algorithm has the larger mutation coefficient at begin. With the running of the algorithm, the scale coefficient decreases, and mutation operator searches for the ergodic space in order to possible traverse the entire solution space in the preliminary stage of the algorithm and possible execute local deep searching in the latter.
The scale chaos system provides the guarantee and fast convergence for combining the QPSO algorithm with the chaos method to generate the new SCQPSO algorithm. The SCQPSO algorithm is significantly improved on the convergence speed and convergence precision. The flow of the SCQPSO algorithm is described as follows:
Step 1. Initialize. The dada is initialized. The related parameters and the termination condition and so on are set. The xðtÞ is given different initial value of number i in mathematics, then the different chaos variable of the i th track is used to search.
Step 2. Map xðt þ 1Þ into the space domain of the solving problem yðk, t þ 1Þ ¼ a t þ ðb t À a t Þxðt þ 1Þ yðk, t þ 1Þ 2 ½a t , b t ð14Þ
Step 3. Calculate the fitness value. Calculate the fitness value according to the fitness function. Find out and update the individual extreme value (pbest) and the global extreme value (M best ).
Step 4. For each particle, its fitness value is compared with the fitness value of two extreme points, then update particle swarm.
Step 5. Determine the termination condition. If the result meets the end condition, the calculation will be end. Output the optimal value. Otherwise go to step 6.
Step 6. Determine the global extreme value (M best ). If the global extreme value (M best ) doesn't be continuously updated or the value of the iteration is larger than the set value, the scale chaos quantum particle swarm optimization (SCQPSO) algorithm is executed, go to
Step 7.
Step 7. The particle and the generated chaos mutation operator are summed in order to generate new particle, go to Step 3.
Support vector machines (SVM)
SVM introduced by Vapnik (1998) , is one of the most popular tools in bioinformatics for a supervised machine learning method based on structural risk minimization. The basic characteristic of SVM is to map the original nonlinear data into a higher-dimensional feature space where a hyperplane is constructed to bisect two classes of data and maximize the margin of separation between itself and those points lying nearest to it (the support vectors). The hyperplane should be used as the basis for classifying unknown data. So SVM was widely applied in pattern recognition, nonlinear system identification, modelling, predication and control and so on. The SVM is mainly used to solve the binary classification problem. The theory was originally derived from data classification. The SVM is to find one division plane with meeting the given requirement in order to keep the point of the training set far away the plane. In other words, it is to find one split plane to keep the largest classification interval (margin). The SVM originated from the optimal classification surface from the linearly separable circumstance. It is used to solve the linear constrained quadratic programming problem by mapping the input space into the high dimensional inner product space in order to obtain the global optimal solution to guarantee convergence speed and avoid the local minimum problem. The basic idea is described in Figure 1 .
In Figure 1 , the solid squares and hollow circles respectively represent two kinds of samples. B is the classification line, B1 and B2 the nearest sample from the B, and the two lines parallel to the classification line B. The classification interval (Á) is the distance between B and B1 (or B2). For the high-dimensional problem, the classification line is regarded as the classification hyperplane. The optimal classification hyperplane can not only rightly separate the two types of samples, but also be the classification hyperplane of the largest classification interval. The goal of the SVM algorithm is to find the optimal hyperplane with the largest classification interval.
The given training sample is fx i , y i ji ¼ 1, 2, 3, . . . , mg, m is the number of samples, the set fx i g 2 R n represents the input vector, y 2 fþ1, À 1g indicates the corresponding desired output vector, the input data is mapped into the high dimensional feature space by using nonlinear mapping function ðÞ. In the high-dimensional feature space, the constructed optimal classification hyperplane may be separated by one hyperplane w Ã x þ b ¼ 0. Each sample point is satisfied by the following expression
where w represents the weight vector, b is the threshold value, At this time, the classification interval(Á) is 2=w. So the maximum interval is equivalent to the minimum of the jjwjj 2 . It meets the equation (8), and the optimal classification plane is the classification plane of the smallest jjwjj 2 . The slack variables of the i and i are used to measure the distance between the actual value y i and the support vector machine. The optimization problem of data separation plane is transformed into the following optimization problem
where C is penalty parameter, which is used to control the punish degree. The multiplier i and kernel function kðx i , y i Þ ¼ ðx i Þðx j Þ of the Lagrangian is introduced to transform the above optimization problem into the quadratic programming optimization problem
The corresponding point i 4 0 is called support vector, the number of support vectors is less than the number of training samples in general. The classification decision function is obtained by the following expression
In the SVM, the used kernel functions have radial basis function(RBF) kðx i , x j Þ ¼ expðÀjjx i À x j jj=2 2 Þ ( is the parameter of RBF), the polynomial function
In this paper, the radial basis function (RBF) is selected as the inner product kernel function.
3. An information fusion method based SCQPSO algorithm and SVM model 3.1. The idea of the optimization
In the theory of the SVM, the function of the penalty coefficient C is used to adjust the proportion of the confidence range and experience risk in the determined subspace in order to make the best classification ability of the learning machine. For the determined classification data, when the value of the penalty coefficient C is small, it means that the penalty of the experience error is small. Otherwise, the complexity of the machine learning is small and the experience risk of the machine learning is large, or vice versa. The too large or too small value of the penalty coefficient C will make the poor generalization ability of the system. The function of the kernel parameter 2 is used to determine the corresponding relation between the mapping function and feature space. The selected appropriate kernel parameter 2 will be able to project the data to the appropriate feature space. However, the values of the appropriate kernel parameter 2 and penalty coefficient C are very difficult to be pre-determined. It is critical how to effectively select the parameters' values of the SVM for the experience risk and classification ability of the SVM model. The SCQPSO algorithm based on PSO algorithm is a proposed new algorithm in our paper. The SCQPSO algorithm reputes each particle that takes on quantum behaviour. Due to the completely different characters of the aggregation state, when the particle moves, the particle does not have the determined trajectory in the search space. This will make these particles search the global optimal solutions in the whole feasible solution space. So the global search ability of the SCQPSO algorithm is far superior to these of the PSO algorithm. And the SCQPSO algorithm takes on a short time, a small amount of calculation and very high robustness. Therefore, in allusion to the defects of the current selection method of SVM parameters, the global search capability of the SCQPSO algorithm is proposed to comprehensively optimize the kernel parameter 2 , penalty coefficient C and hybrid weight of the SVM model. Finally, we establish a high-precision SVM model based on the SCQPSO algorithm, called information fusion method (SCQPSO-SVM) in this paper. The goal is to improve the solved speed and solution accuracy of the SVM model.
The SVM optimization model and implementing steps
Because the parameters' values of the SVM model have a greater influence to the performance of the SVM, the values of the optimum kernel parameter 2 and penalty coefficient C of the SVM model need be obtained in order to get the SVM with the higher performance. So the SCQPSO algorithm is adopted to comprehensively optimize the parameters of the SVM in order to obtain the SCQPSO-SVM model based on the SCQPSO algorithm and SVM model. The flow chart of the SCQPSO-SVM model is shown in Figure 2 . The specific steps of the hybrid SCQPSO-SVM algorithm are described:
Step 1. Initialize. Suppose the maximum number of the evolution iteration (T max ), and the current iteration is t ¼ 1. Randomly initialize the initial velocity and position of the particle in the limited range. Randomly initialize the initial population XðtÞ ¼ fx 1 , x 2 , . . . , x m g in the solution space. The position of the particle is defined in x i 2 ½À1, 1. The value of parameter linearly decreases from 1.0 to 0.5.
Step 2. Binary coding for the parameters. When the SCQPSO algorithm is used to optimize the radial basis kernel parameter and 2 , each particle must be replaced by a set of the potential solutions. That is a parameter set. The set is
where m is the number of the particles. Step 3. Select the fitness function. The fitness function is used to test the performance of the algorithm. In this paper, the following function is selected
where RMSEð, Þ is the mean square error of the calibration result. When termination condition is met, the maximum fitness function corresponds to the optimal combination of the kernel parameter and 2 .
Step 4. Update the position of the particle. Update the local optimum location P ij of each particle and other relevant variables.
Step 5. Update the global optimal position. Update the l global optimum location P gj of each particle and other relevant variables.
Step 6. Calculate the value of the M best .
Step 7. Calculate the random point P i of each particle.
Step 8. Update the new position of each particle according the certain probability plus and minus.
Step 9. Check the end condition. If the end condition is met, the searching process is end and return to the result of the current best individual. Otherwise, t ¼ t þ 1, return to Step 3 to recalculate until the termination condition is met or the number of iteration is t ¼ T max .
Step 10. Use the optimal parameters to train the SVM model.
Step 11. Obtain the optimal QPSO-SVM model.
Function simulation of the SCQPSO-SVM algorithm
In order to verify the validity of the proposed QPSO-SVM algorithm, two-dimensional function with noise f ðx 1 , x 2 Þ ¼ sin x 1 cos x 2 þ 0 is selected in this paper. x 1 , x 2 2 ½À, . The average value of the 0 is zero, the deviation of Gaussian noise is 0.01, 0.05 and 0.10. Each variance to the noise is uniformly distributed in the region according to the x. We take 300 data to form a data set, which is divided into two sets. One set is regarded as training data of the SVM model; the other data is regarded as testing data of the SVM model. The basic PSO algorithm, the standard PSO algorithm and the SCQPSO algorithm are respectively selected to optimize the parameters of the SVM model. Table 1 .
The basic PSO algorithm, the standard PSO algorithm and the SCQPSO algorithm are used to optimize the parameters of the SVM model for many times to obtain the average results in Table 1 . The average results were compared and analyzed. As can be seen from Table 1 , the average error and the mean absolute error of the SCQPSO algorithm is the minimum than the basic PSO algorithm, the standard PSO algorithm. So the proposed SCQPSO-SVM model takes on the higher accuracy and tracking effect, and further improves the whole generalization ability of the SVM model.
The fault diagnosis method of motor based on the SCQPSO-SVM algorithm
Fault diagnosis is to judge the operating state and the abnormal condition, and determine the diagnosis result for providing the evidence with the diagnostic recovery. In order to realize the fault diagnosis for the system, the first, fault detect is executed, then the fault type, fault location and fault cause are diagnosed. Finally the solving scheme is given to achieve the fault recovery. From the perspective of pattern recognition, the essence of the fault diagnosis process of the traction motor rotor is to classify and identify the pattern according to all kinds of the feature vectors of the state parameters. So the SCQPSO-SVM algorithm is introduced into the fault diagnosis of the traction motor rotor. The validity and accuracy of this method are verified by the application case.
The common faults of motor rotor have rotor unbalance, rotor misalignment, static and dynamic friction, oil whirl, rotation detachment and surge and so on. Due to the limited page in this paper, the normal condition, rotor unbalance and oil whirl are selected to carry out pattern recognition. d ¼ 0 represents the normal rotor, d ¼ 1 represents the rotor unbalance fault, d ¼ 2 represents oil whirl fault. In this paper, Matlab2009a software platform and Libsvm toolbox are selected to test the model of the SCQPSO-SVM algorithm. The specific experiment steps are described:
(1) Randomly select the training data set and testing data set. 300 sample data of the traction motor are selected. The randomly selected 250 sample data is regarded as Table 2 . The component of the various types of sample data. Training sample data  50  108  92  Testing sample data  8  23  19  Total sample data  58  131  111 the training data for the SCQPSO-SVM algorithm. The rest is regarded as the testing data. In the 300 sample data, the various types of sample data are shown in Table 2 . The comparison result of all kinds of sample data by statistical analysis method is shown in Figure 3 .
(2) Pre-process data. The training data set and testing data set is normalized to the [0,1]. The mapminmax is a normalized function from Matlab2009a. In this paper, the mapminmax function is selected to normalize these sample data.
(3) Implement the reduction operations.
An attribute reduction algorithm of the importance based on the rough set theory is selected to implement the reduction in order to delete the unnecessary redundancy attributes from sample data. Finally the minimum rule set of the greatest degree is obtained in this paper.
(4) Optimize the parameters of the SVM model.
The SCQPSO algorithm is used to optimize the parameters of the SVM model in order to obtain the best parameters of the SVM. We obtain the optimal values: c ¼ 0.0241, the optimal g ¼ 0.9942.
(5) Train the SVM model.
The best parameters and training sample data are used to continuously train the SVM model in order to the optimized SCQPSO-SVM model.
(6) The optimized SCQPSO-SVM model is used to test and diagnose the testing sample data in order to obtain test results.
(7) Output classification accuracy.
The accuracy rate of the final output classification is shown in Table 3 .
From Table 3 , the proposed information fusion method based on quantum particle swarm optimization and support vector machine can accurately diagnose the fault of the normal condition, rotor unbalance and oil whirl fault of the traction motor. For the rotor unbalance fault and oil whirl fault, the fault identification rates are 95.7% and 94.7%. In forty-two testing samples, forty testing samples are correctly determined in the testing, and the total accuracy is 95.23%. These testing results prove that the proposed information fusion method takes on high accuracy and meets the engineering requirements for fault diagnosis.
To further illustrate the fault diagnosis performance by using the information fusion method (SCQPSO-SVM) based on quantum particle swarm optimization and support vector machine, the experiment result of the SCQPSO-SVM algorithm is compared with the BP neural network, SOM neural network, and SVM and PSO-SVM algorithm and so on. The experiment results of these methods are shown in Table 4 . The correct rate comparison of all kinds of the used methods by statistical analysis method is shown in Figure 4 .
As can be seen from Table 4 and Figure 4 , for the given 33 testing sample data, the fault diagnosis rates of BP neural network and the SOM neural network are the lowest; the correct testing results are 25. The fault diagnosis correct rate is 75.76%. Then the correct fault diagnosis number of the SVM mode is 27. The fault diagnosis correct rate is 81.82%. The correct fault diagnosis number of the PSO-SVM model is 30. The fault diagnosis correct rate is 90.91%. The correct fault diagnosis number of the proposed SCQPSO-SVM model is 32. The fault diagnosis correct rate is 96.97%. Obviously, the diagnosis effect of the proposed QPSO-SVM model is better than the SVM model and PSO-SVM model. The experiment results show that the SCQPSO-SVM method takes on a short time, a small amount of calculation and very high robustness in the process of the fault diagnosis. The SCQPSO-SVM model has better classification result.
Conclusion
Information fusion was initially known as data fusion. It is a broad field in the present computer science. The information fusion methods essentially summarized the random algorithms and artificial intelligence. They have played a huge role in the military, aerospace, energy, metallurgy, petrochemical and other fields. The SVM model is a learning method based on the statistical learning theory, we needn't know the relation between the dependant variable and the independent variable in the modelling. The very complex nonlinear mapping relation between the dependant variable and the independent variable is obtained by learning samples. At the same time, because the SVM model is based the minimization principle of the structural risk, it takes on good extrapolation ability. We needn't know too much data to model. And the kernel parameter 2 and penalty coefficient C of the SVM model have greater influence to the performance of SVM model. The PSO algorithm takes on the simple operation and fast convergence performance. So based on the analysis of computational intelligence algorithms of the PSO algorithm and SVM, the characteristics of rapid global optimization of the SCQPSO algorithm and the characteristics of nonlinear fitting are combined in order to propose a new information fusion method in this paper. The proposed method uses the QPSO algorithm to optimize the parameters of the SVM model in order to obtain the optimization method of the appropriate parameter and the kernel function of the SVM model. Then the optimized SCQPSO-SVM algorithm is obtained. In order to verify the optimization performance and solve the practical engineering problem of the information fusion method (SCQPSO-SVM), the SCQPSO-SVM algorithm is used to comprehensively optimize the complex function and diagnose the motor faults of traction motor. The validity and accuracy of the SCQPSO-SVM algorithm is verified in this paper. The experimental results show that the proposed information fusion method (SCQPSO-SVM) has the higher diagnostic accuracy, than the ANN. At the same time, this method takes on some advantages under the small samples and nonlinear circumstances. There are less learning problems in the SCQPSO-SVM algorithm. So the SCQPSO-SVM algorithm takes on a short time, a small amount of calculation and very high robustness. This method can better meet the high requirements of the fault diagnosis system for the traction motor.
