A bisection of an n-vertex graph is a partition of its vertices into two sets S and T , each of size n/2. The bisection cost is the number of edges connecting the two sets. In directed graphs, the cost is the number of arcs going from S to T . Finding a minimum cost bisection is NP-hard for both undirected and directed graphs. For the undirected case, an approximation of ratio O(log 2 n) is known. We show that directed minimum bisection is not approximable at all. More specifically, we show that it is NP-hard to tell whether there exists a directed bisection of cost 0, which we call oneway bisection. In addition, we study the complexity of the problem when some slackness in the size of S is allowed, namely, (1/2 − )n ≤ |S| ≤ (1/2 + )n. We show that the problem is solvable in polynomial time when = Ω (1/ log n), and provide evidence that the problem is not solvable in polynomial time when = o(1/(log n) 4 ).
Introduction
A cut of a (directed or undirected) n-vertex graph is a partition of its vertices into two sets. The cost of a cut (S, T ) is the number of edges connecting S and T . In directed graphs, the cost is the number of arcs going from S to T . We refer to a cut of cost 0 in a directed graph as a oneway cut.
For 0 < b ≤ Specifically, the cut is called a bisection if S and T are of equal sizes. All the above notions may be naturally generalized for a graph G with a nonnegative cost function on the vertices and / or edges.
Minimum bisection (b-balanced cut) is the problem of computing a bisection (b-balanced cut) of minimum cost for an input graph G. This problem is known to be NP-hard in undirected graphs [4] , and can easily be shown NP-hard for directed graphs as well. Simply replace every edge by a pair of antiparallel arcs.
NP-hardness gives the motivation for approximation algorithms. An algorithm is said to approximate a minimization problem within ratio ρ ≥ 1 if it runs in polynomial time and outputs a solution whose cost is at most ρ times the cost of the optimal solution. A pseudo-approximation algorithm (also called bicriteria approximation algorithm) is an algorithm which approximates a certain optimization problem with respect to two parameters.
Notice that an approximation algorithm for the minimum b-balanced cut problem in directed graphs implies a polynomial solution for the b-balanced oneway cut problem, i.e., the problem of determining whether an input graph has a b-balanced oneway cut. The analogous problem for undirected graphs, namely, checking whether an undirected graph has a b-balanced cut of cost 0, is polynomial. It is equivalent to the knapsack problem, with the "items" being the connected components of the graph. A polynomial solution is thus possible through dynamic programming, for the unweighted case as well as for polynomial vertex costs (though the problem becomes NP-hard when vertex costs are exponential).
Related work
Feige and Krauthgamer [3] gave an O(log 2 n)-approximation for minimum bisection in undirected graphs, which applies for several extensions of the problem, such as weighted versions or cuts which separate an arbitrary number of vertices.
Leighton and Rao [9] gave a pseudo-approximation for the weighted b-balanced cut problem. Let B denote the cost of an optimal b-balanced cut. A polynomial time algorithm described in [9] finds for every > 0 a (b − )-balanced cut of cost O( log n B). This is true in the undirected case. In the directed case the result is weaker, as the cut found is only (b/2 − )-balanced (and still of cost O( log n B)). In the special case when B = 0, one may use the algorithm of [9] in order to find a b/2-balanced oneway cut in a directed graph where there exists a b-balanced oneway cut.
The interest in directed b-balanced cuts is partly due to their relation to b-vertex separators. Minimum b-vertex separator is the problem of finding a minimum set of vertices whose removal separates the vertices of the graph into two disconnected sets, each of size at least bn. This problem is known to be NP-hard [1] . One approach for approximating this problem is by a reduction to the directed b-balanced cut problem. In this reduction every edge is replaced by two antiparallel arcs, every vertex is replaced with a pair of vertices, the first for incoming arcs and the second for outgoing arcs, and for each pair an arc connects the first vertex to the second. This well-known approach is used for finding minimum vertex separators using a reduction to the classical minimum cut problem. It may also serve to approximate other problems involving vertex separators, which tend to be at least as hard as their equivalents for edge cuts in undirected graphs (see [2] ).
Our results
We show that the oneway bisection problem is NP-hard, implying that the minimum directed bisection problem is non-approximable unless P=NP. Observe that finding an empty vertex separator is in P, perhaps indicating that small directed cuts are not the best tool for finding small vertex separators.
We achieve an even stronger result, showing that it is NP-hard to distinguish between directed graphs with a oneway bisection and those in which every bisection has at least n δ directed edges, for every δ < 1. For the b-balanced oneway cut problem, we extend the above hardness result
by proving that a polynomial algorithm for this case would imply a subexponential time algorithm for 3SAT. (For functions f and g, the notation f (n) = o(g(n)) means that for every positive constant c there exists a positive constant n 0 , such that f (n) < cg(n) for all n ≥ n 0 . A function f (n) is said to be subexponential in n if for every constant c > 1 there exists a constant n 0 , such that f (n) < c n for all n ≥ n 0 . A subexponential time algorithm is an algorithm whose running time is subexponential in terms of a parameter of the input size.)
Finally, we contrast the above negative results with a positive one for b = 
Oneway bisection
Theorem 1 The oneway bisection problem is NP-hard.
Proof.
We use a reduction from the balanced bipartite clique problem. The input to this problem is a bipartite graph with n vertices on each side and a parameter k. We are asked to decide whether the bipartite graph has a complete k by k bipartite subgraph (henceforth biclique). We may assume without loss of generality that k = n/2. (If k is larger, add independent vertices in each side of the bipartization. If k is smaller, add vertices in each side of the bipartization connected to all vertices in the other side.) The balanced biclique problem is NP-hard. (By a reduction from clique [6] . For completeness we sketch the main idea. Given a d-regular graph G (V , E ) in which we want to check whether there is a clique of size k , we construct a bipartite graph G(U, V, E) in which U = V , V = E , and E contains all pairs of vertices (U × V ), except for the following: for every e = (i, j) ∈ E , we remove the edges between i ∈ U and e ∈ V , and between j ∈ U and e ∈ V . G has a k by |E | − dk +
If the original bipartite graph has an n/2 by n/2 biclique then the new directed graph has a bipartization with no arcs going out of one part. Let U and V be the vertices that correspond to the biclique. Then put the directed cycles that correspond to the vertices of U plus the vertices of V \ V on one side of the bipartization. There are no arcs going out of this set.
If the new directed graph has a bipartization with no outgoing arcs, then this bipartization cannot break any directed cycle. Simple counting shows that it must contain exactly n/2 directed cycles and n/2 vertices from V . But then there are no arcs from these directed cycles to the rest of V , implying an n/2 by n/2 biclique in the original graph. 2
Corollary 1
The minimum directed bisection problem has no polynomial time approximation unless P=NP.
Theorem 2 For every fixed δ < 1, it is NP-hard to distinguish between directed graphs with empty bisections and those in which every bisection costs at least n δ .
Proof. Assume that such a distinction is possible for some δ < 1. We show that this implies a polynomial time algorithm for the balanced biclique problem. Let be the minimum integer such that δ < +1 . Then ≤ 1 1−δ . Given an instance of the balanced biclique problem, we use a reduction similar to that of the previous proof, but now we hang a bidirected clique of size n − 1 on every vertex u ∈ U . In addition, we put arcs connecting all the vertices in u's clique with all the vertices v such that (u, v) ∈ E.
The resulting graph has N = n +1 vertices. For a large n we have N δ < n − 2. It can easily be seen that every bisection whose cost does not exceed N δ must be empty. However, an empty bisection exists if and only if the original graph has an n/2 by n/2 biclique. 2
Balanced oneway cuts
As a consequence of the above, the b-balanced oneway cut problem is NP-hard for every Proof. Let k be the minimum integer such that (kn)
It is easy to see that c is lower-bounded by a positive constant, and thus for n large enough we have 
However, the sizes of all the strongly connected components of G k are multiples of k. Thus the cut must be a bisection. 
Proof.
Assume there is such an algorithm whose running time is O(n p ) for a constant p. Given a graph G with an even number n of vertices, we construct the graph G k specified in Proposition 1, using γ = 1. The size N of G k is subexponential in n, and so is its construction time.
Using the supposed algorithm we are able to discover an existing ( 1 2 − )-balanced oneway cut in G k , which in this case must be a oneway bisection, corresponding to a oneway bisection in G.
The running time of this process is subexponential in n, since for every c > 1 and sufficiently large n, we have N < (
For smaller values of we present a stronger result, relying on the hypothesis that 3SAT has no subexponential time algorithm. n. This implies a subexponential algorithm for 3SAT, since there exists a reduction from 3SAT to oneway bisection that transforms a 3SAT formula with m clauses into a directed graph with O(m 4 ) vertices. The reduction is composed of the famous reduction from 3SAT to clique [7] (associate a vertex to each literal occurrence in each clause and draw edges between vertices from different clauses unless they correspond to opposite literals), which results in a graph with O(m) vertices, followed by the previously discussed reductions from clique to balanced biclique and therefrom to oneway bisection, both of which are quadratic in size. We note here 3SAT has algorithms that are subexponential in the number of clauses m only if it has algorithms that are subexponential in the number of variables n. See [5] . 2 Proof. Without loss of generality we assume that G is acyclic, for otherwise we may use the graph of strongly connected components of G, where the weight of a component is defined to be the total weight of its consisting vertices. It should be clear that each b-balanced oneway cut of G corresponds to a b-balanced oneway cut of the graph of its strongly connected components, and vice versa. Computing the graph of strongly connected components is well known to be polynomial [10] .
A vertex v is called heavy if c(v) > (1 − 2b)W. We try to build a b-balanced oneway cut (S , T ) by first placing some of the heavy vertices in S and the rest of them in T . Since there are at most Let us look at the partition (S , T ) of the heavy vertices that coincides with (S, T ), i.e. S ⊆ S and T ⊆ T . We show that given (S , T ), a b-balanced oneway cut of G can be found in polynomial time, which proves the theorem.
Obviously, all the vertices reachable from S must belong to the same part as well, and thus we add them to S . Similarly, we augment T with all the vertices from which T is reachable. Denote V = V − S − T . Then there are no arcs from S to V and no arcs from V to T . Moreover, since T ⊆ T , we have c(T ) ≤ (1 − b)W . Hence, if c(T ) ≥ bW then (S ∪ V , T ) is already a b-balanced oneway cut of G.
Otherwise, we use a polynomial topological sorting algorithm (eg. [8] ) whose output is a numbering v 1 , . . . , v of the vertices in V . That is, if (v i , v j ) ∈ E then i < j. Clearly, any partition of the form 
