Introduction
Tide gauge (TG) records have attracted much attention over the past decades in estimation of the sea level rise during the last two centuries (Douglas, 2001; Cazenave and Nerem, 2004; IPCC, 2007; Woodworth, 2006) . Obtaining accurate estimates of long-term sea level trends is a complicated task because of two main reasons: first, many amount of physical processes influence the relative sea levels measured by TGs and, consequently, it is difficult to isolate climate-related sea level variations with high precision. Second, the long TG records (spanning at least 60 yr in order to filter out inter-annual variabilities) are rather scarce and not uniformly distributed geographically (Douglas, 2001) .
One obvious approach to increase the available set of the long TG records is to search for yet unknown observations in archives (Ekman, 1999) . Another way consists in re-analysing available tidal records that have been systematically eliminated in previous studies because of their ''anomalous'' trends (Church et al., 2004; Holgate and Woodworth, 2004; Jevrejeva et al., 2006) . If successful, the re-analysis would allow to correct the TG records for the contribution of processes not related to the secular sea level fluctuations induced by climate changes. The origin, time and space scales of these contaminating processes are extremely diverse and the re-analysis asks for detailed evaluation of all processes affecting sea level variations at a given TG. On the other hand, if the shape of the contaminating signal is assumed, one can apply statistical methods to detect the presence or absence of the supposed signal in the observed sea levels and to estimate its parameters. In this paper, we address the problem of detection of the contaminating processes that induce almost abrupt shifts in the mean level of monthly tidal records. A huge variety of natural and anthropogenic processes can provoke a rapid change in level in TG observations as, for example, instrumental errors in the acquisition system, datum errors or rapid land motion due to water pumping (Emery and Aubrey, 1991; Rodolfo and Siringan, 2006) , earthquake (Fujii and Nakane, 1997; Seno, 2004; Day et al., 2005) , river discharges (Gough and Robinson, 2000; Gough et al., 2005) or diverse urbanization effects (Gornitz, 1995) .
Whether it is difficult to recognize a shift by a simple visual inspection depends on the shift's amplitude and the background noise in the tidal record. It seems impossible to distinguish by eye a shift from variations of white noise if the shift's amplitude is less than one standard deviation of the series under consideration (Kay, 1998) . In fact, the standard deviation value yields an optimistic bound for the least amplitude of the shift that yet can be detected easily in tidal records as the serial correlation between sea levels makes the shift detection more difficult (von How strong can be an impact of a 70 mm shift on the sea level rise estimate? The slope of regression line widely used for estimating the sea level trend is proportional to the shift amplitude (Appendix A). If, for example, a tidal record spanning 100 yr has been offset at the midpoint by a 70 mm shift, its trend is increased (or decreased depending on the shift's sign) by 1.1 mm/ yr. This perturbation of the trend is close to the average rate of sea level equalled to 1:7 AE 0:5 mm=yr (IPCC, 2007) during the 20th century. Hence, even a rather small shift can significantly bias the estimate of the sea level rise.
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The necessity of developing and applying systematically the shift detection algorithms to the sea level analysis has been a major motivation of the present study. This study aims to analyse the discrepancy between the rates of sea level rise observed at four tidal stations in the Southern Netherlands: IJmuiden, Hoek van Holland, Maassluis and Vlissingen. Despite the closeness of these stations, the trends in their tidal records range from 1.7 to 2.7 mm/yr.
We have supposed that the cause of the observed discrepancy can be due to an abrupt change of the mean level in the tidal records. We applied the methods of statistical detection theory to decide on the presence of the shifts in the mean and to evaluate their positions and amplitudes.
The plan of the paper is as follows: first, we describe the data sets and their decomposition in the Empirical Orthogonal Functions (EOFs). Section 3 outlines the shift detection algorithms based on the generalized likelihood ratio (GLR). In Section 4, the GLR-based shift detector is applied to the Dutch tidal records. The results are summarized and discussed in the Sections 5-7.
Data set and methods
The Dutch TGs network is reputed for its quality and excellent datum control (Holgate and Woodworth, 2004 ) though these observations are not included in the Revised Local Reference data set of PSMSL (Woodworth and Player, 2003) . All Dutch metric tidal data are referenced to NAP (Normaal Amsterdamsch Peil). Due to their quality and length they have been used in many studies of long term sea level variations (Langenberg et al., 1999; Woodworth, 1991; Holgate and Woodworth, 2004) . We have chosen for the analysis four long term tidal stations in the Southern Netherlands: IJmuiden, Hoek van Holland, Maassluis and Vlissingen (Fig. 1) . The monthly records have been downloaded from the PSMSL. We retain in each record a subset of the monthly SLH data from the year 1940 to 2002, in order to have a series of the minimum length (60 yr) required for the long term sea level analysis (Douglas, 1997) . These records are chosen because they are ''ideal'' for statistical analysis: they contain no gaps and no visible shifts during the period (Fig. 2) .
To estimate the linear trends shown in Fig. 1 , and the confidence intervals we have applied the bootstrap method (Efron and Tibshirani, 1993) . The trends obtained are 1:9 AE 0:1 mm=yr for IJmuiden, 2:7 AE 0:1 mm=yr for Hoek van Holland, 2:1 AE 0:1 mm=yr for Maassluis and 1:7 AE 0:1 mm=yr for Vlissingen. The sea level trends differ a lot: increasing from 1.7 mm/yr at Vlissingen to 2.7 mm/yr at Hoek van Holland. As the stations are rather close one to another, the observed spatial variability of the trends should be induced by some quite unknown local effects.
We have supposed that the observed discrepancy among the sea level trends is due to changes of hydrological regime or urbanization effects in the Southern Netherlands. An abrupt shift in mean of the tidal data occurs often as a response to the hydrological transformations (Gornitz, 2001) . If not detected by the geodetic levelling, these shifts can significantly bias the estimates of sea level rise as illustrated above.
Two simple methods are routinely applied for searching for shifts in monthly SLH records. One technique is based on analysing the difference of consequent monthly values SLH:
is a mean SLH in a given month i). An abrupt shift in a tidal record results in a Dirac-like spell in the series of its derivatives. The method is applied separately for each site, but its efficiency is strongly limited owing to the large inter-annual variability of mean sea levels (Tawn et al., 1994) . It is very difficult to detect small shifts using only the data from a single site. Another approach called ''buddy checking'' consists in subtracting a deseasonalized SLH record from one station from that of a ARTICLE IN PRESS neighbouring station. This method is efficient if the stations to be compared are so close that the regional steric and meteorological effects as well as any correlated residual variability will cancel out (Woodworth, 1987) from the difference between two records. We have applied this technique to the four long term tidal stations (Fig. 3) . Fig. 3 displays various irregular spells in the differences between the four tidal records.
However, no reliable conclusion about a shift presence can be drawn from inspection of Fig. 3 . This demonstrates the difficulty of detecting a datum simple shift by eyeball inspection of the buddy checking results.
To enhance the sea level variability due to local effects we will isolate the coherent global and regional variations by applying the EOF decomposition (Marcos et al., 2005; Preisendorfer, 1988; Woodworth et al., 1999) . In this study, we do not modify our time series by eliminating long-term trends, which may be caused by long-term ocean or meteorological forcing or by vertical land movements, thus we preserve all statistical properties of the time series. The leading EOF (Fig. 4) has a homogeneous spatial pattern. It describes the coherent large-scale variations along the coast and accounts for 96% of the total variability. The second EOF ð2%Þ has IJmuiden and Maassluis regions out of phase with the Hoek van Holland and Vlissingen regions. The third EOF ð1:1%Þ shows the Vlissingen and Maassluis regions to be out of phase with the Hoek van Holland and IJmuiden regions. Finally, the fourth EOF ð0:9%Þ has the Hoek van Holland regions in phase with Maassluis regions and out of phase with others regions. The three last EOFs reflect the local sea variability.
For filtering each of the four station records we proceed as follows: we reconstruct a new series using the three first leading EOFs and the other three original records. The reconstruction is obtained from eigenvectors computed using the other original station records, which are assumed to not contain a shift. Also if there is a shift in one of the stations, the reconstruction for that station cannot reproduce it. As a consequence, the presence of a shift in the original record shows up as a slope in the differences between data and reconstruction (Marcos et al., 2005) .
For each station, the reconstruction was plotted and compared against the original observations (Fig. 5) . We observe in Fig. 5 a difference of slope in the residual local SLH signal at the four stations between 1965 and 1980. This suggests the presence of a shift in one or several stations during this period. The sign of the shift in the residual SLH signal of Hoek van Holland is opposite to others. All these features give us a hint on the existence of a shift between 1965 and 1980 at the Hoek van Holland TG station.
Detection of a shift in a tidal record: a GLR-based approach
Let us consider a sequence of monthly sea level heights Z i corresponding to times ðt i Þ 1pipM . Suppose we want to check ARTICLE IN PRESS whether this sea level record has been offset at some unknown time t s by a sudden shift of unknown amplitude. In terms of statistical decision theory, this problem is equivalent to asking whether the subsample Z i , iot s , comes from a distribution with the mean m 1 different from the mean m 2 of the subsample Z i , i4t s . This question can be answered by testing the null hypothesis H 0 : ''the difference between the means of two subsamples is zero'' against its alternative H 1 (Zweirs and von Storch, 1995) :
The means m 1 , m 2 as well as the sea levels variances and the change time t s are supposed to be unknown. Comparison of means of two distributions is a classical topic of statistics (Brownlee, 1965 ) and a variety of parametric and nonparametric tests for means has been developed to decide whether or not H 0 can be rejected as e.g. the Student's t-test or the Mann-Whitney test (Berger and Labeyrie, 1987; Zweirs and von Storch, 1995; Rodionov, 2005) .
In this study, we employ a model-adapted statistical decision rule based on evaluating the GLR. This approach is proved to be asymptotically optimal (Basseville and Nikiforov, 1993) and it has also the advantage of being easily generalized for searching a change of arbitrary shape. The basic idea of the GLR test is to compare the likelihood of observations under the hypothesis H 0 and under H 1 . Assuming that the observed sea levels are drawn from a normal distribution with a mean m i and variance s 2 , the log-likelihood function of observations under H 0 reads
wherem 0 andŝ 0 are the Maximum Likelihood Estimates (MLEs) of mean and standard deviation. Under the hypothesis H 1 , the loglikelihood function is given by: 
The test statistic is based on the maximum value of the GLR, max ts ðLÞ, evaluated over the interval t s ¼ 1; . . . ; M. Comparing it to a prescribed threshold L 0 provides the following decision rule:
The change time is estimated as a value of t s maximizing L (Basseville and Nikiforov, 1993) t e s ¼ argmaxðLÞ; 1pt s pM
The choice of the threshold value L 0 in Eq. (5) results from a trade off between two types of possible errors: (I) to reject H 0 when it is true (the ''false alarms'') and (II) to accept H 0 when it is false (the ''missed shifts'') (von Storch and Zweirs, 1999) . The probability a of Type I error defines the significance level of statistical test.
Denoting the probability of Type II error b, the power of test is defined as p ¼ 1 À b. Lowering the threshold L 0 increases the number of false detections whereas increasing l 0 produces more missed shifts (an ideal detector is characterized by a ¼ 0 and In the following applications of the decision rule (Eq. (5)), the threshold L 0 is set to the upper 5% percentile of the test statistic maxðLÞ. The value of 5% percentile has been determined from Monte Carlo simulations of maxðLÞ under hypothesis H 0 for several models of noise in tidal records which are detailed in the following section. Exceeding the 5% significance level is not sufficient to declare the shift's presence to be statistically significant if the power of test is not evaluated. Throughout the study, we have chosen a nominal value p ¼ 90% (Brownlee, 1965) , which should be exceeded in order to consider that a shift is detected.
Application of the GLR detector to the tidal records
In this section, the detector (Eq. (5)) is applied to the residual tidal records shown in Fig. 5 . The GLRs, L, computed for four residual TG records are presented as a function of the change time t s in Fig. 6 . The peaks of Lðt s Þ are not sharp and we have introduced a change time interval defined as a set of instants t i for which the following inequality holds:
The endpoints of the change time intervals together with the change time point t e s estimated according to Eq. (6) and the amplitudes of the supposed shifts are summarized in Table 1 .
Before discussing the possible origin and the consequences of the shifts indicated in Table 1 it is necessary to evaluate the statistical significance of the GLR peaks in Fig. 6 . In other words, we should evaluate the probability that the GLR peaks in Fig. 6 are not due to fluctuations in the background noise of the sea level variations.
The analysis of statistical significance has been conducted by using a Monte Carlo generator simulating the background noise observed in the residual tidal records. For every tidal record, a total of 10 4 time series of 60 yr has been generated. These noise series satisfy hypothesis H 0 and the distribution of the maxima of their GLR has been analysed to estimate its upper 5% percentile which serves as threshold L 0 in Eq. (5). The power of the GLR detector has then been estimated from the GLRs maxima in a similar way.
To create an ensemble of series with a shift, the mean level in every noisy series generated above has been offset according to the parameters of the supposed shift in Table 1 . The distribution of the GLR peaks obtained from these noise-plus-shift series has been used to evaluate the number of Monte Carlo samples falling above L 0 . The obtained value is a Monte Carlo estimate of the detector power at the 5% significance level. If the observed GLR is higher than L 0 and, in addition, the detector power exceeds 0:90 then the shift listed in Table 1 is considered as statistically significant.
The reliability of the Monte Carlo approach depends obviously on the degree of similitude between the observed background noise and the simulated one. To get insight on the noise structure of the residual tidal records, Fig. 7 displays the estimates of their autocovariance functions (ACFs). The autocovariance between the sea levels is positive and exponentially decreasing for lags shorter than 11 months and fluctuates slowly between the confidence levels. The serial correlation indicates a long-range dependence among observations (coloured noise) that is typical for geophysical time series in general (Hurst, 1957; Mandelbrot and Van Ness, 1968) and tidal records in particular (Barbosa et al., 2006) . To take it into account we have used two coloured noise models: one based on the auto-regressive model AR(1) and another generating the noise from the autocovariance matrix of observations by the Cholesky decomposition.
The AR(1) noise is generated by the first-order auto-regressive process: where Z t is simulated sea level at instant t, a, b are parameters adjusted to produce the same lag-1 autocorrelation and variance as observations (von Storch and Zweirs, 1999) , and t is a white noise process. The second model of the background noise is constructed by using the factorisation of auto-covariance matrix of observations, S, by the Cholesky decomposition:
The lower triangular matrix L converted with a normally distributed random vector x produces another random vector y having the same ACF as that of the observed tidal records:
Note, that here ''the same'' is mentioned in the statistical sense: the mean of the ACFs corresponding to the ensemble of y converges to the ACFs of observations. In addition to the two coloured noise models, we have also calculated the threshold and the power of the detector for the case of tidal records corrupted by a pure white noise process in order to highlight the impact of the long-range dependence on the detectability of a shift.
The lines in Fig. 8 are the threshold values L 0 corresponding to the 5% significance level in the three noise models described above. If the sea level records were corrupted by white noise, the hypothesis H 0 should be rejected for all four tidal records. Taking into account the serial correlation between sea levels increases significantly the threshold but the AR(1) noise model rejects H 0 for all tidal records.
The noise model based on the Cholesky decomposition simulates the time series with ACFs much closer to the ACF of observed sea levels. The thresholds produced by this ''realistic'' noise model are systematically higher than that of the AR(1) process although the difference between the thresholds of two coloured models does not vary a lot for Maassluis sea levels. As the GLR of the IJmuiden record does not exceed the realistic noise threshold, we conclude that there is no statistical evidence to consider the mean level at IJmuiden to be perturbed by a shift. Now, we will check whether the detector power attains 90% at the 5% significance level in the tidal records from Hoek van Holland, Maassluis and Vlissingen. A practical way to do it is to plot the power of the GLR test, p, as a function of the significance level a. The resulting curve is termed receiver operating characteristics (ROC) in signal detection theory (Kay, 1998) where, by historical reasons, the detector power is often named as hit rate and the significance level as probability of false alarms. The ROCs for the three tidal records are displayed in Fig. 9 . Every curve corresponds to one of three background noise models employed above in Monte Carlo simulations. With an ROC plot, assessing the performance of any detector is easy by comparing the corresponding curve to one of two limiting cases: (1) the bisector line which is the ROC of a ''flipping coin'' detector with the probability 50% of both false alarms and of correct detections and (2) an ROC of a perfect detector coinciding with the left and upper side of the square, for the white noise in Fig. 9 . In this sense, the GRL-based detector (Eq. (5)) is perfect to recognize every shift from Table 1 when the tidal record is corrupted by white noise only. The serial correlation between observations causes the ROC of the detector (Eq. (5)) to deviate from the perfect ROC. Nevertheless, this deviation is insignificant for the observations from Vlissingen and Hoek van Holland: the power of the GLR test attains for these two records 93% and 97%, respectively. It means that the shift of 25 mm is sufficiently high to be recognised by the GLR detector (Eq. (5)) in the background noise at Hoek van Holland. A similar conclusion can be given for the 17 mm shift in the Vlissingen tidal record. Consequently, we conclude that the shifts in the mean of the tidal records of Hoek van Holland and Vlissingen are statistically significant. For Maassluis, the power of the GLR test attains only 88%. This result cannot be considered as statistically significant and requires an additional investigation. Other values ARTICLE IN PRESS Fig. 8 . The Generalized Likelihood Ratio amplitudes compared to the thresholds corresponding to 3 noise models.
can be chosen both as the significance level and as the threshold of the power of the test. This choice is a subjective part of the decision theory based on the objective statistical considerations (Papoulis, 1991) . Consequently, declaring the shift detection with p ¼ 91% is obviously less reliable than doing with p ¼ 99% although the threshold p ¼ 90% is exceeded in only two cases.
Possible sources of detected shifts
We have searched in the available documentation for the processes which might have provoked a shift in tidal records at Hoek van Holland and Vlissingen. The processes responsible for the abrupt sea level rise of 25 mm at the Hoek van Holland TG around 1973 are likely to be anthropogenic. In this period, Rotterdam's harbour territory has been enlarged by constructing the Europoort complex along the mouth of the Nieuwe Waterweg, and by building up the extension of the Maasvlakte harbour close to the TG of Hoek van Holland (Hollebrandse, 2005) . The Europoort lies just opposite the Hoek van Holland, at the entrance of the Nieuwe Waterweg Canal, a distributary of the Rhine. Its construction was begun in 1958. Moreover, in the 1970s the port was extended into the sea at the south side of the mouth of the Nieuwe Waterweg by completion of the Maasvlakte, by reclaiming land from the North Sea through dykes and sand suppletion. Over the years, the port was further developed seaward by building new docks and harbour-basins. A problem related to the industrial activity in the port of Rotterdam is the increased salt water intrusion. Deeper entrance channels and harbours have caused the salt water intrusion about 35 km further upstream during the last 60 yr (Jelgersma, 1992) .
It seems likely, however, that in the direct vicinity of Hoek van Holland TG abruptly dropped in the early 1970s, as a result of the extension of the northern pier. This is suggested by the annual average salinity measured along the beach just north of the northern pier (Fig. 10 , http://www.waterstat.nl), which shows a sharp rise around this time, apparently by the more efficient shielding off of fresh water by the extended pier. A plausible explanation for the positive jump of the Hoek van Holland sea level might be, therefore, that in the direct vicinity of TG Hoek van Holland, situated inside the mouth of the Nieuwe Waterweg, the salinity has been raised due to the extension of the northern pier. The abrupt increase of salinity from 8218% to 25233% coincides surprisingly well with the time of shifting suggested by the GLR detector above. A precise modelling of the impact of hydraulic conditions on the sea level near Hoek van Holland is beyond the scope of this study. Nevertheless, it is notable that the jump is indicated by the GLR test exactly in the period of rapid modifications of the Nieuwe Waterweg and construction of the Maasvlakte. The Vlissingen TG station is situated in the Westerschelde. The Westerschelde is the seaward, marine part of the tide-dominated Schelde estuary. Land reclamation, damming and dredging influenced the natural evolution of the estuary during the last centuries. The abrupt decrease in sea level of 17 mm at the Vlissingen TG might be attributed to deepening of the channel system by extensive dredging around this time (Wang et al., 2002) , or changes in the morphological system of the Westerschelde (Hollebrandse, 2005) . More likely, however, seems the presence of some untractable error in the maintenance of the TG or the processing of the data. The still available documentation on comparisons of the TG with staff readings do not reveal an adjustment of the TG around this time, however.
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6. The consistency of the corrected records Now we revaluate the sea level trends by correcting the tidal records at Hoek van Holland and Vlissingen for the detected shifts (Table 1) . Table 2 summarizes the trends in the original and corrected data and compare them to the estimates of De Ronde (1983) for the earlier period 1900-1980. The estimates of the sea level rise from corrected tidal records are much more coherent: nearly the same trend of 2:1 AE 0:1 mm=yr is observed at Vlissingen, Hoek van Holland and Maassluis and a slightly lower value of 1:9 AE 0:1 mm=yr at IJmuiden. The new estimates agree well with those obtained by De Ronde (1983) and van Malde (1992) . Over earlier time intervals and concord as well with the general decreasing of sea level trends from the Southern to Northern part of the Dutch coast (De Ronde, 1983) .
In order to compare the sea level trends with the recent IPCC estimates, the land movement near TGs due to the post-glacial rebound should be taken into account. The model of adjusted to the Holocene observations along the Dutch, German and Belgian coasts predicts a land subsidence induced by the post-glacial rebound of about 0.1 mm/yr (Kooi et al., 1998) at all four TGs considered in this study. The recent models VM2 and VM4 of Peltier (2004) predict the sea level rise of about 0.16-0.18 mm/yr at IJmuiden, the sea level rise not larger than 0.05 mm/yr at Hoek van Holland and Maassluis and the sea level subsidence of 0.06-0.10 mm/yr at Vlissingen. Subtracting them from trends of corrected records in Table 2 leads to rates of sea level rise comprised between 2.0 mm/yr at Vlissingen to 2.17 mm/ yr at Maassluis. These estimates are just above the IPCC estimate of 1.7 mm/yr for the average rate of sea level rise during the 20th century.
Conclusions
We have analysed whether the inconsistency between the rate of the sea level rise at IJmuiden, Hoek van Holland, Maassluis and Vlissingen can be due to an abrupt shift of mean level in the original tidal gauge records. Decomposing the sea level observations in EOFs has allowed an efficient filtering of global and regional scale variabilities. A shift detector based on the GLR test has been proved to be effective for searching an abrupt shift whose amplitude can be as small as 70% of the standard deviation of tidal records. The numerical experiments with different models of the correlated noise have shown that the detector is also robust and thus suitable for systematic inspection of sea level observations.
The statistical testing (at the significance level 5%) of a shift's presence in the tidal records has led to the following conclusions:
(1) A shift in the mean of 25 mm at Hoek van Holland during 1972 -1973 is statistically significant with the probability of detection 93%. (2) A shift of mean of the amplitude 17 mm at Vlissingen during 1973-1976 is statistically significant, the probability of detection being 97%.
The trends in the corrected TG records at Hoek van Holland and Vlissingen are equal to 2:1 AE 0:1 mm=yr as that in Maassluis record and is a little larger than the trend of 1:9 AE 0:1 mm=yr observed at IJmuiden. It should be stressed that the technique employed in this study is especially effective for analysing the consistency of sea level measurements within a TG network. In this case, filtering of global sea variabilities based EOF decomposition increases the signal/ noise ratio of sea level data and enhances the efficiency of the GLR-based shift detector. Since an unknown step-like jump can crucially change an estimation of the sea level rise, the proposed detector should be included in any analysis of the long-term sea level variations. 
