Immune responses generally decline with age. However, the dynamics of this process at the individual level have not been characterized, hindering quantification of an individual's immune age. Here, we use multiple 'omics' technologies to capture population-and individual-level changes in the human immune system of 135 healthy adult individuals of different ages sampled longitudinally over a nine-year period. We observed high inter-individual variability in the rates of change of cellular frequencies that was dictated by their baseline values, allowing identification of steady-state levels toward which a cell subset converged and the ordered convergence of multiple cell subsets toward an older adult homeostasis. These data form a highdimensional trajectory of immune aging (IMM-AGE) that describes a person's immune status better than chronological age. We show that the IMM-AGE score predicted all-cause mortality beyond well-established risk factors in the Framingham Heart Study, establishing its potential use in clinics for identification of patients at risk. 
T he human immune system changes with age, ultimately leading to a clinically evident, profound deterioration resulting in high morbidity and mortality rates attributed to infectious and chronic diseases 1 . At the cellular level, population-based cross-sectional studies have shown that many immune components change with age, spanning both the innate and adaptive arms of the immune system, and involving changes in cellular frequencies and altered functional capacity [2] [3] [4] [5] [6] [7] [8] . Concomitant with the overall downregulation of immune responsiveness with aging, a moderate rise in circulating inflammatory mediators, commonly termed 'inflammaging' 9 , is often observed. Inflammaging seems central to most chronic diseases of older age and is the root cause of decreased cellular responsiveness 10, 11 . However, aging does not affect all immune systems equally. Genetics is involved in shaping the immune-system composition [12] [13] [14] , an effect that declines with age 15 owing to an individual's life history. Taken together, genetic and environmental variation introduces substantial inter-individual variability of many immune features that increases with age 16, 17 . Previous studies have used this variability to identify biomarkers based on individual immune phenotypes at baseline that are correlated with clinical outcomes 18 . A recent cross-sectional study has shown that healthy human immune states are continuous rather than stratified into discrete phenotypes, with the major axis of variation dictated by immune-senescence features, such that individuals of the same chronological age may differ in their immune age 19 . Such decoupling has been further shown in other biological age metrics, including both molecular (for example, methylation 20 ) and clinical (for example, frailty 21 ) metrics. This high inter-individual variability highlights the necessity of longitudinal tracking to study the gradual changes the immune system undergoes with age. However, so far, longitudinal studies tracking the immune system over time have been either short in duration (weeks to months) 6, 22 or low in resolution, covering a small fraction of the system's dynamics [23] [24] [25] . The relative stability of the immune system suggests that changes over short time spans are subtle, mistakenly suggesting that individuals' immune profiles do not change, whereas a longer tracking period may allow for their systematic longitudinal characterization. Furthermore, the complexity and variability of the immune system suggest that data from independent studies addressing different immune components cannot be completely merged to yield a comprehensive system-wide understanding of immunological aging, and that low-dimensional biomarkers cannot capture the system's complexity reproducibly.
The immune system monitors the external and internal environments of an individual, and thus changes as a function of the environment. The dynamics of such systems are commonly studied in the natural world using a dynamical systems framework 26 that represents a system's state as a point in a high-dimensional space corresponding to the amounts/values of the system's components. The dynamic behavior of the system is represented by the rate of change Table 2) , and, for each one of them, we calculated the group-and individual-level longitudinal slopes in frequency for older adults (Methods and Supplementary Tables 3 and 4 ). For most cell subsets, the group-level longitudinal slopes matched the known directions of age-induced alterations. For instance, naive CD8
+ T cells exhibited a decline over time at the group level (Fig. 2a) . However, though the longitudinal individual-level slopes were skewed toward the direction of the longitudinal group-level slopes, they exhibited high inter-individual variability, including individuals changing in an opposite direction to the group slope (Fig. 2a) . This behavior was observed for multiple immune-cell subsets such as B cells, CD8
+ CD28 -T cells, natural killer (NK) cells and CD8 + T cells expressing CD57 (refs. 27, 28 ; Fig. 2b ). To check whether this large interindividual variation was reflected in the global dynamics of immune profiles, we applied principal component analysis (PCA) using all cellular frequencies measured in the snapshot data set (Fig. 2c) . The main two principal components (PC1 and PC2), which together captured 37% of the total variability, were highly correlated with the frequencies of many immune-senescence-associated cell subsets, such as CD28 -
CD8
+ T cells, naive CD4 + CD8 + T cells, and memory B cells. Furthermore, these axes were significantly correlated with age and cytomegalovirus (CMV) infection, a known accelerator of immune aging (linear regression P PC1 = 1.75 × 10 , for age and CMV, respectively, n = 94), indicating that the two-dimensional PCA space reflects the overall immunosenescence levels. Notably, the variation between individuals was greater than that within an individual over time both with respect to position in the PCA space and to the majority of individual immune-cell subset levels (t-test P < 2.2 × 10 -16 for immune profiles; BenjaminiHochberg (BH)-adjusted t-test P < 0.05 for 82.19% of cell subsets; Methods and Extended Data Fig. 2a,b) .
To study the dynamics of an individual's immunosenescence levels, we calculated the trajectory's length in the PCA two-dimensional space per individual (Methods). Young individuals exhibited shorter trajectories compared to older adults, indicating their relative longitudinal stability with respect to immunosenescence-related cell subsets (Extended Data Fig. 2c ; t-test P = 0.03; Methods). We thus sought to leverage the pronounced dynamics of older adults' immune profiles to study the factors governing the large inter-individual variability of the individual slopes of immune cell subsets. For this, for each cell subset we examined the correlation between the older adults' individual-level slopes and either their age or their location in the two-dimensional PCA space (as a proxy for immunosenescence levels), where both values correspond to the subject's baseline visit. Notably, baseline location of older adults in the PCA space dictated longitudinal dynamics more than age exclusively among cell subsets that were correlated with the main axes ( 
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(n = 39), 0.085 (n = 34) for cell subsets correlated or not correlated with PCA axes, respectively). Taken together, baseline immunosenescence levels during the study dictated longitudinal dynamics more than age did, in a cell-subset-dependent manner.
Immune cells in older adults converge toward steady-state levels in a baseline-dependent manner to yield attractor points. To extend these findings quantitatively, we turned to the large ongoing data set that includes longitudinal cell-subset profiling of 135 individuals (Supplementary Fig. 1-3 and Supplementary Tables 2 and 5 ). We observed a large year-to-year variation that spanned both age groups owing to technical issues inherent to the annual profiling (Extended Data Figs. 1d and 3a) . Leveraging the insight from the snapshot data set regarding the longitudinal stability of the young adults' immune profiles, we used the young adult cohort to adjust the ongoing data set, yielding greater correlation between the two data sets (Methods, Extended Data Fig. 3 and Supplementary Table 6 ).
We first identified by cross-sectional analysis 33 cell subsets that were consistently associated with age after adjustment to CMV covariate in the 9 years of the study ( Fig. 3a and Methods; BH-adjusted combined P < 0.05; Supplementary Table 7) . These included multiple cell subsets that have previously been linked to immunosenescence, such as CD8 + T-cell subsets lacking expression of CD28 and those expressing CD85j, CD57 or PD1, whose abundance increased with age, as well as naive CD8 + T cells, whose abundance decreased with age (Fig. 3a) . Furthermore, we noted marked age-dependent changes in the frequencies of monocytes, NK cells, B cells and multiple CD4
+ T-cell subsets 29 . To characterize the longitudinal dynamics of cellular frequencies, we calculated for each of these cell subsets the difference in frequency between two consecutive years (annual change; Fig. 3b and Supplementary Table 8) . Of the 33 cell subsets, 16 exhibited annual changes that were significantly and consistently different from zero with a direction that reliably matched the trend observed with age Naive CD8   +   T cell frequency   2 9  1  0  -1  -2  -8   CD57  + CD8  + T cells  CD57  + NK cells  Monocytes  CD28  -CD8  + T cells  NK cells  PD1  + CD4  + T cells  CD27  + CD4  + T cells  PD1  + CD8  + T cells  Naive B cells  Central memory CD8  + T cells  Effector memory CD8  + T cells  Naive CD8  + T cells  Naive CD4  + T cells  B cells  Lymphocytes  CD27  + CD8  + T cells  T . Shaded area denotes confidence interval. b, The frequencies of multiple cell subsets changed at different rates (slopes) among older adults. Boxplots show the distribution of individuallevel longitudinal slopes of cell-subset frequencies for 17 immunosenescence-associated cell subsets (n = 15 older adults; boxes represent 25th and 75th percentiles around the median (line); whiskers, 1.5× interquantile range). Group level slopes per cell subset are red dots, whereas boxplot color denotes number of individuals exhibiting a positive individual slope. c, PCA of individuals' cellular profiles using all cell-subsets' frequencies. The single time points of an individual are colored by an individual's age (in decades) at recruitment, with shape denoting CMV serology (pos., positive; neg., negative). Three representative trajectories are shown as bold lines connecting the single time points labeled by visit number and subject identifier and are colored by individual's decade of age. d, Cell subsets (dots) are scattered by their significance of correlation with the main two principal components (y-axis, P values were calculated using linear regression followed by Fisher's combination and BH correction, n = 18 individuals) and the difference between the Pearson correlation values of their individual-level slopes calculated either versus individuals' baseline positions in the PCA space or versus age (x-axis). P value threshold of 0.05 is displayed by a horizontal dashed line.
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To understand what dictates cell subset dynamics, we used cell subsets that continued changing during the study and examined the correlation of their annual change with age (Fig. 3b,c, top) . However, for all of these cell subsets, we did not detect any significant correlation between the two variables (Extended Data Fig. 4 ). Motivated by our previous finding regarding the effect of baseline immunosenescence levels on dynamics, we examined the correlation of the annual change in cellular frequencies with the corresponding baseline frequencies for each cell subset (Methods). We observed significant negative correlations between annual change and baseline frequencies for most cell subsets that were not restricted to extreme baseline values (Fig. 3b,c , bottom, and Supplementary Table 9) . Thus, the rates at which immune-cell frequencies changed over time in older adults depended on the present frequency rather than on age.
Cell-subset dynamics dictate three stages describing an ordered convergence on a high-dimensional attractor point. We sought to extrapolate from the baseline and annual-change model the dynamic behavior of cell subset frequency during the 9-year course of the study. The negative correlation between annual-change and baseline cellular frequencies suggests that individuals with high frequencies decreased their levels whereas those with low frequencies increased their levels. Between these lies an intermediate point around which the cell subset's levels are stable and toward which these two extremes converge. We reasoned that for each cell subset that continued changing during the study in a baseline-dependent manner, one could glean the frequency toward which the cell subset converges, or the steady-state frequency the system 'pushes' the cell toward, that is, an older-adult attractor point (Fig. 4a) .
The 33 age-affected cell subsets were classified into three classes representing sequential stages of convergence toward their homeostatic levels based on both their longitudinal dynamics and whether we could locate their attractor points ( Table 9) . Notably, 11 cell subsets exhibited significant longitudinal dynamics that depended on the baseline, allowing us to derive the attractor point, corresponding to where the cell subset converged (Methods). We classified these cell subsets, including CD8 +
CD28
-T cells, as 'asymptotic, ' located their attractor points, and quantified confidence intervals and P values of their attractor-point locations (Fig. 4d Table 10 and Methods). Moreover, as a group, the dynamics of these cells better fit an asymptotic model than a linear one (P < 0.03, Methods). Conversely, five cell subsets including CD57 + CD8 + T cells exhibited significant and baselineindependent longitudinal dynamics, barring the identification of an attractor point and suggesting slow linear dynamics (Fig. 4c,f , left, and Extended Data Fig. 6b) . Accordingly, the dynamics of these cell subsets as a group did not fit an asymptotic model (P > 0.11, Methods). Last, for 11 cell subsets including NK cells, we did not detect significant longitudinal dynamics, despite the fact that their frequency was significantly affected by age. These cell subsets had already reached the attractor-point levels and continued 'fluctuating' around them during the course of the study (Fig. 4e ,f, right, and Extended Data Fig. 6c) . The remaining six cell subsets were excluded owing to a lack of confidence in our ability to classify them (Methods and Supplementary Table 9 ). Thus, our longitudinal measurements enabled inference of a global dynamic model in older adults through cell-subset classification and identification of the attractor-point levels toward which the cell subsets converge.
The fluctuating cell subsets indicate that cell subsets did not reach their attractor point simultaneously. Asymptotic cell subsets greatly varied in the age at which they reached their attractor point across individuals, whereas within individuals they reached their attractor point levels relatively concomitantly (Extended Data Fig. 7a ,b, median interquartile range 14.75 and 2 years, respectively). This suggested that we could infer an ordering of cell-subset convergence based on the time when the subsets reached their attractor-point levels within an individual. To do this, we identified pairs of cell subsets whose internal ordering was conserved across individuals and used them to derive a global cascade comprising six modules of cell subsets that reached their attractor points sequentially ( Fig. 4g  and 
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age-related cell-subset frequencies measured longitudinally and found many significant internal correlations (Extended Data  Fig. 7c,d and Methods). These results suggest that immune cell subsets of older adults change together in a graded manner toward a high-dimensional attractor point, corresponding to a new homeostasis. We thus aimed to explore immune-system dynamics from a high-dimensional perspective to assemble a robust representation of the individual's immune-system state that could not be achieved using single cell subsets.
Cellular profiles change along a trajectory reflecting an immune age. Our longitudinal measurements are sensitive to the environment and cover only a fraction of an individual's life span. We reasoned that by using the entire study population, we could infer the underlying structure describing immune-system dynamics throughout an individual's adult life. To do this, we represented each individual's immune profile in a given year as the frequencies of the cell subsets that changed longitudinally, and applied the diffusion-pseudotime algorithm 30 (Methods). ) and monocytes (P annual change = 0.14) were classified as slow linear, asymptotic and fluctuating, respectively. Dashed orange and purple lines correspond to median abundance in old and young adults, respectively, whereas red line and shaded box correspond to attractor point and the confidence interval, respectively. f, Cell-subset classification along with the median cellular frequencies measured in young (purple, n = 63 individuals) and older (orange, n = 72 individuals) adults. For the asymptotic cell subsets, attractor point and corresponding confidence interval are in red. g, Ordering of asymptotic cell-subset modules by the time at which they reached attractor-point levels. Color represents first visit in which the cell subset reached the attractor point within an individual. Cell-subset assignments into modules appear on top. AP, attractor point.
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Individuals' immune profiles formed a nonbranched trajectory, with young individuals' immune profiles located at one end of its trajectory ( Fig. 5a and Supplementary Table 11 ). We leveraged the trajectory's linearity to assign the immune profiles pseudotime values corresponding to their relative location along it. The assigned pseudotime values of older adults were significantly dependent on age (linear regression P = 5.96 × 10 -9 , n = 294 immune profiles). Furthermore, the individual slopes of older adults along the trajectory were significantly positive, as opposed to those calculated for the young adults, indicating the younger adults' stability compared to older adults ( Fig. 5b and Extended Data Fig. 8a ; t-test P = 0.36 and 6.92 × 10 -19 for young (n = 17) and older adults (n = 55) having at least three pseudotime values, respectively).
To characterize the molecular processes captured by the trajectory, we calculated the slope along the trajectory of the frequency of each cell subset classified as fluctuating, linear or asymptotic. Fluctuating cell subsets exhibited significantly smaller slopes along the trajectory compared to linear and asymptotic cell subsets (t-test P = 0.02, n = 11 and 16, respectively; 
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cytokine response score derived from 14 assays spanning the major immune lineages. Because a longitudinal analysis of these features was not applicable for technical reasons, we hypothesized that these longitudinal alterations could be captured cross-sectionally using the trajectory. We calculated the cytokine response score per sample and observed a significant negative correlation with the trajectory that was consistent across years and was more significant than the correlation with age ( Fig. 5d , Extended Data Fig. 8d , Supplementary  Fig. 4 and Methods; median-regression P = 0.028 and 0.41 (n = 83 samples from 2011) for trajectory and age, respectively). By analyzing each cytokine response separately, we found five cytokine responses that significantly changed along the trajectory (Methods, BH-false discovery rate < 0.2, Extended Data Fig. 8e ). The inferred trajectory describes immune-system dynamics in aging with functional consequences, suggesting that it is an immune-aging axis whose value for an individual at a given time point we now define as an IMM-AGE score.
IMM-AGE score predicts mortality in older adults better than epigenetic clock. To assess some of the clinical implications of our immune-age metric, we examined the correlation of the baseline IMM-AGE score with longitudinal clinical information collected about the cohort (Supplementary Table 13 ). However, this analysis had poor statistical power owing to the plethora of clinical events experienced by the cohort, a problem that was even more pronounced even when we assessed the clinical predictive power of single cell subsets' frequencies (Supplementary Note 1). Similarly, and despite prior observations relating to age 31 , we did not detect significant correlations between the IMM-AGE score and cardiovascular complications in this cohort, probably owing to small cohort size. This indicated that although the IMM-AGE metric was correlated with the cytokine-response score metric, it also captured additional aspects of the immune-aging process.
We thus hypothesized that an improved understanding of the relationship of IMM-AGE with clinical data, specifically that related to cardiovascular disease, could be gleaned by analyzing a larger cohort. Despite the availability of multiple large cardiovascular studies, the scarcity of high-resolution immune profiling hinders direct assessment of the participants' IMM-AGE scores. To overcome this barrier, we leveraged the multiple data types measured in the cohort to make associations between our cell-based IMM-AGE scores and gene expression measurements, the latter of which are made commonly. Specifically, we identified a candidate gene set whose expression was significantly and consistently correlated with both age and IMM-AGE score (Methods, Extended Data Fig. 9a and Supplementary Table 14 ). In accordance with cellular frequency dynamics along the trajectory, downregulated genes were predominantly expressed by naive CD8 + T cells, naive CD4 + T cells and B cells, whereas upregulated genes were predominantly expressed by cytotoxic NK cells and terminally differentiated effector memory CD8 + T cells (Methods, Extended Data Fig. 9b ; binomial test P = 5.8 × 10 -11 (n = 35 genes), 3.7 × 10 -9 (n = 29 genes), 7.9 × 10 -9 (n = 33 genes), 1.52 × 10 -5 (n = 17 genes) and 1.44 × 10 -4
(n = 18 genes), respectively). Conversely, when we corrected the gene expression data for variation in cellular frequencies, we did not detect any gene whose expression changed significantly along the trajectory, indicating the close correspondence between the identified gene set and the cellular frequency-derived trajectory (Methods).
To test the association between IMM-AGE and cardiovascular disease, we used the Framingham Heart Study, which has rich clinical and cardiovascular information in addition to whole-blood gene-expression data for 2,292 participants aged 40-90 (Methods) 32 . Using a refined gene set of 57 genes whose expression changed along the trajectory, we assigned each participant an approximate IMM-AGE score 33 (Extended Data Fig. 10a , Supplementary Table 14 and Methods). Similar to our observation in the original longitudinal data set, the IMM-AGE score was significantly correlated with age (linear regression P = 1.54 × 10 -60
, n = 2,292). Furthermore, after age adjustment, males exhibited significantly higher IMM-AGE scores as compared to females (linear regression P = 7.22 × 10 -27 , n = 2,292, Extended Data Fig. 10b ). As both age and gender are associated with cardiovascular disease risk, we adjusted the IMM-AGE scores for these variables and identified a significant association between the adjusted values and cardiovascular state at baseline, such that individuals diagnosed with cardiovascular disease tended to exhibit accelerated immune aging (t-test P = 2.34 × 10 -3
, n = 2,292; Extended Data Fig. 10c ). Further adjustments of IMM-AGE score for other cardiovascular risk factors including total and high-density lipoprotein (HDL) cholesterol, diabetes, smoking and blood pressure, in addition to age and gender, had similar results (Extended Data Fig.  10d , t-test P = 0.04, n = 2,292).
To further characterize the clinical predictive value of the IMM-AGE score, we calculated a multivariate Cox-regression model of all-cause mortality rates versus cardiovascular risk factors, the existence of cardiovascular disease and the IMM-AGE score at baseline (Methods). We observed a significant association between baseline IMM-AGE score and overall survival during 7 years of follow up
, n = 2,290, hazard ratio (HR) = 1.05 per 5-year increment). Moreover, stratification of individuals by their baseline IMM-AGE scores adjusted to these covariates showed a significant difference in overall survival between the groups ( Fig. 6a , P = 0.018, n = 2,290, log-rank test).
Aging alters most physiological systems, potentially yielding a broad range of biological-age metrics. Of particular relevance is a DNA methylation-age metric that uses the effects of aging on DNA methylation to estimate a biological clock of aging 34 ; this DNA methylation-age metric predicts all-cause mortality 35 . We sought to use methylation data from the Framingham participants to determine whether there is a link between the aging aspects captured by the two biological-age metrics (DNA methylation age and IMM-AGE). To do this, we calculated the DNA methylation age of the Framingham participants and observed a significant correlation between the DNA methylation age and the IMM-AGE score that did not depend on cardiovascular risk factors or cardiovascular disease (Methods, Extended Data Fig. 10e , linear regression P = 9.71 × 10 -8 , n = 2,139). To compare the clinical utility of the two metrics while considering their inherent correlation, we calculated a multivariate Cox model regressing all-cause mortality against cardiovascular risk factors, cardiovascular disease status, and both biological age metrics at baseline. The resulting association of IMM-AGE with overall survival was >500-fold more significant than that obtained for DNA methylation age, highlighting the pivotal role of immune aging in survival (Methods, P = 8.3 × 10 -5 , 0.051; 5-year increment HR = 1.05 and 1.11 for IMM-AGE and DNA methylation age, respectively, n = 2,159).
Discussion
Most studies focused on the aging of the immune system are crosssectional and thus cannot identify longitudinal trends. Here we analyzed multiple immune-omics data in a longitudinal manner for the first time, leveraging natural immune heterogeneity at baseline to explore immune-aging dynamics at high resolution.
We characterized pronounced immune-system dynamics in older adults that contrasted with the immune-system stability of young adults. These dynamical properties may account for the previously noted difference in baseline immune heterogeneity between the groups 17 . We observed that immune-cell frequencies changed at substantially different rates; some cell subsets show no directionality of change yet differ between young and old individuals, suggesting that their change in abundance occurs at early ages before the age of 60 at which older adults entered the study, whereas other Articles NATurE MEDIcINE cell subsets continued changing (either increasing or decreasing) throughout the course of the study. For the latter group, we identified attractor points, a stable steady-state frequency toward which a cell subset converges with age. This suggests that the homeostasis of young and older adults differs, and that by tracking a diverse group of individuals over time one can characterize the stable highdimensional point toward which the immune system gradually and asymptotically converges-that is, older adults' homeostasis.
Notably, the relative longitudinal stability of the immune system within individuals as compared to interindividual heterogeneity yielded the traditional concept of a personalized equilibrium resulting in a diverse set of stable immune states 6 . Our study's longitudinal design enabled systematic characterization of the fine-resolution immune-system dynamics occurring within an individual, revealing a relatively conserved homeostatic state that may differ slightly between individuals as a function of intrinsic and environmental factors.
We relied on population-level, longitudinal information of cellular frequencies over short time spans to describe a trajectory approximating a continuum of changes in cell composition that occur over an older adult's lifetime. This trajectory captures the individual's immune-aging process, which we quantified using the IMM-AGE score. The IMM-AGE score is correlated with age, yet it captures additional metrics such as cell-cytokine response better than age. We identified a gene signature approximating IMM-AGE, obviating the need for high-dimensional cytometry data, and used it with data from the Framingham Heart Study to show that IMM-AGE score predicts all-cause mortality, thereby exhibiting a clinically meaningful biological clock. This opens the door to other large-scale prospective studies that would be needed to validate the IMM-AGE score, expand its definition to include more cell subsets, and find other clinical settings in which it may inform treatment or outcome.
An individual's positioning on the trajectory better explained the variability between individuals in cellular cytokine responses than age, suggesting that immune age is the primary driver of observed immune variation in older adults. Thus, accounting for IMM-AGE score in study designs should allow for better detection of conditiondriven signals. Moreover, a condition may interact with the immune system such that it should be studied in a specific immune-age context. Notably, the fluctuating cell subsets we identified indicate that immune aging begins by midadulthood (ages 40-60), and the lack of this age range in our cohort hindered direct characterization of cellular dynamics during the immune-aging initiation period. We expect that longitudinal data including this age group may provide clues for the prevention of early immune aging.
One may postulate that an individual's immune age is a function of life history, namely environmental exposure coupled with genetic background. Similar to the epigenetic landscape model proposed by Waddington to describe cellular changes over developmental time 36 , one can describe the cellular composition of the immune system as traversing an immunological landscape (Fig. 6b) . The trajectory we observed may be one path through this landscape corresponding to the immunosenescence process observed in aging, with interindividual variability in the rate of progression along it toward a minimum in the landscape representing older adults' homeostasis. Our ability to position all individuals along one continuum reflects the global temporal homogeneity of the participants' immune profiles that existed despite variability in immunerelated phenotypic features such as CMV infection. However, we cannot exclude the possibility that additional trajectories and homeostatic states exist. Populations with exceptional longevity may exhibit slower advancement rates along the trajectory, whereas environmental factors such as geographical locations and chronic infections such as human immunodeficiency virus may shift the immune system toward a different path on the landscape 37 . Thus, it would be of interest to leverage the heterogeneity of additional populations to widen the range of immune states represented by the trajectory, potentially affecting its shape and branching properties. Our results show that one's position in the immunological landscape has clinical implications for overall survival. For clinical events affecting the immune system, this would generate a feedback, with the occurrence of the event affecting the position of the immune system on the landscape itself.
Given the association between the immune system and survival, we expect that IMM-AGE can provide important information about immune system capacity. Recently, immunotherapy treatments in cardiovascular disease have yielded positive results, yet discovery of an immune-based biomarker to identify patients that would most benefit from immune modulation is needed 38 . Just as developmental reprogramming revolutionized the ability to modulate the paths a cell takes on Waddington's epigenetic landscape, immune modulators 
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NATurE MEDIcINE may one day be identified that affect the position of an individual's immune system along the immunological landscape. Fig. 1a-c for demographics) . All volunteers were assessed as generally healthy at the time of initial enrollment based on evaluation of their medical history and assessment of their vital signs. Exclusion criteria at the time of enrollment included an active systemic or serious concurrent illness; a history of immunodeficiency; any known or suspected impairment of immunologic function; diabetes mellitus treated with insulin; moderate to severe renal disease; blood pressure greater than 150/95 at screening; chronic hepatitis B or C; recent or current use of immunosuppressive medication; malignancy other than squamous cell or basal cell skin cancer, including solid tumors such as breast cancer or prostate cancer with recurrence in the past year, and any hematologic cancer such as leukemia, which might jeopardize volunteer safety or compliance with the protocol; autoimmune disease; history of blood dyscrasias or hemoglobinopathies requiring regular medical follow up or hospitalization during the preceding year; use of any anticoagulation medication; a medical or psychiatric condition or occupational responsibilities that would preclude subject compliance with the protocol; history of Guillain-Barré syndrome; pregnancy; membership in the clinical study team; and any condition that might interfere with volunteer safety, study objectives or the ability of the participant to understand or comply with the study protocol. Development of these conditions at visits after enrollment did not exclude continuing participation in the study, unless, in the opinion of the investigator, the condition interfered with the volunteer's safety, study objectives or the ability of the participant to understand or comply with the study protocol. In total, 65 ml whole blood was drawn per individual and processed by standard procedures into peripheral blood mononuclear cells (PBMCs) and serum. The samples were processed in the Stanford Human Immune Monitoring Center in a standardized manner with multiple deep phenotyping modalities profiled. The longitudinal analysis we conducted established an approach orthogonal to previous studies that analyzed subsets of these data from a cross-sectional perspective 11, 27, 31, [39] [40] [41] (Extended Data Fig. 1e ).
Online content
Determination of CMV seropositivity. Determination of CMV seropositivity was conducted by ELISA using the CMV immunoglobulin G (IgG) ELISAkit (Calbiotech, CM027G). Serum samples were thawed at room temperature, and dilutions were prepared according to the manufacturer's recommendations. Calculation of results was done on the basis of the controls provided by the vendor. For consistency, CMV status per individual was assessed using the most commonly observed CMV status among all longitudinal measurements.
Cell-subset phenotyping. Cells were thawed and washed twice with warm culture medium followed by staining and profiling, which were performed using flow cytometry technology in years 2007-2009 and CyTOF (mass cytometry) technology in years 2010-2015 and for the snapshot data set (Extended Data  Fig. 1d ). For cellular phenotyping by flow cytometry, cells were stained for 30 min at 4 °C with a cocktail of antibodies (Supplementary Table 2 ), followed by a wash and resuspension in FACS buffer (PBS supplemented with 2% FBS and 0.1% sodium azide). Data were collected using DIVA software in an LRSII instrument (BD Biosciences), and data analysis was performed using FlowJo 8.8.6 by gating as described in Supplementary Figs. 2 and 3 . For cellular phenotyping by CyTOF, 1 million live cells were resuspended in CyFACS buffer (PBS with 0.1% BSA, 2 mM EDTA and 0.05% sodium azide) and stained for 60 min with a cocktail of antibodies in 100 μl on ice (Supplementary Table 2 ). Cells were then washed twice and stained with live-dead maleimide-DOTA stain (5 mg ml -1 maleimide-DOTA loaded with 139-lanthanum or 115-indium) for 30 min in 100 μl on ice, followed by fixation using paraformaldeyde (2%) in 100 μl overnight. Cells were washed twice and permeabilized in saponin permeabilization buffer for 45 min on ice, washed twice with CyFACS buffer and incubated with Ir-intercalator (Fluidigm, 1:2,000 dilution) for 20 min. Cells were then washed with CyFACS and washed twice with milli-Q water. Samples were acquired by CyTOF machine (either CyTOF1 in years 2010-2013 and snapshot data set, or Helios in years 2014-2015). Data were analyzed using FlowJo software by gating as described in Supplementary Fig. 1 .
Cytokine-response assays. PBMCs were thawed in warm medium, washed twice and resuspended at 0.5 × 10 6 viable cells per ml. Cells (200 μl) were plated per well in 96-well deep-well plates. After resting for 1 h at 37 °C, cells were stimulated by addition of 50 μl of cytokine (interferon-α (IFN-α), IFN-γ, interleukin-6 (IL-6), IL-7, IL-10, IL-2 or IL-21) and incubated at 37 °C for 15 min. The PBMCs were then fixed with paraformaldeyde, permeabilized with methanol and kept at -80 °C overnight. Each well was bar coded using a combination of Pacific Orange and Alexa-750 dyes (Invitrogen) and pooled in tubes. The cells were washed with FACS buffer (PBS supplemented with 2% FBS and 0.1% sodium azide) and stained with the following antibodies (all from BD Biosciences): CD3 Pacific Blue, CD4 PerCP-Cy5.5, CD20 PerCp-Cy5.5, CD33 PE-Cy7, CD45RA Qdot 605, pSTAT-1 AlexaFluor488, pSTAT-3 AlexaFluor647 and pSTAT-5 PE (Supplementary Table 2) . The samples were then washed and resuspended in FACS buffer. Some 100,000 cells per stimulation condition were collected using DIVA 6.0 software on an LSRII flow cytometer (BD Biosciences). Data analysis was performed using FlowJo v9.3 by gating as described in Supplementary Fig. 4 (details regarding the gating scheme and fold-change calculation are in Shen-Orr et al. 31 ). Normalization of data acquired in 2008 is detailed in Shen-Orr et al. 31 , whereas for data acquired in 2009-2012, we normalized the fold-change values through division by fold change measured on control samples that ran on the same plate.
Gene expression profiling. RNA was extracted from the PAXgene RNA blood tubes (PreAnalytiX; VWR, 77776-026) using the QIAcube automation RNA extraction procedure according to the manufacturer's protocol (Qiagen). The amount of total RNA, and A 260 /A 280 and A 260 /A 230 nm ratios were assessed using the NanoDrop 1000 (Thermo Fisher Scientific). RNA integrity was assessed using the Agilent 2100 Bioanalyzer (Agilent Technologies). In each sample the RNA integrity number was measured. For each sample, 100 ng of total RNA were used for first-strand cDNA synthesis by using T7 oligo(dT) primer at 42 °C for 2 h, and then for at least 2 min at 4 °C. Single-stranded cDNA was converted to double-stranded cDNA for 1 h at 16 °C, then for 10 min at 65 °C, and then for at least 2 min at 4 °C. Labeled complementary RNA (cRNA) was synthesized and amplified by in vitro transcription of the second-stranded cDNA template using T7 RNA polymerase. Purified cRNA was fragmented by divalent cations and elevated temperature. Some 11 μg of labeled and fragmented cRNA was hybridized onto the PrimeView GeneChip, washed, scanned and extracted according to the user guides GeneChip Fluidics Station 450 User Guide AGCC (P/N 08-0295), GeneChip Expression Wash, Stain and Scan User Guide for Cartridge Arrays (PN 702731), and GeneChip Command Console User Guide (P/N 702569). Briefly, the fragmented and labeled targets were hybridized to the arrays according to the standard Affymetrix protocol, which includes 16-h hybridization at 45 °C at 60 r.p.m. in the Affymetrix GeneChip Hybridization Oven 645. The arrays were then washed and stained in the Affymetrix GeneChip Fluidics Station 450. The arrays were scanned using the Affymetrix GeneChip Scanner 3000 7G. After checking the quality of each individual array, we imported the feature extraction files into R Bioconductor and analyzed them using the microarray package for probe filtering, quantile normalization, replicate probe summarization and log 2 transformation.
Computational analysis.
Snapshot data set analysis. Detecting longitudinally changing cell subsets. We constructed longitudinal models of the cell-subset frequencies both at the group and the individual level. Group level slopes were calculated using mixed linear models of the cellular frequencies versus age, taking the intercept of each individual as a random effect (LME4 R package). Individual level slopes were computed separately for each individual via median linear regression (quantreg R package) of the cellular frequencies versus year. To check the global longitudinal dynamics of immune cell subsets, we applied PCA (FactoMineR R package) using cellular frequencies of all the cell types measured in the snapshot data set. Comparative analysis of inter-to intraindividual variation was applied using three methodologies: (1) with respect to location in two-dimensional PCA space, inter-and intraindividual Euclidean distances were compared; (2) with respect to individual cell subsets, the intraindividual coefficient of variation values calculated for each individual across years was compared to the interindividual coefficient of variation values calculated for each year across individuals (Extended Data Fig. 2a) ; (3) with respect to the variance-explaining factors of each cell subset, the proportion of variance explained for each cell subset was quantified by regression of each cell subset frequency versus age, CMV and subject identity, followed by extraction of an ANOVA table and decomposition of the total sum of squares into interindividual variation (sum of squares attributed to subject ID) and intraindividual variation (residual sum of squares, Extended Data Fig. 2b) . For longitudinal stability analysis, the lengths of within-individual trajectories were calculated as the sum of distances between sequential years in the PCA two-dimensional space. For individual-level slope association analysis, to avoid bias introduced by repeated measures for each cell subset, median values of intraindividual frequencies were regressed versus the older adults' median positions along the two main PCA axes. The resulting P values corresponding to both principal components were combined by Fisher's methodology and corrected for multiple hypotheses by BH methodology to obtain the correlation significance of the cell subsets with the main PCA axes. Correlations of individual-level slopes with the two main PCA axes were combined by taking the maximal absolute correlation obtained for each PCA axis.
Correction of year-to-year technical variation of cellular frequencies data of the ongoing data set.
To account for technical differences between the years profiled in the ongoing data set, we leveraged our finding regarding the longitudinal stability of young adults' immune profiles. Specifically, we treated the young individuals measured in two consecutive years as controls and adjusted the levels of each cell subset linearly to minimize the mean annual difference between the cell subset's frequencies as measured in the control individuals. Starting with 2014 and heading backward, the data from each year were adjusted based on the next year. 
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we generated a linear regression model by examining the correlation of its frequency versus age and CMV separately for each year in which the cell subset was measured. We combined the resulting age-and CMV-associated P values using a modified generalized Fisher method for combining P values obtained from dependent tests 42 (CombinePValue R package) and adjusted the resulting combined P values to multiple hypotheses using the BH method. This led to 33 and 22 cell subsets with BH-adjusted combined age-related and CMV-related P < 0.05, respectively (Supplementary Table 7 ). To estimate the age-related effect size on cellular frequencies, we used the average cross-sectional ratio between older and young adults after filtering out years in which the measured ratio was opposite in direction to that of most of the analyzed years.
Cell subset classification based on longitudinal dynamics and attractor point determination. Cell subset classification. We classified cell subsets based on two criteria: (1) existence of longitudinal dynamics and (2) significant correlation between annual change and baseline frequencies. Specifically, in criterion 1, we checked whether the annual changes in the cell subset's frequency were significantly different from 0 (P < 0.05, two tailed t-test). In criterion 2 we checked whether there was a significant correlation between annual change of cell subset's frequency and its baseline frequency using a median linear regression model (quantreg R package, P < 0.05 calculated by a bootstrapping test). Cell subsets that did not fulfill criterion 1 were classified as fluctuating; cell subsets that fulfilled only criterion 1 were classified as slow linear; cell subsets that fulfilled both criteria were classified as asymptotic. To avoid the effect of technical noise on cellular classification, for each cell subset we excluded yearly intervals with mean direction of annual changes that contradicted the trend observed between age groups. We then excluded cell subsets with less than two remaining yearly intervals and those exhibiting mean annual change greater than the mean cross-sectional difference between age groups, which may indicate a high impact of technical noise. After following these filtering steps, we excluded 6 cell subsets of the 33 age-dependent cell subsets. This classification strategy is detailed in Extended Data Fig. 5 , and final classifications of each cell subset of the 33 cell subsets exhibiting age association are in Supplementary Table 9 . For attractor-point determination, the attractor point per asymptotic cell subset was defined as the intersection of the linear annual-change baseline model with the baseline axis. Confidence intervals for each attractor point were estimated via bootstrapping (boot R package).
Significance assessment of the attractor point location. Cell subsets classified as asymptotic (that is, exhibiting annual change both significantly different from 0 and significantly dependent on baseline frequencies) were subjected to a set of three tests assessing the significance of their behavior. In these tests we repeatedly generated random regression lines corresponding to the null expected relationship between annual change and baseline frequency and tested the odds of observing the real-data result. As we expected null regression of cell subset frequencies toward the mean, our use of the null models and the significance measure we provide relate only to the derived location of the attractor point, that is, the intersection with the baseline axis. Below we detail the three different methodologies we applied to determine the significance of the attractor point location; the relevant P values are reported on a per-cell basis in Supplementary  Table 10 . Summarizing the results obtained for the three different methodologies, 9 cell subsets (of 11 cell subsets classified as asymptotic) exhibited attractor point locations that were significantly different from random under all the tests (P < 0.05). For permutations, we permuted the frequencies of each cell subset per individual with respect to time 100 times. For each permutation and for each cell subset, we calculated the annual change values and regressed them versus the baseline frequencies, yielding 100 null models per cell subset. For each model, we calculated the location of the attractor point as the intersection with the baseline axis to produce a null distribution of 100 attractor points for each cell subset. We then related the real attractor point obtained using the real longitudinal data to this null distribution, defining a P value. For instance, in a case where the real attractor point was located at the extreme 1% of the null distribution, a P value of 0.01 was calculated. This analysis led to 11 cell subsets (of 11 asymptotic cell subsets) with P < 0.05. For random sampling of cellular frequencies, we applied a model that simulated the cellular frequencies of different individuals based on their statistical characteristics observed in the real data. Specifically, in this test, we assumed that the cellular frequencies of each cell subset in each individual were sampled from a normal distribution with cell-subset-and individual-specific mean and s.d.; both were calculated from the data by standard estimators. For each cell subset, we simulated a typical longitudinal set of frequencies per individual by sampling values from these individual-specific distributions and regressed the obtained values of annual change versus the baseline values. This analysis was repeated 100 times per cell subset to achieve 100 null models. For each null model, we calculated the attractor point as the intersection of the null model with the baseline axis to yield a null distribution of 100 attractor points per cell subset. P values were then obtained by relating the real attractor point to this distribution, as in our approach to permutations. This analysis led to 10 cell subsets (of 11 asymptotic cell subsets) with P < 0.05. For random sampling of cellular frequencies with a longitudinal trend, to achieve a model better reflecting the longitudinal trends observed in the data, we further modified the model described for random sampling of cellular frequencies. To do this, after sampling the cell subset frequencies per individual from a normal distribution, we sorted the resulting sampled frequencies so that they matched the cross-sectional trend we observed (for instance, cell types whose abundance increase with age were sorted to preserve an increasing trend). Then we applied the same analysis as described for random sampling of cellular frequencies. This analysis led to 9 cell subsets (of 11 asymptotic cell subsets) with P < 0.05.
Retrospective group-level assessments of cell-subset classification. Below we specify two additional analyses to test different dynamic properties that we expected would distinguish asymptotic from linear dynamics on a per-cell basis. The obtained results were then compared between the groups of cell subsets classified as asymptotic and linear to assess the significance of the classification at the group level. We first determined the decreasing trend of the absolute annual change. We expected the abundance levels of asymptotic cell subsets, in contrast with linear subsets, to stabilize with time as they approached the attractor-point levels. To quantify this, for each cell subset classified as either asymptotic or linear, we regressed the absolute annual-change values versus the visit number to obtain a slope corresponding to the mean magnitude of annual change differences along the study time course. The slopes of cell subsets classified as asymptotic were significantly negative (P = 0.03, t-test, n = 11), whereas those cell subsets classified as linear were not significantly different from 0 (P = 0.4, t-test, n = 5). Next, we examined the correlation between cell subset abundance measured in subsequent years. Asymptotic behavior can be modeled using the following equation:
̇= ⋅ + 
Thus, whereas both dynamic patterns support a linear relationship between cellular frequencies measured in two subsequent years, the corresponding slopes differ such that cell subsets that change linearly exhibit a slope of 1 whereas cell subsets that change asymptotically exhibit slopes of <1.
To check this in our data, for each cell subset classified as either asymptotic or linear, we regressed the cellular frequencies measured in two subsequent years and calculated the resulting slopes. We observed that the cell subsets we classified as slow linear exhibited slopes not significantly different from 1, whereas cell subsets classified as asymptotic exhibited slopes significantly <1 (t-test P = 0.11 (n = 5) and 2.78 × 10 -5 (n = 11) for linear and asymptotic cell subsets, respectively).
Cell subset order analysis. To estimate the cascade in which the 11 asymptotic cell subsets reached their attractor points, for each individual and for each asymptotic cell subset, we identified the first year in which the cell subset reached its steady-state levels. Then, for each pair of cell subsets, we applied a binomial test to identify pairs of cell subsets that consistently and significantly (P < 0.05) exhibited a certain ordering within individuals. For global cell-subset ordering, we applied a modified version of the topological sort algorithm to derive modules of cell subsets whose ordering was conserved across individuals yet did not have identified internal ordering.
Longitudinal correlation between cell subsets. We calculated the Spearman correlation between each pair of cell subsets within each individual across different years and averaged the resulting correlations across individuals. The significance of correlations was assessed by applying 100 permutations of the frequency values for each cell subset within an individual followed by recalculation of the pairwise correlations.
Trajectory assembly. Scaling of cellular frequencies. To normalize the effect of the cell subset-specific dynamic range of cellular frequency on trajectory building, we normalized abundance levels before trajectory assembly. Per cell subset, we first calculated the mean and s.d. of frequency values between the 10 th and 90 th percentiles. We used these values to normalize cellular frequencies by subtraction of the mean and division by s.d. For cell-subset selection, we used cell subsets with a significant nonzero annual change (criterion 1) whose frequencies did not differ across years owing to technical variation. To identify these subsets, we applied PCA on the scaled frequencies of the 21 cell subsets whose abundance changed longitudinally during the course of the study and that were measured in 2012-2015; these years included the full panel of cell types. This analysis revealed a clear separation of years 2014-2015 from 2012-2013, specifically in the second principal component. Hence, we excluded cell subsets whose absolute correlation with the second principal component was >0.6, resulting in 18 cell subsets. Specifically, the cell subsets used for trajectory building were B cells, CD161 -cells and regulatory T cells. For trajectory assembly, we applied the diffusion maps algorithm (destiny R package) on the scaled cellular frequencies of the selected cell subsets that were measured in 2012-2015; these years included the full panel of cells measured by CyTOF. The resulting diffusion pseudotime values were scaled to a range of 0-1. We then mapped samples measured by CyTOF in the remaining years (2010-2011) onto the trajectory using k-nearest neighbor algorithm with k = 10 using the trajectory-building cell subsets that were also measured in the mapped year. Next we determined cellular frequency profiles along the trajectory. For the identified cell subsets that were classified as fluctuating, asymptotic or slow linear, we calculated the slope of their frequencies along the older adults' trajectory using linear regression per cell subset.
Dynamics of cellular response to cytokines along the trajectory. Identification of phoshpo-flow cytokine responses that changed significantly with age. We first excluded four samples (three samples from 2011 and one sample from 2012) that were identified as outliers by hierarchical clustering applied on all the samples per year using all phospho-flow cytometry features. To identify phospho-flow cytokine responses that changed significantly with age, we first calculated, per year (2008-2013) and for each phospho-flow cytokine response, the dependency of response levels with age by linear regression. We then excluded from further analysis the phospho-flow data collected in 2010 and 2013, because <20% of the measured responses were significantly dependent on age in those years, as opposed to >35% in the other years. Per cytokine response and for the remaining years, we combined the P values calculated per year (for 2008, 2009, 2011 and 2012) using a modified generalized Fisher method for combining P values obtained from dependent tests 42 (CombinePValue R package). This resulted in 87 phospho-flow cytokine responses that changed significantly with age (BH-adjusted P < 0.05). From this group, we extracted only cytokine responses that changed significantly with age in at least two years, and for which we could derive a consistent trend (more than half of the years in which a significant trend was reported exhibited similar trends). This filtering step resulted in 40 phospho-flow cytokine responses that changed significantly and consistently with age. Based on a previous publication 31 , cytokine response score was calculated as the sum of the following individual phospho-flow cytokine responses: CD8
+ -pSTAT5-IFN-α, B cells-pSTAT5-IL-6, B cells-pSTAT1-IFN-α, monocytes-pSTAT3-IL-10, monocytes-pSTAT3-IFN-γ, monocytes-pSTAT3-IFN-α and monocytes-pSTAT3-IL6. We then identified individual phospho-flow cytokine responses that changed significantly along the trajectory. Levels of each phosphoflow cytokine response identified to be associated with age were correlated with the trajectory consisting of samples of older adults using linear regression per year (2011 and 2012). Per phospho-flow cytokine response, we excluded years in which there was a significant difference along the trajectory that contradicted the youngold trend. Then P values per cytokine response were combined across the relevant years using Fisher's method and were adjusted for multiple hypotheses using BH method, resulting in five responses with BH-false discovery rate <20%.
Cardiovascular assessment. Echocardiography data were obtained and processed as described in Shen-Orr et al 31 .
Gene expression analysis. Preprocessing. For gene expression analysis we used gene expression measurements collected on individuals during 2010-2015, since these were the only years used for trajectory building. Expression values across all years were first quantile normalized to allow comparative analysis across all years. We then excluded four gene expression samples (three samples from 2011 and one sample from 2014) identified as outliers by hierarchical clustering applied on all the gene expression samples per year. To identify differentially expressed genes across age groups, per year and for each gene, we calculated a linear regression model describing the dependence of expression levels on age. To combine P values obtained per gene across years, we used a modified generalized Fisher method for combining P values obtained from dependent tests 42 (CombinePValue R package). We identified 4,605 genes whose expression levels significantly depended on age (BH-corrected combined P < 0.05). Next, we identified only genes that exhibited an age-dependent trend across the years as those genes for which a significant (P < 0.1) contradicting trend was reported in less than one of three years, resulting in 4,081 genes. To identify genes whose expression changed along the trajectory, for each of these 4,081 genes and per year, we derived a linear regression model describing the dependence of expression levels on the trajectory using only old adults' samples. We then combined the P values calculated across the years by Fisher's method, excluding years in which a significant trend (P < 0.05) along the trajectory was identified that contradicted the one observed across age groups. In this way, we identified 337 genes differentially expressed along the trajectory as those with BH-adjusted combined P < 0.05. To gain a robust genomic signature corresponding to the location along the trajectory, we used only genes whose expression changed significantly (P < 0.05) in >0.6 of the years where they were measured and whose trend in expression along trajectory did not significantly contradict the young-old trend, resulting in 121 genes.
Normal expression levels of the trajectory-related gene signature in immune cell subsets. Normalized expression data were downloaded from Gene Expression Omnibus (GEO) (GSE24759). Because our trajectory-correlated genomic signature was identified using gene expression data of peripheral blood cells predominantly consisting of mature cells, we excluded gene expression data of sorted immature progenitor cell types from further analysis. After this filtration step, the expression matrix included 93 samples corresponding to 17 sorted peripheral blood cell subsets. Of the 121 genes identified as significantly and consistently changing along the trajectory, 79 genes were represented in the DMAP data set 43 . Probes were converted to the respective gene symbol by choosing per gene the probe with maximal expression levels across samples. We first calculated the mean expression of each gene by each cell subset and used this to identify per gene the three cell subsets exhibiting the highest expression levels. Then, per cell subset, we calculated the difference between the number of trajectory-upregulated genes and trajectorydownregulated genes expressed by the cell subset.
Gene-expression adjustment for variation in cell-type proportions. Gene expression data were adjusted for variations in selected cell-type proportions (neutrophils, CD8
+ T cells, B cells, CD85j + CD8 + T cells, naive CD4 + T cells and effector memory CD8 + T cells) by removing their effect on gene expression values from each gene expression profile within each year separately. Because the cell-proportion profiling data were generated on PBMC samples whereas the gene expression data were derived from whole-blood samples, we first 'aligned' them by transforming each cell type's percentage PBMC frequencies (P PBMC ) into percentage whole blood frequencies (P WB ) using lymphocyte and monocyte proportions measured by complete blood count when available (in years 2010-2013):
m onocytes . For study years where complete blood count data were not available (2014 and 2015), we estimated neutrophil proportions directly from the whole-blood gene expression data using ImmunoStates-based immune signatures and computed the PBMC compartment proportions as −P 1 neutrophil . Whole-blood cell-type proportions were then standardized (centered, unit variance) and a multivariate linear model including the proportions as covariates was fitted on the non-log-scale expression profiles of each gene separately. The adjusted gene expression profiles were then defined as the sum of the fitted intercept coefficient and the residuals. Gene expression preprocessing. Normalized gene expression data generated using the platform Affymetrix Human Exon 1.0 ST were downloaded from the database of Genotypes and Phenotypes (dbGap; study identifier phs000007) and include the individuals from the Offspring and Generation 3 cohorts who attended the eighth and second clinical exams, respectively, and who signed either HMB-IRB-MDS or HMB-IRB-NPU-MDS research consent forms (n = 2,418 and 3,133 for Offspring and Generation 3, respectively). These gene expression data were first corrected for the different batches using Combat algorithm (sva R package) while avoiding adjustment of age-and gender-induced effects, followed by conversion of the probes into gene symbols by choosing per gene the probe that yielded maximal expression levels across 20 randomly chosen samples.
IMM-AGE approximation.
Of the 121 genes that were identified as consistently and significantly changing along the trajectory (Supplementary Table 14) , 103 genes were also present in the Framingham gene expression data set. To reduce the technical noise stemming from changing the gene expression data set, which may influence intergene correlation relationships, we refined this gene set and chose only 57 genes that were highly correlated with the main PCA axis (absolute Pearson correlation > 0.4), an axis that significantly and consistently reflected the calculated IMM-AGE scores in our cohort across years (data not shown). We quantified the enrichment of this gene set in each participant of the Framingham study using single-sample gene-set enrichment projection 33 and used the resulting enrichment scores as an approximation of the IMM-AGE scores of the Framingham participants. To improve the correspondence between the IMM-AGE score and chronological age, we applied linear scaling on the IMM-AGE scores based on a linear regression of the IMM-AGE scores versus chronological age using individuals from the Offspring cohort, a cohort with a relatively homogeneous range of ages resembling the one observed in our cohort. A linear model of the resulting scaled IMM-AGE scores versus chronological age had slope and intercept of 1 and 0, respectively.
Clinical association analysis.
Here we used only individuals from the Offspring as they were older than individuals from the Generation 3 cohort at the date of gene expression profiling (66.8 ± 9.2 versus 45.5 ± 8.7 years old), and thus had a substantially higher prevalence of cardiovascular disease and mortality. Relevant phenotypic data sets were downloaded from dbGaP including gender and age at exam 8 (pht003099); smoking status, blood pressure and blood pressure treatment (pht000747); HDL, total cholesterol and fasting glucose (pht000742); diabetes treatment (pht000041; because diabetes treatment was not available for exam 8, we used the relevant information from exam 7, assuming the treatment status did not change between these two exams). Cardiovascular disease status at exam 8 and all-cause mortality during follow-up time were derived from the files 'survival and follow-up status for cardiovascular events' (pht003316) and 'survival -all cause mortality' (pht003317), respectively.
Survival analysis.
For cardiovascular association analysis, the IMM-AGE score was adjusted by linear regression with the cardiovascular covariates used for estimating the ASCVD clinical risk score, specifically age, gender, smoking status, Articles NATurE MEDIcINE diabetes, total cholesterol, HDL cholesterol and blood pressure. For all-causemortality association analysis, we calculated a multivariate Cox regression model regressing all-cause mortality versus the above-mentioned cardiovascular risk factors, cardiovascular disease status assessed on the date of exam 8, and the IMM-AGE score. For the Kaplan-Meier survival plot, IMM-AGE scores were adjusted by linear regression with the above-mentioned cardiovascular risk factors and cardiovascular disease status at exam 8, followed by stratification of individuals using a threshold calculated as the median adjusted IMM-AGE scores across individuals. Survival analyses were performed by R survival package.
Methylation data preprocessing. Our analysis included the Framingham-Heart Study Offspring cohort that attended the eighth clinical exam for which methylation data were available. Methylation data generated using the platform Infinium HumanMethylation450 BeadChip of Illumina were downloaded from dbGap (study identifier phs000007). Raw data were normalized with a background correction followed by calculation of beta values (minifi R package). We excluded samples in which >1% of the probes exhibited detection P > 0.05, and calculated Horvath's DNA methylation age per sample using the online calculator (https:// dnamage.genetics.ucla.edu/). We excluded samples based on gender mismatch, poor correlation with gold standard (<0.85) and extremely high calculated DNA methylation age (>120), and samples with more than two technical replicates. For individuals with two technical replicates, DNA methylation age was averaged. These filtering steps resulted in 2,693 individuals with available DNA methylation age.
Clinical association analysis of DNA methylation age. In the analysis used to compare DNA methylation age and IMM-AGE, both scoring systems were adjusted using linear regression for cardiovascular risk factors, including age, gender, smoking status, total cholesterol, HDL cholesterol, blood pressure status, diabetes and existence of cardiovascular disease, followed by exclusion of outlier samples for which the adjusted DNA methylation age exceeded the 99 th percentile. For clinical utility comparison analysis, a multivariate Cox regression model was calculated regressing overall survival versus the above-mentioned cardiovascular risk factors, existence of cardiovascular disease and both biological age metrics.
Ethical compliance. Written informed consent was obtained from all the study participants, and the study protocol was approved by the Stanford University Administrative Panels on Human Subjects in Medical Research (IRBs), confirming that the study complies with the relevant ethical regulations.
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Data collection
Microarray data: Agilent Feature Extraction Software (Version 10.5.1.1) was used to extract the microarray images data. Cell subset phenotyping and cytokine-response assays : Data were collected using DIVA software in an LRSII instrument (BD Biosciences).
Data analysis
All analyses were carried out using R version 3.2 and the following packages: affy (for rma normalization); LME4 (for group-level slope calculations); quantreg (for median linear models calculations); FactoMineR (for PCA analysis); CombinePValue (to combine multiple p values obtain in different years); boot (for bootstraping); destiny (for trajectory assembly and diffusion pseudotime calculation); sva (for batch correction of Framingham gene-expression data using Combat); survival (for survival analysis); and minifi (for preprocessing of Framingham methylation data).
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Sample size
The study cohort includes 136 individuals, 18 of them were profiled concomitantly for the snapshot dataset, whereas all of them were profiled in each year independently (the ongoing dataset). As the snapshot dataset includes only a few individuals, most of the analyses in the manuscript were not performed on the dataset, but only for general motivation (Figure 2 ). In contrast, the ongoing cohort includes 136 individuals that were profiled in multiple years, resulting with sufficient numbers that enable inference of longitudinal conclusions. As stated in the discussion, heterogeneity within the study cohort may require larger cohorts for further expansion of the study, but as this study includes only healthy individuals we assumed a similarity in their longitudinal behavior. The high cost of the high-resolution profiling that spanned multiple experimental platforms inhibits the number of individuals that can be profiled annually.
Data exclusions Cellular phenotyping data: CD28-dependent cell subsets were excluded from the analysis of 2010 and HLADR-dependent cell subsets were excluded from the analysis of 2009, because of technical problems with the antibodies. These exclusions were performed only at the dataanalysis stage, as only then we noted these technical issues.
For cell subsets classification, we excluded those cell subsets with less than three years of data (corresponding to two possible annual change), as well as those exhibiting mean annual changes greater than the mean cross-sectional difference between age-groups, indicating a high amount of noise. These exclusion criteria were established in the data-analysis stage since then we noted the noise that might stem from including them in the analysis. Phosphoflow analysis: We excluded four samples (three samples from 2011 and one sample from 2012) that were identified as outliers using hierarchical clustering applied on all the samples per year using all phospho-flow features. This exclusion criteria was pre-established and applied to avoid using outlier samples. Gene-expression analysis: We excluded four gene-expression samples (three samples from 2011 and one sample from 2014) that were identified as outliers using hierarchical clustering applied on all the gene-expression samples per year. This exclusion criteria was preestablished and applied to avoid using outlier samples.
Replication
(1) Identification of age-dependent changes (in cellular frequencies, phosphoflow analysis and gene-expression analysis): To verify that our results are reproducible, all cross-sectional analyses were performed by combination of the yearly-obtained p values followed by inclusion of only those results that were reproduced in multiple years.
(2) Attractor point determination: For reproducibility of the attractor point location, we applied the bootstrapping methodology, each time sampling our study cohort followed by replication of the analysis resulting with cohorts that resemble the real population. This yielded confidence intervals on the attractor point location per cell subset.
(3) Trajectory analysis: By identification of those genes whose expression change along the trajectory and assembling the trajectory in an external dataset using gene-expression (Framingham), we established the reproducibility of the trajectory and its robustness.
Randomization
(1) For identification of age-dependent changes in cellular frequencies, we checked for correlations of each feature with age using linear models. To avoid confounding factors, primarily CMV infection which both depends on age and affects immune-cell composition, we used it as a predictor in the linear models.
(2) In the Framingham analysis, the participants were stratified into low/high IMM-AGE score. As the IMM-AGE score is affected by other
