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Abstract
Heat conduction and electric conduction are two fundamental energy trans-
port phenomena in nature. However, they have never been treated equally,
because unlike electrons, the carriers of heat{phonons{are just quantized vi-
bration modes that possess no mass or charge, which makes phonon transport
hard to be controlled. Nevertheless, a new discipline{phononics emerges, which
is the science and technology of phonons, aimed to manipulate heat ow and
render thermal energy to be controlled as exibly as electronics. To achieve
this ultimate goal, various thermal devices, like thermal diode, thermal tran-
sistor, thermal memory have been proposed theoretically and partially been
realized in experiments.
The control of heat ow in the above mentioned thermal devices is managed
mainly by applying a static thermal bias with heat commonly owing on av-
erage from \hot" to \cool". In order to obtain an even more exible control
of heat energy comparable with the richness available for electronics, one may
design intriguing phononic devices which utilize temporal modulations as well.
More intriguing control of transport emerges when the manipulations are made
explicitly time-dependent.
In this thesis, I will talk about the dynamic control of nonequilibrium thermal
energy transport by various time-dependent driving.
I will rst show that an ecient pumping or shuttling of energy across spatially
extended nano-structures can be realized via modulating either one or more
thermal bath temperatures, or applying external time-dependent elds, such as
iii
mechanical/electric/magnetic forces. This gives rise to a plethora of intriguing
phononic phenomena such as a directed shuttling of heat against an external
thermal bias, multiple thermal resonances. Three necessary conditions for the
emergence of heat current without or even against thermal bias are unraveled.
Then I will show if more than a single parameter is modulated in time, the
system response is also aected, apart from its dynamic (phase) response, by
the manner the modulation proceeds in parameter space. This in turn yields
a geometric phase contribution which aects the overall heat transport in a
geometric Berry-phase like manner. I will discuss the geometric-phase eect
on time-dependent driven heat transport in both quantum and classic systems
in details. Finally, the possible experimental setup of electric circuits to verify
the prediction about geometric-phase eects on time-dependent heat transport
is discussed as well.
As a conclusion, the dynamic control scheme allows for a most ne-tuned
control of the energy transport.
iv
List of Publications
[1] Jie Ren, Sha Liu, and B. Li, \Geometric Heat Flux of Classical Thermal
Transport in Interacting Open Systems", under review in Phys. Rev. Lett.
[2] S. Zhang, Jie Ren, and B. Li, \Multiresonance of energy transport and
absence of heat pump in a force-driven lattice", Phys. Rev. E 84, 031122
(2011).
[3] L. Zhang, Jie Ren, J.-S. Wang, and B. Li, \The phonon Hall eect: theory
and application", J. Phys.: Condens. Matter 23, 305402 (2011).
[4] Jie Ren, V. Y. Chernyak, and N. A. Sinitsyn, \Duality and uctuation
relations for statistics of currents on cyclic graphs", J. Stat. Mech. P05011
(2011).
[5] L. Zhang, Jie Ren, J.-S. Wang, and B. Li, \Topological Nature of Phonon
Hall Eect,", Phys. Rev. Lett., 105, 225901 (2010).
[6] Jie Ren, P. Hanggi, and B. Li, \Berry-Phase-Induced Heat Pumping and Its
Impact on the Fluctuation Theorem", Phys. Rev. Lett. 104, 170601 (2010).
[8] Jie Ren and B. Li, \Emergence and control of heat current from strict zero
thermal bias", Phys. Rev. E 81, 021111 (2010).
[9] Jie Ren, W.-X. Wang, B. Li, and Y.-C. Lai, \Noise Bridges Dynamical
Correlation and Topology in Coupled Oscillator Networks", Phys. Rev. Lett.
104, 058701 (2010).
[10] Jie Ren and B. Li, \Thermodynamic stability of small-world oscillator





List of Publications v
Contents vi
List of Figures viii
1 Introduction 1
1.1 Phononics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Dynamic Control and Geometric Phases . . . . . . . . . . . . . 5
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Dynamical Control for Time-Dependent Heat Shuttling 12
2.1 Periodic Temperature-Driving . . . . . . . . . . . . . . . . . . . 12
2.1.1 Model and method . . . . . . . . . . . . . . . . . . . . . 14
2.1.2 Parameter dependence of heat shuttling . . . . . . . . . 16
2.1.3 Correlation eect of thermal baths . . . . . . . . . . . . 21
vi
2.1.4 Three conditions for heat shuttling . . . . . . . . . . . . 25
2.2 Periodic Mechanical-Force-Driving . . . . . . . . . . . . . . . . . 26
2.2.1 Model and method . . . . . . . . . . . . . . . . . . . . . 28
2.2.2 Analytic results for harmonic lattice . . . . . . . . . . . 31
2.2.3 Multiple resonances in FK model . . . . . . . . . . . . . 38
2.2.4 Absence of heat pumping . . . . . . . . . . . . . . . . . . 42
2.3 Conclusion and Discussion . . . . . . . . . . . . . . . . . . . . . 49
3 Geometric Phase Eect in Time-Dependent Heat Transport 54
3.1 Quantum Model: Single Molecular Junction . . . . . . . . . . . 54
3.1.1 Model and method . . . . . . . . . . . . . . . . . . . . . 57
3.1.2 Geometric Berry-phase eect . . . . . . . . . . . . . . . 58
3.1.3 Fractional quantized phonon response . . . . . . . . . . . 65
3.1.4 Impact of Berry-phase on Fluctuation Theorem. . . . . . 69
3.2 Classic Model: Coupled Oscillators . . . . . . . . . . . . . . . . 71
3.2.1 Model and method . . . . . . . . . . . . . . . . . . . . . 71
3.2.2 Exact solutions for twisted Fokker-Planck equation . . . 73
3.2.3 Geometric-phase eect in coupled oscillators . . . . . . . 77
3.2.4 Purposed electric circuit experiment . . . . . . . . . . . . 83
3.3 Conclusion and Discussion . . . . . . . . . . . . . . . . . . . . . 85




1.1 Integration of electronics, photonics and phononics . . . . . . . 2
2.1 One-dimensional two segment FK lattice . . . . . . . . . . . . . 14
2.2 Frequency resonance eect . . . . . . . . . . . . . . . . . . . . . 17
2.3 Temperature tuning eect . . . . . . . . . . . . . . . . . . . . . 19
2.4 System size eect . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Thermal bath correlation eect . . . . . . . . . . . . . . . . . . 22
2.6 Scheme of force-driven FK lattices . . . . . . . . . . . . . . . . . 28
2.7 Crossover from sing- to multi-resonance of energy current . . . . 30
2.8 Multi-resonance of energy current in harmonic lattices . . . . . . 35
2.9 Comparison of resonant behaviors in harmonic and FK lattice . 37
2.10 Energy current vs driving frequency for large force . . . . . . . . 39
2.11 Temperature eect on multiresonance of force-driven lattices . . 41
2.12 Dissection of energy ux into heat ux and work ux . . . . . . 43
2.13 Energy ow diagram in force-driven model and rigorous heat
pump . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
viii
3.1 Scheme of the two-level molecular junction . . . . . . . . . . . . 56
3.2 Geometric-phase-induced heat pump . . . . . . . . . . . . . . . 63
3.3 Temperature modulation cycle and level transitions . . . . . . . 66
3.4 Fractional quantization of phonon response . . . . . . . . . . . . 68
3.5 Coupled oscillators and electric circuits . . . . . . . . . . . . . . 72




Energy harvesting and waste is a great bottleneck in the supply of energy re-
sources to a sustainable economy. Besides developing carbon-free green energy
sources, the global energy crisis can be alleviated by enhancing the eciency
of energy utilization. We are now at a new stage of control energy and matter
at nanoscale. Such nanoscale control creates unprecedented opportunities to
directing and conversion of energy in order to achieve the greater energy sus-
tainability. Among various forms of energy, heat, electricity and light are three
conventional ones. For electrons and photons, their theories are well developed
and have wide applications with great impacts on our everyday life. However,
the carriers of heat{phonons are just quantized vibration modes that possess
no mass or charge, which is dicult to be controlled by electromagnetic eld.
In view of the \heat" problem everywhere, such as air conditioning, heat dissi-
pating of CPU, quantum cooling, it is desirable to eciently control phonons
at nanoscale [1{4].
In the last decade, the fast development of both theoretic nanoscale
transport and applied nanotechnology has witnessed the emergence of a new
1
2Figure 1.1: Scheme of the integration of electronics, photonics and phononics.
discipline|phononics [5]. It is the science and technology of phonons, aimed
to manipulate heat ow and render thermal energy to be controlled as exibly
as electronics. Phononics also play the role of bridging electronics with the
so-called thermoelectrics [6, 7], bridging photonics with the so-called optome-
chanics [8]. Future generation of multimode energy harvester rests with the
integration and control of electronics, photonics, and phononics (as shown in
Fig. 1.1). Therefore, a fundamental understanding of non-equilibrium trans-
port of vibrational thermal energy carried by phonons becomes critical.
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1.1 Phononics
Phononics is the science and technology in controlling of thermal energy and
processing information carried by phonons [5]. The task of directing phonons
on the nanoscale requires some necessary counterparts known from electronics,
which mimic the familiar role of electric diodes, electric transistors and alike
for electronic circuitry. A rst challenge then is to design blue prints for such
components that function for heat (phonon) control alike those components do
for electron transport. This can be best approached by making use of the non-
linear dynamics present in anharmonic lattice structures in combination with
the implementation of asymmetry. Indeed, various thermal devices have been
successfully proposed, such as thermal rectiers [9{11], thermal transistor [12],
thermal logical gates [13], thermal memory [14] and other molecular thermal
machines [15{17]. Moreover, the solid-state thermal diode has been even re-
alized in experiments [18{21] as well as heat transistor [22], the solid-state
thermal memory [23].
The research of thermal diode can be traced back to 1930s, when Chauncey
Starr at Rensselaer Polytechnic Institute in New York built an asymmetric
junction composed of a metallic copper part and a cuprous oxide part, which
possesses the asymmetric heat conduction and functions as a thermal recti-
er [24]. After that, various macroscopic thermal rectiers have been studied,
which function via the dierent material response to the temperature bias
and/or other mechanisms [25].
A new round of the research tide of thermal diode originates from the
merging of research communities from solid-state physics and nonlinear dy-
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namics. In 2002, Marcello Terraneo and co-workers proposed a thermal diode
based on resonance [9]. The authors used a three-segment structure by sand-
wiching a nonlinear lattice with two harmonic ones. They found that heat can
easily ow in one direction but not the other. Later, Li's group used a simpler
two-segment nonlinear lattices and demonstrated a thermal diode with much
higher rectication eciency [10]. These pioneering theoretical works in turn
ignited a urry of experimental activities. In 2006, Chih-Wei Chang and co-
workers built the rst nanoscale solid-state heat diode, where the conductance
of an asymmetric nanotube is 3  7% larger in one direction than that in the
other direction [18]. The thermal diodes in a semiconductor quantum dot [19]
and cobalt oxide of asymmetric geometry [20, 21] have been realized as well,
which forms a major step towards the experimental realization of Phononics.
To achieve a more exible heat control, or even logic operations and useful
circuitry, however, additional control of phonon is required. Li's group in
Singapore has moved further towards the Phononics, by theoretically designing
various thermal analogs of electric devices.
In 2006, by utilizing the negative dierential thermal resistance, a rst
thermal transistor has been theoretically proposed [12]. The negative dieren-
tial thermal resistance makes it possible to build thermal logic gates, which has
been realized one year later [13]. Also, the negative dierential thermal resis-
tance makes the multi-stable heat conduction possible by delicately designing
the architecture of the nonlinear lattices. Thus, with the help of multi-stable
heat conduction, a rst thermal memory has been demonstrated by the same
group, in which thermal information (high/low temperature) can be written
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and read out [14]. In view of those theoretical thermal devices including ther-
mal diode, thermal transistors, thermal logic gates, and thermal memory, a
possible thermal computer is thus believed to be coming to reality in the near
future.
Such rapid progress in phononic devices encourages lots of works on the
thermal conductivity/conductance of dierent materials, which I will not re-
view here.
1.2 Dynamic Control and Geometric Phases
So far, the function of the various thermal devices has been achieved by use
of a static thermal bias with heat commonly owing on average from \hot"
to \cold". In order to obtain an even more exible control of heat energy
comparable with the richness available for electronics, one may design intrigu-
ing phononic devices which utilize temporal modulation to achieve dynamic
control as well. Such dynamic control makes possible the realization of a
plethora of novel phenomena such as the heat ratchet eect, absolute negative
heat conductance or the machinery of Brownian (heat) motors, to name but a
few [32{34]. Among the necessary ingredients to run such heat machinery of
dynamic control are thermal noise, nonlinearity, unbiased nonequilibrium driv-
ing of deterministic or stochastic nature and some sort of symmetry breaking
mechanism. This dynamic control then carries the setup away from thermal
equilibrium, thereby circumventing the second law of thermodynamics, which
otherwise would impose a vanishing directed transport.
Dynamical engineering of materials oers a fascinating possibility to mod-
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ify transport properties at will. Under the dynamic control, it has been shown
that the electronic band structures of materials can be dramatically modied
as well as the electric transport properties [28{31]. We expect that the similar
behaviors can be triggered by dynamic control of heat transport.
Dwelling of similar ideas used in Brownian motors for directing parti-
cle ow, an ecient pumping or shuttling of energy across spatially extended
nano-structures can be realized via modulating either one or more thermal
bath temperatures, or applying external time-dependent elds, such as me-
chanical/electric/magnetic forces. This gives rise to a plethora of intriguing
phononic phenomena such as a directed shuttling of heat against an external
thermal bias or the pumping of heat induced by a non-vanishing geometric
(Berry)-phase.
In 1984, Michael Berry wrote a seminal paper [36] about adiabatic evolu-
tion of an eigenstate when the Hamiltonian is changed by the external param-
eters extremely slowly. Berry pointed out that in the absence of degeneracy,
when the Hamiltonian nishes an evolution loop in the parameter space, the
eigenstate will go back to itself but with an additional phase dierent from
original one. This additional phase equals to a dynamical phase factor result-
ing from the time integral of the eigen-energy plus an extra contributed by
the change of the eigen-function, which is later commonly named as the Berry
phase. Berry phase is like the Aharonov-Bohm phase but in a parameter space.
It is an important concept and has generated broad interests throughout the
various elds of physics.
In the following let us briey introduce the basic concepts of Berry phase
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following the recent review article [35]. Let a Hamiltonian H = H(R(t))
evolves with time through varying a set of parameters, denoted by R =
(R1; R2; : : : ). For a closed path in the parameter space, denoted as C, R(t)
evolves cyclically such that R(T ) = R(0). Assuming an extremely slow evolu-
tion of the system as R(t) moves along the path C, we have
H(R)jn(R)i = "n(R)jn(R)i : (1.1)
However, the above equation implies the phase factor of the orthonormal eigen-
states jn(R)i is not determinate since the phase factor can be arbitrary. One
can make a gauge choice to remove the arbitrariness, provided that the phase
of the basis function is smooth and single-valued along the path C in the pa-
rameter space. A system prepared in one state jn(R(0))i will evolve with
H(R(t)) and dwell in the state jn(R(t))i in time t according the quantum
adiabatic theorem [26,27], thus one can write the state at time t as




where the second exponential is known as the dynamical phase factor. Then,





j n(t)i = H(R(t))j n(t)i (1.3)
and left multiplying hn(R(t))j, one nds that n can be expressed as a path




dR  An(R) ; (1.4)
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where An(R) is called Berry connection or the Berry vector potential written
as
An(R) = ihn(R)j @
@R
jn(R)i : (1.5)
It shows that in addition to the dynamical phase, the quantum state will
acquire an additional phase during the adiabatic evolution. The Berry vec-
tor potential An(R) is gauge-dependent. If we make a gauge transformation
jn(R)i ! ei(R)jn(R)i with (R) being an arbitrary smooth function, An(R)
transforms according to An(R)! An(R)  @@R(R) . However because of the
system evolves along a closed path C with R(T ) = R(0), the phase choice we
made earlier on the basis function jn(R)i requires ei(R) in the gauge transfor-
mation to be single-valued, which implies (R(0))  (R(T )) = 2 integer :.
This shows that n can be only changed by an integer multiple of 2 and it
cannot be removed. Therefore the Berry phase n is a gauge-invariant physical
quantity.
In analogy to electrodynamics, a gauge eld tensor can be derived from














i   ( $ )
i
: (1.6)
This eld is called the Berry curvature, which can be also written as a sum-








jni   ( $ )
("n   "n0)2 : (1.7)
In fact, the geometric phase eect is not unique in quantum mechanics. It
may be emergent from any system, if the corresponding parameter space has
1.3. Objectives 9
nontrivial geometry. One example is the so-called anholonomy angle in the
elementary geometry, which can appear in the parallel transport of a vector
along a closed loop on a sphere. You can image that you now take a compass
needle traveling on the earth. You start from the north pole and move to
the equator. Meanwhile, the pointer of your compass needle always points to
the south. And then, you move along the equator for a while. After that,
you move back to the north pole from the equator, with the pointer of your
compass needle always pointing to the south. Finally, when you are back to you
original starting point, you will be surprised that the direction of the pointer
is not back to its original direction! There is an additional rotation angle, so-
called anholonomy angle, which actually is connected to the intrinsic curvature
of the sphere. If we do the same parallel transport on a trivial geometry,
say a at plane, then, this additional rotation angle is absent because of the
zero curvature. Another example is in the full counting statistics of cyclic
driven systems [51], the cumulant generating function (analog of phase) in the
exponent of the characteristic function (analog of wave function) will also gain
an additional term. The extra term shares the similar geometric origin from
the nontrivial curvature in the system's parameter space. The geometric-phase
eect we are going to study in this thesis refers to the latter.
1.3 Objectives
The mainstream of the research on phononics is on the static steady-state
heat transport. A fundamental understanding of the nonequilibrium energy
transport in time-dependent driven systems is still lacking. Therefore the
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objectives of this thesis are
1. To explore the rich phenomenon of dynamic control of heat transport
and study the parameter-dependency and the underlying mechanism.
2. To unravel the conditions for directing heat energy without/against ther-
mal bias, which would provide a guideline for optimal design of nanoscale
heat pump.
3. To develop the exact theories of geometric(Berry)-phase-induced heat
ux generating function and examine its impact on the properties of
time-dependent heat transport.
4. To study the geometric-phase-induced heat pump on both quantum and
classic systems and discuss the possible experimental verication of the-
oretical predictions.
The results of the present research may have signicance on the under-
standing of the nonequilibrium energy transport in time-dependent driven
systems. It provides insights on the understanding of a rich nonequilibrium
transport phenomenon. The conditions uncovered in this research could pro-
vide guidelines for optimal design of time-driven thermal devices for dynamic
control of phonons. The focus of this thesis is then to analytically study the
possible geometric-phase eect on the time-dependent heat transport in both
the quantum and classic systems. It should be noted that the present study are
restricted on the adiabatic limit{extremely slow driving. More general theory,
with the insight from Floquet theory, could be developed in the future.
1.3. Objectives 11
In the following of this thesis, we will rst study the periodic temperature
driving in the rst part of Chapter 2; and then the periodic mechanic-force
driving in the second part of Chapter 2. In Chapter 3, we will study the
geometric-phase eect on the heat transport in time-dependent driven system,
both quantum and classic. In the end, a summary of this thesis and future





Understanding heat transfer at the molecular level is of fundamental and prac-
tical importance [1]. Recent years have witnessed a fast development in the
emerging eld of phononics [5], wherein phonons, rather than an annoyance,
can be used to carry and process information. To manipulate and control
phonon transport (heat current) on the molecular level, various thermal de-
vices [5] have been proposed, such as the thermal diode [9{11,37{39], thermal
transistor [12], thermal logic gate [13] and thermal memory [14]. On the oth-
er hand, experimental works such as thermal rectier [18, 20] and nanotube
phonon waveguide [40] have been carried out. These theoretical and experi-
mental works render the heat current to be controlled as exibly as electric
current in a foreseeable future.
Heat transfers spontaneously from a high temperature to a low one; thus,
the control of heat current has been so far based on the control of the temper-
12
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ature gradient. However, a large temperature gradient is essentially dicult
to maintain over small distance in practice, especially at nanoscale. Conse-
quently, a natural question is raised: can we create and control heat current
in the absence of (or against) thermal bias at nanoscale; if yes, then how do
we do that?
Inspired by ideas from Brownian motors [32{34], originally devised for
particle transport, a few studies have revealed the possibility of pumping heat
against thermal gradients at nanoscale [15, 16, 41{45]. A molecular model
with modulated energy levels has been found to perform the heat pumping
operation [15,43]. However the microscopic oscillator system, though built on
the similar principles, fails to perform the pumping [16]. Thus, it is still not
clear what the requirements are for the system to show such functional eect.
In this section, we attempt to answer this novel and important question: how
do we create and control heat current at strict zero thermal bias?
It is noted that some interesting works reveal that nonzero heat current
survives when one bath temperature is driven but with equal average (but dif-
ferent at any instant) to the other bath temperature [44,45]. However, this re-
ported behavior can be understood through the Landauer formula for the heat
current [46]: J =
R
d!!T (!)[(!; TL) (!; TR)], where T (!) is the transmis-
sion coecient and (!; TL=R) is the Bose-Einstein distribution. Considering
the temperatures TL=R are driven around the same average T0, Taylor expan-
sion gives: (!; TL) (!; TR) ' 0(!; T0)[TL(t) TR(t)]+00[TL(t) TR(t)]2=2.
After the periodic average, the rst term vanishes while the second order sur-
vives which produces the nonzero current.








Figure 2.1: Schematic illustration of one-dimensional two segment FK lattice,
being coupled to two isothermal baths with oscillating temperatures TL(t) =
TR(t).
2.1.1 Model and method
Therefore, in a stark contract to the above proposals, we keep strict zero
thermal bias at every instant through our studies. This seems to be a small
step, but it is a revolutionary one and has a completely dierent physics.
It is under this strict zero thermal bias that our results uncover these three
following conditions for the emergence of heat current at zero thermal bias:
non-equilibrium source, symmetry breaking, and nonlinearity. Moreover, our
simulation and analytic results reveal a phenomenon that symmetry breaking
is already sucient, if the two heat baths are correlated.
Our system consists of two segment Frenkel-Kontorova (FK) chains [47,48]
coupled together by a harmonic spring with constant strength kint as depicted
in Fig. 2.1. The Hamiltonian can be written as:
H = HL +
kint
2
(qNL;L   q1;R)2 +HR; (2.1)
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S stands for L or R, which represents the left or right segment with the
same length. qi;S denotes the displacement from the equilibrium position
for the ith atom in segment S and pi;S the corresponding momentum. a is
the lattice constant. kS and VS are the spring constant and the strength of
the on-site potential of segment S. Two isothermal baths contacted with t-
wo ends are simulated by Langevin reservoirs with zero mean and variance
h1=N(t)1=N(t0)i = 2kBTL=R(t   t0), where  is the system-bath coupling
strength.
One question of interest is whether, due to the spatial asymmetry of the
system, the thermal uctuation in heat baths can induce a net heat current
in a given direction. We argue that it is impossible. The situation would be
a perpetual machine of the second kind extracting useful work out of ambient
thermal reservoirs of vast energy surrounding us. Unfortunately, the second
law of thermodynamics rules out the hiding place of the Maxwell demon, no
matter how smart you design the system. It seems that any design to generate
a heat current without thermal bias is foolish and even a quackery in the face
of the second law. However, the second law works at thermal equilibrium only.
In this section, we drive the system out of equilibrium by periodically
oscillating two isothermal baths simultaneously, as TL(t) = TR(t) = T0 +
T sgn(sin!t), where T0 is the reference temperature. Under the time-varying
heat baths, in the long-time limit, the local temperature of site i is time peri-
odic, namely, Ti(t) = m _q
2
i (t)=kB = Ti(t+2=!). Similarly, the time-dependent
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local heat current has the same periodicity: Ji(t) = k _qi(t)(qi(t)   qi+1(t)) =
Ji(t + 2=!). Therefore, within one period t 2 (0; 2=!), we can dene the
cyclic local heat current averaged over the ensemble of periods after the tran-




k=1 Ji(t+ 2k=!) (n is the number of periods) as well




k=1 Ti(t + 2k=!). Thus, the net












T i(t)dt; which are the same as the long-time average.
For convenience of numerical calculations, we use dimensionless parame-
ters by measuring positions in units of [a], momenta in units of [a(mkR)
1=2],
spring constants in units of [kR], frequencies in units of [(kR=m)
1=2], and tem-
peratures in units of [a2kR=kB]. A xed boundary condition is applied and
the equation of motion is integrated by the symplectic velocity Verlet algo-
rithm with a time step of 0:005 for a suciently long time to guarantee the
nonequilibrium stably periodic states.
2.1.2 Parameter dependence of heat shuttling
By adjusting the driving frequency ! of the two isothermal baths simultaneous-
ly, we obtain a nonzero heat current, which can be maximized at a moderate
!, as shown in Fig. 2.2a. It is intuitive that the heat current vanishes at both
high and low frequency regimes. In the fast-oscillating limit ! !1, thermal
baths are driven so fast that two ends of the lattice cannot respond according-
ly. The system only feels the same time-averaged temperature T0 at the ends,
which yields J ! 0. In the adiabatic limit ! ! 0, the system reduces to its
equilibrium counterpart without thermal gradients so that J ! 0. The emer-
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Figure 2.2: Frequency resonance eect. (a) J versus !. (b) The cyclic
local heat current J i(t) (see denition in context) is illustrated at the optimal
driving frequency ! = 2  10 3. (c) Ti prole is shown for the same !. N =
50; T0 = 0:09;T = 0:045; 20kint = 5kL = kR = 1; 5VL = VR = 5;  = 0:5,
throughout this section, except specied.
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gence of heat current happens only when two segments of the system respond
dierently.
The J i(t) pattern at the optimized frequency is shown in Fig. 2.2b. At the
rst half driving period with positive temperature variation, the heat trans-
ports from the two ends to the central part. While at the second half driving
period with negative temperature variation, the direction of heat current re-
verses from the central part to the two ends. Eventually, the net heat current
emerges due to the asymmetry of heat conduction resulting from the asym-
metrical segment structure. Moreover, we illustrate the Ti prole in Fig. 2.2c.
It indicates that more energies are ac cumulated at the left segment part which
in turn induces the net heat current from left to right although two heat baths
hold the same temperature. As we mentioned, the emergence of heat current
here does not break down the second law of thermodynamics since the sys-
tem is pushed out of equilibrium. The only non-equilibrium source driving
the heat current is the oscillating temperature TL(t) and TR(t) other than the
thermal gradients. This phenomenon is somehow similar to that resonance in
the particle current observed in the temperature ratchet [49].
The reference temperature T0 is a very important parameter since thermal
conductivity is generally temperature dependent in many nonlinear lattices
[50]. In the upper panel of Fig. 2.3, we show that the direction of the net heat
current reverses as the reference temperature T0 increases and then saturates
at high temperatures. To gain more insights into this reversal phenomenon, we
depict the eective local temperature prole Ti and the cyclic local temperature
pattern T i(t) with two typical values of T0 in the middle and lower panels of
2.1. Periodic Temperature-Driving 19



































0.05 0.1 0.15 0.2
Figure 2.3: Temperature tuning eect (upper panel). ! = 2 10 3. The
middle and bottom panels show Ti proles and T i(t) patterns with T0 = 0:07
(a) and 0:16 (b). At low temperature case (a), the left segment has lower
conductivity which results in slower heat dissipating. Thus, more energies cu-
mulate at the left part, making J from left to right. While at high temperature
case (b), the right part has lower conductivity which induces the reversal of J .

















































Figure 2.4: System size eect. J versus ! with various sizes N for two
dierent reference temperatures T0: (a) 0.09; (b) 0.12, with T = T0=2. (c)
!c versus N indicates the ballistic transport and the normal diusion.
Fig. 2.3. It shows clearly that at low temperatures, energy dissipates faster at
the right segment with high thermal conductivity which makes heat cumulated
at the left part. Thus, there is a net heat current owing from left to right.
While at high temperatures, the scenario is reversed. In other words, the
heat current ows from the segment with lower conductivity to the higher
one and the reversal of heat currents results from the order reversal of thermal
conductivities of two FK segments as temperature increases. Further, we check
the amplitude tuning eect by varying T . As expected, it is found that the
larger the T , the larger the magnitude of J .
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By varying N , we nd that the maximum value of J increases with system
size and then saturates as shown in Fig. 2.4. Moreover, the optimum frequency
!c decreases as N increases. This \redshift" can be understood from thermal
response time [44,45]. The heat conduction in the FK lattice follows Fourier's
law when the system size is larger enough [48], thus, the response time,  
N2, characterizing the time scale for the energy to diuse across the system.
Therefore, the characteristic frequency scales as !c / N 2, which explains the
redshift of the optimum frequency !c when N increases. More interestingly,
we nd that when N is decreased, the direction of J can be reversed and then
the magnitude of J increases although negative. The optimum frequency !c in
this small size regime, scales as N 1 instead of the scaling N 2 of the normal
diusion as shown in Fig. 2.4c. This is because at small N regime, the phonon
transports ballistically. Since the right segment is more rigid than the left one
(kR = 5kL), the energy transports faster in the right part which induces J
from right to left so as to reverse the direction. In other words, the crossover
from normal diusion to ballistic transport owing to the size reducing induces
the reversal of the net heat current .
2.1.3 Correlation eect of thermal baths
In all simulations so far, two isothermal baths are independent, since h1(t)N(t0)i =
0. Now we introduce the nonzero variance h1(t)N(t0)i = c(t   t0) to study
the thermal bath correlation eect. We nd that the correlation eect is sig-
nicant only at small sizes (in which the energy transports ballistically) while
fading away at large sizes in which energy transports diusively, as shown in
Fig. 2.5a. When N = 8, we even obtain a nonzero heat current in the adi-









































Figure 2.5: (a)Thermal bath correlation eect. c = 2kBTL=R(t). The up-
per black arrow marks J , without driving, under correlated baths with N = 8;
while the bottom red arrow marks J in the adiabatic limit, with the same con-
dition. Their discrepancy indicates the geometric phase induced heat current.
(b) Correlation-induced J versus N . Results are calculated from the analytic
Eq. (2.3) and are checked that they are the same as the simulation results.
T = VL = VR = 0; c = 2kBT0.
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abatic limit ! ! 0. It implies that there may exist a\geometric phase" in
the dissipative and stochastic system [51] we used here. The geometric phase
results from the nonzero area enclosed by periodic variation of parameters in
parameter space. Even when the driving is extremely slow, approximating to
equilibrium state at every instant, this geometric phase-induced heat current
still survives. This is an interesting topic deserving further investigation.
Moreover, in contrast to the nonlinear FK lattice, we nd surprisingly
that, for a pure harmonic system, even in the absence of external driving,
and without thermal bias, the heat current emerges when the two thermal
baths are correlated. To understand this correlation-induced heat current, we
formalize the heat conduction of harmonic systems by the Rieder-Lebowitz-
Lieb method [52] and have the steady-state equation:




1CCA ; D^ =
0BB@ 0 0
0 C^
1CCA : Lij = ijPm kim kij is the Lapla-
cian matrix where kij denotes the spring constant between adjacent oscillator i
and j.  in = iin; (n = 1; N) is the dissipation matrix. Cij = 2ikBTi(i1j1+
iNjN) + c(i1jN + iNj1) and the second term depicts the correlation eec-




(B^qp)ij = hqipji denotes the position-velocity correlation relating to J . For two
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oscillator system, it is easy to obtain the four elements of B^qp:
hq1p1i = 0;
hq1p2i = (kL   kR)c+ 2(TL   TR)kint
(kL   kR)2 + 22(kL + kR) + 4k2int + 42kint
;
hq2p1i =   (kL   kR)c+ 2(TL   TR)kint
(kL   kR)2 + 22(kL + kR) + 4k2int + 42kint
;
hq2p2i = 0:
Therefore, from the denition of J , we have the explicit solution of heat current
from left to right:
J =
kint[(kL   kR)c+ 2(TL   TR)kint]
(kL   kR)2 + 22(kL + kR) + 42kint + 4k2int
: (2.4)
It shows clearly that even without thermal bias (TL = TR), the correlation
c still can induce nonzero J in the asymmetry harmonic chain (kL 6= kR).
This nontrivial correlation eect, represented by the nonzero o-diagonal of
Cij, is reminiscent of the quantum coherence [53, 54], which provides the o-
equilibrium source to create heat currents. More interestingly, we nd that
when N increases the correlation-induced heat current oscillates and reverses
its direction periodically, as shown in Fig. 2.5b.
Note, the correlated heat baths cannot be simply regarded as a single bath.




in which case one will nd the heat current J is still zero. Instead, you can
take our case as a single bath contacted with two ends (not one) nonlocally.
Actually, the physics hidden in the correlation-induced J in our case is the
nonzero cross-correlation in C^, which is similar to quantum coherence. It is
the nonzero cross-correlation that plays the role of pump (Maxwell Demon),
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which makes the baths o-equilibrium. To prepare and maintain such kind of
nonzero cross-correlation in heat baths (or say nonlocal eect of single bath),
we need excess energy and information. Thus, the nontrivial phenomenon,
i.e., the correlation-induced heat current, does not violate the second law of
thermodynamics.
2.1.4 Three conditions for heat shuttling
We have demonstrated the emergence of heat currents and their direction
control in two segments FK lattice without thermal bias. By periodically os-
cillating two isothermal baths simultaneously, we can obtain a maximum heat
current at an optimum driving frequency. The resonance eect with respect to
other parameters has been studied systematically as well. We have found that
the direction of the emerging heat current can be reversed by either tuning
the reference temperature or tuning the system size, and the optimum fre-
quency can be decreased by increasing the system size. Our results reveal the
following three necessary conditions for the emergence of heat current without
thermal bias: (1) nonequilibrium source, which is induced by the periodically
oscillating baths although isothermal, and in turn breaks the underlying de-
tailed balance. Also, we can periodically drive other parameters such as kint
to generate the nonequilibrium source so as to create heat current 1 ; (2) sym-
metry breaking, which results from the two asymmetric segments construction
dening a preferential directionality; (3) nonlinearity, which comes from the
on-site sinusoidal potential in the FK model. In fact, when VL=R = 0, the
1This is veried by numerical simulations. Note that it will not conict with the absence
of heat pump we are going to discuss later, since it just creates energy currents owing to
both thermal baths.
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system reduces to an asymmetric harmonic chain and we verify by simulations
that the heat current vanishes indeed. Moreover, if the correlation between
two baths is introduced, symmetry breaking is sucient to create heat current.
We should point out that the model proposed here might be realized
experimentally. For a typical atom, a  1 A, m  10 26   10 27 kg, which
yields the frequency unit [(kR=m)
1=2]  1013 s 1 and the temperature unit
[a2kR=kB]  103   104 K. The typical value of T0 = 0:1 and !  10 4   10 5
corresponds to the physical temperature Tr  102   103 K and the physical
frequency !r  102   103 MHz, which is in the ultrasonic and microwave
regimes. Thanks to the redshift eect, we are able to obtain lower optimum
driving frequencies in practice by enlarging the system size. The thermal bath
correlation might be implemented by imposing some common external thermal
noise, or introducing entanglements between two heat baths [54]. We hope the
present study will stimulate experimentalists to search possible realizations
and technological utilizations.
2.2 Periodic Mechanical-Force-Driving
Recent studies have suggested several models based on dierent mechanisms to
pump heat against the thermal bias. Li et al. proposed a heat ratchet to direct
heat ux from one bath to another in a nonlinear lattice, which periodically ad-
justs two baths' temperatures while the average remains equal [44,45]. Later,
Ren and Li demonstrated that heat energy can be rectied between two baths
of equal temperatures at any instant and the correlation between the baths
can even direct energy current against thermal bias without external modula-
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tions [55]. Beyond those classical models, a quantum heat pump consisting of
a molecule connected to two phonon baths was proposed recently [15,43]
Nevertheless, some contradiction exists in the force-driven heat pump.
Marathe et al showed that under periodic force driving, two coupled oscillators
connected with thermal bath fail to function as a heat pump [16]. Later Ai
et al claimed the heat pumping appeared in Frenkel-Kontorova (FK) chain
under inuence of a periodic driving force [56]. In addition, they observed a
thermal resonance phenomenon that the heat ux attained a maximum value
at a particular driving frequency, which is similar to the previously found
resonance induced by driving bath temperatures [55]. However, other than
the temperature driven case, a clear physical mechanism of the driving-force-
induced resonance is still unavailable.
In this section, we investigate the force-driven FK chain as a typical non-
linear lattice model and analyze thermal properties which are frequency de-
pendent. We discover that multiple resonance peaks, instead of a single peak,
emerge in certain parameter ranges. The origin of this phenomenon in fact re-
lies on the eigenfrequencies of this system. The section is organized as follows.
First of all, we will introduce the FK model and briey show the crossover
from a single resonance to multiple resonances. To look into the underlying
mechanism of the multi-resonance phenomenon, we invoke a harmonic model
through which analytic expressions of various quantities are obtained. Then
the resonance behavior of the FK model is discussed in detail. We will see
that as far as the resonance property is concerned, there is much similarity
between the FK model and the harmonic model. The eect of dierent system
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TL TR
f(t)=A0sin(Ωt)
Figure 2.6: Schematic of a one-dimensional FK lattice coupled to two
Langevin baths and attached with a periodical driving force f(t).
parameters on the resonance phenomenon is explored as well. In the end, we
shall briey demonstrate that the force-driven model fails to perform as a heat
pump.
2.2.1 Model and method
We start with a FK chain coupled to Langevin heat baths at two ends. A
periodic force is applied to the left end (See Fig. 2.6). The Hamiltonian of the















where f(t) = A0 sin(
t) is the driving force with amplitude A0 and frequency

 imposed on particle . xi denotes the displacement of the ith particle and
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pi the corresponding momentum. k is the spring constant, V the strength of
the on-site potential and a = 1 the spacing between adjacent particles. We set
 = 1 in follows unless otherwise stated. Under xed boundary condition, the
equation of motion (EOM) of the coupled particles (i = 2;   N   1) reads:
mx1 =   V
2
sin(2x1) + k(x2   2x1) + f(t)   _x1 + L(t); (2.6a)
mxi =   V
2
sin(2xi) + k(xi+1 + xi 1   2x1); (2.6b)
mxN =   V
2
sin(2xN) + k(xN 1   2xN)   _xN + R(t): (2.6c)
The two noise terms are white noise with hi(t)j(t0)i = 2kBTiij(t   t0),
(i; j = L;R), where  is the friction coecient, kB is the Boltzmann's con-
stant and TL(R) denotes the temperature of L(R) reservoir. Without loss of
generality, we set m = 1, kB = 1 and integrate the EOM by the symplectic
Velocity Verlet algorithm. The simulation are performed long enough (of order
108) with a time step of 0:005 to allow the system to reach a non-equilibrium
steady state. The local energy current is dened as Ii(t) = h k _xi(xi   xi 1)i,
where h   i denotes the ensemble average. After the transient time, the trans-
port approaches an oscillatory steady state and the periodic average of local









There is no doubt that the thermal resonance exists for the energy current
as a function of the driving frequency. However, surprisingly, we observe that
multiple resonance peaks emerge when the amplitude A0 is increased, as shown
in Fig. 2.7. To analyze this multi-resonance phenomenon further, we invoke
the harmonic chain model, of which clear analytic results are possible.
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Figure 2.7: Energy current J vs the driving frequency 
 in force-driven FK
model. Parameters are TL = 0:4; TR = 0:6; k = 1; V = 5;  = 1, and N = 64.
J denotes Ji (i >  = 1). The left arrow means the upper curve corresponds
to the left scale while the right arrow means the lower curve corresponds to
the right scale. At large 
, the response of the system cannot catch up with
the fast driving as if there is no driving. At small 
, the system reduces to a
quasi-static counterpart as if there is no driving as well. Therefore, at these
two regions, J < 0 since TL < TR.
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2.2.2 Analytic results for harmonic lattice
Harmonic potential is a second order approximation of realistic potential around
its minimum. Under harmonic approximation, phonons will not interact with
each other. Starting from this noninteracting picture, interactions within
phonon gas can be introduced, by including higher order terms in the po-
tential expansion. Compared to non-linear models such as the FK lattice, a
harmonic model has the advantage of having an exact solution and it gives
many satisfactory explanations about thermal properties of the crystal.
The linear harmonic model considered in this section is obtained by re-




i , where ko is the
force constant of the on-site harmonic potential. As we shall see, under cer-
tain conditions the eect of the driving force can be separated from that of
the thermal reservoirs. The EOM in a compact matrix form is:
M X =  X     _X + (t) + F (t); (2.8)
where M is the mass matrix set as identity matrix and  the real symmetric
force matrix, with ij = (2k + ko)ij   ki;j+1   ki;j 1.  ij = ij(i1 + iN)
denotes the coupling to reservoirs. X = (x1; x2;    ; xN)T is the vector of dis-
placements and (t) = (L; 0;    ; 0; R)T depicts the thermal noise in reser-
voirs. F (t) is a column vector with elements fi(t) = iA0 sin(
t), denoting
the driving force which acts on the th particle. Dening the Fourier transform
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and applying them to Eq. (2.8), we obtain








d! e i!tG(!) ~F (!);
where G(!) = (   !2M   i! ) 1 is the phonon Green's function. It is
clear that the displacement vector X(t) is a superposition of two contribu-
tions: Xs, as the eect of the stochastic heat bath, and Xd, as the conse-
quence of the driving force. For our periodic driving case, it is easy to get
Xd(t) =  Im[G(
) ~fe i
t], with ~fi = iA0. Similarly, the velocity has the








i (t) + I
d
i (t) (2.10)
Isi (t) =  kh _xsi (xsi   xsi 1)i
Idi (t) =  k _xdi (xdi   xdi 1):
With Ii(t) written in this form, it is obviously that the contributions of noise
term and driving force to the energy current are independent from each other.
We should note this independence comes from the fact that the driving force
is not statistically correlated to the heat baths. Since in the present case,
the driving force is deterministic, we have dropped the notation of ensemble
average h   i in Idi (t).
Isi (t) is just the conventional steady-state heat ux, which is proportional
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[57]. Thus, the contribution of stochastic heat bath to the oscillatory steady





Isi dt = I
s
i . In all the following
discussions and simulations, we will set T = TL   TR = 0 unless otherwise
stated, since a nite temperature dierence mainly causes an additive shift of
the energy current curve.
To obtain the expression of Jdi , we just need to calculate the product
of displacement and velocity contributed from the driving force by applying





















Since the driving force is periodic such that the steady state energy current
is oscillatory, we take the periodic average of the physical quantities, and the























i . In fact, J
d
i has two values (i  
and i > ) and is constant on each side of the driven site . A direct proof is
detailed in the Appendix.
From the expression of Eq. (2.12), we should be aware that the energy
ux possesses the denominator D(





 . Therefore, when D(
) approaches its minimum values under certain
driving frequencies, the energy ux will exhibit its maximum values. As a
consequence, resonance emerges. Let us denote PN(
) = det(N   
2M)
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to be the characteristic polynomial of the N  N force matrix N with N









) is the characteristic polynomial of the (N   1) (N   1) force
matrix N 1 with the rst row and column or the last row and column taken
out from N . PN 2(
) is the characteristic polynomial of the (N 2)(N 2)
force matrix N 2 with both the rst and last rows and columns taken out
from N . Therefore, the denominator D(








Apparently, resonant frequencies correspond to those values of 
 which make
D(
) locally minimized. It is dicult to get the explicit exact solutions for
those locally minimized solutions. Nevertheless, much simpler and inspiring
results can still be obtained if we consider the limiting case with either small
friction coecient or suciently large friction. For small friction, we can just
set  = 0 in Eq. (2.14) and obtain D(
) = P 2N(
). Then, the resonant
frequencies of the energy current are just the N eigenfrequencies of the force
matrix N . For large friction, by keeping only the highest order terms of 
in Eq. (2.14), we get D(
)  P 2N 2(
). In this limiting case, the resonant
frequencies correspond to the N   2 eigenfrequencies of N 2. When the
friction is in between the two cases, we have to minimize D(
) to get those
resonant 
, which should be a gradual shift between the eigenfrequencies of
N 2 and N .
Using Eq. (2.12), we calculate energy current vs driven frequencies, as
shown in Fig. 2.8. It is not surprising to observe the multiple-peak resonance
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Figure 2.8: Steady state energy current versus driving frequency in the har-
monic lattice. k = 1, ko = 0, A0 = 3:2,  = 1, T = TL   TR = 0, N = 32
and  = 1.
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behavior in the harmonic case, since whenever the driven frequency approaches
one of the system's eigenfrequencies, resonance will occur. The number of the
eigenfrequencies is mainly determined by the system size.
We can also dene other quantities such as the rate of heat released from
the two heat baths and rate of work done by the driving force. Their denitions
and analytical expressions are given below:
_qL  h _x1(L    _x1)i = h _xs1(L    _xs1)i   ( _xd1)2; (2.15)
where _qL stands for the rate of heat released from the left bath. The rst term
is contributed by heat baths and is zero when T = 0, while the second term



















Similarly, the expression for _QR, the average rate of heat released from the











The rate of work done by the driving force is dened as
_w(t)  hf(t) _xi = f(t) _xd (2.18)
where f(t) = A0 sin(














Just like the energy ux, _W; _QL and _QR also show multi-resonance behavior
[58]. By the continuity equation, the energy current owing out and into a
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J  Harmonic chain
 FK chain
Figure 2.9: Comparison of the FK case and harmonic case with force ampli-
tude A0 = 3:2 in a randomly selected frequency region. Other parameters are
k = 1, ko = 0, V = 5,  = 1, T = 0, N = 64 and  = 1.
particle must cancel each other when the system reaches its steady state, since
the local energy density does not vary with time at steady state. Therefore,
we immediately obtain the relation _W + _QL = Ji =   _QR (i > ), which obeys
the energy conservation. For the harmonic model, a direct proof is given in
the Appendix. We should also be aware that this relation also holds in the FK
model and this is veried by numerical results.
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2.2.3 Multiple resonances in FK model
The main qualitative dierence between the multiple-resonance curves in Fig. 2.7
and 2.8 lies in the fact that the height of the peak for the FK case is smaller
than that for the harmonic case, due to the nonlinear on-site potential. This is
more obvious for low and high frequency regime. More importantly, we notice
that the positions of multiple peaks of the two models seem to be close to
each other, as illustrated in Fig. 2.9. This suggests that the FK model and
harmonic model share a similar resonance mechanism. The harmonic model
discussed in Sec. 2.2.2 is able to shed light on the multi-resonance mechanism
in a force-driven nonlinear lattice. It is worthwhile to point out that when
sampling frequency is not dense enough, one may get a single peak, which ac-
tually corresponds to the lower envelope of the multi-resonance curve. When
A0 decreases, the system seems to have a single peak even though we increase
the density of the sampling points, as shown in Fig. 2.7. The mechanism for
the single peak should still be explained by the fact that the driving frequency
is resonant with the system's characteristic frequencies. However, the non-
linear potential smooths out the peaks of multi-resonances. In this way, we
can only observe the lower envelope so that only one peak is observable. Thus
the single-resonance curve does not completely reect the intrinsic transport
property of the FK model.
Let us examine how the parameters of the system will aect the multi-
resonance curve. We have already seen the case of the appearance of multiple
peaks when A0 increases, as shown in Fig. 2.7. When A0 becomes large, the
kinetic energy of the particle gained from driving force will be much larger than















Figure 2.10: Heat current vs driven frequency for large force amplitude A0 =
10. (a) Low frequency regime. (b) Moderate frequency regime. (c) High
frequency regime. Other parameters are the same as in Fig. 2.9.
the height of the on-site potential. In this way, the mask eect of nonlinear
on-site potential becomes negligible and the FK model eectively reduces to a
harmonic model without on-site potential. This is also demonstrated in Fig.
2.10 with A0 = 10. We arbitrarily choose three typical regimes of driving
frequency: small, moderate and large 
. In all three regimes, the FK model is
very close to the harmonic one. Thus, as long as A0 becomes large enough, the
mask eect of nonlinearity will fade away and the intrinsic multiple resonant
peaks will emerge.
We are also interested in the eect of temperature. Considering that T
(dened as T  (TL + TR)=2) will take the role of thermal excitation which
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mainly aects the kinetic energy of particles, we expect a large value of T
will have a similar eect with A0 on the resonance behaviors. As shown in
Fig. 2.7 with T = 0:5 and A0 = 1, there is no multiple resonances behavior.
While for the increased temperature case T = 2:0, there is clearly a peak in
a small 
 range, as shown in Fig. 2.11(a), which indicates the multiple peaks
resonance behavior in the whole frequency range. At low temperature with
large amplitude, this is also the case, as illustrated in Fig. 2.11(b). When T
and A0 are both small, compared to the nonlinear on-site potential V , particles
are conned near their equilibrium positions, within the valley of non-linear
on-site potential. By Taylor expansion of the potential to the second order,
we see that the non-linear potential reduces to a harmonic one, so that the
harmonic approximation works. In this case, the lower bound of the phonon
band will be raised by
p
V . The phonon band in this case is therefore moved








V + 4k [37]. (Accordingly, the phonon






ko + 4k). Energy transport is forbidden outside the frequency region.
It is thus expected to see a shift of the energy ux curve to the right while the
multi-resonance are still observed, as shown in Fig. 2.11(c).
The above discussion reveals that there are mainly three dynamic regimes:
(1) When kBT +A0a=(2) V=(2)2 (a is the lattice constant as dened
previously), the FK model will approach a harmonic model without an on-site
potential.
(2) For the opposite case, in which kBT + A0a=(2)  V=(2)2, the FK
model reduces to a harmonic model with pure harmonic on-site potential of
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Figure 2.11: Temperature eect on comparison of the FK case and harmonic
case. (a) T = 2:0, A0 = 1. (b) T = 0:01, A0 = 6:4. (c) T = 0:01, A0 = 0:1.
Other parameters are the same as in Fig. 2.9, except in (c): k = 10, ko = 15
and V = 15.
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strength ko = V .
(3) When T + A0a=(2) is comparable with V=(2)
2, the multiple peaks
will be smoothed out by the eect of nonlinear on-site potentials and only
single resonant peak is observable. In the intermediate regimes, there is the
crossover from single peak to multiple peaks, of which the resonant magnitudes
are smaller compared with those in the harmonic model.
In addition, the heat released from the baths and the work done by the
force in FK model also show parameter-dependent multiple resonances [58],
which can be explained by the same mechanism.
2.2.4 Absence of heat pumping
In all simulations so far, we only consider the energy ux owing into the right
reservoir as a whole. In fact it is a sum of two parts: the rate of heat released
from the left reservoir into the system and the rate of work done by f(t), i.e,
J =   _QR = _QL + _W . Now let's consider a typical result of energy transport
in a force-driven FK lattice with TL < TR, where these two contributions are
separated, as shown in Fig. 2.12. Notably, though J is positive (from L to R)
in the resonance region, _QL is negative in the full range. This indicates heat
will always ow into the left reservoir from the chain, whatever the driving fre-
quency is. The corresponding energy ow diagram is depicted in Fig. 2.13(a).
This actually shows that the FK system fails to function as a heat pump since
normally, a pump should have an energy ow diagram as in Fig. 2.13(b), where
the heat is absorbed from the low temperature bath and released to the high
temperature one. We have tested a broad range of parameters and even in the
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Figure 2.12:   _QL, _W , J vs the driving frequency in force-driven FK model.
Parameters are the same as those for lower single peak curve with A0 = 1,
TL < TR in Fig. 2.7. _QL is negative at all frequencies, showing a negative
result for pumping eect.
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Figure 2.13: (a) A typical energy ow diagram in force-driven FK model
with TL < TR. (b) The situation when a model performs as a heat pump with
TL < TR. The arrow denotes the direction of the energy ow.
regimes with multiple resonances. In all cases, the energy never ows as in
Fig. 2.13(b). Therefore we conclude that there is no heat pumping action in a
force-driven FK lattice.
This nding is consistent with Ref. [16], wherein it is found that two
coupled oscillators of either harmonic or FPU-like interaction would not act
as a heat pump under external driving forces. Ref. [56] gets the opposite
conclusion, because they overlook the direction of _QL and claim the model can
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act as a heat pump whenever J ows to the right bath of a higher temperature.
To understand the underling mechanism for the absence of heat pumping
in a force-driven lattice system, we may consider Eq. (2.15). The rst stochas-
tic contribution is always negative since TL < TR. And the second driving
contribution, which does not depend on the temperature, always contributes
a negative value as well. Thus, _QL will still be negative, which indicates the
low temperature bath always absorbs rather than releases heat, even we may
change the position of the driving force. The situation just corresponds the
energy ow diagram in Fig. 2.13(a).
Clearly as long as the eects of the driving force and the baths are inde-
pendent, Eq. (2.15) holds for harmonic chain. Thus for a harmonic system,
in order to get a heat pump, a necessary condition is that the driving force
is statistically correlated to the bath, such that these two contributions could
be synergetic. While in the FK model, eects from the deterministic driving
force and stochastic baths are not separable as in Eq. (2.15) because of the
nonlinear on-site potential. However, the nonlinearity cannot yet make the two
contributions synergetic. And still, our numerical simulations show a negative
result for a force-driven FK lattice acting as a heat pump. We thus speculate
that for both the force-driven harmonic and nonlinear lattice, the correlation
may be the key ingredient for the presence of heat pump action, similar to the
entanglement in quantum thermal baths [53], the o-equilibrium nonthermal
reservoirs [59] and the bath noise correlation in temperature-driven case [55],
for \low temperature to high temperature" thermal transports.
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APPENDIX
Intuitively, from the energy conservation point of view, the following relations
should hold
  _QR = J+1 =    = JN ; (2.20)
_QL = J1 =    = J; (2.21)
_W =   _QL   _QR: (2.22)
However, it is highly nontrivial to give direct proofs for arbitrary nonlinear
force-driven lattices. In the following, we will provide a direct proof of the
above equations in force-driven harmonic chains by using the analytical forms
of _QL;R, _W and Ji.
Let us rst dene the dimensionless matrix Z^(
)  Z(
)=k, such that
Z^ij = i;j(c   ibi;1   ibi;N)   i;j+1   i;j 1, where b = 
=k and c = 2  
m
2=k are two dimensionless parameters. Here we set ko = 0 without loss of
generality. ConsideringG = Z 1 = Z^ 1=k, we need a formula for the inversion








if i > j; (2.24)
where i and i are two sequences, dened by the recurrence relations:
i = Z^iii 1   i 2; (2.25)
i = Z^iii+1   i+2; (2.26)
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with the initial condition 0 = 1, 1 = Z^11, N+1 = 1 and N = Z^NN . Note
N is actually the determinant of the matrix Z^, which will be denoted as d in
follows. Now, to prove Eq. (2.20), let us recall the expression for _QR and Ji
(see Eq. (2.12) and (2.17)) and use Eq. (2.23) and (2.24). We then get (set
A0 = 1 for clearness):
























where i > . Hence, to prove the above two equations are equivalent with
each other, we need to show Im[ii+1] = 
=k for all particles to the right of
the driving force. We do induction on the index l. For l = N , the relation is
clearly true, which can be taken as the base case. Then suppose the relation
is true for all l  i, we need to show it is also true for l = i   1 case. Use
the recurrence equation Eq. (2.25), we have Im[i 1i] = Im[(c

i   i+1)i] =
 Im[i+1i] = Im[ii+1] = 
=k. Thus, we have nished the proof that
Eq. (2.20) holds for all particles to the right of the force. A similar proof can
be given to show Eq. (2.21) holds for all particles to the left of the driving
force.
Before proceeding to prove Eq. (2.22), we need more notations. Denote
the n  n matrix M(n) with elements M (n)ij = ci;j   i;j+1   i;j 1 and its
determinant Kn = det[M
(n)], with boundary K 1 = 0 and K0 = 1. The
explicit expression of the determinant is given by Kn 1 = (yn1   yn2 )=(y1   y2),
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where y1, y2 is the solution of the quadratic equation y
2   cy + 1 = 0. We
observe that i is in fact the determinant of the sub-matrix in Z^ starting
from the 1st row and column to the ith row and column. Similarly i is the
determinant of the sub-matrix in Z^ starting from the ith row and column to
the Nth row and column. Now we may expand i, i and the determinant of
Z^ in terms of Kn
d = KN   b2KN 2   2ibKN 1; (2.29)
i = Ki   ibKi 1; (2.30)
i = KN i+1   ibKN i: (2.31)
Now we are ready to prove Eq. (2.22). Let us assume Eq. (2.22) holds and sub-
stitute in the expressions of _W , _QL and _QR (see Eq. (2.16), (2.17) and (2.19)).
Then Eq. (2.22) becomes I = 
(jG1j2 + jGNj2). With b = 
=k and
G = Z^ 1=k, also using Eq. (2.23) (2.26), we get
Im( 1+1d) = b(j 1j2 + j+1j2): (2.32)
Express the left hand side (LHS) and right hand side (RHS) of Eq. (2.32)
in terms of Kn (see Eq.(25)(27)), and after some algebraic work, it can be













Now in order to show Eq. (2.22) holds, it is sucient to prove LHS=RHS to
complete the proof. Denote the coecient of b3 (b) in LHS by L3 (L1) and
that of RHS by R3 (R1). By using the formula Kn 1 = (yn1   yn2 )=(y1   y2)
and the fact y1y2 = 1, we get
L3 =
1
(y1   y2)3 [y
2 1
1   y2 12 + y2N 2+11   y2N 2+12
  (y2 31   y2 32 )  (y2N 2 11   y2N 2 12 )
  4(y1   y2)] = R3: (2.35)
Note that by a relabeling of  !  + 1 and N ! N + 2 in L3 and R3, and
utilizing the relation Kn = cKn 1 Kn 2, we can show L3 ! L1 and R3 ! R1.
Therefore, LHS=RHS and the proof is completed.
2.3 Conclusion and Discussion
We summarize this section here. In the rst part, we have demonstrated the
emergence of heat currents and their direction control in two segments FK
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lattice without thermal bias. By periodically oscillating two isothermal baths
simultaneously, we can obtain a maximum heat current at an optimum driv-
ing frequency. The resonance eect with respect to other parameters has been
studied systematically as well. We have found that the direction of the emerg-
ing heat current can be reversed by either tuning the reference temperature
or tuning the system size, and the optimum frequency can be decreased by
increasing the system size. Our results reveal the following three necessary
conditions for the emergence of heat current without thermal bias [55]: (1)
nonequilibrium source, which is induced by the periodically oscillating baths
although isothermal, and in turn breaks the underlying detailed balance. Al-
so, we can periodically drive other parameters such as kint to generate the
nonequilibrium source so as to create heat current (not shown); (2) symme-
try breaking, which results from the two asymmetric segments construction
dening a preferential directionality; (3) nonlinearity, which comes from the
on-site sinusoidal potential in the FK model. In fact, when VL=R = 0, the
system reduces to an asymmetric harmonic chain and we nd that the heat
current vanishes (not shown). However, if the correlation between two baths
is introduced, symmetry breaking is sucient to create heat current.
Those three conditions provide us a unied understanding of the heat cur-
rent emergence under strict zero thermal bias. One example is reported [59]
that a one-dimensional periodic array of elastically colliding hard points with
dierent masses, forming a noncentrosymmetric unit cell, contacted with two
identical but non-thermal energy reservoirs, is shown to carry a sustained unidi-
rectional energy current. This construction follows the three requirements: (1)
The nonthermal reservoir means non-Maxwell velocity distribution, which is
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not in equilibrium. It provides the non-equilibrium source. (2) Dierent mass-
es, forming a noncentrosymmetric unit cell, provides the symmetry breaking.
(3) The system would be integrable if the masses are all equal. Thus, disorder
masses make the system nonintegrable, which corresponds to the nonlinearity
requirement. Another example is the stochastic pumping of heat [43,61], where
the energy levels are modulated by a random noise, and the heat current is
found in a two-level molecular junction contacted with baths with equal tem-
peratures but distinct spectral properties. This mechanism meets the three
requirements as well: (1) The time dependent modulated energy level break-
s the intrinsic detailed balance, driving the system out of equilibrium. (2)
Distinct spectral properties in the two baths break the symmetry. (3) The
two-level molecular junction is anharmonic, which corresponds to the anhar-
monic chain system with nonlinearity.
In the second part, we show that besides manipulating baths, the shuttling
of heat can also be realized by mechanical control with time-periodic driving
forces. We have studied the energy transport control in a force-driven one
dimensional nonlinear lattice{the Frenkel-Kontorova model. We have found
multiple thermal resonances as a function of the driven frequency. Although
not exactly the same, the resonant frequencies are closely related to the eigen-
frequencies of the force matrix, and the number of resonant peaks is bounded
above by the system size N . Moreover, since the onsite nonlinear potential
tends to decrease the magnitude of energy current and smoothes out the mul-
tiple peaks, the multi-resonance phenomenon is only observable in certain pa-
rameter ranges and the crossover from multiple resonances to single resonance
will occur. Finally, by following a rigorous denition of heat pump, we clarify
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a previous contradiction and conclude that heat pumping eect is absent in
force-driven lattices.
Although, we focus on a one-dimensional chain, the analysis and results
can be generalized to high dimensional system with arbitrary topology, like
polymer networks, proteins [62], and the three dimensional random elastic
network [63], of which the eigen-spectra are much more complicated and non-
trivial. The investigation of the resonances in such systems will give us more
exible methods for mechanical control of energy transport in real applications.
We rigorously proved that for harmonic system periodic-force-driven lat-
tices cannot perform as a heat pump to transfer heat from a cold to a hot
reservoir. However, the ultimate proof of the absence (or not?!) of heat pump
in general nonlinear periodic-force-driven lattices is still an open question,
which may have a deep connection to nonequilibrium uctuation theorem-
s [64]. It would be also useful to compare these models with the well-studied
Feynman pawl-and-ratchet model, which recent studies have shown that can
function as a heat pump [41, 42, 65]. The latter is a consequence of Onsager's
reciprocal relation in the linear response regime that if a thermal bias gener-
ates a mechanical output, then an applied force will direct a heat ow as a
conjugated behavior. Therefore, conjugated processes can be utilized for heat
control. Other well-known conjugated processes are the Seeback, Thomson
and Peltier eects in thermoelectrical devices, where the thermal bias induces
electrical currents or vice versa. Recently, a nanoscale magnetic heat engine
and pump has been studied in a magnetomechanical system, which can convert
thermal bias into useful work as an engine and pump heat by magnetic elds
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or mechanical works as a cooler [66].
Chapter 3
Geometric Phase Eect in
Time-Dependent Heat
Transport
3.1 Quantum Model: Single Molecular Junc-
tion
Understanding and controlling of heat transfer due to phonons occurring in low
dimensional nanoscale systems is both of prime and practical importance [5].
Pioneering experimental works carried out recently, such as nanotube thermal
rectier [18], nanotube phonon waveguide [40] has spawn phononics, i.e. the
science and engineering of phonons [5], as an emerging new scientic discipline
where heat ow can be manipulated as exibly as electronic current. Although
the nonlinear (anharmonic) interaction has been demonstrated as a crucial
component [12, 67] in various functional thermal devices, the heat control has
heretofore typically been achieved by applying a temperature bias, for which
in accordance with the second law of thermodynamics { heat ows from \hot"
to \cold" spontaneously.
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Recent studies show that spontaneous, rare uctuations of anomalous
heat transfer may occur [68], thus being seemingly in apparent violation with
the second law. Clearly, however, no violation of the second law occurs on
average. The typical measure of such violations is the (small) probability
for such anomalous events as they emerge from a heat exchange uctuation
theorem (FT) [68{72]. The FT for (nonequilibrium) entropy production [73,74]
and heat ux [69, 71] describes that the distribution, P (Q), of the heat Q
transferred from the left (L) bath at temperature TL to the right (R) bath at TR
over a long time interval  , obeys the relation: lim
!1
 1 ln[P (Q)=P ( Q)] =
Q(R   L)=; where L;R = 1=kBTL;R. This FT thus shows explicitly that
heat can transfer spontaneously from \cold" to \hot" with nite, although
typically with very small probability. In particular, Ref. [71] demonstrates
this FT in the quantum case for heat transfer across a quantum harmonic
chain coupled with thermal reservoirs. A particular challenge that arises is
then whether this quantum Gallavotti-Cohen type FT remains valid also in
the nonlinear quantum regime beyond the quantum harmonic chain limit, and,
more generally, whether such a heat-ux FT still can be formulated in presence
of cyclic time-dependent manipulations of certain control parameters.
In the context of time-dependent manipulations various molecular heat
pumps have been proposed to eciently control heat ux against thermal gra-
dients at the nanoscale. In all those cases the system is driven far away from
equilibrium by use of an external modulation imposed on system parameter-
s. For example, a molecular model with modulated energy levels, has been
found to operate as a heat pump [15, 43]. Likewise, a spin system leading to
the heat pumping has been studied with Ref. [16]. Other schemes investigat-
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TL TR
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Figure 3.1: A schematic representation of the anharmonic molecular junction.
Quantum heat transfer is generated via a dynamics of excitation and relaxation
of the local single mode. The heat ux J from the center to the right bath is
dened as positive.
ed pumping of heat in electronic nanoscale devices by applying time-periodic
laser elds [75,76]. Moreover, Brownian heat motors fueled by oscillating tem-
peratures have recently been devised as well [44, 45, 55, 77]. Given such time-
dependent manipulations one may therefore scrutinize whether the physics of a
non-vanishing geometric phase does impact the transfer of heat under external
modulations. If so, what is its impact on the existence of a heat-ux FT?
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3.1.1 Model and method
In this section, we shall answer these above mentioned objectives by studying
quantum heat transport across an anharmonic molecular junction model. We
start with a system consisting of a molecular junction coupled to two ther-
mal baths [15, 43], as illustrated in Fig. 3.1. The total Hamiltonian Htot is









system Hamiltonian HS =
PN 1
n=0 Enjnihnj, with En = nh!0; where we assume
that heat transport is dominated by a single mode and thus consider a two-
level system (N = 2) to simulate the strong nonlinearity [78]. If N ! 1,
the system reduces to the quantum harmonic case. The two thermal baths are





with  = L;R, where byk; ; bk; are the bosonic creation and annihilation op-
erators associated with the phonon mode k of bath . The system-bath in-









k; + bk;), where the system-bath interaction is characterized




k;(!   !k). In the follow-
ing, we use wide-band limit  (!) =   . As shown with Ref. [78], in the limit
of fast dephasing and using the Redeld approximation for weak system-bath
coupling, the underlying dynamics can be modeled as follows:
_p1(t) =  p1(t)(kL1!0 + kR1!0) + p0(t)(kL0!1 + kR0!1): (3.1)
Here, pn(n = 0; 1) denotes the probability of the molecule to occupy the state
jni, satisfying p0(t) + p1(t) = 1. The activation and relaxation rates read:
k0!1 =  N(!0); k

1!0 =   [N(!0) + 1]; (3.2)
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where N(!0) = [e
h!0   1] 1 is the Bose-Einstein occupation probability.
Finally, the steady-state heat ux at the right contact (being equal to the heat





1!0   ps0kR0!1]; (3.3)
where the superscript s means the steady state. The rst term denotes the
energy ux going from the molecule into the bath R while the second term
provides the opposite heat ux from the bath R back into the system.
3.1.2 Geometric Berry-phase eect
For heat pump operation, the molecular junction connected to the two reser-
voirs is subjected to cyclic parameter modulations. This could be realized by
imposing a modulation on either of the following parameters: !0(t),  L(t),
 R(t), TL(t), TR(t). Throughout the following, the modulations acting on such
system parameters are assumed to be slow, i.e., we employ adiabatic modula-
tions. Let the period of modulation be Tp = 2=
. The typical frequency for
a carbon-carbon bond is 1:4  1014s 1 [79].   is around 1015s 1, according
to the measurement with alkane molecular junction [80]. The relaxation time
for fast thermalization usually is on the order of a few fs or ps. Thus, the
modulation time scale must obey 2=
  1 ps. In this way, the assumption
of adiabatic modulation is valid whenever the driving frequency 
 1 THz.
Of prime interest is the heat ux from the molecule into the bath R during
the long time span  . This is achieved upon introducing the characteristic
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2664 kL0!1 + kR0!1  kL1!0   kR1!0ei
 kL0!1   kR0!1e i kL1!0 + kR1!0
3775 ; (3.5)
where P (q) is the probability distribution of having heat Q = qh!0 transferred
from the molecule into the bath R during time  ! 1. Here, 1y = [1; 1], T^
denotes the time-ordering operator, and p(0) = [p0(0); p1(0)]
T are the initial
occupation probabilities. Then, the cumulant generating function is obtained
as: G()  lim
!1
 1 lnZ (); which generates the heat current via the relation:
J = h!0 @G()=@(i)j=0. Denote by 0(; t) the instantaneous eigenvalue of
H(; t) with the smallest real part and j 0(; t)i (h'0(; t)j) the corresponding
normalized right (left) eigenvector.
Now, let us derive the geometric phase eect from time evolution of the
generating function with phonon counting elds in detail. For our system, Pt(q)
denotes the probability that within time t the net number of phonons trans-
ferred from the molecule into the bath R is q. We then split this probability
into two parts, namely, Pt(q)
:
= Pt(0; q) +Pt(1; q), where Pt(0; q) (Pt(1; q)) de-
notes the probability that having q net phonons transferred from the molecule
into the bath R, within time t, while the molecule is dwelling on the low \0"




Pt(0; q) =  (kL0!1 + kR0!1)Pt(0; q) + kL1!0Pt(1; q) + kR1!0Pt(1; q   1);
d
dt
Pt(1; q) = k
L
0!1Pt(0; q) + k
R
0!1Pt(0; q + 1)  (kL1!0 + kR1!0)Pt(1; q):
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By multiplying the factor eiq on both sides of the equations and summing




j	(; t)i =  H(; t)j	(; t)i; (3.6)
where
H(; t) =
2664 kL0!1 + kR0!1  kL1!0   kR1!0ei























At initial t = 0, the net number of transferred phonons is 0, thus j	(; 0)i =
[p0(t = 0); p1(t = 0)]
T . Note that the time evolution equation Eq. (3.6) for
generating functions including the counting eld exists for systems described
by such master equations generally [81].
In the following, we are going to derive the geometric phase from the time
evolution of the generating function (we omit the counting eld variable  for
the sake of better readability). We stress that the time-dependent operator
H(t) is not a genuine, hermitian Hamilton operator. However, we still can
decompose it as
H(t)j n(t)i = n(t)j n(t)i; h'n(t)jH(t) = h'n(t)jn(t);
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where n(t) denotes the instantaneous eigenvalue of H(t) and j n(t)i (h'n(t)j)
the corresponding normalized right (left) eigenvector, satisfying h'm(t)j n(t)i =





































Upon the multiplication of the left eigenvector h'm(t)j and observing that
h'm(t)j n(t)i = mn, we obtain













Note n are complex-valued eigenvalues. The long time behavior of the system
is governed by the eigenmode m = 0, whose eigenvalue 0 possesses the small-









a0(0);  !1: (3.13)
Taking into account the adiabatic cyclic evolution over a long-time period Tp,
we end up with











which tells us that the cumulant generating function G()  lim
!1
 1 lnZ () =
Gdyn + Ggeom contains two contributions, one originating from the dynamic
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phase factor and the other from the geometric phase factor (the boundary





becomes negligible in the long time
limit):
Z () = eG = e(Gdyn+Ggeom); (3.15)








These two expressions of Gdyn and Ggeom coincide precisely with those obtained
in Ref. [82], although derived therein using a dierent approach.
The rst contribution Gdyn presents the temporal average and denes the
dynamic heat transfer. This is the only term which survives in the static limit.
The second, geometric part Ggeom presents an additional contribution caused
by the adiabatic cyclic evolution. As we shall see it is this part which possesses
a nontrivial geometric interpretation. Let us rewrite Ggeom as a line integral
over the closed contour R in the parameter space u:
Ggeom =  T  1p
I
R
du  Au; (3.18)
with Au() = h'0(u)j@uj 0(u)i. Thus, this is an analog of a Berry phase [83],
which does not contain time t explicitly and only depends on the geometry of
the modulation contour in the parameter space u. In the case of two parame-
ters being modulated, say u1; u2, using Stokes theorem, we nd




where SR is the integral area enclosed by the contour R.
Fu1u2 = h@u1'0j@u2 0i   h@u2'0j@u1 0i (3.20)






























Figure 3.2: (a) The contour map of  @FTLTR()=@(i)j=0, for  L =  R
and h!0 = 25 meV. The (blue) circle with an arrow denotes the path of
two-parameter temperature modulations: TL(t) = 200 + 100 cos(
t + =4),
TR(t) = 200+100 sin(
t+=4). The integral area SR is within the circle. (b)
Pure Berry-phase induced heat current: Jtot = Jgeom (Jdyn = 0). The straight
line is the analytical result from Eq. (3.23), while the open circles give the
simulation results by integrating Eq. (3.1).
is an analog of the gauge invariant Berry curvature [83].
Let us next specify the case that the bath temperatures TL(t); TR(t) are
subjected to adiabatic modulations. Then Eq. (3.20) yields the Berry curva-
ture in temperature space, reading:
FTLTR() =  CLCR





where C = kB
2
h!0e
h!0N2 , K =  L(1 + 2NL) +  R(1 + 2NR), D =
 L RNLNR(e
Rh!0e+ + e
Lh!0e ) with e  ei   1. Upon substituting
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The dynamic part Jdyn just coincides with the temporal average of the heat ux
obtained from J  J(t) in Eq. (3.3). The geometric part Jgeom is the additional
heat ux that results from the nontrivial Berry phase eect. The ratio of
this geometric heat ux and the dynamic one is typically about 
=  . To
avoid that Jgeom is masked by Jdyn, we choose a symmetric molecular junction
with  L =  R, and modulate TL(t); TR(t) as indicated by the circle contour in
Fig. 3.2a. Then one nds that Jdyn  0 and Jgeom 6= 0, see Fig. 3.2b, so that the
Berry phase induced Jgeom dominates the heat transport. This is the case for
which the geometric phase eect on heat transport is distinctly experimentally
detectable. As a main nding we have that the Berry phase eect acts as a
heat pump, providing an additional heat ux across the molecular junction
even though on average no thermal bias acts and the system is symmetric.
Note also, distinct from the irreversible heat ux Jdyn, Jgeom is time-reversible,
i.e., under the time-reversed modulation (t !  t) the Berry-phase induced
heat ux just reverses sign.
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3.1.3 Fractional quantized phonon response






This 1=4 fractional quantized geometric phonon response is robust since it does
not depend on the specic values of h!0; L; R. It means that the geometric
phase eect caused by two bath temperature modulations is able to pump
maximally on average one phonon h!0 per four cycles.
Mathematically, when the integral area SR due to the two parameter mod-
ulation encloses a large part of the area around the maximum of @FTLTR()=@(i)j=0,
or, put dierently for strong temperature driving temperature comprising near
zero temperature up to large values beyond h!0, as sketched by the dashed















The underlying physical mechanism is as the following: As shown in
Fig. 3.3a, the trajectory of this so obtained temperature modulation follows
the path: (1) ! (2) ! (3) ! (4) ! (1), where (1) (TL ! 0; TR ! 0), (2)
(TL ! 1; TR ! 0), (3) (TL ! 1; TR ! 1), (4) (TL ! 0; TR ! 1) as de-
tailed in Fig. 3.3b. For the two-level system under consideration, only for the
parameter set around (1) does the system fully occupy the lower level; at the
other three sets (2), (3), (4), the system occupies the upper level and lower one
with equal probability. The level transitions during the course of the tempera-
ture modulation are illustrated with Fig. 3.3c. Usually, the transition from the
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Figure 3.3: A schematic representation of the temperature modula-
tion cycle and corresponding level transitions. (a)The contour map of
 @FTLTR()=@(i)j=0, for  L =  R and h!0 = 25 meV. The (red) dash
line with an arrow denotes the trajectory of temperature modulations. (b)The
temperature list of state (1)(2)(3)(4). (c) The corresponding transitions dur-
ing cycle (1) ! (2) ! (3) ! (4) ! (1). The red arrow denotes only the up
transition from bath L is excited; while the transitions only allowed at the
R bath are indicated by blue arrows. Besides, black arrows indicate that the
system stays intact and gray arrows depict the transitions occurring at both
L and R bath with equal probability.
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lower (upper) level to the upper (lower) contain two parts of contributions: one
is from the left bath and the other is from the right bath, respectively (see Fig.
1 in the text). However, for the transition from (1) to (2), the temperature of
bath L is increased from 0 to 1 so that only the up transition from bath L is
excited, which is indicated as the red arrow; while for the transition from (3)
to (4), TL is modulated near zero and TR keeps extremely high so that only
the transitions from the R bath become allowed. Those are indicated as blue
arrows (see Fig. 3.3c). Besides, black arrows indicate that the system stays
intact and gray arrows depict the transitions occurring at either L or R bath
with equal probability. Note that only the up transition at L followed by one
down transition at R counts for the positive energy transport from L to R.
The transitions during temperature modulations can be further decom-
posed into eight individual paths, as illustrated in Fig. 3.4. Therefore, we
can count the amount of energy transport for each path individually. For ex-
ample, in path (a), the up transition is excited at L during (1) ! (2), and
then the system keeps in the upper level until the down transition happens
during (4) ! (1). Since the down transition exhibit a splitting, occurring at
L or R, this path contributes 1=2 phonon for the energy transport. In path
(b), the up transition at L is rst excited and then during (3) ! (4) the
down transition occurs at R, so that one phonon is transported during the
whole modulation cycle. The amount of energy transport in other paths can
be accounted likewise.
Finally, the total amount of phonon transport during one temperature
modulation cycle is expressed as the average of contributions from these eight
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Figure 3.4: Decomposition of the level transitions into eight individual tran-
sition paths. The amount of phonon transport contributed by each path is
indicated.
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routes:






In other words, after one complete modulation cycle, the system returns to its
\original" state but with h!0=4 energy given away. This eect has a geometric
interpretation and can be utilized to act as a heat pump.
In summary, this scenario makes it plausible that the Berry phase eect
caused by two-parameter temperature modulations is able to induce on average
a heat transfer across the molecular junction in the amount of 1=4 phonon h!0
per modulation cycle. This 1=4 fractional quantized phonon response is robust
in the sense that it does not depend on the specic values of h!0; L; R.
3.1.4 Impact of Berry-phase on Fluctuation Theorem.
Besides the dynamic Gdyn, Ggeom will generally not only contribute addition-
ally to the average heat transfer but also impact the higher moments of the
heat current (such as the phonon counting statistics) and other heat transport
characteristics as well. In the following, we study its impact on the heat-ux
uctuation theorem. Before doing so, let us address rst the static situation
with Ggeom()  0, yielding





Then, 0 obeys the Gallavotti-Cohen (GC) symmetry [84] (and alike for Gdyn(),
G() and Z ()), reading
0() = 0( + i); (3.29)
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1!0)]. In virtue of Eq. (3.2), yielding the
detailed balance relation k0!1 = k

1!0e
 h!0 ; we nd that  = h!0(R L).
Via an inverse Fourier transform of Eq. (3.4), this GC symmetry results in the
quantum FT of heat transport for an anharmonic molecular junctions, reading







P ( Q) ] = Q(R   L)=; (3.30)
which precisely coincides (without any correction) with the result for the quan-
tum harmonic chain [71]. This FT gives the probability of observing sponta-
neous \second law violation": Assume TL < TR, i.e. 
 < 0; the upper bound
to observe the \violation" for spontaneous heat transfer from (left) cool to






dqP ( q)eq  ec : It indi-
cates that in absence of external modulations, the probability of at least c
phonons (or net energy ch!0) transporting against the thermal bias is nonva-
nishing detectable, although decaying exponentially.
For the time-modulated system the GC symmetry ceases to hold when
Ggeom() 6= 0. For example, in the case of cyclic temperature modulation-
s TL(t) and TR(t), the Berry curvature FTLTR() contains the factor sin(),
which explicitly breaks the GC symmetry of Ggeom(), and alike for G() and
Z (). Thus, the FT Eq. (3.30) becomes violated as a consequence of a geomet-
ric phase induced breakdown of GC symmetry. Moreover, even for parameter
modulations yielding Ggeom() = 0, and with time-dependent  ! (t), the
GC symmetry for Gdyn() =  T  1p
R Tp
0
dt0(; t) generally cannot be recov-
ered, despite 0(; t) = 0( + i(t); t).
Interestingly, we nd that for time modulations of the system-bath cou-
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intact, thus providing a vanishing Berry curvature F L R()  0. Meanwhile,
with the resulting time-independent (t) = , one nds that the GC sym-
metry of Gdyn() =  T  1p
R Tp
0
dt0(; t) still holds. Consequently, we obtain
a vanishing Berry-phase induced heat pumping and, surprisingly as well, also
no violation of the FT, no matter how  L(t) and  R(t) are modulated.
3.2 Classic Model: Coupled Oscillators
Now, we have already known that the Berry-phase eect exists in the dynamic
control of heat transport, where the time-dependent modulation is necessary.
And the Berry-phase eect can induce additional heat ux in a nonlinear
quantum model. Nevertheless, many open questions are to be settled. Is the
Berry-phase-induced heat pump a quantum eect? Can a classic model with
many-body interactions possess the geometric phase contribution of the gener-
ating function? What is the role that the nonlinearity plays in the emergence of
the geometric heat ux? In this section, we try to answer the above questions
for a classic model with coupled oscillators in contact with Langevin thermal
baths.
3.2.1 Model and method
The vibrational dynamics of two coupled oscillators, contacted with two heat
bath, see Fig. 3.5(a), is described by a set of Langevin equations: m1x1 +
1 _x1+@x1V (x1; x2) = 1, m2x2+2 _x2+@x2V (x1; x2) = 2, where hi(t)j(t0)i =
2iTiij(t   t0), and V (x1; x2) denotes the interaction potential. (Here need
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Figure 3.5: The analogy of (a) coupled Brownian oscillators subjected to
Langevin noise and (b) a parallel RC circuit subject to Nyquist noise.
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add more descriptions and modications.) The heat transported through L
to R during time t is dened as: Q =
R t
0
@x1V (x1; x2) _x1dt
0. This dynamics is
also used to describe the well-known Feynman ratchet-pawl model [86]. For
microdynamics at low Reynolds number where the oscillator either possess-
es nano-size or moves in an extremely viscous media, the inertia terms are
negligible [87], and in turn we have an overdamped dynamics:
1 _x1 + @x1V (x1; x2) = 1; (3.31)
2 _x2 + @x2V (x1; x2) = 2: (3.32)
For harmonic coupling V (x1; x2) = k(x1 x2)2=2, we can redescribe the system


























where y(t) = x1(t)  x2(t). Then the transferred heat within time t is equiva-




3.2.2 Exact solutions for twisted Fokker-Planck equa-
tion
Since we are interested in the heat transport, we introduce the characteristic




This characteristic function satises a twisted Fokker-Planck equation:
@tz = Lz; (3.34)
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It is easy to verify that Eq. (3.34) and Eq. (3.33) have the same initial condi-
tion z(y; ; 0) = (y; 0), and when  = 0, we have z(y; 0; t) = (y; t) and in turn
Eq. (3.34) reduces to Eq. (3.33). Integral out the degree of freedom y, we get
the characteristic function of Q: Z(; t) =
R
dyz(y; ; t) =
R
dQeiQP (Q; t);
with P (Q; t) =
R
dy(y;Q; t). Then, the cumulant generating function is ob-
tained asG(; t) = limt!1 t 1 lnZ(; t), which generates the n-order cumulant
of heat uctuation: limt!1hhQnii=t = @niG()j=0.
Behaviors in the long time limit are of our central interest. They are
governed by the ground state of the twisted Fokker-Planck operator L, of
which the eigenvalue possesses the smallest (negative) real part. In other
words, limt!1 Z()  e0()t and in turn limt!1hhQnii=t = @ni0()j=0.
Thus, we need solve the eigen-problem of L, which however spans the innite-
dimensional Hilbert space and is usually dicult to solve. Fortunately, after
some algebra, we can cast Eq. (3.34) to the Schrodinger's eigen-problem of
quantum harmonic oscillator.





4T fn(y), and put it into


























































































































fn(y) = 0 (3.38)

























































fn(y) = 0 (3.40)




+ [ (r1 + r2   2ikD1)
2
4(D1 +D2)























fn(y) = 0 (3.42)




(D2r1  D1r2   ikD1D2), r = r1 + r2, D = D1 +












fn(y) = 0 (3.43)
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y, such that Fn(Y ) = fn(y), leading to
the Schrodinger's eigen-problem of quantum harmonic oscillator:
@2
@Y 2















[1  (1 + 2n)]; (3.45)






































such that the right eigenfunction for the operator L is,
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and the right ground eigenstate for the operator L,
 0(y; ) = exp




















1  4k2D1D2=r2 fi(1=T2   1=T1)  g, r = r1+r2, D = D1+D2
with rj = k=j and Dj = Tj=j. A similar result for one oscillator model has
been obtained in [90].
3.2.3 Geometric-phase eect in coupled oscillators
In the following, let us describe the adiabatic Berry-phase eect associated
with the time-dependent operator L(t):
@tz(y; ; t) = L(t)z(y; ; t); (3.54)
where k(t); j(t); Tj(t) could be subjected to periodic modulations. The \adi-
abatic" here means the modulation period is much larger than the system's













0)dt0 0(y; ; t) into Eq. (3.54), and obtain _C0(t)e
R t
0 0(;t




0)dt0 _ 0(y; ; t) = 0: Utilizing the bi-orthonormal conditionZ
dy'm(y; ; t) n(y; ; t) = m;n; (3.56)
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we left multiply '0, and do integral about y, such that:
_C0(t) =  C0(t)
Z
dy'0(y; ; t) _ 0(y; ; t): (3.57)
Therefore, in the adiabatic limit, we obtain
C0(t) = C0(0)e
  R t0 dt0 R dy'0(y;;t0) _ 0(y;;t0); (3.58)
Thus, the characteristic function Z(; t) nally reads






0 R dy'0(y;;t0) _ 0(y;;t0)

Z
dyC0(0) 0(y; ; t): (3.59)
The rst exponent, the time integral of the instantaneous ground-state eigen-
value, is an analog of the dynamic phase. While the second additional exponent
resulting from the time-evolving of ground eignstates is an analog of the ge-
ometric Berry phase [36]. We note: dierent from the conventional phase in
quantum mechanics which denotes the phase of the wave function, here the
\phase" refers to the cumulant generating function in the exponent of the
characteristic function, which will contribute to the full counting statistics of
the quantities of interest. As a consequence, the cumulant generating function
can be separated into two parts: the dynamic contribution, and the geometric


















dy'0(y; ; t) _ 0(y; ; t); (3.62)
where the initial contribution t 1 ln
 R
dyC0(0) 0(y; ; t)

is assumed to be
negligible in the long time limit: . For the case of periodically modulating two
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parameters u1(t); u2(t), (chosen from k; j; Tj), using Stokes theorem, we have










dy f@u1'0@u2 0   @u2'0@u1 0g ; (3.64)
is an analog of the Berry curvature. In turn the n-order cumulant of heat
















































dtJst(t), with Jst = k(T1   T2)=(1 + 2), where the integral is about
all possible periodic driven parameters. It is interesting to note that generally,
when T1 = T2, other than the average, all the odd order cumulants of the
dynamic ux will vanish due to the even symmetry 0() = 0( ).
For the geometric phase contribution, we rst consider a special case with
the modulation of 1(t); 2(t), the two couplings with heat baths. Interestingly,
we nd that F12  0 in this case. In other words, no matter how arbitrarily
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one drives the two couplings, the geometric phase contribution to all cumulants
of heat transport is always zero. The Berry-phase eect is absent in the case of
merely modulating system-bath couplings. Similar phenomenon is also found
in quantum heat transport in a molecular junction model [17].
If we modulate other pair combinations of the system parameters, like
\2(t); T2(t)" or \k(t); 1(t)", we nd the Berry phase eect emerges. For
example, if we modulate the spring constant k(t) and one bath temperature










If we keep the baths isothermal T1 = T2 = T0, then the dynamic heat pump is
always zero. However, we still can realize the heat pumping by the geometric
phase contribution through modulating, like (k; 2), such that









A typical modulation is to drive T1(t); T2(t), since the implementation of
this protocol is much easier than modulating k(t) and j(t). For the symmetric
system with 1 = 2, one can check that FT1T2  0, i.e., the geometric contri-
bution is absent. Interestingly, we nd that even for the asymmetric coupling
1 6= 2, @FT1T2=@(i)j=0 = 0 in spite of nonzero Berry curvature FT1T2 , such
that the average geometric ux vanishes Jgeom  @Ggeom=@(i)j=0 = 0. In
other words, although the geometric phase contribution exists in the classic
linear model, the Berry phase eect can only manifest itself in the high order
heat uctuations, like the shot noise of currents. The Berry phase eect is not
observable if one only measures the average ux.
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We speculate that only with the help of nonlinear interaction, the existing
Berry phase eect can manifest itself into the heat pump action. The reason
is straightforward. Recalling the modulation (k; T2) can induce the nonzero
geometric heat pump, see Eq. (3.69), as long as the spring constant k is ef-
fectively temperature dependent such that modulation (T1; T2) is eectively
equal to modulation (k; Tj), nonzero Berry curvature can be transformed into
nonzero geometric heat pump. Fortunately, the intrinsic temperature depen-
dence of system parameters is ubiquitous in various nonlinear coupled oscillator
models [91, 92]. Therefore, in the following we consider the coupled nonlinear










k21 + 6k2(T1 + T2): (3.71)
It shows clearly that now the eective spring constant is temperature depen-
dent, which, as we will see in follows, is the crucial ingredient to transform the
Berry phase eect into geometric heat pump action. Under the eect of this
temperature-dependent spring constant, the formal expression of the dynamic
heat ux will not change, while the geometric heat ux emerges, reading:




















k21 + 6k2(T1 + T2)  k1

4(1 + 2)2(T1 + T2)
p
k21 + 6k2(T1 + T2)
:(3.73)
It is very clear when the nonlinear system reduces to harmonic coupling k2 = 0,
the Berry-phase contribution to the average heat ux disappears Jgeom = 0.
Only with the help of nonlinearity, the two-temperature modulation induced
Berry phase eect can manifest itself into geometric heat pump action.
Direct numerical simulation veries our theoretical results. We calcu-
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Figure 3.6: (a) Berry-phase-induced heat ux emerges in the nonlinear model,
where in the adiabatic limit, the heat ux is a pure geometric property such
that it is a constant independent of the modulation speed. (b) Nonlinearity
enhances the Berry-phase-induced heat ux. When k2 ! 0, the system reduces
to a linear one, and in turn the geometric heat ux decreases to zero.
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late the average geometric heat Qp = JgeomTp, dened for per driving cycle.
For two-temperature modulation T1 = 0:09 + 0:06 cos(
t + =4); T2 = 0:09 +
0:06 sin(
t + =4) in the nonlinear model, k1 = 0:5; k2 = 5; 1 = 0:1; 2 = 5,
the dynamic ux is zero and we have theoretical value Qp = 0:012244 following
Eq. (3.73). The value is purely a geometric property. It depends only on the
modulation contour in the parameter space, but is independent on the rate
of modulations. The prediction is conrmed by simulations in the adiabatic
limit Tp  12=[k(1 + 2)]  0:1, as shown in Fig. 3.6(a). The deviations
at the fast driving regime are due to the breakdown of the adiabatic precon-
dition. Fig. 3.6(b) veries that Qp = 0 for the linear model and increasing
the nonlinearity k2 can enhance Qp, Thus, only the nonlinearity can manifest
the Berry-phase eect into the heat pumping action. The simulation results
coincide with our theory quite well.
Although, we focus on a two-coupled-oscillator model at present, it is
straightforward to extend the theory about geometric phase eect of heat
transport into arbitrarily long coupled-oscillator model with inertial terms, of
which the eigenvalues and eigenvectors of the twisted Fokker-Planck operator
can be obtained in terms of appropriate phonon Green's functions [93].
3.2.4 Purposed electric circuit experiment
Table 3.1: The analog of RC circuits and coupled oscillators.
Coupled oscillators xj j k j
RC circuits qj Rj 1=C Vj
Finally, we would like to purpose an experimental implementation to
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demonstrate our prediction on Berry-phase-induced heat pumping eect in
coupled oscillators. In view of the well-known electric analogy of Brownian
motion of coupled oscillators [88], see Table 3.1, we are able to map the os-
cillator system into a parallel RC circuit. As schemed in Fig. 3.5(b), two
resisters of resistance Rj are arranged in parallel with a capacitor of capaci-
tance C. The left (right) circuit part is subjected to a thermal reservoirs of T1
(T2), which generates a Gaussian voltage uctuation V1 (V2) with variance
hVi(t)Vj(t0)i = 2RiTiij(t  t0) according to the uctuation-dissipation the-
orem [88]. qj denotes the charge gone through the resistor Rj, dqj=dt is the














(q2   q1) = V2: (3.75)
Eqs. (3.74) and (3.75) are of a similar form as the overdamped dynamic-
s for coupled oscillators in Eqs. (3.31) and (3.32). The heat within time t
now is analogously dened as Q =
R t
0
_q1(q1   q2)=Cdt0, which actually is the
work done by the left reservoir on the capacitor. Therefore, we can modulate
C(t); Rj(t); Tj(t) to test our predictions. If we choose a capacitor of temper-
ature dependent capacitance C, we can then contact it to two reservoirs to
mimic the nonlinearity eect. In view of the experimental verication of Fluc-
tuation theorems in electrical circuits [95], we believe that our prediction of
Berry-phase eect in heat transport can be experimentally proved as well in a
foreseeable future.
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3.3 Conclusion and Discussion
In summary, in the rst part, through investigating heat transport across an
anharmonic molecular junction by applying cyclic two-parameter modulations,
we nd that the system generally undergoes, apart from dynamic pumping,
also a Berry phase induced heat pumping. This geometric contribution exhibits
a robust fractional quantized phonon response. Furthermore, the quantum
FT for heat transport in presence of a static temperature bias holds true in
the anharmonic case as well. The presence of the geometric phase, however,
violates the heat-ux FT. Only in situations of vanishing Berry curvature
and restoration of detailed balance symmetry can the validity of the FT be
recovered.
While in the second part, we have studied the coupled classic oscillators
in contact with two thermal baths. By exactly solve the twisted Fokker-Planck
equation which describes the full counting statistics of the system's heat ux,
we have identied the Berry-phase eect in the classic interacting model as
well. Interestingly, for the temperature modulation case, we nd that the
nonlinearity is crucial to manifest the Berry-phase eect into a geometric heat
pump. Otherwise, for a linear system, the Berry-phase eect is only observable
if one measures the high order heat uctuations. In the end, we have pointed
out the analogy of a parallel RC electrical circuit and coupled oscillators. In
this way, we are able to implement a macroscopic experiment on RC circuits
to verify our theoretical predictions on Berry-phase-induced heat pump eect.
Although our present works focus on the adiabatic regime, they likely can
be extended to the case of non-cyclic modulation schemes in the spirit of [51],
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and maybe also for a non-adiabatic geometric phase [85]. Moreover, Floquet
theory for periodic driving can be applied to study the properties of dynamical
control of heat transport.
Because the geometric phase has profound eects on material proper-
ties [83] we hope that our present ndings [17] do invigorate others to un-
dertake related studies aimed at uncovering intriguing novel geometric phase
induced thermal eects, such as transverse thermoelectricity, Berry-phase-
induced molecular vibrational instability [98], topological phonon modes in
the dynamic instability of microtubules [96] and in lamentary structures [97],
and related topological properties of phonon transport [99, 100]. All of these
will enrich further the discipline of phononics.
Chapter 4
Summary and Future Works
This dissertation presents theoretical studies of the dynamic control of nonequi-
librium thermal energy transport through various time-dependent driving. The
conventional thermal devices are managed mainly by applying a static thermal
bias with heat commonly owing on average from \hot" to \cool". Dynamic
control is a complementary control protocol beyond those conventional ones.
It renders more exible control of heat energy, even directing heat ux against
thermal bias.
In this dissertation, by numerical simulations we have shown that a non-
linear asymmetric system, when pushed out of equilibrium, can produce heat
current in the absence of a thermal bias. Even when two bath temperatures
are isothermally modulated, a directed heat ux can still emerge. The emer-
gence and direction-reversal control of heat ux can be realized over a broad
range of parameters, like driving frequency, temperature and system size. Our
results reveal the following three necessary conditions for the heat shuttling
without thermal bias: nonequilibrium source, symmetry breaking, and non-
linearity. These three conditions oer us a unied view of the heat shuttling
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without/against thermal bias. We also analytically demonstrate that when
heat baths are correlated, symmetry breaking is sucient to generate heat
current such that heat can ow from cold body to hot one even without exter-
nal driving.
Then, we move to investigate the energy transport properties of Frenkel-
Kontorova lattice subject to a periodic driving force. By varying the external
driving frequency, we explore the resonance behavior of the energy current.
It is discovered that in certain parameter ranges, multiple resonance peak-
s, instead of a single resonance, emerge. By comparing the nonlinear lattice
model with a harmonic chain, we unravel the underlying physical mechanism
for such resonance phenomenon. Other parameter dependencies of the reso-
nance behavior are examined as well. (1) When kBT + A0a=(2) V=(2)2,
the sum of thermal activation energy and force-driving energy is enough to
overcome the nonlinear on-site potential, the FK model will approach a har-
monic model without an on-site potential. Multi-resonances are observable.
(2) For the opposite case, in which kBT + A0a=(2)  V=(2)2, the sum of
thermal activation energy and force-driving energy is much smaller so that the
oscillators dwell on the bottom of the nonlinear potential. Thus, the FK model
reduces to a harmonic model with pure harmonic on-site potential of strength
ko = V . Multi-resonances are still observable. (3) When T +A0a=(2) is com-
parable with V=(2)2, the multiple peaks will be smoothed out by the eect
of nonlinear on-site potentials and only single resonant peak is observable. In
the intermediate regimes, there is the crossover from single peak to multiple
peaks, of which the resonant magnitudes are smaller compared with those in
the harmonic model. Finally, we demonstrate that heat pumping is actually
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absent in this force-driven model. However, a rigorous proof of the absence of
heat pump in general nonlinear lattice models is sill missing.
It is intuitive to speculate that under the external modulations, does there
exist any Berry-phase eect? By applying adiabatic, cyclic two-parameter
modulations we have investigated quantum heat transfer across an anharmonic
molecular junction contacted with two heat baths. Through exactly solving
the eign-problem of the twisted master equation, we demonstrate that the
pumped heat typically exhibits a Berry-phase eect in providing an additional
geometric contribution to heat ux. Remarkably, a robust fractional quantized
geometric phonon response is identied as well. The presence of this geometric
phase contribution in turn causes a breakdown of the uctuation theorem of the
Gallavotti-Cohen type for quantum heat transfer. This can be restored only
if (i) the geometric phase contribution vanishes and if (ii) the cyclic protocol
preserves the detailed balance symmetry.
To demonstrate the Berry-phase eect is not a quantum eect existing on-
ly for the particular quantum model, but ubiquitous in time-dependent driven
systems, we have studied a coupled classic oscillators in contact with Langevin
bath of Gaussian noise. The full counting statistics of the classic system are
described as a twisted Fokker-Planck equation, which has innite dimension.
For the harmonic coupled oscillators, we are able to solve its eigen-problem an-
alytically. And then, we have shown that the Berry-phase eect is still there
for some parameter-modulations. However, for the temperature driving case,
the Berry-phase-induced heat ux can not be observed in linear system, but
the high order heat uctuations can. Only with the help of nonlinearity, which
90
transforms temperature modulations to eective temperature-spring constan-
t modulations, the Berry-phase eect can manifest itself into the geometric
heat pump action. Increasing the nonlinearity can enhance the geometric heat
ux. In the end, by taking the analog of electric circuits and coupled har-
monic chains, we have proposed a simple macroscopic experiment on electric
circuits to verify our theoretical predictions on the geometric-phase-induced
heat pump.
Yet, the theory about dynamic control of heat transport is incomplete, s-
ince at present we only have worked out the theory about adiabatic Berry-phase
eect. Generally, the external modulation for dynamic control is arbitrary and
non-adiabatic. In the future, it would be necessary to work out a general theo-
retical framework for dynamic control beyond adiabatic Berry-phase. Floquet
theory is the most related theory at hand. Under the periodic modulation, it
has been shown that the electronic band structures of materials can be dra-
matically modied as well as the electric transport properties [28{31]. We
expect that the similar behaviors can be triggered by dynamic control of heat
transport, which may induce more intriguing thermal phenomenon and enrich
further the promising discipline { Phononics.
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