On a hybrid spectral exponential Chebyshev method for time-fractional coupled Burgers equations on a semi-infinite domain by unknown
Albuohimad and Adibi Advances in Diﬀerence Equations  (2017) 2017:85 
DOI 10.1186/s13662-017-1141-2
RESEARCH Open Access
On a hybrid spectral exponential
Chebyshev method for time-fractional
coupled Burgers equations on a
semi-inﬁnite domain





Science, Amirkabir University of
Technology, No. 424, Hafez Ave.,
15914, Tehran, Iran
Full list of author information is
available at the end of the article
Abstract
In this study we propose a hybrid spectral exponential Chebyshev method (HSECM)
for solving time-fractional coupled Burgers equations (TFCBEs). The method is based
upon a spectral collection method, utilizing exponential Chebyshev functions in
space and trapezoidal quadrature formula (TQF), and also a ﬁnite diﬀerence method
(FDM) for time-fractional derivative. Some test examples are included to demonstrate
the eﬃciency and validity of the proposed method.
Keywords: exponential Chebyshev; fractional coupled Burgers equation; trapezoidal
quadrature; ﬁnite diﬀerence; Chebyshev polynomials; spectral collection method
1 Introduction
Several computational problems in various research areas such as mathematics, ﬂuid dy-
namics, chemistry, biology, viscoelasticity, engineering and physics have arisen in semi-
inﬁnite domains [–]. Subsequently, many researchers have utilized various transforma-
tions on orthogonal polynomials to map [–, ] into [,∞) maintaining their orthogonal
property [–].
Spectralmethods provide a computational approach that has become better known over
the last decade and has become the topic of study formany researchers [–], especially
when linked with the fractional calculus [, –] which is an important branch of ap-
plied mathematics. This type of diﬀerentiation and integration could be considered as a
generalization of the usual deﬁnition of diﬀerentiation and integration to non-integer or-
der.

















∂x ,  < β <  ()
on the semi-inﬁnite domain [,∞).
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The coupled Burgers equations have recently been applied to diﬀerent areas of science,
in particular in physical problems such as the phenomena of turbulence ﬂow through a
shock wave traveling in a viscous ﬂuid (see [, ]).
The study of coupled Burgers equations is very important because the system is a basic
model of sedimentation or evolution of scaled volume concentrations of two sorts of par-
ticles in liquid suspensions or colloids under the impact of gravity []. It has been studied
by many authors using various techniques [–].
In this paper, we introduce the exponential Chebyshev functions collocation method
based upon orthogonal Chebyshev polynomials to solve a time-fractional coupled Burg-
ers equation. The fractional derivative is deﬁned in the Caputo sense for time variable
which is discretized utilizing a trapezoidal quadrature formula (TQF) and a ﬁnite diﬀer-
ence method (FDM).
The justiﬁcation of this paper is to apply the Chebyshev exponential method for eﬃcient
applicable in unbounded domains with steady state property (u(∞) = constant), i.e., the
solution to be regular at ∞. In fact, many problems in mathematical physics and astro-
physics which occur on a semi-inﬁnite interval are related to the diﬀusion equations such
as Burgers, KdV and heat equations. Furthermore, many methods based on polynomi-
als basis, such as Legendre, Chebyshev, Laguerre spectral methods and also semi-analytic
methods such as Adomian decomposition, variational iteration and diﬀerential transform
methods, can not justify the steady state property of ﬂuid u(∞) = constant. In this study
we will show that such diﬃculty can be surmounted by our proposed method.
The error analysis of exponential Chebyshev functions expansion has also been investi-
gated, which conﬁrms the eﬃciency of the method.
2 Deﬁnitions and basic properties
In this section, we give some deﬁnitions and basic properties of fractional calculus and
Chebyshev polynomials which are required for our subsequent development.
2.1 Deﬁnition of fractional calculus
Here we recall deﬁnition and basic results of fractional calculus; for more details, we refer
to [].
Deﬁnition  A real function u(t), t >  is said to be in the space Cμ, μ ∈ R if there exists
a real number p > μ such that u(t) = tpu(t), where u(t) ∈ C(,∞), and it is said to be in
the space Cnμ if and only if u(n) ∈ Cμ, n ∈N.
Deﬁnition  The Riemann-Liouville fractional integral operator of order α > , of a func-





(t – s)α–u(s)ds, α > ,
Iu(t) = u(t),
where (·) is the well-known gamma function.
Deﬁnition  The fractional derivative of u(t) in the Caputo sense is deﬁned as
Dαu(t) = Im–αDmu(t),
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= cDαf(t) + cDαf(t),






(γ–α+) tγ–α , for γ ∈N and γ ≥ α or γ /∈N and γ > α	,
, for γ ∈N,
()
(ii) Dα(c) = ,






where c is constant, α	 and α are ﬂoor and ceiling functions, respectively, N =
{, , , . . .} and N = {, , . . .}.
2.2 Exponential Chebyshev functions
The well-known ﬁrst kind Chebyshev polynomials of degree n, deﬁned on the interval






where s = cos(θ ), and thus the following property is immediately obtained:
Tn(s) = cos(nθ )≤ . ()
Also, we have the relation
Tn+(s) = xTn(s) – Tn–(s), n = , , , . . . , ()







+ nTn(s) = . ()
The ﬁrst kind Chebyshev polynomials are orthogonal in the interval [–, ] with respect
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(–)k (n + k – )!(n – k)!(k)! ( – s)
k , n > . ()







, k = , , . . . ,n – . ()
Deﬁnition  (Exponential Chebyshev functions) We can use exponential transformation
to have new functions which are deﬁned on the semi-inﬁnite interval. The nth exponential
Chebyshev functions can be deﬁned by the one-to-one transformation
s =  – e– xL , L > ,
as
En(x) = Tn(s) = Tn
(
 – e– xL
)
. ()
According to () and (), we may deduce the recurrences relation for En(x) in the form
En+(x) = 
(
 – e– xL
)
En(x) – En–(x),
with starting values E(x) = , E(x) =  – e–
x
L . The ﬁrst few exponential Chebyshev func-




E(x) =  – e–
x
L ,
E(x) =  – e–
x
L + e– xL ,
E(x) =  – e–
x
L + e– xL – e– xL .
()







+ nEn(x) = . ()









, n > . ()
The roots of En(x) are immediately obtained from () as follows:




, k = , , . . . ,n – . ()






exp( xL ) – 
,
which denotes a non-negative, integrable, real-valued function over the semi-inﬁnite in-
terval 

























= cnδnm, c = π , cn =
π
 ,n≥ .
The classical Weierstrass theorem implies that such a system is complete in the space
Lρ(
). Thus, for any function u(x) ∈ Lρ(




















Now, we can estimate an upper bound for function approximation in a special case. Firstly,
the error function em(x) can be deﬁned in the following form:
em(x) = u(x) – um(x), x ∈ 
. ()
The completeness of the system {Ei(x)}i≥ is equivalent to the following property as m
tends to inﬁnity:
um(x)−→ u(x), em,w =
∥∥em(x)∥∥ρ −→ .
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Lemma  The L∞ and Lρ errors for a function u ∈ Lρ(













































































Consequently, () completes the proof. 
This lemma shows that the convergence of exponential Chebyshev functions approxi-
mation is involved with the function u(x). Now, by knowing that the function u(x) ∈ Lρ(
)
has some good properties, we can present an upper bound for estimating the error of func-
tion approximation by these basis functions.
Theorem  Let um(x) be function approximation of u(x) ∈ Lρ(
), obtained by (), and
U (s) = u(–L ln( –s )) be analytic on (–, ), then an error bound for this approximation can
be presented as follows:
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where M∞ ≥ maxi |U (i)(s)|, s ∈ (–, ).




























siTi(s)w(s)ds, ηi ∈ (–, ).
Using the following properties of Chebyshev polynomials
∫ 
–





















(m + )!m .




























From the previous theorem, any real function deﬁned in Lρ(
), whose mapping under
the transformation –L ln( –s ) is analytic, has a convergence series solution in the form
(). Furthermore, we can show that the error deﬁned in () has superlinear convergence
deﬁned below.
Deﬁnition  xm tends to x¯with superlinear convergence if there exist a positive sequence
λm −→  and an integer number N such that
|xm+ – x¯| ≤ λm|xm – x¯|, m≥N . ()
Theorem  In Theorem , let M ≥ Mi for any integer i, then the error is superlinear con-
vergence to zero.
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for Theorem  gives em+ ≤ λmem, and consequently, Deﬁnition  completes the proof. 
According to Theorem , any function u(x) ∈ Lρ(
) that is analytic under the transfor-
mation x = –L ln( –s ) has a superlinear convergence series in the form ().
4 Spectral collectionmethod to solve TFCBEs
In this section, we discuss the spectral collection method to solve the following time-




u(x, t), v(x, t)
]




u(x, t), v(x, t)
]
,  < β < ,
()
where L and L are some derivative operators. The initial and boundary conditions are
u(x, ) = Iu(x), v(x, ) = Iv(x),
u(, t) = B(t), u(∞, t) = B(t),
v(, t) = B(t), v(∞, t) = B(t).
The functions u(x, t) and v(x, t) are discretized in time t = tn, and then they can be ex-
panded by the exponential Chebyshev functions as follows:
u(x, tn) um(x, tn) =
m∑
i=




Also, the time-fractional derivative can be discretized by TQF and FDM as well.
4.1 Trapezoidal quadrature formula





, u() = u,  < α < , ()
which, by applying (), converts to the Volterra integral equation















(tn – s)α–˜gn(s)ds, ()
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where g(s) = f (s,u(s)) and g˜n(s) is the piecewise linear interpolation of g with nodes and
knots chosen at tj, j = , , , . . . ,n. After some elementary calculations, the right-hand side
of () gives []
∫ tn















(n – )α+ – (n –  – α)nα , if j = ,
(n – j + )α+ + (n – j – )α+ – (n – j)α+, if ≤ j≤ n – ,
, if j = n
()
and γ (α)j,n is a positive number bounded by ( < γ
(α)
j,n ≤ ).














∣∣(tn – s)α–∣∣ds, ()
so that error bounds and orders of convergence for product integration follow from stan-
dard results of approximation theory. For a piecewise linear approximation to a smooth
function g(t), the produced TQF is of second order [].
Accordingly, the time-fractional derivative for Eqs. () can be converted to the follow-
ing singular integro-partial diﬀerential equations:






u(x, s), v(x, s)
]
ds,







u(x, s), v(x, s)
]
ds.
Then TQF () together with () gives







um(x, tj), vm(x, tj)
]
ds, ()







um(x, tj), vm(x, tj)
]
ds, ()
where sα = τα/(α + ). From the above equations, the unknown coeﬃcients ani and bni ,
i = , , . . . ,m, should be determined for any step of time. To do so, we usem– collocation
nodes xk , the roots of Em–(x), together with the boundary conditions as follows:







um(xk , tj), vm(xk , tj)
]
ds,
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bni = B(tn). ()
For any time step, the above equations form an algebraic system of nonlinear equations
with m +  unknowns which can be solved by the ﬁxed point iterative method.
4.2 Finite difference approximations for time-fractional derivative
In this section, a fractional order ﬁnite diﬀerence approximation [, ] for the time-
fractional partial diﬀerential equations is proposed.
Deﬁne tj = jτ , j = , , , . . . ,n, where τ = T/n. The time-fractional derivative term of

































u(x, tj+) – u(x, tj)
)






































(j + )–β – j–β
)
.
We apply this formula to discretize the time variable. The rate of convergence of this for-
mula is O(τ –α).
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Accordingly, Eqs. (), using the initial conditions, are converted to
w(α) u(x, tn) – L
[











w(β) v(x, tn) – L
[











Again, similar to the last subsection, we usem– collocation nodes xk , which are the roots
of Em–(x), together with the boundary conditions () and () to obtain the unknown
coeﬃcients ani and bni at any time step.
5 Numerical experiments
In this section, we present four examples to illustrate the numerical results.
















∂x + g(x, t),  < β < 
with the initial conditions
u(x, ) = , v(x, ) = ,
and the boundary conditions
u(, t) = .t + , v(, t) = .t + ,
u(x, t), v(x, t)→  when x→ ∞.
Also, f (x, t) and g(x, t) are given by
f (x, t) = ! sin(e
–x)t–α










g(x, t) = ! sin(e
–x)t–β










Exact solution for this problem is u(x, t) = v(x, t) = t sin(e–x) + .
In the ﬁrst problem, we explain the proposed method with more details. Firstly, we ap-





























For this problem, the operators L and L deﬁned in () after substituting the collocation
nodes xk are obtained as follows:
Ljk = L
[
























ajiE′i(xk) + f (xk , tj),
Ljk = L
[
























ajiE′i(xk) + g(xk , tj).
Note that the values of Ei(xk) and its derivatives can be obtained from Eq. () as well.
TQF implementation
Now TQF gives the following m –  equations at any step of time tn
m∑
i=







k , k = , . . . ,m – ,
m∑
i=







k , k = , . . . ,m – ,
where for this problem Iu(xk) = Iv(xk) = . Also it should be noted that the second hand
sides of the above equations are known since they are obtained in the last steps of time.
The above equations together with the boundary conditions () and ()
m∑
i=
(–)iani = .tn + ,
m∑
i=
ani = , ()
m∑
i=
(–)ibni = .tn + ,
m∑
i=
bni = , ()
construct a system of nonlinear equations which can be solved by the Newtonmethod (or
fsolve command) to ﬁnd the coeﬃcients anj and bnj at any step of time.
FDM implementation
After substituting the collocation nodes xk in Eqs. () and (), and knowing that
Iu(xk) = Iv(xk) = , the following m –  equations at any step of time tn are generated
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Figure 1 Example 1: Comparison for the maximum absolute errors em,∞ withm = 6, α = β = 0.6, L = 3)
between the spectral collection method with TQF and FDM.
as
























Now these equations along with four boundary conditions that appear in Eqs. () and
() give a nonlinear system of equations which can be solved by the Newton method (or
fsolve command) to ﬁnd the coeﬃcients anj and bnj at any step of time.
Themaximumerrors em,∞(u) and em,∞(v) obtained via the proposedmethods are shown
in Figure  with parameter L = . A comparison between TQF and FDM reveals that TQF
approach is superior to FDM.
Example  We consider the time-fractional coupled Burgers equation with the initial
condition
u(x, ) = , v(x, ) = ,
and the boundary conditions
u(, t) =  t
, u→  t
 as x→ ∞,
v(, t) =  t
, v→  t
 as x→ ∞,
where f (x, t) and g(x, t) are given by
f (x, t) = !t
–α
(e–x + )( – α) –
te–x
(e–x + ) +
te–x
(e–x + ) ,
g(x, t) = !t
–β
(e–x + )( – β) –
te–x
(e–x + ) +
te–x
(e–x + ) .
Exact solution for this problem is u(x, t) = v(x, t) = t(e–x+) .
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Table 1 Example 2: Maximum absolute errors em,∞ withm = 5, α = 0.4, β = 0.4 and L = 3
τ TQF O(τ 2) FDM O(τ 2–α )
e5,∞(u) = e5,∞(v) e5,∞(u) = e5,∞(v)
0.015625 1.62969572× 10–3 1.58537183× 10–2
0.0078125 4.07935306× 10–4 1.99 5.42638453× 10–3 1.54
0.00390625 9.40924121× 10–5 2.01 1.82754471× 10–3 1.57
0.001953125 1.58381076× 10–5 2.07 6.04886113× 10–4 1.55
Table 2 Example 2: Maximum absolute errors em,∞ with τ = 1/128, α = 0.4, β = 0.4 and L = 3
m TQF FDM
em,∞(u) = em,∞(v) em,∞(u) = em,∞(v)
3 3.21997018× 10–4 3.02999632× 10–3
4 2.32880457× 10–4 2.48938916× 10–3
5 1.24955778× 10–4 1.51170703× 10–3
Table 3 Example 3: Maximum absolute errors em,∞ withm = 5, α = 0.5, β = 0.5 and L = 3
τ TQF O(τ 2) FDM O(τ 2–α )
e5,∞(u) = e5,∞(v) e5,∞(u) = e5,∞(v)
0.015625 1.21322402× 10–4 1.23475331× 10–3
0.0078125 3.17697252× 10–5 1.95 4.67009965× 10–4 1.46
0.00390625 8.15383818× 10–6 1.96 1.71676167× 10–4 1.45
0.001953125 2.07020075× 10–6 1.97 6.21304589× 10–5 1.48
The maximum absolute errors for time-fractional coupled Burgers equation for this
problem with (α = ., β = ., L = ) are reported in Tables  and .
Example  Weconsider the time-fractional coupled Burgers equation of the ﬁrst example
with the initial condition
u(x, ) = , v(x, ) = ,
and the boundary conditions
u(, t) = t + , u→  as x→ ∞,
v(, t) = t + , v→  as x→ ∞,
where f (x, t) and g(x, t) are given by
f (x, t) = !e
–xt–α
( – α) – t
ex
g(x, t) = !e
–xt–β
( – β) + t
ex.
Exact solution of this problem is u(x, t) = v(x, t) = te–x + .
The maximum absolute errors for a time-fractional coupled Burgers equation for this
problem are reported in Tables  and .
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Table 4 Example 3: Maximum absolute errors em,∞ with τ = 1/128, α = 0.5, β = 0.5 and L = 3
m TQF FDM
em,∞(u) = em,∞(v) em,∞(u) = em,∞(v)
3 4.04277852× 10–5 5.75567882× 10–4
4 2.66167043× 10–5 4.15010485× 10–4
5 1.85584712× 10–5 4.08775869× 10–4
Table 5 Example 4: Maximum absolute errors em,∞ with τ = 1/64, α = β = 1 and L = 3
m TQF FDM
u(x, t) v(x, t) u(x, t) v(x, t)
5 2.56389687× 10–3 2.56389687× 10–3 2.12780543× 10–3 2.12780543× 10–3
7 1.19107232× 10–3 1.19107232× 10–3 1.06246855× 10–4 1.06246855× 10–4
9 6.89082786× 10–4 6.89082786× 10–4 1.71691547× 10–6 1.71691547× 10–6
11 5.71482080× 10–4 5.71482080× 10–4 1.98386814× 10–8 1.98386814× 10–8
Table 6 Example 4: Absolute errors |u7 – u6| and |v7 – v6| with α = β = 0.5, in the ﬁnal time
x TQF FDM
|u7 – u6| |v7 – v6| |u7 – u6| |v7 – v6|
0.1 1.920638996× 10–2 1.920638996× 10–2 1.775781437× 10–2 1.775781437× 10–2
0.2 3.057241885× 10–3 3.057241885× 10–3 2.819522500× 10–3 2.819522500× 10–3
0.3 3.102165273× 10–3 3.102165273× 10–3 2.850429678× 10–3 2.850429678× 10–3
0.4 2.564731408× 10–3 2.564731408× 10–3 2.345949628× 10–3 2.345949628× 10–3
0.5 1.882240640× 10–3 1.882240640× 10–3 1.712524225× 10–3 1.712524225× 10–3
0.6 1.281492551× 10–3 1.281492551× 10–3 1.158901227× 10–3 1.158901227× 10–3
0.7 8.355109022× 10–4 8.355109022× 10–4 7.506877573× 10–4 7.506877573× 10–4
0.8 5.381590409× 10–4 5.381590409× 10–4 4.805394710× 10–4 4.805394710× 10–4
0.9 3.545769785× 10–4 3.545769785× 10–4 3.151826781× 10–4 3.151826781× 10–4












∂x ,  < β <  ()
with the initial and boundary conditions
u(x, ) =  + e–x , v(x, ) =

 + e–x ,
u(, t) =  + e–t , u(∞, t) = ,
v(, t) =  + e–x , v(∞, t) = .
For this problem, only for the case α = β = , the exact solution is u(x, t) = v(x, t) = +e–(x+t) .
Table  illustrates the maximum error for this case when τ = /. When α = β = ., we
report the diﬀerence between the values of u and u at the ﬁnal time T =  in Table .
Also, the graph of u(x, tn) = v(x, tn), for diﬀerent time steps, for this case is displayed in
Figure .
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Figure 2 Graph of u(x, tn) = v(x, tn) in a different time step and α = β = 0.5.













∂x ,  < β <  ()
with the following initial and boundary conditions:
u(x, ) = v(x, ) = μ + σ + (σ –μ)e
μ
ν (x–λ)
 + eμν (x–λ)
,
u(, t) = v(, t) = μ + σ + (σ –μ)e
μ
ν (–σ t–λ)
 + eμν (–σ t–λ)
,
u(∞, t) = v(∞, t) = ,
whereμ, σ , λ and ν are arbitrary constants. For this problem, the exact solution only exists
in the case α = β =  as follows:
u(x, t) = v(x, t) = μ + σ + (σ –μ)e
μ
ν (x–σ t–λ)
 + eμν (x–σ t–λ)
.
We can compare the results obtained by the proposed method and three-term solution
of the diﬀerential transform method (DTM) [] for α = β = . Figure  (left) displays the
maximum error for these methods with ν = , μ = –, λ =  and σ = –.
Also, we can compare our results by the variational iteration method (VIM) [] for
diﬀerent α and β . We report the results obtained by the proposed method and VIM []
for u(x, t) at the ﬁnal time T =  while α = β = . in Figure  (right).
6 Conclusion
In this paper we presented a numerical method for solving the time-fractional Burgers
equation by utilizing the exponential Chebyshev functions and TQF and FDM as well.
Numerical results illustrate the validity and eﬃciency of the method and comparison for
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Figure 3 Example 5: Maximum absolute errors for the function u(x, 1) (left) and the comparison
betweenmethods for the function u(x, 1) with τ = 1/10 andm = 5 (right).
the maximum absolute errors between spectral collection method with TQF and FDM.
This technique can be used to solve fractional time partial diﬀerential equations.
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