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Abstract
The top quark is the heaviest particle in the Standard Model, with a strong
coupling to the Higgs boson. It is often seen as a window to new physics, there-
fore understanding its production is a key ingredient for testing the Standard
Model or physics Beyond the Standard Model. In this document, the pro-
duction cross section of top-antitop pairs in its semileptonic decay channel is
measured as a function of the jet multiplicity in the ATLAS experiment, using
proton-proton collisions at the center-of-mass energy of
√
s = 7 TeV. The top-
antitop production with extra jets is the main background for many analyses,
including the top-antitop-Higgs production studies. The analysis performed is
extended in a search for Beyond the Standard Model physics which predicts a
resonance decaying in a top-antitop pair, using ATLAS data at center-of-mass
energy of
√
s = 7 TeV. The latter analysis is repeated for ATLAS data col-
lected with
√
s = 8 TeV. Performance studies of b-tagging algorithms in the
ATLAS Trigger System are also presented.
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Particle physics is a recent topic in the history of science, although the idea
of dividing matter in elementary building blocks is as old as Democritus’ (460
BC - 370 BC) atomic hypothesis [1] 1. The ancient view of matter and how it
interacts has been the theme of many discussions in the history of mankind,
evolving from the classical Greek philosophers to the modern view of atomic
structure. The idea of indivisible fundamental elements of matter has been
extended in the 20th century, to include the experimental evidence on the
structure of the atom, which led to the development of Quantum Mechanics [3]
and, later, Quantum Field Theory [4], which are widely accepted. The proton
and neutron in the atom were then subdivided, in this view of matter, into
elementary constituents rich in the way they behave and in implications for
the future of physics.
Questions could be asked on whether the fundamental elements of matter
do exist or whether they are a mathematical tool to describe the observed
phenomena, which would lead us to question what it means to observe some-
thing. This point will not be discussed in this document, since our goal will be
simply to compare the experimental results with the theoretical predictions.
Observed phenomena is understood, in this text, as any direct or indirect result
of a physical experiment that can be perceived through any rational being’s
senses, which allows this being to reach a conclusion that the experiment is the
most probable cause of the observed phenomena. In the context of Quantum
Mechanics, the predictions are made in terms of probabilities, therefore, the
experiments are to be repeated many times to have a good comparison of the
expected and observed behaviour.
1There is dispute on whether the idea of the atom started in Greek or Indian philosophy.
The Indian philosophers Jain, Ajivika and Carvaka in the 5th century BC might have started
an epistemological discussion on this subject independently [2].
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A second issue could be raised on the value of the expression “widely ac-
cepted” for a scientific model. If an assessment of a scientific model is to be
objective and within the framework of empiricism, whether it is accepted by
a community or not should not affect the critique of any model under study.
In this document, this issue is not raised either, and we limit ourselves to the
study of the models based on a rational and objective analysis over experi-
mental evidence.
A current model of matter that is able to predict a large amount of phe-
nomena with excellent accuracy is called the Standard Model [4]. It includes
a myriad of fundamental elements with a complex interaction between them.
The “top” quark is one of the particles in the Standard Model and it interacts
through all kinds of forces in the model: the strong interaction, the weak in-
teraction and the electromagnetic interaction. It was discovered at Fermilab,
only in 1995 [5, 6], with interesting properties, including a large rest mass [7],
compared to the other particles in the Standard Model. It belongs to the clas-
sification of a “quark” in the Standard Model, of which there are six flavours.
An interesting effect of the fact that quarks interact through the strong
force is that, in most cases, quarks cause showers of particles to be produced
through a mechanism dominated by the strong interaction. Due to the top
quark’s short lifetime, it decays very fast through weak interactions, instead of
generating a shower of particles through the strong force, as do other quarks.
A study of the strong force radiation emitted in the production and decay of
the top quark allows one to clarify a bit more the connection between the top
quark and the strong force. Another observed characteristic of the top quark
is that it decays very often into the second heaviest quark, the b-quark [7],
which needs to be well detected if one wants to study the top quark.
The Higgs boson [8,9], observed in 2012, plays a central role in the Standard
Model [10], particularly in the mechanism of electroweak symmetry breaking
(see Chapter 2 for more details). Furthermore, it also couples strongly to
the top quark, which proposes that the study of this connection can be a
useful way of probing the characteristics of both of these particles. Exploring
the properties of both particles is also a helpful guide towards testing other
models besides the Standard Model, which predict alternative mechanisms for
electroweak symmetry breaking.
Although widely accepted, the Standard Model is not the only theory of
matter in particle physics and a large amount of competing theories see the
special properties of the top quark as an excellent scenario to extend the Stan-
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dard Model’s predictions with fresh ideas of what could happen in unprobed
environments. These competing models, frequently referred as being “Beyond
the Standard Model”, often expect that unobserved particles have a connection
with the top quark.
This thesis focuses on studies on the top quark, taking advantage of its
interesting position in the Standard Model to explore its relation to the strong
interaction and novel mechanisms by which it could be produced, in the context
of models Beyond the Standard Model. The former is done by measuring the
production cross section of top-antitop pairs from proton-proton collisions as
a function of the number of jets produced by strong force radiation. The latter
is achieved in two separate analyses, comparing the invariant mass of the top-
antitop system, produced in proton-proton collisions, with the one predicted
by the Standard Model or by proposals Beyond the Standard Model.
This document is divided into three main parts. The first part of this the-
sis is composed only of Chapter 2, which discusses the current understanding
of the Standard Model in a brief overview, focusing on its relation with the
relevant aspects of the top quark used in the studies in this thesis. The second
part focuses on the experimental setup used to perform the analyses. The mea-
surements and searches are done using the results of proton-proton collisions in
the ATLAS [11] detector, at the Large Hadron Collider (LHC) [12], which also
deserves an introduction in Chapter 3. Chapter 4 shows a few performance
studies in the selection of b-quark-enriched events in ATLAS.
The third part details the three physics analyses performed. Chapter 5
explains the measurement of the top-antitop production cross section as a
function of the jet multiplicity in the final state, using data of proton-proton
collisions in ATLAS at a center-of-mass energy of 7 TeV. The observed data is
corrected for the detector effects in an “unfolding” procedure and a comparison
of different simulations of the Standard Model prediction is shown. Chapter 6
discusses the selection of top-antitop pairs produced in proton-proton colli-
sions at center-of-mass energy of 7 TeV, with a focus in probing for Beyond
the Standard Model physics. A comparison is done between the Standard
Model predicted and the observed spectra for the top-antitop invariant mass.
Comparisons are also done between data and alternate models for top-antitop
pair production. Chapter 7 extends the previous chapter, by performing a
very similar analysis using data from proton-proton collisions at a center-of-
mass energy of 8 TeV. Chapter 8 summarises the targets proposed and the
results obtained. The appendix contains a few data to simulation comparison
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distributions related to the analysis discussed in Chapter 5.
As a final comment, the units used in this document are such that ~ = c =
1, so that, in this system, the units of length and time are the same and they
are the inverse of the units of energy and mass:
[length] = [time] = [energy]−1 = [mass]−1 = [momentum]−1. (1.1)
In this system, a particle’s mass is numerically equal to its energy in its rest
framemc2 and its inverse Compton wavelengthmc/~. The Einstein summation






This chapter briefly overviews a few theoretical concepts relevant to understand
the goals, methods and results of the physics analyses that follow. This text
assumes that the Standard Model of particle physics, discussed in the next
sections, is valid up to a good approximation, working as a reasonable effective
theory. The methods used in the physics analyses heavily rely on Monte Carlo
simulation, which is also reviewed in Section 2.4.
2.1 The Standard Model
The best validated model of particle physics so far is the Standard Model
(SM) [10, 13–26]. It includes a set of fundamental particles which interact
through three forces: the strong nuclear force, the weak nuclear force and the
electromagnetic force. The description of the particles and their interactions is
done in the framework of a Quantum Field Theory [4]. A set of fields exist in
the Standard Model, which model particles with different attributes. Fermions
are particles which have a half-integer spin and include “quarks”, fundamental
building blocks of the protons and neutrons that are subject to the interaction
of the strong force, and “leptons”, which do not interact through the strong
force. Bosons are integer spin particles.
The quarks in the Standard Model are the “up”, “down”, “charm”, “strange”,
“top” and “bottom” fermions. Furthermore, the three lepton generations in-
clude the “electron”, “muon” and “tau”, with their respective neutrinos. The
force mediation in the SM is described by the requirement of gauge symmetries,
that is, transformations on the fields that do not change the Lagrangian that
describes the theory. The gauge symmetry requirement leads to the existence
of a set of “gauge boson” fields, which transmit the interaction. The Standard
6
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Model is based on the gauge symmetries SU(3)C × SU(2)L × SU(1)Y . The
SU(3)C gauge symmetry generates the strong interactions through the “gluon”
fields, while the SU(2)L × SU(1)Y symmetry generates the electroweak inter-
actions, which are transmitted by the W±, photon and Z fields. The Higgs
field couples to the SM matter particles, the W± and the Z bosons, providing
them with mass. A summary of some properties of the particles in the SM is
shown in Table 2.1. Their masses were rounded and the errors omitted, with
the purpose of showing only their order of magnitude in comparison to each
other. Note that the top quark has the largest mass among all particles.
Table 2.1: Properties of the fundamental particles of the Standard Model.
Information extracted from [7]. Particle’s masses were rounded to show their






























































































The electroweak interactions couple differently to right-handed and left-
handed fields, which are grouped differently in SU(2) singlets and doublets
representations [4], as follows:
































dR sR bR eR µR τR
in which the left-handed fields have the L subscript and they are arranged in
the doublet representation of the SU(2) group, while the right-handed particles
are arranged in the singlet representation with the R subscript. The fields
have quantum numbers associated to their interaction in the SM, which will be
detailed in the next subsection. For completeness, the fields’ quantum numbers
for their electroweak interactions is described here. The fields arranged in
SU(2) doublets have their third component of the isospin I3 = ±12 , with
the positive value associated with the up-type quarks and neutrinos and the
negative value, to down-type quarks, electron, muon and tauon. The right-
handed fields have I3 = 0. The up-type quarks have an electric charge Q = +
2
3
and the down-type quarks haveQ = −1
3
. Neutrinos have neutral electric charge
and electron, muons and tau have charge Q = −1. A third quantum number
relates to the weak hypercharge Y and it is associated such that the relation
Q = I3 + Y is respected
1.
Note that there is no mention of the right-handed neutrinos in this dis-
cussion, which is how the Standard Model was initially presented, since the
neutrinos were assumed to be massless. Experimental evidence suggests that
neutrinos are not massless, though, and the theory should be changed in that
respect [27–29]. This is not a central point in the analyses that follow, so it
will not be further discussed in this document.
The SM is described by a Lagrangian density that can be separated into a
gauge term, a matter term, a Yukawa term and a Higgs term [30]:
LSM = LMatter + LGauge + LYukawa + LHiggs.
The matter Lagrangian contains the kinetic energy of the quarks and leptons
and their interactions, which is given by their coupling to the gauge fields.
The gauge term of the Lagrangian includes the kinetic energy of gauge fields
for strong and electroweak interactions, leading to the description of their
1Some authors use the Q = I3 + Y/2 convention instead. This document follows the
convention in [4].
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propagation mechanism. The interaction of the Higgs field with the quarks
and leptons is done by the Yukawa interaction terms of the Lagrangian, which
provides a dynamical mechanism by which the particles acquire mass. Finally,
the Higgs field sector contains the Higgs kinetic energy and the Higgs potential,
which causes a non-zero vacuum expectation value for the Higgs field.
2.1.1 Matter fields and electroweak interactions
The matter fields are generically represented as spinors Ψ, which could be
incorporated as a free field with a single kinetic term [4, 31]:
L0 = iΨ¯γµ∂µΨ, (2.1)
in which γµ is defined as a set of four matrices that satisfy {γµ, γν} ≡ γµγν +
γνγµ = 2gµνI4, where g
µν is the Minkowski metric [4] and I4 is the 4×4 identity
matrix. The Dirac adjoint is defined as Ψ¯ ≡ Ψ†γ0, where Ψ† represents the
Hermitian adjoint of Ψ.
This results in a field that satisfies the Dirac equation [4], but does not
include the interactions in the theory. As was mentioned previously, the Stan-
dard Model demands gauge invariance over a set of Lie groups, particularly
over SU(2)L×U(1)Y for the electroweak force. This gauge invariance is imple-
mented by demanding the invariance of the Lagrangian on the transformation:
ΨL → eiα(x)·TΨL,
ΨR → ΨR, (2.2)
for the SU(2)L symmetry and:
ΨL → eiβ(x)Y (ΨL)ΨL,
ΨR → eiβ(x)Y (ΨR)ΨR, (2.3)
for the U(1)Y symmetry. In these equations, ΨR and ΨL represent the right-
handed and left-handed fields respectively; Y (Ψ) is the weak hypercharge of
the field Ψ; T =
(
T 1 T 2 T 3
)T
is the weak isospin operator 2, whose com-
ponents are the generators of the SU(2)L transformation and can be written
2The symbol T in the superscript indicates that the transverse of the matrix is to be
taken.
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as T a = 1
2
σa (where σa are the Pauli matrices); α(x) is an arbitrary three-
component vector of functions of the space-time; β(x) is an arbitrary function
of the space-time. The Lagrangian can be made invariant over these transfor-
mations, by substituting the ∂µ in L0 by the covariant derivative Dµ:
DµΨ = (∂µ − igWµ ·T− ig′Y (Ψ)Bµ)Ψ, (2.4)
in which g and g′ are coupling constants and gauge fields 3 W =
(
W 1 W 2 W 3
)
and B are incorporated 4. It is implicit that only the left-handed fields couple
to the SU(2)L generators term.
The usage of the covariant derivativeDµ includes the coupling of the matter
fields with theW and B fields in the kinetic term of the Lagrangian. The gauge








W iµν = ∂µW
i
ν − ∂νW iµ + gǫijkW jµW kν ,
Bµν = ∂µBµ − ∂νBµ. (2.5)
The mass eigenstates of the electroweak fields are notW 1, W 2, W 3 and B, but
a linear transformation of them, represented as W+, W−, Z and the photon
field A. The electroweak fields acquire mass through the mechanism mentioned
in Section 2.1.3. It is convenient to treat the electroweak fields in their mass
eigenstates, given by:
W+µ =














cos θW − sin θW






where the weak mixing angle θW is defined such that g sin θW = g
′ cos θW = e,
where e is the charge of the electron.
3In this document, the term “gauge fields” is used to refer to these objects. In some
(mostly mathematical texts), these objects are called “connections”.
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2.1.2 Quantum Chromodynamics
Another force included in the Standard Model is the strong interaction, which
is in the domain of Quantum Chromodynamics (QCD). The strong interaction
is incorporated by demanding invariance of the Lagrangian due to a SU(3)C
local gauge transformation:
Ψ→ eiκ(x)·tΨ, (2.9)
in which t =
(
t1 t2 t3 t4 t5 t6 t7 t8
)T
are the SU(3) generators and
κ(x) is an arbitrary eight-component vector of functions of the space-time.
The gauge invariance requirement is incorporated in the Standard Model, by
including the gluon field in the covariant derivative described previously (Equa-
tion 2.4):
DµΨ = (∂µ − igWµ ·T− ig′Y (Ψ)Bµ)Ψ
−(igSGµ · t)Ψ, (2.10)
in which the G is an eight-component vector that represents the gluon fields
and gS is the strong force coupling constant. It is also common to write the
strong coupling constant as a function of αS = g
2
S/4π. This addition to the
covariant derivative (for quarks) allows the quark fields to emit and absorb
gluons, through the iΨ¯γµDµΨ term of the Lagrangian. The dynamics of the




F aµν = ∂µG
a
ν − ∂νGaµ + gSfabcGbµGcν . (2.11)
Calculations in a Quantum Field Theory can be done by ignoring the in-
teraction terms for the fields at first, and including them at a later stage as
a perturbation to the free field solutions, taking only the first terms in the
expansion [4]. When calculating the terms of the perturbative expansion in
both QCD and the electroweak theory, there are ultraviolet [4] divergencies 5,
which lead to a non-physical prediction for some observables. In “renormalis-
able” theories [4], such as QCD and the electroweak theory, these divergencies
happen only in a countable number of interaction diagrams and they can be
removed from the physical observables by redefining the Lagrangian so that a
5We use the jargon “ultraviolet divergencies” here to refer to divergencies caused by high
energies and “infrared divergencies” to refer to divergencies caused by low energies.
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new set of parameters have these divergencies “subtracted”. The process of
redefining the model in such a way that these divergencies are removed from
physical observables is called “renormalisation” [4]. It can be done in multiple
ways, leading to different “renormalisation schemes” [4]. The renormalised
parameters of the theory depend on a “renormalisation scale” µR, although
the physical observables do not depend on this scale.
A consequence of this procedure in QCD is that the renormalised coupling
constant αS depends on the scale µR and on the (squared) momentum transfer
in a QCD interaction −Q2. For low energies, QCD has a non-perturbative
behaviour and the perturbative expansion cannot be made. In such situations,
other tools exist to study the QCD theory, such as Lattice QCD [32]. For
higher energies though, the renormalised QCD coupling constant αS(µR) is







1 + (b0αS(µ2R)/2π) ln(Q
2/µ2R)
, (2.12)
where b0 is a positive coeficient [4] (assuming the approximation of massless
quarks) and, therefore, for high enough values of Q2 QCD can be analysed
using perturbation theory, in what is often called “pQCD” (for “perturbative
QCD”). pQCD can be used for interactions involving momentum transfers
well above the ΛQCD ∼ 200 MeV experimental threshold, for example, above
Q = 1 GeV, where αS(Q
2) ∼ 0.4 [4].
With this behaviour (often called “asymptotic freedom”), the high energy
environment is an ideal scenario to study QCD, since perturbation theory
provides an excellent tool to study its interactions. One of the key topics of
this thesis is to measure the effect of QCD radiation at high energies, produced
in association with the top quark.
For smaller Q2 though, the coupling constant increases and QCD grows
even stronger. In this scenario, the strong force also becomes stronger as the
distance between the particles increase. At sufficiently large distances, the
potential energy between the quarks, produced by QCD, is strong enough to
produce new quark pairs. This effect, called “confinement” does not allow one
to measure a free quark: they are always in colourless bound states. What
can be measured in the detector, therefore, is never a quark itself, but its
byproducts. For this reason, the QCD radiation measured in this document
is detected as a set of particles in a region of the experiment, and not as bare
quarks or gluons.
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2.1.3 Electroweak symmetry breaking mechanism
The sectors of the Standard Model discussed previously include fields for the
matter particles and the gauge boson fieldsW±, Z, the photon and the gluons.
While the photon and the gluons are massless, the electron, muon, tauon, the
six quarks, the W± and Z are not 6. Including mass terms in the Lagrangian
which resemble mΨ¯Ψ or mVµV
µ can be shown to violate the gauge invariance
of the SM [4].
A mechanism has been devised, called the “Englert - Brout - Higgs - Gu-







, which is an SU(2) doublet. This field couples to the gauge
bosons described previously due to its kinetic term and it couples to itself
through the potential V (φ):
LHiggs = Dµφ†Dµφ− V (φ) , where: (2.13)
V (φ) = −µ2φ†φ+ λ
2
(φ†φ)2, (2.14)
in which µ2 and λ are parameters of the model. For µ2 > 0, the potential has a





. While the point
at zero is unstable, the minima are stable and sets the vacuum expectation
value for the field.
Gauge invariance is preserved in the Lagrangian, through this mechanism,
and the coupling of this field to the fermion and gauge boson fields dynamically
generates their mass. The interaction terms between the Higgs boson and the
matter fields are added in the Yukawa sector of the Lagrangian. Note as well
that the gauge bosons have their masses included by the |Dµφ|2 term of the
Lagrangian.
A further effect of this spontaneous symmetry breaking of the Lagrangian
is the existence of a Higgs boson particle with mass
√
2µ. A Higgs boson has
recently been verified experimentally at the LHC [8, 9] and it is still under
6As it was already mentioned, there is evidence that supports that neutrinos are not
massless, although their mass is much smaller than any other particle in the Standard
Model. They are assumed massless here though, since their mass is much smaller than what
can be experimentally verified in the ATLAS detector (Chapter 3) and their non-zero mass
does not affect the process of the measurement and searches shown in this document.
7Other names are also used for it, including the “Higgs mechanism”, the “Brout – Englert
– Higgs mechanism” and the “ABEGHHK’tH mechanism” (for Anderson, Brout, Englert,
Guralnik, Hagen, Higgs, Kibble and ’t Hooft).
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study. Note that the masses associated to the matter fields are related to their
coupling to the Higgs field, therefore, the most massive particle in the Standard
Model, the top quark, would be strongly connected to the Higgs boson.
2.2 The Standard Model and the top quark
The top quark, discovered in 1995 at Fermilab, has a few interesting properties
which are going to be explored in this document. To discuss the top quark,
a few remarks will be made first on a few elements of the Standard Model
interactions.
The electroweak interaction can be expressed in terms of the W±, Z and
photon fields, but only theW± currents change fermions’ flavours at tree level,
while the neutral bosons do not change the fermion flavour. Decays of particles
which change flavour and include neutral currents are allowed in the SM in
diagrams with loops, but these are highly suppressed [15]. One important
characteristic of the SM is that the W± bosons do not act on the quark fields
described previously, but on a linear combination of quark fields, with weights
given by the CKM matrix [25,26,33]. It is instructive to verify how the charged
currents JµW (and its adjoint J
µ†





the interaction between the fermions and the W±-bosons after the electroweak
















where the symbol ⊃ indicates that the Lagrangian can be rewritten so that
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in which the matter fields are arranged for convenience such that (the same











































ℓ = ℓL + ℓR, (2.27)
U = UL + UR, (2.28)
D = DL +DR, (2.29)









An important side effect of this structure for the Lagrangian density is
that the coupling of the charged currents to the quarks includes elements
of the VCKM matrix, which have been experimentally measured [7]. A key
characteristic of the CKM matrix [7] is that it has a |Vtb| element very close
to one, while the elements |Vtd| and |Vts| are very close to zero. The Feynman
diagram vertex for the interaction between the top quark and the W -boson
involves a |Vtb| contribution which enhances the decay of the top quark into
a W -boson and a b-quark, while the small values of the other elements in the
same row suppress the decay of the top quark into the other flavours. In fact,
the branching ratio of top decays into a W -boson and a b-quark has been
measured to be 0.99+0.09−0.08 (see [7]).
Furthermore, the neutral currents that describe the interaction of the Z-
boson and the photon field with the quarks do not change the flavour of the
8The symbol T in the superscript represents the transpose of the matrices.
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fermions [15], so that at tree-level, the top quark cannot decay into another
quark interacting through a Z-boson or a photon. It can decay using neutral
currents through diagrams including loops, but these are highly suppressed,
compared to the charged current tree-level diagram. There are analyses that
search for higher rates for a single-top production through Flavour Changing
Neutral Currents (FCNC) and the current limits are given by the ATLAS
search [34], which has shown good agreement between data and the SM. The
current cross section limit on the FCNC single top production is σqg→t×Br(t→
Wb) < 3.9 pb.
Also, the top quark has a lifetime of ∼ 5× 10−25 s [30,35], which is smaller
than the characteristic formation time of hadrons τform ∼ 1/ΛQCD ∼ 3× 10−24
s [30], where ΛQCD is the scale at which QCD becomes non-pertubative. This
means that the top quark does not hadronise and that its decay happens almost
exclusively through the t→ Wb channel at tree-level, with other contributions
being suppressed.
A study of the top quark radiation allows for a deeper understanding of the
Standard Model, particularly the QCD interaction. It also helps understanding
and verifying the Standard Model description of this quark. More information
can be found in a review of the Standard Model with a focus in the top quark
and its discovery, in [30].
2.3 Top-antitop pair generation at the LHC
The top quark is produced predominantly in the LHC proton-proton collisions
through strong interactions, paired with its anti-quark, as it is shown in Fig-
ure 2.1. The top pair production in the Tevatron experiments [5, 6, 36], which
collide protons and antiprotons, is dominated (∼ 85% of the cases) by the
quark-antiquark diagram (c) in Figure 2.1, while in the LHC, the gluon-gluon
diagrams (a), (b) and (d) have the dominant contributions (∼ 90% of the
cases). The result of a full calculation of the top pair production cross section
can be seen in the review in [31].
As mentioned previously, due to the large value of the |Vtb| matrix element,
each top quark decays almost exclusively to t→Wb. The W boson may then
decay leptonically, into a lepton and a neutrino, or hadronically, into quarks,
producing jets in the detector. This is shown, schematically, in Figure 2.2.
These decays create three different channels of study of the tt¯ system:
• tt¯ → ℓℓννbb: the dilepton channel, which assumes that both W bosons
































Figure 2.2: Top quark decays
decay to leptons and neutrinos;
• tt¯→ ℓνbbjj: the single lepton channel, which assumes that oneW boson
decays to lepton and a neutrino, while the other one decays hadronically;
• tt¯ → bbjjjj: the all-hadronic channel, which assumes that both W
bosons decay hadronically.
This thesis concentrates on the single lepton (or “semileptonic”) channel.
The top quark may also be produced separately from an antitop, by the
production diagrams shown in Figure 2.3. These productions have lower cross
sections than the tt¯ system production in the LHC. Note that all diagrams
require a W boson interaction, that is, the electroweak interaction must be
present, while top pairs are produced through the strong interactions.






















Figure 2.3: Single top production diagrams at tree-level.
2.4 Monte Carlo event generators
An important step for the analysis of the LHC data is the simulation of the
results, assuming that a certain model is correct. This description is paramount
to estimate the behaviour of the well known physics, so that their effect in
the measurements or searches can be accounted for. It is equally important to
simulate alternative physics models, so that a comparison of the measurements
and searches in data and simulation can be used to test proposed extensions
of the Standard Model. A comparison of the data and the simulated result
might show that the model is compatible with experimental evidence, that a
fine-tuning of some of the model’s constants is necessary, or that the model
is completely inconsistent with empirical data. As a result, in this section a
brief description of the methods used for simulation is given. A more complete
review can be read in [37]. The simulation uses Monte Carlo methods, by
which a probability density function (PDF) is calculated and pseudo-random
samples are generated according to that PDF. The prediction of the PDF is
given by the model under study using a few assumptions from validated parts
of the Standard Model.
A set of steps are required to simulate different parts of the Standard Model,
which are described in the next sections. They are summarised graphically in
Figure 2.4. Section 2.4.1 describes the Factorisation Theorem and how it fits
with the parton-level calculation to provide the Hadron-level simulation result.
The Parton Shower simulation is described in Section 2.4.2. The previous steps






























Proton-proton interactions Real detector
Figure 2.4: Simplified schematic view of simulation steps necessary for physics analyses.












Figure 2.5: Graphical representation of the Factorisation Theorem, Equa-
tion 2.31. The symbols are the same as in Equation 2.31, except that f1,
f2, · · · , fn represent multiple particles in the final state f .
in Section 2.4.3. The Hadronisation and Hadron decay steps are discussed in
Section 2.4.4.
2.4.1 Factorisation theorem and perturbative treatment
The description of the scattering starts from the Factorisation Theorem, which
maps the parton-level cross sections for the quarks and gluon interactions (in
the top quark production it follows the leading-order diagrams in the previous












fh1a (xa, µF )f
h2
b (xb, µF )dσˆab→f (xap1, xbp2, Q
2, µF , µR),
(2.31)
where fh1,h2a,b (xa,b, µF ) are the parton distribution functions (PDFs
9), which
depend on the momentum fraction xa,b of the parton a, b with respect to the
protons h1, h2, and on the factorisation scale µF ; σˆab→f is the parton-level
cross section for the production of the final state f through the partons a, b;
p1,2 are the momenta of the protons, µR is the renormalisation scale used [4].
A graphical representation of Equation 2.31 is shown in Figure 2.5.
The physics result does not depend on the choice of the factorisation scale
µF , which sets the limit between hard processes and soft non-perturbative
9Although the acronym for PDF can be used to mean “parton distribution function” or
“probability density function”, usually this is clear by the context. When it is not, it will
be mentioned explicitly.
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QCD, or on the choice of the renormalisation scale µR. The parton distri-
bution functions model the non-perturbative behaviour of the partons in the
proton. PDFs for the proton are fitted using data by different groups, such as
CTEQ [38, 39], NNPDF [40] and MSTW [41].
The parton-level cross section is calculated for the process generation from
the matrix element of the theory using perturbation theory. The equation
above can be used in Monte Carlo generator programs, which use the resulting
probability density function and pseudo-random number generators to gener-
ate events with a certain final-state.
The dσˆab→f function must be evaluated based on the matrix element (squared)
for the scattering and the phase space element over the final state. The ma-
trix element can be calculated from the Feynman diagrams in perturbation
theory [4]. An expansion in the QCD sector would resemble:




S + . . . , (2.32)
where αS is the strong coupling constant and the coefficients CLO, CNLO
and CNNLO are the leading-order, next-to-leading-order and next-to-next-to-
leading-order terms of the perturbative expansion. This expansion can be
calculated similarly to include higher order corrections of the electroweak sec-
tor. The calculation and Feynman diagrams can then be categorised as being
leading-order, next-to-leading-order and henceforth, depending on the cou-
pling constant coefficient in the series. Fixed order Monte Carlo generators
calculate the expansion in Equation 2.32 up to a certain maximum exponent
on the coupling constant and tree-level expansions do not consider Feynman
diagrams involving loops.
This approach is followed in matrix element generators, such as Mad-
Graph [42] at leading-order, but the number of Feynman diagrams, even
at tree-level, grows very fast with the final-state particle multiplicity. Ac-
erMC [43] uses MadGraph to generate the matrix element from Feynman dia-
grams, optimising its procedure to obtain faster results. Another approach is
taken by Alpgen [44], which generates tree-level matrix elements numerically
with a recursive algorithm, called Alpha [45]. Alpgen’s recursive approach
allows it to generate multiple particles in the final state.
These methods suffer because the tree-level diagrams diverge whenever ex-
ternal partons become soft or collinear. Similar divergences appear in loop
diagrams. For sufficiently inclusive measurements both set of divergences can-
cel, but for exclusive quantities some logarithmic terms remain, with the form
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L = ln(Q2/Q20), where Q0 is a constant (see Section 2.4.2 for more details). An
alternative and complementary approach to the expansion above is to arrange









n + . . . . (2.33)
The first sum over n is called the leading logarithm (LL) approximation, while
the second sum is the next-to-leading-logarithm one. These terms are incorpo-
rated in parton shower simulators, described in the next section, which are able
to treat the soft and collinear divergences. The final Monte Carlo simulation
is implemented by uniting the power of the parton shower and the fixed-order
or tree-level generators.
2.4.2 Parton showers
The matrix element generators described previously are quite good in describ-
ing high energy interactions, however, as it was mentioned previously, the
final state particles also generate soft and collinear branchings, which are best
described with parton shower simulations [37]. The parton shower simula-
tion includes the effect of collinear radiation, by calculating approximately the
probabilities for parton splitting into more partons at all orders in perturbation
theory. The parton shower calculation is valid in the collinear approximation,
in which the angle θ between the partons after splitting is close to zero. A
schematic drawing of a collinear emission is shown in Figure 2.6, in which a
parton a emits an almost collinear parton b and proceeds as b′. The variable
t represents an evolution variable, that is, the energy scale in which the split-
ting occurs, and it could be the four-momentum squared p2, for example. The
variable z represents the fraction of energy carried by the parton b, that is,
z = Eb/Ea, where Ea is the energy of a and Eb is the energy of b.






Figure 2.6: Simplified schematic of a parton spliting in which a parton a emits
a parton b and proceeds as b′.












where Pab represents the probability of a parton a splitting into b. The idea is
that, after the matrix element calculation, a possible splitting (or branching)









where Pji represents the probability of j splitting into i (which can be quarks or
gluons), σ0 is the hard process matrix element, αS is the strong force coupling
constant and φ is the azimuthal angle in the transverse plane.
In general the splitting functions do not depend on the azimuthal angle,
although they need to be included, since they are one of the phase space degrees
of freedom. If the splitting functions do not depend on φ, this integration
amounts to 2π. However, if a specific helicity for the initial or final state is to
be considered, there could be a dependence on the transverse plane angle.
The probability of the hard process and splitting are factorised in this
approximation, so these elements can be considered separately. The parton
shower algorithm calculates the probability of not having a branching for a
parton with square four-momentum q2 as ∆i(q
2, Q20), which can be used in a
Monte Carlo algorithm and it is [37, 46]:
∆i(q
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where Q20 is a cut-off for resolvable branchings. The ∆i(q
2, Q20) function is
called the Sudakov form factor and it takes advantage of the unitarity rela-
tion to include indirectly, all orders in perturbation theory in the collinear
approximation.
The parton shower algorithm, uses the ∆i(q
2, Q20) function as follows. A
pseudo-random number ρ is generated with uniform distribution and the equa-
tion ∆i(Q
2, q2) = ρ is solved for q2, assuming a maximum virtuality Q2. If
the solution q2 is greater than a cut-off for resolvable branchings Q20, a new
branching is created, otherwise, the evolution terminates, since there are no
further resolvable splittings. This algorithm implements branchings due to
collinear radiation, but implementing soft wide-angle radiation does not seem,
at first sight, possible. It can be shown [37], however, that multiple soft wide
angle emissions in the parton shower can be implemented by starting with the
widest angle emissions and then successively decreasing the angle of the next
emissions. This approach, which orders emissions by their angle, is called an-
gular ordered parton shower and it is the one implemented in Herwig [48, 49].
This method for parton showers, with a few modifications, is also used to sim-
ulate initial state radiation, before the interaction, since there are also quark
and gluon splittings at that stage.
The Pythia [50] 10 implementation of the parton shower is based on a
different argument than the angular ordered parton shower. Assuming a large
number of colours for an SU(N) model (in QCD, N = 3), it can be observed
that partons which have the same colour (they are “colour-connected”) shower
independently. The parton shower in Pythia takes advantage of this fact, by
creating a “colour flow” connecting the partons and showering the partons
in this colour flow independently. The parton shower in this procedure uses
transverse momentum ordering, instead of using the angular ordering, as in
Herwig [37].
Although the matrix element generators and the parton shower procedures
have different strengths, they cannot be combined blindly. Both the matrix
element generators and the parton showers include overlapping terms in the
perturbative expansion, which would be double counted if a careful method to
avoid it is not used. Both Herwig and Pythia include “matrix element correc-
tions” to address this problem consistently. A procedure, called CKKW [51],
partitions the phase space into a parton shower dominated region and a matrix
10Pythia version 8 and the latest releases of Pythia 6 implement this procedure as well as
the angular-ordered parton shower mentioned previously.
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element dominated region. Events in the matrix element dominated region are
“vetoed” in the parton shower description. For these vetoed parton showers,
the matrix element is weighted by a Sudakov suppression factor, which includes
the probability of non-branching at the same order as in the parton shower.
This avoids non-smooth transitions between the parton shower-dominated re-
gion and the matrix element-dominated region. An extra weight is used to
match the αS scales in the parton shower and in the matrix element regions.
For the parton shower-dominated region, the showers are also vetoed if they
generate splittings that would result in an angular separation bigger than the
matrix element partons separation. This avoids extra jets in the final state by
contruction.
Another method for the matrix element to parton shower matching is the
MLM matching [52]. It starts by generating events with the matrix element
generator using acceptance cuts and demanding that the hard particles gen-
erated are well separated from each other and only allows for branchings con-
sistent with the colour structure of the event. The scale used for αS in the
matrix element is calculated based on the transverse momentum and on the
directions of the momenta for the final state partons. A jet algorithm (see
Section 3.5 for definitions of jet algorithms) is applied to the final state par-
tons and, starting from the hardest parton, a geometrical match between the
partons and the centroid of the jets is attempted. If a parton does not match
any jets, the event is discarded. The events that do pass this veto are required
not to have any extra jets, compared to the desired final parton multiplicity
used in the matrix element generator: if they do contain extra jets, they are
rejected. The last step is equivalent to the Sudakov factor reweighting in the
CKKW method. The MLM procedure is used with the Alpgen generator.
Notice that the key difference between the MLM matching scheme and the
CKKW one is that, in the CKKW scheme, instead of removing the event if
an extra hard jet is available in the event after the parton shower, the matrix
element for the extra parton is weighted by a Sudakov suppression factor for
the probability of that parton not generating a splitting at the matrix element
level (which allows for a smooth transition towards the parton shower). Fur-
thermore, in CKKW the parton shower splittings are vetoed, if they generate
new partons with larger angular separation than the separation between the
matrix element-level partons. In MLM, the event is showered, without any
veto in the parton shower procedure and the full event is vetoed if a parton
does not match the final-state jets.
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2.4.3 Next-to-leading order matrix element generators
Loop diagrams and non-collinear emissions beyond the tree-level diagrams are
not included in the tree-level matrix element generators and on the parton
shower methods described previously. These diagrams are quite important for
top quark physics, to better estimate both the extra radiation effects due to the
QCD contribution and to have a better estimate of the inclusive cross section.
The next-to-leading-order diagrams include virtual contributions, which add
virtual particles to the leading-order diagrams without extra final state parti-
cles, and real contributions, which add final state particles to the leading-order
diagrams.
For the top-antitop production, a few next-to-leading order corrections are
shown in Figure 2.7, which contribute to the α3S expansion of the perturbation
series. Graphs (b) and (d) include virtual corrections, while (a) and (c) show
real gluon emissions. It is important to note that these corrections interfere



























Figure 2.7: tt¯ next-to-leading-order diagram examples.
The matrix element generators described in Section 2.4.1 were limited to
the leading order or tree-level generators, while a set of next-to-leading-order
(NLO) matrix element generators are currently available for some processes,
such as top pair production. Tree-level generators maintain a leading-order
precision, but they calculate more correctly differential distributions sensitive
to real QCD emission, even at several orders beyond the leading-order cal-
culation, whereas next-to-leading-order calculations are correct in shape and
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normalisation at NLO for inclusive variables, but they rely on the parton
shower for all extra emissions, beyond the first one [53].
The main problem, for the NLO generators is the matching scheme be-
tween the matrix elements and the parton shower, since the latter includes
approximate NLO corrections in the Sudakov form factor. Powheg [54] and
MC@NLO [55–57] are different NLO generators and they deal with this issue
in different ways.
The NLO event contains a leading-order (Born) term corresponding to no
emissions, a virtual term due to emissions in loops, and a real term, for final
state emissions. These terms can be re-arranged, so that the poles in the virtual
and real terms of the NLO calculation are subtracted. The method used in
MC@NLO leads to a weighting scheme with negative weights being generated
as a result of the way in which this subtraction is implemented. MC@NLO is
also only implemented with the parton shower using Herwig, which is another
drawback.
The Powheg approach does not include negative weights and it emits the
highest transverse momentum parton first, generating the matrix element at
NLO. Powheg can also be interfaced with different parton shower generators,
as long as the shower is ordered by the hardest emission first. Parton showers
with angular ordering can also be implemented, as long as the showering is
truncated appropriately [58].
2.4.4 Hadronisation
The parton shower simulation described previously stops when a cut-off scale
for the partons’ virtuality Q0 is reached, because at that stage, hadrons are
created from the partons and perturbative calculations are no longer valid.
This stage is called “hadronisation” 11 and its results cannot be calculated
or described using first principles, therefore one must use phenomenological
models to simulate it. Two models are mainly used currently: the string
model and the cluster model.
In the string model [59], the QCD interaction is modelled as a potential,
that attracts partons, creating a colour flux tube between them. After the po-
tential rises above a threshold for a parton creation, a new parton pair is cre-
ated. An example can be given for a quark-antiquark pair qq¯, that moves apart,
increasing the potential between them. At some point another quark-antiquark
11The term “hadronisation” can also be used in other contexts. In this document it will
refer to the stage in which hadrons are formed, after the parton shower.
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pair is created q′q¯′, reducing the energy of the system, which leads to the for-
mation of the mesons qq¯′ and q′q¯. This model can also generate baryons, by
including the concept of “diquark”, on which, occasionally diquark-antidiquark
pairs are produced, instead of quark-antiquark pairs 12. This model is used in
Pythia [50].
The cluster model [60] is based on a property of parton showers called
“preconfinement”. The key element in the preconfinement is that the colour
structure of the shower at any scale Q0 is such that any colour singlet combi-
nations of partons (“clusters”) can be formed with an asymptotically universal
invariant mass distribution, that is, it depends only on Q0 and on the QCD
scale Λ, but not on the scale Q of the parton or the hard process initiating
the shower, and it has Q >> Q0. If, in addition, Q0 >> Λ, the mass distribu-
tion of these colour singlet clusters, their momentum and multiplicity can be
computed perturbatively [37]. The hadronisation model uses that to enforce
gluon splittings into quark-antiquark pairs at the shower cut-off scale Q0, so
that the adjacent colour lines can be clustered to form mesons. The same
concept of “diquark” can be used, as in the string model, to create baryons.
It is implemented in Herwig [48, 49].
As a last step, after the hadron formation is simulated, their decays must
also be implemented based on observed decay rates, which have been collected
by the Particle Data Group [7]. This is the last step of the simulation, before
the interaction with the detector, which is done, for the physics analyses in
this document, using the software called Geant 4 [61].
2.4.5 Underlying events
Due to the complex structure of the protons in the LHC, it is possible to
have more than one parton hard-scattering, that is, events for which more
than one hard parton-parton interactions occur in the same proton-proton
collision [62]. For events with fixed final state invariant masses, the cross
section for multiple parton interactions increases with energy, since higher
energy interactions probe partons with lower momentum fractions. This means
that events with lower invariant masses would receive a bigger impact from
multiple hard parton scatterings. This set of events is called Multiple Parton
Interactions (MPI). Other effects of the scattering include the beam remnants
12At this point it should be mentioned that this does not mean that the diquark is to
be seen as an elementary particle, but that the interaction treats the diquark as a whole
element, instead of acting on its individual particles.
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from the proton-proton collisions, which do not take an active part in the
initial-state radiation or the hard-scattering process. These effects are often
called “underlying events”.
Methods for the simulation of the underlying events are also available and
improve the simulation of the events. Jimmy [63], Pythia [50] and Herwig [48,
49] include models for MPI. The physics analyses attempt to reduce the impact
of these effects and the methods used for that rely on a good description of
them in the Monte Carlo generators.
2.5 Beyond the Standard Model
The Standard Model is often seen as an effective model, since there are a set
of unanswered questions in it. Open points in the SM include the large top
quark mass compared to the other quarks and the hierarchy problem. The
hierarchy issue arises because the Higgs boson’s mass is much smaller than
the Planck scale, while one would expect that the renormalised mass of the
Higgs boson includes a correction that makes it very big. In the SM this
could happen if there is a fine-tuning cancellation in the calculation of the
renormalised Higgs boson mass, but the reason why this would happen is still
an open question. Another unsolved problem is how to incorporate gravity in
the Standard Model, since this force is not included in the model so far.
The top quark’s large mass suggests that it might be a window to unknown
effects at higher energy. It is also close (that is, much closer than other SM
particles) to the electroweak symmetry breaking scale, since the vacuum ex-
pectation value for the Higgs field is v = 246 GeV and the top quark mass is
mt = 172.5 GeV, which has lead some researchers to argue that it might be
connected to the mechanism of electroweak symmetry breaking [64].
Many models exist which try to extend the Standard Model in such a way
that the SM is approximately correct for the phase space region where evidence
is available, but they predict new scenarios in situations which still need to
be probed. A method for testing the hypothesis on whether these extensions
model nature is to extend measurements into regions not probed previously,
either with higher energies or increasing precision. The agreement of the SM
with experimental results is very good and the existing open questions relate
to situations which are still unknown even in the current model’s prediction.
A class of models which extend the SM demand that one extra symmetry is
obeyed by the fields, called “supersymmetry”. This extra symmetry demands
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a duality between bosons and fermions, creating a list of “superpartners” to
the SM particles. For a review of this class of models, consult [65].
Another set of models are the Technicolor models, which demand the exis-
tence of new SU(3) symmetries, similarly to QCD. The new symmetry would
create bound states that are seen as the current SM particles. One of these
models predicts a new particle which decays to a top-antitop pair and it is
called the Topcolor model [66–68]. The electroweak symmetry is broken, in
this model, by a bound state and not by the Higgs boson. Alternatives to in-
clude gravitation in the Standard Model also exist. They include the Randall-
Sundrum (RS) model [69, 70], which predicts an extra dimension in which
gravity would propagate. The latter model also includes a particle, called a
Kaluza-Klein gluon, that propagates in the extra dimension, which decays into
a top-antitop pair.
2.6 Summary
A brief review of the main aspects of the Standard Model and how its pre-
dictions are done has been made. The Standard Model description is used
repeatedly in the physics analyses that follow to describe the well known back-
grounds in many analysis, which study Standard Model signals or Beyond the
Standard Model physics. The physics analyses are also done repeatedly using
the Monte Carlo simulation of events, which includes the matrix element gen-
erators, the parton shower simulation, with an appropriate matching between






The analyses done in this thesis were performed using data taken by the
ATLAS experiment [71] at the Large Hadron Collider [12], therefore a descrip-
tion of the most relevant aspects of this experiment is important. This chapter
starts by describing the overall geometry and subdivision of the ATLAS de-
tector followed by some details on its subsystems. This chapter will be used
as well to introduce some common notation and conventions.
3.1 The ATLAS detector
The Large Hadron Collider (LHC) [12] is a synchrotron located in a tunnel
with a 27 km circumference, in the border region between France and Switzer-
land. The LHC is 100 m below the ground and it collides beams of protons at
different points, so that particle detectors can analyse the results of the colli-
sions. Figure 3.1 shows a schematic overview of the LHC. This thesis analyses
the measurements from the proton-proton collisions in the ATLAS [71, 72]
detector.
ATLAS’ systems cover both the barrel of the cylinder and the endcaps, in
a structure designed to cover as much of the full 4π sr solid angle as possible.
A schematic of the ATLAS experiment is shown in Figure 3.2. It is a general
purpose detector at the LHC, with many sub-detectors, which measure specific
observables of the particles that come out of the collision. Its sub-detectors
have cylindrical shapes, with increasing radius, each one encapsulating the
smaller ones. It can be divided in four main parts: the Inner Detector; the
Magnet System; the Calorimeters and the Muon Spectrometer.
A few conventions used in ATLAS should be mentioned. The coordinate
system [72] used in ATLAS is centred at the collision point, in the beam pipe,
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Figure 3.1: Schematic view of the Large Hadron Collider and other particle
accelerators with the indication for the experiments built in the LHC ring. All
credits to c©CERN.
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Figure 3.2: A schematic view of the ATLAS experiment. All credits to
c©CERN.
with the x-axis pointing to the center of the LHC tunnel’s circumference, the y
axis pointing upwards and the z-axis chosen so that a right-handed coordinate
system is used. The azimuthal angle φ, measured in the x− y plane, and the
polar angle θ, measured from the positive z direction, in the z − y plane, are
also used. Frequently, the pseudo-rapidity η = − ln(tan θ
2
) is used, instead of
the angle θ.
A measure of the separation between two physical objects detected in
ATLAS based only on the direction of their momenta is used in the physics
analyses. It can be defined, for two objects o1 and o2 with directions, given in
the η − φ plane, by (η(o1), φ(o1)) and (η(o2), φ(o2)) respectively as:
∆R(o1, o2) ,
√
(∆η(o1, o2))2 + (∆φ(o1, o2))2 , where: (3.1)
∆η(o1, o2) , η(o2)− η(o1),
∆φ(o1, o2) , min (|φ(o2)− φ(o1)| , 2π − |φ(o2)− φ(o1)|) .
It is common to refer to the momentum of particles projected in the x− y
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plane, which is called the “transverse momentum” and it is often represented
as pT , while the magnitude of the three-momentum is referred to as p and
the particle’s energy is referred to as E. The transverse momentum and the
momentum p can be related by pT = p/ cosh(η). A “transverse energy” ET is
defined by analogy, ET = E/ cosh(η).
The ATLAS sub-detectors can be divided in the Inner Detector, the Calorime-
try System and the Muon Spectrometer. The next sections will briefly describe
these subsystems.
3.1.1 Inner Detector
The innermost subdetector of ATLAS is the Inner Detector [11,73] (ID), which
is subdivided into the Pixel Detector, the Semi-Conductor Tracker (SCT), and
the Transition Radiation Tracker (TRT).
The precision tracking detectors, comprised of the Pixel Detector and the
SCT, cover a region of |η| < 2.5. In the barrel region, they are arranged as
cylinders around the beam axis, while in the endcap they are arranged as disks
perpendicular to the z-axis. The Inner Detector’s function is to measure tracks
generated by charged particle’s interaction with the detectors. Each point in
which there is an interaction between the particle and the ID is called a “hit”.
A 2 T solenoidal magnetic field, created by a thin superconducting solenoid
surrounding the inner detector, bends the charged particles’ trajectory. An
estimate of the trajectory can be done by performing a fit of the hits, and the
charge to momentum ratio of the particle can be estimated by calculating the
curvature of the track. The direction of the bending also gives the sign of the
particles’ charge.
The Pixel Detector has three layers, including one of them at a radius of 4
cm, called B-layer, which is essential for good vertexing. The basic elements
of the Pixel Detector are 50 µm wide in R− φ and 400 µm long in the z-axis.
The SCT has four cylindrical layers of silicon strips aligned in the azimuthal
direction in the barrel, and nine disks in each of the endcaps. In the barrel,
the SCT uses eight layers of small-angle strips to measure both coordinates,
with one set of strips parallel to the z-axis which measures the R−φ direction.
Each silicon microstrip layer is 6.4 cm long and has 768 sensors with a strip
pitch of 80 µm, in the barrel. In the endcaps, the strips are radial. The ID sub-
detector with biggest radius is the TRT, which consists of ∼ 36 layers of 4 mm
diameter straw tubes, with a radiator between them to stimulate Transition
Radiation (TR) from electrons. The TRT covers the region of |η| < 2.0.
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The tracks are fitted using different algorithms, which aim at a good esti-
mate of the charge-to-momentum ratio, the particle’s pT , the trajectory and
the point of closest approach to the primary vertex in the x− y plane and in
the z-axis. The distance of the track to the primary vertex in the z-axis and
in the x − y plane are referred to, respectively, as the longitudinal transverse
parameter and the transverse impact parameter (frequently used symbols are
z0 and d0). A set of basic track quality requirements are frequently used in the
analyses to demand well-reconstructed tracks with demands on the number of
hits and on the impact parameters.
3.1.2 Calorimeters
After the Inner Detector, the detectors with bigger radius are, respectively,
the Liquid Argon Calorimeter and the Tile Calorimeter [11], which measure
the energy of the particles. The objective of the calorimeters is to measure the
energy and direction of the particles. The particle interacts with the calorime-
ter creating a shower of secondary particles. In a sampling calorimeter, such
as the ones used in ATLAS, the calorimeter has alternate layers of a material
that starts the shower (“absorber material”) and a material that measures the
shower’s energy (“sampling material”).
The calorimeters have different structure, depending on whether they are
designed to measure electromagnetic showers, produced by particles that in-
teract primarily through the electromagnetic interaction; or hadronic showers,
for particles that interact mainly through the strong nuclear force. ATLAS
includes an electromagnetic calorimetry system and a hadronic calorimetry
system.
The Liquid Argon Calorimeters [74] are used to measure the energy of
electromagnetic showers in the barrel and endcap regions and also for mea-
surements of energy in hadronic showers in the endcaps. They are sampling
calorimeters with accordion geometry in the barrel to provide symmetry in the
measurement as a function of the φ coordinate. It is filled with liquid argon
cooled by a cryogenic system. Layers of lead and stainless steel are interspaced
with liquid argon, with the lead acting as an absorber, giving the initial shower
development due to its short radiation length. The secondary electrons create
ionisation in the gaps of liquid argon, and the copper electrodes register the
signal induced by the ionisation electrons drifting across the gap. The elec-
tromagnetic calorimeter also includes a presampler detector, followed by three
longitudinal layers of the EM calorimeter, called strip, middle and back layers.
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At high energy, most of the electromagnetic shower energy is detected in the
middle layer. The strip layer has good discrimination against multiple photon
showers, due to its small cells. The presampler detector complements the EM
calorimeter with a good estimate of the energy lost in the material before the
rest of the calorimetry system. The back layer collects the energy deposited
by very high energy electromagnetic showers. The endcap calorimeters consist
of the outer and inner wheels, which cover |η| ∈ [1.375, 2.5] and |η| ∈ [2.5, 3.2]
respectively.
Forward calorimeters are also available in the |η| ∈ [3.1, 4.9] region. The
innermost one is the forward electromagnetic calorimeter, which uses liquid
argon as the active material and copper as the passive material. The hadronic
forward calorimeters follow it and use tungsten as the passive material.
The Tile Calorimeter [75] is a sampling hadronic calorimeter surrounding
the Liquid Argon Calorimeter in the barrel. It uses steel as the absorber
material and scintillating plates read out by wavelength shifting (WLS) fibers
as the active medium. The optical signals read by the WLS fibers are converted
into electric signals by photomultipliers (PMTs). It is designed to absorb
hadronic showers in the barrel region of the ATLAS experiment.
3.1.3 Muon Spectrometer
The final system is the Muon Spectrometer (MS) [11], which is a tracking
device embedded in a toroidal magnetic field that measures the charge to
momentum ratio of the muons escaping the calorimeters. The MS’ layout
is based on the magnetic deflection of muon tracks using a system of three
superconducting air-core toroid magnets. A barrel toroid with eight coils sur-
rounding the hadronic calorimeter provides the bending of the muon tracks in
the |η| < 1.0 region. For |η| ∈ [1.4, 2.7], two smaller endcap magnets in both
ends of the barrel toroid are used. A combination of the magnetic fields of
the barrel and endcap toroids are used in the |η| ∈ (1.0, 1.4) region, called the
transition region.
The Muon Spectrometer reconstructs tracks using three layers of Monitored
Drift Tube (MDT) chambers in the |η| < 2.0 range, two layers of MDT behind
one layer of Cathode Strip Chambers (CSC) in the range |η| ∈ [2.0, 2.7]. Three
layers of Resistive Plate Chamber (RPC) in the |η| < 1.05 region and three
layers of Thin Gap Chamber (TGC) in the |η| ∈ [1.0, 2.4] region provide a fast
response to select events containing muons.
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3.1.4 The ATLAS Trigger System
The ATLAS detector systems process data with a very high rate of events,
most of which are background processes to most physics analyses. The data
acquisition system on ATLAS cannot cope with the high data rates and, even
if it could, there are technical and financial constraints on the available per-
manent data storage facilities which limit the amount of data that can be
collected.
Furthermore, the time required to analyse the available data is quite long
and the processing power necessary to implement the analyses has many con-
straints. As a consequence, a trigger system has been developed as part of the
ATLAS Data Acquisition System to select only collision events with interest
for the ATLAS physics analyses.
The ATLAS Trigger System [76] was developed in a very modular and
flexible way, so that it could adapt itself to the physics analyses requirements,
selecting events that are most relevant to a set of studies and rejecting most
of the common backgrounds. There is a configurable infrastructure designed
in a way that can be changed according to the decision of which analyses have
priority and which analysis methods are used.
The trigger system has three layers. The first layer is hardware-based and
it implements a pre-selection of the events using a coarser granularity of the
calorimeters and the muon spectrometer, than the next levels. The second
and third levels are implemented in software and analyse data with a finer
granularity, using the Inner Detector tracking system as well. The latter is
frequently referred to as the High Level Trigger. The three-tier system is
designed to work modularly: the Level 1 selects Regions of Interest, in which
it detects a particle candidate; next, the Level 2 software processes only the
data in that Region of Interest to test the hypothesis that it contains a relevant
signal; finally, the third level, or Event Filter, analyses the events accepted by
the Level 2, scanning the whole detector with fine granularity. This division
not only allows for a modular design, it also reduces the rate of events to be
processed in the next layers, so that they can take more time to analyse each
event with more complex algorithms. A schematic view of the ATLAS Trigger
system is shown in Figure 3.3, with the approximate event rates in each layer.
The first level of triggering, as far as the calorimetry system is concerned,
only has access to ∆η × ∆φ regions of 0.1 × 0.1, which are called “trigger
towers”. Its decision can only be made on the energies deposited in those
towers. The Level 2 algorithms can use the high transverse energy deposition in
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Figure 3.3: A simplified schematic view of the ATLAS Trigger System. Ex-
tracted from [77].
the calorimeter as a seed to analyse regions of interest and also take advantage
of the Inner Detector and Muon Spectrometer tracks. The Event Filter can
also perform a full sliding window search in the event, with access to the full
event data, in which the detector is scanned for high energy deposits. The first
level of triggering also uses the RPC and the TGC, in the Muon Spectrometer
to trigger on muon events with a minimum transverse momentum threshold.
the Trigger System also allows for a finer granularity search in the Calorimetry
System using the “Level 1.5”, which can be used to seed the Level 2 algorithm
instead.
Besides this three layer division, each layer is further separated, depending
on its physics goals. This means that if a particular physics object is desired,
a specific algorithm will be designed to select only that object in the three
layers. In case a muon and an electron are required for the analysis, the
system could be configured in a way that the accepted events must have fulfilled
the requirements for both the electron and muon selection algorithms. These
algorithms are organised and configured using the concept of “trigger chains”.
Each trigger chain has a structure similar to the one shown in Figure 3.4.
The chain starts when the hardware-based Level 1 triggers that the event
passes the threshold configured for this chain. This is indicated in the “L1
threshold” block in the figure. If the threshold uses the calorimeter informa-
tion, the Level 1 sums the energy in calorimeter Trigger Towers arranged in
a specific way and checks if the sums (there might be more than one criteria)
are above or below a threshold. For the electron- and photon-related triggers,
for example, the Level 1 trigger looks for a region of four Trigger Towers as a
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square in the electromagnetic calorimeter, in which at least one of the four pos-
sible two-tower sums (the sum of two towers either vertically or horizontally)
of the nearest neighbouring towers pass a pre-defined threshold. Isolation veto
thresholds can also be configured for the Trigger Towers around the center four
Trigger Towers, as well as for the hadronic calorimeter towers. The algorithm
scans all squares with 16 Trigger Towers in the calorimeters. Figure 3.5 shows
a representation of all these Trigger Tower sum configurations.
The Level 1 jet trigger scans the calorimeters using elements of four Trigger
Tower arranged in a square, summing the electromagnetic to the hadronic
trigger towers. The Region of Interest is defined as the square region with four
Trigger Towers in η×φ space and the sum of the energy on these jet elements
is calculated to check if it passes the minimum energy threshold. The window
used for this scan can be configured for each chain to have different square
sizes in η × φ space: 4, 6 or 8 Trigger Tower elements. For regions with 36
Trigger Towers, the Region of Interest can be in four different positions, but
for the regions with 8 Trigger Towers in each side, the Region of Interest is
required to be in the center of the window, to avoid the possibility of finding
two Regions of Interest in the same window. Figure 3.6 shows a representation
of the Region of Interest and its possible positions in the window configured.
The Level 1 part of the muon-based trigger chains use the RPC sub-detector
in the barrel and the TGC in the endcaps. In the barrel, the RPC is divided in
three sectors: RPC1, RPC2 and RPC3, which are composed of two indepen-
dent detector layers that measure both the pseudo-rapidity and the azimuthal
angle of a hit. When a first hit is found in a region of the detector another hit is
searched for, in the region defined between the original hit and the interaction
point, with an allowed perpendicular width. The allowed width is a parameter
that depends on the transverse momentum threshold: the smaller the allowed
deviation from a straight line, the higher is the minimum pT threshold. Two
(three) trigger sectors in coincidence are required for low (high) transverse
momentum algorithms.
After a trigger from the configured Level 1 threshold, as shown schemati-
cally in Figure 3.4, the High-Level Trigger starts to operate in Level 2, with
the information that there was a Level 1 Region of Interest in a certain pseudo-
rapidity and azimuthal angle. The general organisational structure of the Level
2 and the Event Filter are similar in that they are sub-divided in two types
of elementary blocks: the Feature Extraction algorithm and the Hypothesis
testing algorithm. The Feature Extraction algorithms calculate relevant vari-
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ables using the available Inner Detector, calorimeter and Muon Spectrometer
information. These variables are stored and can be refined by the next Fea-
ture Extraction algorithm in the sequence or used by the Hypothesis testing
algorithm to demand that certain logical criteria are fulfilled. The Hypothesis
testing algorithm simply decides whether to keep the event (if one or all of the
criteria are fulfilled), or to reject it. If the event is accepted at the Level 2,
it proceeds to be examined by the Event Filter, using the same organisation
for Feature Extraction and Hypothesis testing algorithms. The event is finally
accepted if it passes the Event Filter hypothesis testing. The algorithms used
in the Level 2 and Event Filter Feature Extraction algorithms depend on which
physics object the chain should accept. Consult [11] for details.
3.2 Multiple interactions in ATLAS
Each bunch crossing analysed by ATLAS includes a beam of protons in both
+z and −z directions. More than one interaction is expected to happen and
the measurement of the distribution of the mean number of interactions per
bunch crossing is shown in Figure 3.7 for 2011 and 2012 data. This effect is
often referred to as “pile up” and it has a significant impact in the physics
analyses. One example of the effects of pile up is that extra particles are
produced in the final state as a result of pile up interactions that could be
confused as coming from the interaction under analysis.
The Monte Carlo simulations do not perfectly simulate the shape of the
< µ > distribution extracted in data, which leads to a discrepancy when
comparing data and simulation. This can be fixed in the physics analyses by
weighting the events by the ratio of the data to simulation < µ > distributions.
More details about this reweighting procedure are given in Section 5.6. The
< µ > value is estimated as an average number of interactions over the time
period of a “luminosity block” in ATLAS. The duration of a luminosity block
is set by the Data Acquisition System of ATLAS, which is of approximately
two minutes.
3.3 Electron reconstruction and identification
Electrons can be initially identified by the Trigger System [76] through a selec-
tion chain in all three levels of triggering. After a trigger selection, the oﬄine
algorithms reconstruct the electron four-momentum using the electromagnetic
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Figure 3.4: Simplified schematic that shows the structure of the trigger chains.














Trigger towers ("# $ "% = 0.1 $ 0.1)
Local maximum/
Region-of-interest
Figure 8.4: Electron/photon and τ triggerFigure 3.5: Schematic representation of the Trigger Towers used to calculate
the electron/photon-related Level 1 trigger threshold sums. The core of 2× 2
trigger towers in the electromagnetic calorimeter is required to contain the
sum of two Trigger Towers horizontally or vertically that satisfy the minimum
threshold. Isolation veto using the ring of cells around the center ones and the
hadronic calorimeter energy sums can also be implemented in some chains.
Extracted from [11].
Window 0.6 x 0.6 Window 0.8 x 0.8Window 0.4 x 0.4
Figure 3.6: Schematic representation of the Trigger Tower sum configuration
for the jet-related triggers at Level 1. Extracted from [11]. The jet trigger
algorithms are based on jet elements which have the size of 2 × 2 Trigger
Towers. The Region of Interest is shaded. For scans using 6 × 6 windows,
there are four possible windows containing a Region of Interest, but in the
8 × 8 case, the Region of Interest is required to be in the center position, to
avoid the possibility of two jets in a single window.
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Figure 3.7: The mean number of proton-proton interactions per bunch crossing
in ATLAS is shown for the data taking in 2011 (left) and 2012 (right). For 2011,
the set up after the Technical Stop in September (with β∗ = 1.0 m) is shown
in red and the set up before it is shown in blue (with β∗ = 1.5 m). ATLAS
performance public plot not produced by the author. More information about
the measurement can be found in [78]. Entries in < µ >∼ 0 arise from pilot
bunches that were present in many early LHC fills.
calorimeter clusters as seeds 1, which are matched to ID tracks at a later stage
to identify and reconstruct the electron’s four-momentum [79]. Identification
algorithms based on the track’s characteristics and the energy deposition in
the calorimeter are used. A full account of the methods used for the trigger,
reconstruction and identification of electrons in ATLAS can be found in [79].
It is important to highlight the calibration and correction factors applied to
correct for the difference in behaviour of these algorithms in real data and in
Monte Carlo simulation. These corrections are calculated based on statistical
analyses in simulation and real data and the methods used to extract them
will be mentioned here, since these corrections are used at a later stage, in the
analyses chapters.
The energy scale and resolution of the electrons can be calculated in real
data, using Z-boson and J/Ψ decays into pairs of electrons, which are required
to have a minimum transverse energy of 20 GeV for the Z-boson decays and
5 GeV for the J/Ψ decays and to pass an electron trigger requirement. The
invariant mass of the electron pairs is required to be in a window around the
masses of the Z-boson (80 GeV - 100 GeV) or the J/Ψ (2.5 GeV - 3.5 GeV) and
the leptons are required to have opposite charges. The amount of background
is estimated and subtracted. With these events, the relation between the true
electron energy, Etrue, and the measured energy, Emeasured, in a region i of the
1Photons are also selected based on similar requirements on the electromagnetic calorime-
ter clusters. Photons would have no ID tracks, though.
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Figure 3.8: Results of the measurement of the electron energy scale in Z →
e+e− decays and in J/Ψ → e+e− decays in ATLAS 2010 data, for |η| < 0.6
(left) and 1.53 < |η| < 1.8 (right). Extracted from [79].
detector is given by:
Emeasured = Etrue(1− αi). (3.2)
An unbinned likelihood function is maximised [79] to obtain the values of αi for
every region of the detector. The results of this measurement for 2010 ATLAS
data are shown in Figure 3.8. Cross-checks of these results were done using
other methods, which rely onW± → e±νe decays. The αi terms in the formula
above are used to correct the simulated electron energy scale so that it behaves
similarly to data in the analyses that follow and the systematic uncertainties
associated with its measurement [79] are also taken into account.









where a, b and c are empirical parameters, and the parameter c is frequently
referred to as the “constant term” in the fractional energy resolution parametri-
sation. Figure 3.9 shows a fit in data and the Monte Carlo simulation predic-
tion used to derive the energy resolution parameters. Several sources of sys-
tematic uncertainties are investigated and more details can be found in [79].
A smearing of the electron kinematics is applied in simulation for the physics
analyses to correct for the difference in the energy resolution in data and sim-
ulation.
The electrons are reconstructed, furthermore, demanding that they satisfy
the trigger requirement, a set of track- and calorimeter-related cuts, a set of
reconstruction requirements and, in some analyses, an isolation requirement,
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Figure 3.9: Fit of data and simulation for the electron energy resolution esti-
mate from J/Ψ→ e+e− decays using ATLAS 2010 data. Extracted from [79].
which demands that there are no other tracks or energy deposits around the
particle. A final set of corrections applied in simulation are related to a differ-
ence in electron selection and reconstruction efficiencies in simulation and data.
They are applied in the physics analysis by weighting the events by the ratio
of efficiencies in data and simulation. These corrections are frequently called
“scale factors” in this document. To calculate these corrections, though, it is
necessary to measure each of these efficiencies in simulation and data. That
was done, for 2010 ATLAS data in [79]. When applying the weights calculated
with the derived scale factors in the physics analyses, the uncertainties are
taken into account, by varying the weights accordingly.
The efficiency measurements are done using the Tag And Probe method,
which studies decays into pairs of particles from real data Z-boson, J/Ψ or
W -boson decays. This method aims at selecting a sample of “probe” electrons
using selection cuts which are called “tag” requirements, on another physical
object, which is called the “tag” object. A selection can then be applied in the
“probe” electron to investigate its efficiency. In Z → e+e− and J/Ψ → e+e−
events, one of the electrons is used as a tag, while in the W± → e±νe events,
high missing transverse energy is used as a tag. The Z-boson, the J/Ψ or
the W -boson masses can be used as constraints to reduce the background
contribution in these analyses, which are subtracted.
In the Tag And Probe method, the tag selection is looser than the probe
one. A set NT of events is chosen so that at least one electron passes the tag
requirement. In this set, a subset NT&P of events is required to satisfy the
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Figure 3.10: Efficiency measurement results using the Tag And Probe method
in Z → e+e− decays in 2010 ATLAS data for the electron identification (left)
and the electron reconstruction efficiencies. Extracted from [79].
probe selection as well. The ratio NT&P/NT is used as a measure of the probe
selection efficiency. More details about these efficiency measurements can be
found in [79]. Figure 3.10 summarises a few efficiency measurement results for
the electron identification and for the electron reconstruction.
3.4 Muon reconstruction
The muons are identified initially by the Level 1 trigger [80] using the Muon
Spectrometer and they are further analysed by the next trigger levels using
the Inner Detector tracks. The events selected by the muon trigger use the full
resolution of the detector in the Muon Spectrometer and the Inner Detector
to reconstruct the muon’s momentum and charge. Muon events reconstructed
only by the Muon Spectrometer, with no match to the Inner Detector track, are
called “Standalone Muons”, while muons which have an Inner Detector track
that can be associated to straight track segments in the Muon Spectrometer
are called “Segment Tagged Muons (ST)”. The muons used in the analyses
have a track reconstruction performed separately in the Inner Detector and
the Muon Spectrometer, which can be used to form a combined track. The
latter are called “Combined Muons (CB)”. Due to differences in the muon
momentum resolution in data and simulation, the physics analyses smear the
simulated muon momenta so that the corrected simulation resolution matches
data. However, to implement this, the resolution in simulation and in data
must be measured.
The reconstructed muon tracks have a resolution [81] in data and simula-
tion which can be parametrised, in the Muon Spectrometer (MS), for a given







⊕ pMS1 ⊕ pMS2 pT , (3.4)
where p is the reconstructed momentum, pT is the reconstructed transverse





coefficients related to the energy loss in the calorimeter material, multiple
scattering and intrinsic resolution terms respectively. In the Inner Detector,
the parametrisation can be done similarly, but for the central part of the
detector, in |η| < 1.9, the energy loss term can be dropped:
σID(p)
p
= pID1 ⊕ pID2 pT , (3.5)
where the resolution is given by σID. For |η| ≥ 1.9, the worsening of the
resolution due to the edge of the TRT fiducial volume can be parametrised as:
σID(p)
p




where θ is the angle measured in the y− z plane for the momentum direction.
The muon resolution is measured by analysing Z-boson decays into muon pairs
andW -boson decays into a muon and a neutrino. The width of the Z-boson in-
variant mass reconstructed in selected events after background subtraction [81]
is related to the muon resolution. The W± → µ±νµ decays can also be used
to calculate the relative difference in momentum predicted by the MS and the
ID, which should have a mean at zero and its width probes the quadratic sum
of the resolutions in the ID and the MS. The resolution for the ID and the
MS have been measured [81] in different pseudo-rapidity ranges and they are
shown in Figure 3.11.
From the measurements of the resolution in data and simulation, and a
fit according to the resolution parametrisation, a correction strategy can be
devised for the MS and ID tracks separately, which are then combined in a
single combined muon correction, which is applied in simulation. The Muon
Spectrometer tracks are corrected in simulation according to:
p′T (MS) = pT (MS)(1 + ∆(MS)), (3.7)
where p′T (MS) is the corrected transverse momentum of the Muon Spectrom-
eter track, pT (MS) is the uncorrected transverse momentum of the MS tracks
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(d) Resolution pT dependence for 2.0 < |$| < 2.5
Figure 3: Sum in quadrature of the MS and ID resolutions as a function of muon p , for the fou
Figure 3.11: Sum in quadrature of the Muon Spectrometer and the Inner
Detector uon resol tions as a fu ction of the transverse momentum in four
pseudo-rapidity regions using W → µν events in ATLAS 2010 data. This
is the result of a preliminary analysis, on which there were shortcomings in
the simulation of intrinsic resolution and module misalignent [81]. Extracted
from [81].
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and ∆(MS) is extracted from:
∆(MS) = f(0, 1)∆pMS1 + f(0, 1)∆p
MS
2 pT (MS), (3.8)
where f(0, 1) is a random number from a Gaussian sample with mean zero and
variance one and pMSi are the fit parameters. For the Inner Detector tracks, the
correction is applied in a similar way, but considering another parametrisation
for the ∆(ID) correction:
∆(ID) = f(0, 1)∆pID2 pT , for |η| < 1.9,
∆(ID) = f(0, 1)∆pID2 pT/ tan
2(θ) , for |η| ≥ 1.9, (3.9)
where the pIDi parameters are the fit parameters for the ID tracks. These reso-
lution corrections can be combined for a combined muon correction using [81]:













where σ(MS) and σ(ID) are the parametrised muon resolutions for the MS and
the ID, respectively, and p′T (CB) is the corrected combined muon transverse
momentum, while pT (CB) is the combined muon transverse momentum before
the correction. Detailed information on how the fit is performed can be found
in [81]. For the purposes of the physics analyses presented in this document,
the corrections above are the ones used to smear muons in simulation, to
match the data resolution. The uncertainties of the resolution measurements
are taken into account in the physics analysis, by shifting the MS and ID
resolutions separately, recalculating the smeared combined momentum, and
estimating its effect in the analysis.
Besides the muon smearing correction, the efficiencies for muon identifica-
tion and reconstruction also have a different behaviour in data and simulation,
which is corrected in the physics analysis, by weighting the simulation events
using the efficiency ratio between data and simulation. Both the Inner Detec-
tor reconstruction efficiency, the Muon Spectrometer reconstruction efficiency,
the MS to ID track matching efficiency and the muon isolation efficiencies must
be taken into account. The efficiency measurement is done using Z-boson or
J/Ψ decays into pairs of muons in the Tag And Probe method described in the
previous section. Figure 3.12 shows the efficiency measured in data and sim-
ulation using Z-boson decays for the 2010 data. More details on the method
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Figure 3.12: Muon reconstruction efficiency not considering the isolation re-
quirement, measured using Z-boson decays into pairs of muons. In the left
figure, the Inner Detector reconstruction efficiency is shown. In the right fig-
ure, the efficiency of reconstructing Combined Muons, relative to the Inner
Detector efficiency is shown. This was done with 2010 ATLAS data and it was
extracted from [80].
and other efficiency results are available in [80].
3.5 Jet algorithms
Jets are an important ingredient in the physics analyses shown in this docu-
ment. They are detected in the experiment as a collection of nearby clusters in
the calorimeter and tracks for charged particles in the tracking chambers. Dif-
ferent algorithms can be used to reconstruct a four-momentum which would be
related to the particle that initiated the shower and lead to the jet formation,
such as the Anti-kt algorithm [82], or the kt algorithm [83]. Both algorithms
iteratively combine the momenta of pairs of clusters, if they satisfy a set of
criteria until a single jet four-momentum is calculated. They rely on an R
parameter, which provides a relative measure in η × φ space for the distances
between the jet constituent elements. In the analyses performed in this docu-
ment, the R parameter used was either R = 0.4, or R = 1.0. In all analyses,
the FastJet software [84] is used to implement the jet algorithm used.
The main jet algorithm used in this document is the Anti-kt algorithm,
which starts from a set of four-momenta information, which can be topo-
clusters, MC meta-data from the simulation or tracks, and calculates, for each
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where ∆Rij =
√
∆η2 +∆φ2 is the distance in the η × φ plane between the
two four-momenta. R is a parameter of the algorithm and p = −1 for the
Anti-kt algorithm





It groups each pair of elements i and j, summing their four-momentum, into
a new element if dij < diB and dij < djB, otherwise it looks for a new pair of
elements to try and merge. After all combinations are done to group elements
in the jet, the algorithm starts over, trying to group new pairs after the merging
of some elements.
For jets with large-R, an interesting observable can be calculated by study-
ing its substructure. One may recluster the jet’s constituents with the kt al-
gorithm [82, 83]. The last merging step of the procedure previously described
defines a dij value called the first splitting scale
√
d12. This observable is used
in the following analyses to select jets generated by heavy particle decays (see
Section 6.4).
Jets which are built using the calorimeter information as an input are
called “calorimeter jets”. More specifically, jets in this document use topolog-
ical calorimeter clusters (“topo-clusters”) [85], which are built from topologi-
cally connected calorimeter cells with significant energy above a noise thresh-
old. The topo-clusters are initially reconstructed at the EM scale [86], which
measures the energy of particles produced in electromagnetic showers in the
calorimeter. The clusters can be calibrated using a Local Cluster Weighting
(LCW) method, which improves the resolution, correcting for fluctuations in
the calorimeters [87]. Furthermore, an in situ calibration of jets is applied to
correct the jet energy scale in simulation, so that it matches data [87]. Jets can
also be built from particles’ four-momenta in the shower generated in simula-
tion, without any detector simulation and these jets are called “particle jets”
or “truth jets”.
Different techniques can be used to measure the jet energy scale in data
and simulation. One method selects only events with a photon or a Z-boson
and one extra jet. In this method, called “direct balance” (DB), due to the
momentum conservation in the event, the jet should recoil with a momentum
opposite to the Z-boson or photon, which provides a measurement of the
jet energy relative to the Z-boson or photon energies [87]. Another method,
2The kt algorithm follows the same definition for what follows, but it has p = 1 instead.
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Figure 3.13: Ratio of the jet energy scale in data and simulation for Anti-kt
R = 0.4 jets built using the EM scale (left) or using the LCW method (right)
for 2011 ATLAS data. Extracted from [87].
called Missing transverse momentum Projection Fraction (MPF) relies on the
transverse momentum balance between a photon and a hadronic recoil, which
has its transverse momentum calculated using topo-clusters. A third method
selects events with low transverse momentum jets recoiling against a high pT
jet and it can be used to calibrate high pT jets, based on a calibration done
on low pT jets using the direct balance method. The ratio of the jet energy
scale measurements in data and simulation on Anti-kt jets with R = 0.4, at EM
scale or with the LCW method, is shown in Figure 3.13, with all its uncertainty
bands. The in situ calibration is applied in the physics analyses that follow and
the jet energy scale uncertainty is varied in the analyses to quantify its impact.
Similar studies were done for jets with R = 1.0 parameter and the results can
be consulted in [88]. More information with other calibration methods can be
found in [85] as well.
Another important effect, which is taken into account in the physics anal-
yses is the jet reconstruction efficiency, which measures the efficiency with
which truth jets are reconstructed in calorimeter jets using simulation and a
Tag And Probe-based method in data [85]. The uncertainty on the jet recon-
struction efficiency is also taken into account in the physics analyses. The jet
energy resolution was also measured [85, 89] and the jets were smeared when
calculating the systematic uncertainty in the physics analyses.
A quantity called “jet vertex fraction” (JVF) is calculated for each jet and
a selection cut applied on it can be used to reduce the impact of multiple
particle interactions in the analyses. The JVF is calculated as the fraction of
the jets’ tracks’ pT scalar sum for tracks that can be matched to the primary
vertex. The primary vertex (PV) is calculated as the vertex associated with the
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highest sum of tracks’ squared transverse momenta (
∑
p2t,track) for all tracks
associated with that vertex.
The efficiency of the jet vertex fraction selection requirement is measured
in Z + 1 jet events (in which the Z boson decays into a pair of leptons), by
selecting events with jets back-to-back to the reconstructed Z boson, similarly
to the jet energy scale measurement. The uncertainty on this efficiency mea-
surement was calculated by varying the selection requirements for the Z + 1
jet events. A scale factor was calculated as the ratio of efficiencies of the JVF
selection in data and simulation with its appropriate uncertainty, so that the
simulation can be corrected in the physics analyses.
3.6 b-tagging algorithms
Although reconstructing the four-momentum of jets is important, there are
many ways in which they could be produced, from the hadronisation of u,
d or s quarks, to a decay of high momentum particles, such as the Higgs
boson, or the top quark, which have their decay products overlapping when
detected. Identifying the mechanism in which the jet was generated is very
important in some analyses, for reducing the background contribution. The
top quark, for example, decays almost exclusively to aW -boson and a b-quark,
while the latter always generates a jet. Identifying a “b-jet” is, therefore,
important to select events which contain top quarks and separate them from
the backgrounds, which contain jets generated from u, d, s, or c quarks 3. The
b-quarks hadronise into a hadron containing a b-quark, which has a relatively
long lifetime of ∼ 1.5 ps [7] in the process of generating a b-jet. This long
lifetime can be exploited to identify “b-jets”.
Many methods have been developed to identify whether a jet is a b-jet,
or another type of jet. Jets coming from a c-quark hadronisation are called
“c-jets”, while jets which originated from u, d, s quarks or gluons are jointly
called “light-jets”. In general the algorithms used to identify b-jets have a
weight as an output, on which a cut can be made, depending on the desired
efficiency and mistag rate (that is, the probability of selecting jets, although
the jets are not generated by a b-quark). The algorithm used in the physics
analyses in this document has been configured to have a 70% efficiency over
a broad transverse momentum range and it is called “MV1”. It uses a neural
3As it will be seen in the physics analyses Sections 5.2 and5.3, the backgrounds include
W -boson production with extra jets, Z-boson production with extra jets and QCD multi-
jets, which contain a smaller fraction of b-jets than the top quark production.
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network that combines the output weight of other algorithms, named “IP3D”,
“SV1” and “JetFitterCombNN”, which are described in [90, 91].
In the b-tagging algorithms, the jets are associated with tracks, requiring
that all tracks associated with a given jet have a maximum ∆R(jet, track).
The maximum ∆R(jet, track) required varies with the transverse momentum
of the jet, so that high momentum jets have a smaller cone size and are more
collimated. The tracks are then selected according to some quality cuts criteria
(see [91] for more details). Their four-momenta and the position of their perigee
to the primary vertex are used to compute a weight in each algorithm. These
weights are expected to peak in a specific number if the jet is a b-jet, so that
a selection requirement can be designed based on it.
The IP3D algorithm calculates a likelihood function for signal (b-jets) and
backgrounds (c-jets and light-jets) in simulation for the significance of the
longitudinal impact parameter, S(z0) = z0/σ(z0), and the significance of the
transverse impact parameter, S(d0) = d0/σ(d0), of each track associated with
the jet. A likelihood ratio is calculated for the jet, by multiplying each of
the track likelihood functions. The significances for the impact parameters
are signed, based on whether the track intercepts the jet cone axis or not 4.
For b-jets, the likelihood function for these signed significances is asymmetric,
while it is expected to be approximately Gaussian for the light-jets.
The SV1 algorithm, calculates the position of the secondary vertex (SV)
and associates it to the jet tracks. It uses a likelihood ratio technique based on
a few variables calculated based on the SV position: the invariant mass of the
sum of the tracks associated to the SV, the ratio of the sum of energies of tracks
associated with the SV and the sum of energies of all tracks associated with
the jet, and the number of vertices in the event. The former two variables are
combined in a two-dimensional likelihood, while the latter variable is used to
build a one-dimensional distribution. Other information is also used, such as
the distance between the jet axis and the line that goes through the primary
and secondary vertices. More information about this tagger can be found
in [91]. The JetCombFitterNN algorithm relies on the topology of the hadron
decays inside the jet and more about it can be read in [90–92].
Different methods can be used to measure the efficiency of the b-tagging
algorithms in data, which are given in details in [90, 92]. Figure 3.14 shows
the efficiency of the MV1 algorithm, calculated in simulation and data using
4The convention used for the sign association is not essential for the algorithm, as long
as it is used consistently.







































































Figure 3: The b-tag efﬁciency in data and simula
Figure 3.14: The efficiency in data and simulation (left) and their ratio (right)
for the MV1 b-tagging algorithm in its 70% efficiency working point, calculated
using ATLAS 2011 data and the prelT method [90, 92]. Extracted from [92].
the prelT method. This method exploits the semileptonic decay of the B-hadron
to a muon and it reconstructs the momentum of the muon transverse to the
combined muon and jet axis. It builds a template for this distribution in b-jets,
c-jets and light-jets and these are used in a fit in data to obtain the number
of b-jets before and after the b-tagging requirement. More details about this
method can be found in [90, 92].
3.7 Missing transverse energy reconstruction
An important component for physics analyses is the measurement of the miss-
ing transverse energy in the detector, which calculates the imbalance of the
total transverse momentum after the collision. The source of the imbalance is
related to particles which are not detected in ATLAS. In the Standard Model,
the undetected particles are neutrinos, but other models include different new
particles which also would not be detected easily and they could be a source
of missing transverse energy.
The measurement of the missing transverse energy, EmissT , is separated in
two components: one uses the calorimeter information and the other one uses
the Muon Spectrometer information. The calorimeter term uses the calibrated
calorimeter cells according to the reconstructed high transverse momentum
physics object they are associated with in a chosen order: electrons, photons,
hadronically decaying τ -leptons, jets and muons. Calorimeter cells not associ-
ated with any such objects are also taken into account in the EmissT calculation
and they correspond to what is called the “CellOut” EmissT contribution. The
full calorimeter EmissT contribution is:




















Ei sin θi cosφi, (3.14)
and Ei, θi and φi are the energy, polar angle and azimuthal angle of the i-th cell
for all object within η < 4.5. Noise-removal criteria are applied, to reduce the
effect of noise in the calorimeter cells [93]. The soft-jets EmissT term is calculated
in cells for clusters associated with jets that have a transverse momentum be-
tween 7 GeV and 20 GeV and the “CellOut” term includes the energy of cells
not associated with any physical reconstructed object. The muon calorimeter
term is calculated by matching the muon tracks to the calorimeter. The Muon
Spectrometer contribution to the missing transverse energy calculation is esti-
mated from the transverse momentum of muons with tracks within |η| < 2.7,





More information about the EmissT calculation can be found in [93].
The performance of the missing transverse energy calculation was tested
in Z-boson decays into two leptons, in which no missing energy should be
detected, so it can be verified that there is no bias [93]. Decays of W -bosons
into a neutrino (which results in missing transverse energy) and a lepton are
also used to test the EmissT calculation in [93]. One important measurement of
the EmissT performance is its resolution, which follows an approximate stochastic
behaviour that can be parametrised as a function of the sum of the transverse
energy in the detector:
σ(EmissT ) = k
√∑
ET , (3.16)
where σ(EmissT ) is the E
miss
T resolution, k is a fitted parameter and
∑
ET is
the scalar sum of the transverse energy in the detector. A measurement of the
EmissT resolution in
√
s = 7 TeV ATLAS data and an estimate of the uncertainty
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0.1Figure 3.15: Left: resolution of the missing transverse energy measured in
2010 ATLAS
√
s = 7 TeV data with the respective fits in each channel. Right:
uncertainty in the missing transverse energy scale from Monte Carlo simulation
of W -boson decays into an electron and a neutrino. Extracted from [93].
in the EmissT calculation from simulation of W -bosons to electron and neutrino
decays are shown in Figure 3.15.
In the physics analyses that follow, the electrons’, muons’ and jets’ four-
momenta are corrected as described in the previous sections of this chapter,
to account for discrepancies between data and the simulation. After these cor-
rections, the missing transverse energy is recalculated to obtain a consistent
estimate of the EmissT . Uncertainties in the missing transverse energy calcu-
lation are also taken into account, by varying the EmissT calculation by the
fractional uncertainty in its terms and verifying the resulting impact in the
final analyses goals.
3.8 Summary
This chapter has summarised a few important aspects of the ATLAS detector,
which is used in the analyses that follow. The geometry of the detector and
its performance for the identification of each of the relevant physics elements
are fundamental to understand how the analysis works.
Chapter 4
b-jet trigger performance studies
The b-jet trigger selects events containing b-quarks that hadronise into jets.
Selecting b-jet enriched samples is essential for many interesting physics
analyses. Searches and measurements involving top quarks rely on a good
identification of b-jets, since, as has been discussed in Chapter 2, the top
quark decays mainly into a W -boson and a b-quark, due to the large value
of the |Vtb| matrix element [7]. Besides top quark-related analyses, SM Higgs
boson decays into bottom-antibottom quark pairs is an important signature,
since this decay has a large branching ratio [94] (∼ 65% for a Higgs mass of
120 GeV, according to [94]).
However, due to the limited trigger bandwidth and storage facilities, one
must be very selective on the choice of events to analyse. Trigger chains that
select b-jets are, therefore, an important element of the ATLAS Trigger system.
4.1 b-jet trigger chains configuration
The b-jet trigger signature is seeded by calorimeter-level seeds, in which a
significant transverse energy deposition was measured. In the ATLAS Trigger,
this is implemented by the Level 1 jet trigger setup. The Level 2 and Event
Filter b-jet selection use the Inner Detector tracks that match the equivalent
calorimeter region to apply a b-tagging algorithm. It is important, therefore,
to notice that, although the algorithm is seeded by an energy deposition in the
calorimeters, the b-tagging algorithm uses mainly tracks.
The part of the b-jet High-Level Trigger algorithm exclusively dedicated
to b-tagging is identical in the Level 2 and in the Event Filter, with the only
difference being the usage of the Level 2 tracking algorithm or the Event Filter
tracking algorithm, with the calibration of the b-tagging algorithm adapted to
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the Level 2 or Event Filter tracking performance. The basic structure involves
a Feature Extraction algorithm that selects the trigger tracks and calculates a
b-tagging weight (as described in the next section) using the selected tracks;
and a Hypothesis testing algorithm that demands that the b-tagging weight
is above a certain threshold. The Hypothesis algorithm is configured in three
different ways for three different types of trigger chains, which differ in their
requirements for the b-tagging weight. The “loose” chains apply a requirement
on the b-tagging weight, so that the efficiency of b-jet selection is ∼ 40%; the
“medium” chains have an efficiency of b-jet selection of ∼ 50%; while the
“tight” chains, have a ∼ 60% efficiency selection. There are many chains for
each of these types, requiring different jet transverse momentum selections,
and other chains also make a requirement on lepton triggers.
A set of calibration chains are also available and they are frequently re-
ferred to as µ-jet trigger chains. These chains use a simpler mechanism to
select b-jet-enriched samples: they rely on the semileptonic decays of the B-
hadron into muons. They work by demanding that both a muon and a jet
trigger chain passes, and that the muon and jet directions are the same region
of the detector. The latter requirement is implemented by demanding that
∆R(µ, jet) < 0.4. Some of the µ-jet trigger chains also restrict the difference
in the z-coordinate of the jet and muon impact parameters. To differentiate
the µ-jet calibration trigger chains from the ones used in physics analysis, the
former are called “calibration triggers” in this chapter, while the latter are
called “physics triggers”.
The b-jet physics trigger, chains use selected tracks which are required to
have a minimum transverse momentum of 1 GeV, a maximum d0 of 1 mm, and
a z0 relative to the primary vertex not exceeding 2 mm. The track fit quality
must also be good and match the calorimeter-level seed. The z position of the
primary vertex is calculated by histogramming all selected tracks and using a
sliding window algorithm to select the local maximum.
The methods used to detect a b-jet rely on the fact that the B-hadron re-
sulting from the b-jet hadronisation has a relatively long lifetime and it would
travel in the detector until it decays in a secondary vertex. Figure 4.1 shows
a simplified drawing representing the B-hadron decay, in which the B-hadron
decays in a displaced secondary vertex. This, together with the large mass of
the B-hadron, generates tracks with high impact parameter (relative to the
primary vertex), compared to light-jets. The invariant mass of the secondary
vertex can also be used as part of the b-tagging procedure. The multiplicity of







Figure 4.1: Simplified representation of the B-hadron decay in a secondary
vertex. Extracted from [77].
tracks coming from the B-hadron is also used as part of the b-tagging proce-
dure. The next section describes the algorithm used to calculate the b-tagging
weights in the b-jet physics trigger chains in more details.
4.2 b-taggging algorithms
Many b-tagging procedures can be used and there has been a change in the
method implemented in the ATLAS b-jet trigger. The JetProb algorithm was
implemented in both Level 2 and Event Filter for the 2011 data collection.
The 2012 data collection used a combined tagger, which was calibrated based
on the studies that are described in the next sections. The JetProb procedure
relies on selecting good quality tracks that match the calorimeter region and
only uses the significance of their transverse impact parameter d0, defined by
S(d0) = ± d0σ(d0) . The sign of the impact parameter significances (both S(z0)
and S(d0)) is distributed according to whether the tracks cross the jet cone
axis in front of the primary vertex (positive) or behind it (negative). The
algorithm calculates the probability that each track comes from the primary





This probability is combined into a single probability that all tracks come
from the primary vertex, which is expected to be very close to zero for b-jets
and uniformly distributed between zero and one for light-jets. This method is
quite robust, since the R(x) distribution is fitted from data using only light-
jets (assuming the b-jet contribution is much smaller than the light-jets one),
that is, it does not rely on Monte Carlo simulation.
An attempt has been made to switch to more efficient algorithms in 2012,
but other algorithms rely on a good agreement between data and simulation on
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many variables, including the transverse impact parameter significance, S(d0),




of the kinematics of the tracks at the secondary vertex.
The impact parameter-related algorithms take advantage of the b-quark
decay topology. It is expected that the b-quark should hadronise into a B-
hadron in a secondary vertex. The jet origin would be displaced, due to the
b-jet lifetime before decaying into the B-hadron and the tracks’ perigee to
the primary vertex, measured by their impact parameters z0 and d0 and their
uncertainties σ(z0) and σ(d0), would show this displacement relative to the jet
cone axis as an asymmetry in the signed impact parameter significances. The
IP3D algorithm builds a simulation-level likelihood of the S(d0) and S(z0) of
tracks in b-jets and light-jets. A likelihood-ratio is calculated in real data for all
tracks combined and a cut is applied on it, to test the hypothesis that the jet
indeed contains a b-jet. Given the likelihoods Pb,d0(S(d0)) and Pb,z0(S(z0)) that
represent the probability of a reconstructed b-jet’s track to have a transverse
significance S(d0) and a longitudinal significance S(z0), with similar definitions















The secondary vertex algorithms reconstruct the invariant mass of the four-
momentum sum of all tracks from the secondary vertex, the energy fraction of
tracks coming from the secondary vertex relative to all tracks in the jet, and the
track multiplicity for tracks matched to the secondary vertex. These variables
are also used in simulation to calculate a likelihood function in signal and
background, so that a likelihood-ratio can be estimated and a cut is applied
in real data. The algorithm used in the 2012 data taking in ATLAS used
a combination of the IP3D and the secondary vertex algorithms described,
multiplying them into a single combined weight, on which a selection cut can
be applied to verify whether the jet is a b-jet or not. The combined weight is
defined as:
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where w′E is the likelihood ratio for the calculated secondary vertex energy,
w′N is the likelihood ratio for the calculated number of tracks matched to the
secondary vertex and w′M is the likelihood ratio for the calculated invariant
mass of the secondary vertex.
The next section shows the data to simulation agreement for some im-
portant variables, which are used to establish that there is indeed a good
agreement between data and simulation when switching to the new algorithm
in the 2012 data taking. The data to simulation comparison of the combined
tagger used in the 2012 data taking is shown in the final section.
4.3 Data to Monte Carlo simulation compari-
son of with
√
s = 7 TeV data
A data to simulation comparison was prepared to check the reconstruction
quality of the Event Filter tracks. The Event Filter significance of d0, the
tracks’ multiplicity and the tracks’ transverse momentum is shown in Fig-
ures 4.2, 4.3, 4.4. These plots show also the individual contribution of b-jets,
c-jets and light-jets in simulation. To determine the jet flavour in the simu-
lated events, the Event Filter jets’ η and φ coordinates were used to match
the trigger jets to the Anti-kt R = 0.4 jets calculated by the Oﬄine ATLAS
software, which has access to the full detector information, with all jet energy
corrections applied. The standard Anti-kt ATLAS jets were matched to B-
hadrons or C-hadrons, requiring a ∆R < 0.3 between them, to verify whether
the jet is a b-jet, a c-jet, or a light-jet. In these figures, the simulation has
been normalised to the total data yield.
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Signed transverse IP significance


















Figure 4.2: The signed S(d0) for the selected tracks at the Event Filter, using
2011 ATLAS data.
Track multiplicity






















Figure 4.3: The track multiplicity for selected tracks at the Event Filter, using
2011 ATLAS data.
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Figure 4.4: The tracks’ transverse momenta for selected tracks at the Event
Filter, using 2011 ATLAS data.
4.4 Data to simulation comparison of the b-jet




A similar data to simulation comparison has been done with 2012 ATLAS
data, but analysing the final b-tagging weight. In this comparison, to avoid
biasing the comparison in the tagger weight distribution, the trigger selection
used applies no b-tagging cut on the b-jet candidate in the “physics trigger” 1,
but only a cut on the transverse momentum of the jet candidate.
The transverse momentum cut is applied on all b-jet physics selection
chains, therefore this restriction presents no bias in the result, compared to
other b-jet physics trigger chains. Due to the high rate of events when the
b-tagging cut is removed, this trigger is prescaled on data, which means that
there will be a loss of events.
The combined tagger weight, on which the b-tagging cut is applied was
plot, as well as the likelihood-ratio IP3D tagger, the number of tracks at the
1In the ATLAS jargon, the trigger EF b55 NoCut j55 a4tchad was used.
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Secondary Vertex, the energy fraction at the Secondary Vertex and the in-
variant mass of the Secondary Vertex, which are the relevant components for
the combined tagger. The 2012 ATLAS
√
s = 8 TeV data runs 213359 up
to 213640 were used in this analysis, representing an integrated luminosity of
5.1nb−1. To understand the flavour fractions in these plots, the true flavour
of the simulation-level jets can be investigated. The HLT jets were geometri-
cally matched to the Oﬄine jets reconstructed with Anti-kt R = 0.4 using a
∆R < 0.4 criterion, considering only |η| < 2.5 and pT > 40 GeV oﬄine jets.
The results are shown in Figures 4.5, 4.6, 4.7, 4.8, 4.9. The Oﬄine jets are
matched to b- or c-hadrons in simulation to classify them as b-jets, c-jets or
light-jets. This allows one to see the simulation-level flavour fraction in the
figures. It can be seen that, for high values of the combined tagger weight,
the b-jet component fraction is increased, as it is expected. The modelling of
the variables used in the combined tagger also seems to be consistently done
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Figure 4.5: Combined tagger weight for physics trigger using the impact pa-
rameter significance and the secondary vertex likelihood-based taggers, calcu-
lated from Level 2 and Event Filter tracks in low pT jets identified by the Level
1.
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Figure 4.6: IP3D tagger for physics trigger using the transverse and longitudi-
nal impact parameter significances, calculated using Level 2 and Event Filter










=8 TeVs > = 20µ<
-1





L2 number of tracks from the SV




















=8 TeVs > = 20µ<
-1





L2 energy fraction in the SV








(b) Energy fraction in SV.
Figure 4.7: Data to simulation comparison for the physics trigger with flavour
association for the Level 2 SV variables.
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(b) Energy fraction in SV.
Figure 4.8: Data to simulation comparison for the physics trigger with flavour
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(b) Event Filter.
Figure 4.9: Data to simulation comparison for the physics trigger with flavour
association for the mass of the SV.
4.5 Data to simulation comparison in heavy
flavour enriched sample with ATLAS 2012√
s = 8 TeV data
A set of calibration triggers were also developed to get a sample of events
enriched with heavy flavour content, using an orthogonal selection to the main
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b-jet triggers. The idea relies on the semileptonic decay of the b-hadrons. This
allows the selection of a heavy flavour enriched sample, by selecting jets which
have muons nearby with ∆R < 0.4.
For the analysis performed, a similar set of cuts was used, compared to the
“physics” triggers analysis in the previous section, but it was required that a
muon and a jet trigger passed and that they are in the same η × φ region of
the detector 2. All other selection requirements, were done in accordance to
the cuts described in Section 4.4. The data runs used in this analysis range
from 213359 up to 213640, representing an integrated luminosity 3 of 1.4pb−1.
Figures 4.10 and 4.11 show the Level 2 and Event Filter data to simulation
comparison using the calibration triggers for the combined and IP3D taggers
respectively. It can be noticed that the combined tagger weight has generally a
larger fraction of events at higher values, compared to the result in Section 4.4,
which means that this analysis is more sensitive to the heavy flavour content on
the data sample. The track multiplicity and energy fraction data to simulation
comparison are also shown in Figures 4.12 and 4.13 for the Level 2 and Event
Filter. The estimated mass of the secondary vertex is shown in Figure 4.14.
These studies show that the modelling of the b-jet component in simulation
is consistent with data and that the b-jet trigger selection enhances the b-jet
component for a cut on the combined tagger weight.
2In the ATLAS jargon, the trigger EF mu4T j55 a4tchad matched was required to pass.
3Note that the calibration trigger used here and the physics trigger without a b-tagging
selection used in the previous section are both prescaled by different amounts.
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Figure 4.10: Combined tagger weight using the impact parameter significance
and the secondary vertex likelihood-based taggers, calculated from Level 2 and
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Figure 4.11: Data to simulation comparison for the calibration trigger with
flavour association for the IP3D tagger.
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(b) Energy fraction at the SV.
Figure 4.12: Data to simulation comparison for the calibration trigger with
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(b) Energy fraction at the SV.
Figure 4.13: Data to simulation comparison for the calibration trigger with
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(b) Event Filter.
Figure 4.14: Data to simulation comparison for the calibration trigger with
flavour association for the mass of the SV.
4.6 Summary
The b-jet trigger allows one to enrich physics analysis samples with heavy
flavour, which is very important for many analyses, including top quark and
Higgs boson related studies. To perform reliable studies on the ATLAS b-jet
trigger, it is important to test whether the simulation can describe real data
well. Furthermore, it is important to test whether the trigger selects heavy
flavour events. This is essential for performance studies on the b-jet trigger. In
these studies, it is possible to verify that there is good agreement between data
and simulation in the ATLAS data collected in 2011, which allowed the b-jet
trigger to be calibrated to use more complex likelihood-ratio-based taggers.
The data collected in ATLAS in 2012 uses a combined tagger, based on
the tracks’ impact parameter and the secondary vertex observables. It has
been shown that the combined tagger in the physics trigger enhances the b-jet
component for higher combined weight values. The agreement between data
and simulation for the heavy flavour enhanced calibration triggers is also very






section measurement as a
function of the jet multiplicity
in the final state
This study focuses on the semileptonic decays of the top-antitop (tt¯) system
and aims at measuring its cross section as a function of the number of jets
produced in the final state.
The motivation behind this study is discussed in the next section, followed
by details about the samples used for the analysis signal and background es-
timate. The unfolding method used, which corrects for detector effects is pre-
sented with a discussion of the systematic effect that it produces. The analysis
has been made public as a conference note by ATLAS [95].
5.1 Motivation
As mentioned in Chapter 2, the top quark has a very large mass compared
to the other quarks and, therefore, it is expected that it has a very large cou-
pling to the Standard Model Higgs boson, which is central to the Electroweak
Symmetry Breaking mechanism. Furthermore, the top quark has a very short
lifetime and decays before hadronising. In its decay, the top quark is expected
to radiate gluons, generating extra jets in the final state. This extra radiation
would appear as higher order diagrams, in addition to the lowest order decay
and can be predicted using Quantum Chromodynamics. A measurement of the
production of this extra radiation is important to test how well the Standard
74
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Model describes the production of both the top quark and the associated QCD
radiation.
Furthermore, the top-antitop production is a main background in many
physics analyses, such as the tt¯H search and in searches of supersymmetric
models. A good understanding of tt¯ production is essential to have a good
modelling of other analyses’ backgrounds.
In the current analysis, it is proposed to measure the production cross
section of the tt¯ system as one of the top quarks decays leptonically and the
other top quark decays hadronically. The measurement of the production cross
section is done as a function of the number of jets in the final state, which are
related to the amount of radiation produced in the tt¯ decay. The analysis
is, therefore, an important test of the Standard Model description of the top
quark. The main elements of the analysis include the signal selection, which
improves the signal-to-background ratio, the background estimation and the
unfolding procedure (described in Section 5.9), which corrects for the detector
effects.
In the next section an account of the signal modelling through different
simulation methods used in the analysis is given. The signal modelling is
important to estimate the detector effects which need to be corrected in the
unfolding procedure (Section 5.9). The background is simulated or estimated
through data-driven methods and it is also discussed in the next sections.
The event selection is discussed next, which attempts to mitigate the effect
of the background. The unfolding procedure is detailed then, followed by
the method used for uncertainty propagation. Finally the resulting data to
simulation comparison before and after the unfolding is shown.
5.2 Top-antitop signal simulation and back-
ground estimates
The signal is simulated as it is understood in the Standard Model to measure
the effect of the detector. It is also simulated using different generators and
configurations to test the agreement with data after the effect of the detector
is corrected for. All sources of background are estimated as well, so that this
contribution can be subtracted from data.
As a first step, the signal must be defined in terms of its final state objects,
so that the selection can be properly justified. The signal contains an electron,
muon or tauon and a neutrino as a result of the W -boson decay, two b-quarks
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from the top decays and two other quarks from the other W -boson decay. The
τ lepton decays either leptonically into an electron or muon and neutrinos, or
it decays hadronically, generating jets. If the τ lepton decays hadronically, it
will generate jets, which we do not intend to select and it will be considered
as part of the background.
Therefore, the detector measures an electron or muon, missing transverse
energy due to the undetected neutrino and at least four jets, since more jets
could be produced as a result of QCD radiation. As there is either an electron
or a muon in the final state, this splits the signal into two distinct channels to
be taken into consideration, which are referred to henceforth as the “electron
channel” and the “muon channel”. In this chapter, for what follows, the word
“lepton” will be used to refer only to the final state electron or muon, with
the possible τ leptonic decays being indirectly included as electron or muon
decays.
The tt¯ signal is simulated with different fixed order calculations and match-
ing schemes for the parton shower. The Alpgen v2.13 generator [44] with the
CTEQ6L1 [38] PDF set is used as the main reference sample to derive cor-
rection factors in the unfolding procedure. This sample was chosen since it
predicts the jet multiplicity distribution well at reconstruction-level. A sys-
tematic uncertainty associated with the choice of this sample is calculated at
a later stage.
The Alpgen reference sample is generated with zero up to four exclusive
and five inclusive additional partons produced as extra radiation. Herwig
v6.520 [48,49] is used for the parton showering and the fragmentation and the
MLM [52] parton-jet matching scheme is applied1 to avoid double counting be-
tween the matrix element calculation and the parton shower. MC@NLO [56]2
and Powheg [54]3 generators are used when comparing the final unfolded result
in Section 5.11. MC@NLO is also used to estimate the systematic effect caused
by the unfolding procedure. Jimmy [63] is used with each sample produced
with Herwig, for the underlying event simulation with the AUET1 tune. An
Alpgen v2.14 sample is also produced using Pythia [50] for the parton shower
and the CTEQ5L PDF set to test the systematic effect of the parton shower.
Furthermore, to test the effect of the ISR/FSR models, Alpgen samples are
generated with different renormalisation scales associated with doubling and
1With parameters ETCLUS 20 GeV, RCLUS 0.7, ETACLUS 6.0.
2Using the CT10 [39] PDF set and interfaced with Herwig for the parton shower.
3Using the CTEQ 6.6 [38] PDF set and interfaced with Pythia [50] for the parton shower,
using the AUET2B-CTEQ 6L1 tune.
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halving the scale Q at which αS(Q) is calculated in the matrix element, while
keeping the αS configuration for the parton shower and the PDF set fixed.
The nominal αS value is set to be 0.118 at the Z boson mass scale. The Alp-
gen+Pythia nominal and αS variation samples are produced using the Pythia
Perugia 2011 tune [96]. The top mass was set to be mtt¯ = 172.5 GeV and
its production cross section was normalised to σtt¯ = 167
+17
−18 pb in all samples
used4.
Many background events can be selected as they have a similar final state
configuration as the signal, either because the final state particles are the same,
or because there are experimental effects which lead the selection mechanism to
tag the background as the signal, such as misidentification of jets as leptons.
The selection procedure in this analysis emphasizes the tt¯ signal over the
background, rejecting significantly more background than signal, but it is not
enough to completely remove the background. It is necessary to estimate
the remaining background in the data after the selection has been made, and
subtract them.
The main background to the tt¯ production estimate in the semileptonic
channel is W+jets production, which could be falsely identified as being part of
the signal if theW boson decays leptonically and there are extra jets produced
by radiation. The shape of the W+jets kinematic distributions is estimated
from Alpgen v2.13, using the CTEQ6L1 PDF set and interfaced with Her-
wig for the parton shower, but the normalisation of the distribution and the
heavy flavour content is not well predicted from the simulation and a partially
data-driven method is used. The W+jets estimate also includes an estimate
of the heavy and light flavour content partially calculated from data, which is
important to understand the effect of the b-tagging cut on the W+jets distri-
bution. This method is explained in more details in Section 5.4. It is worth
noting that, since the samples of W + bb¯+ jets, W + cc¯+ jets, W + c+ jets
and W+ light-jets are produced separately, a heavy flavour overlap removal
procedure is used to remove the overlap between the heavy flavour content of
the samples, using a ∆R match between the simulation-level Anti-kt jets and
the reconstruction-level Anti-kt jets and removing the event if they represent
an overlap between the samples.
Due to the high number of jets involved in the analysis, the QCD multi-jet
production is very low. Therefore, the QCD multi-jet production simulation
cannot be used to generate enough events and other methods are used to
4Obtained from approximate NNLO QCD [97] calculations at the mtt¯ point used.
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estimate it. The main source of misidentification of QCD multi-jet events as
tt¯ decay products happens if one of the jets is misindentified as a lepton. This
motivated a data-driven estimate of this background’s contribution, which is
done by estimating how often one of the jets in a QCD enriched data sample
is mistaken for a lepton. This method was used in this analysis and details on
how it was done are mentioned in Section 5.5.
The Z+jets sample is simulated using Alpgen v2.13 with the CTEQ 6L1
PDF set, using Herwig for the parton shower. An angular matching is used,
as in the W+ jets case to remove the overlap between the Z+jets and the
Z + bb¯+jets samples. The t-channel single top quark sample was generated
using the AcerMC [43] generator, while the Wt- and s-channel predictions
were simulated using MC@NLO. Each single top sample was normalised to
the approximate NNLO calculation of each respective channel [98–100]5. The
WW , ZZ and WZ production are generated using Herwig.
5.3 Top-antitop event selection
In what follows, the requirements used to select events are described. The cuts
used to select reconstruction-level events are organised in a set of main items:
a trigger-related selection, lepton selection, jet selection and missing energy
requirements.
5.3.1 Trigger and pile up-related selection
A first step in the selection procedure is to use the trigger to select events
tagged as containing at least one electron with pT > 20 GeV or pT > 22 GeV
depending on the relevant data taking period, or at least one muon with pT >
18 GeV, according to the selection channel6. A second step demands that at
least four tracks were used to reconstruct the position of the primary vertex,
which works as a quality cut on the event reconstruction and it reduces the
effect of multiple proton-proton interactions.
5σt,t-channel = 64.5
+2.6
−1.7 pb, σt,s-channel = 4.6
+0.2
−0.2 pb, σt,Wt-channel = 15.7
1.2
−1.2 pb.
6EF e20 medium for periods B-J, EF e22 loose for period K and EF e22vh medium1 or
EF e45 medium1 for periods L to M, in the electron channel; EF mu18 for periods B to I and
EF mu18 medium for periods J to M, in the muon channel.
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5.3.2 Lepton selection
As a next step, it is important to demand that one and only one well identified
and isolated electron or muon was detected in the electron or muon channel,
respectively. A few quality cuts must be required for the lepton, to remove
misreconstructed leptons or non-prompt leptons, which come from the decay
products of other particles and not from the top quark’s W boson decay. The
electrons are required to have a transverse momentum of at least 25 GeV
and it must have a well reconstructed track that matched a calorimeter energy
deposition region. Electrons are also required to be in the pseudorapidity range
|η| ∈ [0, 1.37)∪(1.52, 2.47] to exclude the “crack” region of the calorimeters, in
which the energy of the electron is not well reconstructed. For muons, the Inner
Detector track is required to match the Muon Spectrometer track and it must
be in the pseudorapidity range of |η| < 2.5. Furthermore, the sum of energy in
the calorimeters in a region of ∆R < 0.2 around the muon, excluding its own
energy is required to be less than 4 GeV and the sum of the track momenta in a
region of ∆R < 0.3 (excluding the muon’s track momentum) is also required to
be less than 4 GeV. For the electron the same energy sum and track momenta
sum is calculated, but the cut is adjusted for each particle, so that the cut has
a flat 90% efficiency in the electron’s transverse momentum 7.
An important quality cut to be taken into account is to reject electrons
that overlap with jets if 0.2 < ∆R(e, jet) < 0.4 and remove jets that satisfy
∆R(e, jet) < 0.2. The latter removal step attempts to reduce the effect of
leptons which were misidentified as jets, while the former electron removal step
is necessary because the electron identification and reconstruction corrections
to be applied at a later stage assume well separated electrons and jets. A
similar overlap removal quality cut is applied to muons, which are required to
be far away from jets, according to the criteria ∆R(µ, jet) > 0.4, removing non-
prompt muons that might be produced from the semileptonic b-quark decay
and that would be close to the b-jet.
It is also important to reject the event if a lepton of a different type is found
in the event, that is, in the electron channel, no good quality muons should
exist and in the muon channel, no good quality electrons should exist, which
removes the effect of the dilepton top-antitop decays and Z boson decays into
two leptons. To increase the purity of the selected sample, if there is at least
7In the ATLAS jargon, the variables calculated are called Etcone20 and Ptcone30. In
the muon channel, it is demanded that Etcone20 < 4 GeV and Ptcone30 < 4 GeV, while for
the electron channel the cuts are adjusted so that an efficiency of 90% is kept as a function
of transverse momentum.
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one lepton of the other type with a transverse momentum greater than 15 GeV,
the event is rejected 8. The selected lepton is also required to match the lepton
selected by the trigger system in the corresponding electron or muon trigger
selection 9.
5.3.3 Jet selection
Although the total number of jets from the tt¯ decay channel of interest includes
at least four jets, some of the jets might not be detected within the fiducial
volume of the detector. The unfolding procedure could benefit from an esti-
mate of these jets being lost, by including the events with three jets as well, so
that migrations of events from the four-jets category to the three-jets category
could be corrected. Therefore, the event is required to contain at least 3 jets
within |η| < 2.5 and a jet vertex fraction (see Section 3.5 for the definition of
the jet vertex fraction) greater than 0.75 to reduce the pile up contribution.
The transverse momentum cut on each jet is chosen to be 25 GeV, 40 GeV,
60 GeV and 80 GeV in four versions of this analysis, that is, the analysis is
repeated four times, each one demanding that all selected jets have a specific
minimum energy. This procedure shows the effect of jets at different transverse
momenta ranges in the jet multiplicity distribution. The particular choice of
these values is arbitrary, though.
5.3.4 Missing energy requirements
To reject backgrounds without neutrinos in the final state, such as the fully
hadronic decay of the top-antitop pair and the QCD multi-jets background,
the total missing transverse energy in the event is required to be greater than
30 GeV.
The transverse mass between the lepton and the missing transverse energy,





T (1− cosα), (5.1)
where pℓT is the lepton’s transverse momentum, E
miss
T is the missing transverse
8Note that this is smaller than the 25 GeV requirement for the selected lepton.
9It is required to match one of the selected trigger electrons (for the electron channel)
or muons (for the muon channel), since another object might also have been accepted by
the trigger system as an electron or muon. This would happen because the trigger system
might misidentify one or more of the objects. No demand is made on the multiplicity of the
selected trigger electrons or muons.
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energy, and α is the azimuthal angle between pℓT and E
miss
T . This variable has
an end-point at the mother particle’s mass, which, for a top-antitop decay,
should be the W -boson mass. Taking advantage of this, a cut is applied on
mT , which is required to be greater than 35 GeV. Finally, at least one of the
jets, with pT > 25 GeV is required to be b-tagged. The b-tagging criteria in
the analysis was chosen based on the 70% efficiency operating point of the
Neural Network based tagger MV1 (see Section 3.6 for more information on
b-tagging). One further b-jet could have been required, since in principle tt¯
events should contain at least two b-jets, but due to the low efficiency of the
b-tagging algorithm10, making extra demands on the b-tagging criteria would
increase the statistical uncertainty significantly.
5.4 Data-driven W+jets background estimate
As mentioned previously, the W+jets production rate and flavour fractions are
not well described in simulation and a partially data-driven method is used in
this work. This method was applied in this and other top quark related anal-
yses and the estimate of the factors mentioned in this section were performed
by other ATLAS working groups and not the author of this document himself.
The method is briefly introduced for clarity and completeness only.
The data-driven W+jets estimate is performed in three stages. In the first
step, the flavour fraction of the W+jets background is constrained before the
b-tagging requirement. A control region is defined with the same selection cuts,
but constraining the jet multiplicity in the final state to be one or two jets,
instead of at least three jets. The control region described is enriched in the
W+jets background and the small contribution from other backgrounds and
tt¯ is subtracted. The backgrounds and tt¯ contributions’ are estimated using
Monte Carlo simulation in the Control Region. This results in a final event
count for the 1- and 2-jet channels, before and after the b-tagging selection,
which will be referred to as W datai,pre-tag and W
data
i,tagged, for i = 1, 2.







a function of eight independent flavour fractions as unknowns, which represent
the fractions of W + bb¯+ jets, W + cc¯+ jets, W + c+ jets and W+ light-jets in
the 1- and 2-jet bins before b-tagging. The b-tagging probabilities estimated
in simulation are used to express the tagged quantities as a function of the
10Notice that increasing the efficiency point would also increase the false-identification
rate, reducing the purity of the selected sample.
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untagged flavour fractions in the relevant equations. The ratio between the 1-
and 2-jet bin event counts are calculated from simulation to relate the values
in the set of the equations. Furthermore, the ratio of number of events coming
from W + cc¯+ jets and W + bb¯+ jets is estimated in simulation to reduce
even more the number of degrees of freedom in the equations. With these
constraints, the three equations remain with only three degrees of freedom,
which can be extracted, by solving the linear system. This procedure results
in an estimate for the flavour fractions before b-tagging for the W + bb¯+ jets
(which are related to the W + cc¯+ jets by the ratio estimated in simulation),
the W + c+ jets, and the W+ light-jets. These fractions are applied to the
relevant simulation data samples to improve the flavour fraction components
from this data-driven measurement, but no normalisation change is made at
this stage.
The second step in this estimate is to use a data-driven method to calculate
the normalisation of the W+jets background after the selection but without
the b-tagging requirement. It can be done by noting that the production
rate of W++jets is bigger than that of W−+jets, since there are more up
valence quarks in the protons than down valence quarks and that the ratio
between the production rates ofW++jets andW−+jets, rMC , is more precisely
calculated from simulation than the rates themselves. The estimate is done
by counting the number of data events in the signal region which produce
positively charged leptons and negatively charged leptons, that is, the events
that come respectively, from the W+ and W− decays. In addition, other
processes involved in this measurement produce, to good approximation, equal
number of positively and negatively charged leptons and, since we are only
interested in the asymmetry between these rates, they would not interfere
in this estimate. The remaining background is subtracted. The number of
W+jets events before the b-tagging requirement can, then, be calculated using
Equation 5.2, in which rMC is the ratio between W
+ and W− events produced
in simulation, DW+ and DW− are the amount of detected W
+ and W− in data
and Wpre-tag represents the total number of W+jets events produced (before
the b-tagging requirement).






Each W+jets flavour component sample is simulated after the selection
including the b-tagging requirement, with each data sample weighted by the
estimated flavour fraction. The final step estimates the effect of the b-tagging
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requirement in simulation and applies it to the previously calculated normali-
sation [95, 101].
5.5 Data-driven QCD multi-jets background
estimate
The calculation of the data-driven QCD multi-jets estimate was not done by
the author in this analysis11, but the procedure is mentioned here for complete-
ness, as it was for the case for the W+jets estimate in the previous section. The
QCD multi-jets background is estimated by a method called Matrix Method,
which associates weights to data events with looser lepton identification re-
quirements to generate distributions for this background.
Events for this QCD estimate are categorised as containing a “loose” lep-
ton, which only satisfy a looser lepton identification criteria, with no isolation
requirement, or they are categorised as containing a “tight” lepton, which also
satisfies the standard selection lepton identification criteria. The real data
estimate and the Monte Carlo simulation estimates in the analysis contains
only events that pass the event selection using the “tight” lepton criteria. The
QCD estimate described below contains real data events that pass the selec-
tion using the “tight” and “loose” lepton definitions. Each event in the QCD
estimate is weighted depending on two variables introduced below. These vari-
ables, called ǫeff and ǫfake, are estimated in a real lepton-enriched region and a
QCD-enriched region.
A QCD-enriched control region is defined orthogonal to the selection region
given by the requirements for the analysis (Section 5.3). The control region
must be enriched in the QCD multi-jets background, so that the effect of
the tt¯ signal and the other backgrounds is reduced. For this analysis, the
control region was defined by inverting the missing transverse energy cut and
tightening it to EmissT < 20 GeV (in both electron and muon channels) and by
inverting the transverse mass cut (in the electron channel and in one of the
muon channel estimates). An alternate estimate in the muon channel defines
the control region by requiring events which have a muon with large impact
parameter with respect to the primary vertex. In spite of the difference of
control region definitions, both results in the muon channel follow a similar
procedure, which is described below.
11Although it is done by the author in a latter analysis, the tt¯ resonances search at
√
s = 8
TeV. See Chapter 7.
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The main point of the method is to estimate the fraction of events that
satisfy the “tight” lepton criteria amongst all events that satisfy the “loose”
lepton criteria in the QCD events using the control region, and in true lepton
(that is, non-QCD multi-jets) events, using a region enriched in events contain-
ing one real lepton. Monte Carlo simulations might be used for the non-QCD
region, matching the simulation meta-data to the reconstruction-level leptons
to increase the purity. A Tag and Probe method in Z → ℓℓ data events can
also define a lepton-enriched region, using the Z mass window as a selection
criteria and using the two leptons to measure the probability of detecting a
“tight” lepton as a probe, given that the tag lepton satisfies the “loose” criteria.
The latter method is used in this analysis. The two procedures are equivalent,
since (see Section 5.6) a Tag And Probe method is used to calculate the lepton
selection efficiency in data and use it to correct simulation. In this way, the
corrected lepton in simulation has the same selection efficiency as real data.
The fractions determined in the QCD-enriched control region and in the
lepton-enriched region can be carried on to the tt¯ selection region and used to
define weights for each event, depending on whether it passes the “loose”-only
or “tight” criteria.
The number of “loose” events, Nloose, includes a component, N
fake
loose, com-
ing from QCD multi-jets events and a component, N realloose, coming from mis-
identified signal events. And similarly for the number of events satisfying the











In this method, one wishes to estimate N faketight in real data, using the selection
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Note that the number of events that satisfy the tight and loose selections
Nloose and Ntight in the left-hand side can be found out in data by applying
the event selection in data using the “tight” 12 or the slightly-altered “loose”
definition for leptons. If the ǫfake and ǫeff parameters are known, the unknown
values of N fakeloose and N
real
loose could be discovered. Furthermore, these quanti-
ties are easily related to the “tight” ones (N faketight and N
real
tight) by Equations 5.5
and 5.6. If we want to calculate N faketight, which represents the number of QCD
events that pass the analysis lepton-definition, in the analysis’ selection region,
one can simply calculate the number of events in data that pass the “tight”


















An interesting element from the last equations is that they are linear on
the number of events selected. This implies, that one can divide the data
samples in separate sets and N faketight can be calculated in each one, with its total
value for the combined region being the sum of the results in each subset.
This feature can be used to apply this equation in an event-by-event basis,
creating one separate set for each event. With this setting, each event either
passes only the “loose” selection or the event passes both the “loose” and



















configurations, respectively. The resulting N faketight value can
then be interpreted as a per-event weight to be applied in real data, depending
on whether it passes the “tight” selection or only the “loose” selection.




ǫeff − ǫfake × (ǫeff − 1), (5.9)
12The one previously mentioned in the event selection for this analysis.
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and, events that satisfy only the “loose” criteria, should be weighted by:
wloose =
1
ǫeff − ǫfake × (ǫfakeǫeff). (5.10)
The only information necessary for the weights are ǫeff and ǫfake, which are
estimated in the QCD-enriched and lepton-enriched regions defined previously.
The weighting itself is applied on events that pass the selection used in the
analysis.
Since the weights are only calculated for each event, the kinematic infor-
mation of the event can be exploited to parametrise ǫeff and ǫfake as a function
of a few variables on which they show a large dependency. These variables
might vary in different conditions and this parametrisation can improve the
shape of the resulting QCD estimate.
These weights are calculated for each event in data, using the standard
analysis selection (defined in the Section 5.3). The leptons in the selection are
also allowed to pass only a looser criteria (as defined in the current section) if
they fail the standard selection with the tighter (default) criteria. Depending
on whether the event satisfies the standard selection with the loose or tight lep-
ton criteria, the event is categorised as “loose” or “tight” and the appropriate
weight (Equation 5.10 or 5.9, respectively) is associated to it. The histogram
for the desired observable (in the current analysis, it would be the jet multi-
plicity) is filled with the associated event weight and the result is the QCD
estimate for such observable for events passing only the tight selection.
Note that in this process, events that are not accepted, if the standard
lepton definition is used but are accepted for a looser lepton definition in data,
are also included in the QCD estimate, weighted appropriately. According
to the equations above, it is expected that the weighted sum of the events
satisfying the tight lepton definition and the looser lepton definition is an
estimate of the number of QCD multi-jet events that would pass only the
tight lepton definition.
5.6 Corrections applied in simulation
A set of corrections are applied in simulation to obtain a better agreement
between the simulation and data. Some of the corrections are implemented as
reweighting procedures, in which the final histograms calculated are weighted
based on some characteristics of the event so that some of the selection effi-
ciencies which are different in data and simulation can be taken into account,
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or that other differences between data and simulation are reduced, if the sim-
ulation setup could not be made exactly as the data configuration. Other
correction procedures use statistical pseudo-experiments, which change the
kinematics in Monte Carlo.
In some Monte Carlo simulation samples, the events should receive a posi-
tive or negative weight according to the MC@NLO procedure described in [55].
Although this involves reweighting, this is not a correction on itself, but a nec-
essary procedure related to how the event generator works. Each sample is
also reweighted so that it corresponds to the correct cross section. This is
done by normalising a simulation result dividing it by the total number of
events generated and multiplying it by the process’ production cross section
and the data luminosity.
Amongst the reweighting corrections, one of them refers to matching the
average number of multiple interactions per bunch crossing < µ > to data.
This is implemented by measuring the average number of interactions per
bunch crossing in data, < µ >data, and building a normalised histogram with
this distribution: Pµ,data. A similar distribution is calculated with the aver-
age number of simulated interactions for Monte Carlo samples, Pµ,MC. With
these distributions, a simulated event with an avarage number of interactions
< µ >MC receives a weight of Pµ,data(< µ >MC)/Pµ,MC(< µ >MC), so that
the simulated and reweighted < µ > distributions would match the estimated
distribution in data. The < µ > distribution in data, however, can have
different shapes in different running periods and this histogram was calcu-
lated separately for different data-taking periods. To account for these differ-
ent µ distributions in data, the Monte Carlo simulation events are separated
into subsets with a number of events proportional to the fraction of lumi-
nosity in each data period mentioned. Each subset of the Monte Carlo with
a fraction of events proportional to a data period range X is weighted by
Pµ,data period X(< µ >MC)/Pµ,MC(< µ >MC), where Pµ,data period X represents the
probability distribution of < µ > in the period range X . This allows for a
reweighting that takes into account features from each data collection period
in the < µ > distribution shape. This procedure is used to get a similar effect
from multiple interactions coming from the simulation.
Due to the demand that at least one jet satisfies the b-tagging criteria,
the b-tagging efficiency and mistag rates could also be a source of discrepancy
between data and the simulation, which is why the simulation is reweighted to
match the b-tagging performance in data. The simulation b-tagging efficiency
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and mistag rates are measured for different simulation flavours and different
η and pT ranges, while in data, different data-driven methods are used to
estimate them as a function of pT and η (see Section 3.6). The efficiencies
are available for each jet and the b-tagging requirement is applied for any jet
in the event (that is, not to a specific jet), so an event-wide weight is built
by assuming that there is no correlation on the b-tagging performance effect
between the different jet kinematics. This is implemented by multiplying the
scale factor for each jet in a single event weight. The scale factor for each b-
tagged jet is calculated by the ratio of the efficiency of tagging the jet in data
and in Monte Carlo simulation. For jets that failed the b-tagging criteria, the
scale factor is calculated as the ratio of the tagging inefficiencies (one minus
the efficiency for b-tagging a jet) in data and Monte Carlo simulation. Details
on the scale factors calculated for 2011 ATLAS data are described in [90].
The ratio of efficiencies in data and Monte Carlo is also used to correct for
the identification requirements applied in the lepton selection. The document
in [80] describes the methods used for muon efficiency estimation in 2010 data,
which were used similarly for 2011 data. The electron performance is detailed
in [79] for 2010 data as well, but a similar procedure was used for 2011 data.
The jet vertex fraction requirement also has a selection efficiency slightly dif-
ferent in simulation and data and the efficiency ratio is used as a scale factor
for this correction.
Besides the weighting procedure to correct for efficiency differences in data
and simulation, the difference in the resolution and energy scales must also
be considered, since the performance in simulation might be slightly different
from that in real data collisions. A correction is applied in data for the electron
energy scale, using a correction factor measured from data in Z-boson and J/ψ
decays in electron pairs, and performance studies using W -boson decays into
electrons and neutrinos.
The electron energy resolution is corrected in Monte Carlo simulation by
multiplying the electron cluster energy by a pseudo-random sample of a Gaus-
sian distribution with mean one and standard deviation given by
√
r2data − r2MC,
where rdata is the resolution in data and rMC is the resolution in Monte Carlo.
The electron performance studies in ATLAS are described in [79] for 2010
data, although the procedure is similar for the 2011 data. The muon trans-
verse momentum is also smeared to take into account the difference in the
muon resolution in data and Monte Carlo, using events in real data with two
muons in the final state to measure the resolution. Momentum scale correc-
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tions are also applied in muons, based on the shift of the Z-boson peak in
measured data. The procedure used to estimate the correction factors is ex-
plained in [81] using 2010 data, although the procedure is similar for the 2011
study.
The jet energy scale is also corrected for discrepancies in data and sim-
ulation, as described in [87]. The jet energy scale is calculated from energy
balance in decays of Z-boson (which decays into electron or muon pairs) and
one extra jet, so that the jet energy calibration can be expressed as a func-
tion of the lepton energies. Decays with photons and jets are also used. See
Chapter 3 for more details on how these corrections are calculated.
5.7 Data to signal and background compari-
son
After the selection procedure described previously, the number of reconstructed
jets can then be analysed, as in Figure 5.1 and compared with data, using the
same event selection for all backgrounds. Data-driven techniques are used to
estimate the W+jets background contribution and the QCD jets contribution.
Alpgen was used to simulate the tt¯ signal in these plots.
It can be seen that the data and the estimated background agree within
systematic uncertainties. This result is going to be used as a first step for
the unfolding procedure, detailed in the next sections, in which it is impor-
tant to subtract the background contribution from data, before moving to
the unfolding of the tt¯ signal. The systematic variations on the signal and
background were summed in these plots, but for the background subtraction
procedure, which is applied in data, only the background systematic uncer-
tainties are taken into account and propagated to the “data - background”
estimate, which is detailed in Section 5.10.
More plots showing the kinematic properties of the selected events are
available in Appendix A. The numeric yields for each of the signal and back-
grounds is given in Table 5.1 for the events that pass the 25 GeV transverse
momentum threshold. The systematic uncertainties shown include all varia-
tions in the reconstruction process, such as the jet energy scale uncertainty,
the b-tagging mistag rate and efficiency uncertainties, the missing transverse
energy uncertainties. More details about the systematic uncertainties will be
given in the next section.
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Table 5.1: Event yields for data and MC simulation in the electron and muon channels, selected with a 25 GeV jet pT thresh-
old. The number of events passing all selection requirements are shown as a function of the reconstructed jet mulitplicity (nrecojets ).
Alpgen+Herwig is used for the tt¯ simulation and MC expectations are normalised to an integrated luminosity of 4.7 fb−1. The
uncertainties on the expected values include systematic uncertainties.
Electron channel











tt¯ 9897±1047 9568±1270 4949±1102 1922±619 592±270 223±133
W+jets 5333±1270 1653±407 441±137 99±30 21±7 7±2
QCD multijet 1877±941 818±410 349±175 122±61 32±16 15±8
single top 1975±226 817±115 242±48 58±16 13±5 2±2
Z+jets 608±80 262±55 99±23 25±11 7±2 1±2
Diboson 145±55 35±14 7±3 1.21±0.57 0.19±0.19 0.11±0.11
Expectation 19835±1973 13153±1467 6088±1157 2227±637 666±274 248±135
Data 20320 12704 5632 1856 566 188
Muon channel











tt¯ 11522±1191 11156±1114 5884±1068 2268±644 715±295 250±168
W+jets 7319±1473 2296±477 557±156 122±28 29±7 11±3
QCD multijet 2201±451 799±164 277±57 85±17 23±5 11±2
single top 2355±246 965±129 288±48 70±18 14±5 4±1
Z+jets 384±72 142±30 49±9 14±5 1±3 0.49±0.69
Diboson 173±65 41±16 7±3 1.20±0.63 0.03±0.34 0.13±0.17
Expectation 23953±2011 15398±1295 7061±1109 2560±655 782±300 276±169
Data 24422 15162 6578 2348 722 252
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tum cut applied on the jets before counting them, further comparisons were
done with different cuts applied to the jets. Figure 5.2 shows the results using
a 40 GeV cut on the jets transverse momentum. Figure 5.3 uses a 60 GeV
threshold and Figure 5.4 uses a 80 GeV threshold. A comparison of the Alp-
gen+Herwig tt¯ simulation with different transverse momentum requirements
on the Anti-kt R = 0.4 jets is shown in Figure 5.5.
5.8 Systematic uncertainties estimate at re-
construction level
Before correcting for the detector effects, all systematic effects related to the
objects reconstruction which affect the selection or the determination of the
jet multiplicity are evaluated, by varying each of the parameters used in the
calculations. The full list of uncertainties is given in Tables 5.2 and 5.3. A
description of the sources of systematic uncertainties is described here.
The jet energy scale is one of the main uncertainties, which has an effect
that grows with the jet multiplicity. This can be explained, by noting that, for
a higher jet multiplicity, the event has more low transverse momentum jets,
which are more sensitive to the minimum transverse momentum requirement.
To estimate the uncertainty on the jet energy scale, the jet’s four-momentum
is varied based on the uncertainties generated by the effect of close-by jets, the
effect of multiple proton-proton interactions, and the flavour composition of
the jets (light quark versus gluon). For events with more than seven jets, the
uncertainty with seven jets was used. An additional pT dependent uncertainty
was associated to jets that match B-hadrons. The jet reconstruction efficiency
was measured as the fraction of jets reconstructed from tracks that match a
calorimeter jet and the difference observed was taken as a jet reconstruction
efficiency uncertainty [85], which was applied in this measurement by randomly
removing a fraction of the jets in the simulation events accordingly.
Jets were also smeared according to the jet energy resolution uncertainty,
after checking that there is an agreement in this quantity between data and
simulation [85,89]. No nominal correction was applied for the jet energy reso-
lution, since studies [89] show good agreement between data and simulation.
Another one of the main uncertainties, is the b-tagging performance, which
was measured in data and simulation. The differences in the data and simu-
lation b-tagging efficiencies and mistag rates were corrected in the simulation
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Figure 5.5: Jet multiplicity in the electron (left) and muon (right) channels using Alpgen+Herwig simulation for the tt¯ signal with
different Anti-kt jet transverse momentum cuts applied. In this figure, for the 60 GeV plot, the 7 jet bin represents events with ≥ 7
jets, and in the 80 GeV plot, the 6 jet bin represents events with ≥ 6 jets.
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ment of the b-tagging performance was propagated to the scale factors and its
effect in the final observable was estimated by varying the scale factors used
in simulation accordingly. The effect of this uncertainty is significant in the
low jet multiplicity bins, but it does not grow as much as the jet energy scale
uncertainty with the number of jets in the event. The scale factors used and
their uncertainties can be seen in Section 3.6, in Figure 3.14.
To mitigate the effect of multiple proton-proton interactions, the jets under
consideration are required to have a jet vertex fraction greater than 0.75 in
absolute value [95]. A scale factor was applied based on the efficiency ratio in
data and simulation events and the uncertainty in the efficiency measurement
was propagated to the scale factor, as mentioned in Section 3.5. The leptons’
trigger, reconstruction and identification efficiencies were also measured in
simulation and in data and scale factors were also derived with the appropriate
uncertainties (see Section 3.3 and Section 3.4). The efficiencies were measured
in data through Z and W boson decays.
The missing transverse energy is measured by summing all corrected lep-
ton and jet energies and demanding that the transverse energy is conserved.
Calorimeter cells not associated to reconstructed objects with pT > 20 GeV,
have their energies added in the missing transverse energy “CellOut” com-
ponent. “Soft” jets, that is, cells from jets with pT > 7 GeV and pT < 20
GeV, and the “CellOut” components are varied by 6.6% to estimate the effect
of the multiple proton-proton interactions in the selection. This number was
calculated by studying the dependency of the missing transverse energy on the
multiple particle interactions [95]. Consult Section 3.7 for more information.
The Alpgen tt¯ prediction has an uncertainty from the choice of the CTEQ6L1
Parton Distribution Function (PDF) [38], which was evaluated by using the
MSTW PDF set at leading-order with 68% Confidence Level [41, 102] to
reweight the tt¯ sample. The systematic uncertainty related to the PDF choice
was calculated by including the difference in the nominal value caused by the
choice of the PDF, as well as adding in quadrature the difference between
the nominal value and the results when using all eigenvector sets from the
MSTW PDF [102]. The uncertainty due to the parton shower modelling was
also estimated by comparing the results obtained with Alpgen+Herwig and
Alpgen+Pythia tt¯ simulations. The ISR/FSR variations between the Alp-
gen+Pythia central yields and the Alpgen+Pythia yields with αS increased
and decreased were also used to estimate the extra radiation impact in the
results. The Powheg+Pythia and the Alpgen+Pythia tt¯ samples were com-
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pared to include the systematic uncertainty related to the difference between
fixed order matrix element calculations and associated matching schemes.
The W+jets charge asymmetry measurement also has an uncertainty as-
sociated to it, from statistical uncertainties on the data-driven measurement
and uncertainties from the simulation-dependent part of the method, including
lepton and jets reconstruction, charge mis-identification, Monte Carlo genera-
tors, backgrounds and Parton Distribution Function uncertainties. The heavy
flavour fraction estimate includes, besides simulation uncertainties, a 25% un-
certainty when extrapolating the results from the 2-jet bin to higher jet multi-
plicity. The W+jets Monte Carlo simulation also includes an uncertainty from
the choice of the renormalisation and factorisation scales (estimated by vary-
ing the iqopt3 parameter 13 in Alpgen) and from generator cuts (estimated
by varying the ptjmin parameter 14 in Alpgen).
The integrated luminosity in data was measured using van der Meer [103]
scans and it was used to normalise many simulation samples accordingly. Its
uncertainty was found to be 3.9%15 [103]. The single top production cross
section uncertainties were taken to be 4% in the t-channel, 4% in the s-channel
and 8% in theWt-channel from approximate NNLO calculations. The diboson
production cross section uncertainty was taken to be 5%. For Z+jets, 4% added
in quadrature with 24% per jet was taken for the theoretical cross section
uncertainty.
The QCD multi-jet background uncertainty can be estimated in the muon
channel from the shape difference between the two methods used for the data-
driven estimate. In the electron channel, the missing transverse energy se-
lection requirement was varied between 15 GeV and 25 GeV for the control
region. The normalisation uncertainty was taken to be 50% in the electron
channel and 20% in the muon channel as a result of comparing the Matrix
Method estimates with other methods.





T,W . See [44] for more information.
14This changes the minimum transverse momentum cut for light jets in Alpgen. See [44]
for more information.
15An uncertainty of 3.9% was used instead of 3.7%, as in the reference, due to the higher
uncertainties in the second half of the 2011 data taking.
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5.9 Unfolding the effect of the detector
When reconstructing the jet, lepton and missing transverse energy quantities,
the detector changes the physical observables in many ways. An unfolding
procedure is necessary to measure the actual cross section as a function of the
jet multiplicity and correct the effect of the detector. The reference used as the
particle level result is obtained after applying only the transverse momentum,
isolation and η requirements on the Monte Carlo simulation metadata. The
Alpgen+Herwig sample, used in the previous data to simulation comparison
plots is used as a reference sample for the unfolding procedure. The systematic
uncertainty associated with using a particular reference sample is estimated.
The propagation of uncertainties through the unfolding method is described
in Section 5.10.
The particle-level selection demands one electron or muon and no other lep-
ton with the same pseudo-rapidity and transverse momentum requirements as
the reconstruction-level selection. The electron’s four-momentum is summed
with photons around it in a ∆R < 0.1 region, to simulate the effect of ra-
diation emitted when interacting with the detector. The sum of final state
particles’ transverse momentum around the lepton (excluding its own mo-
mentum and disregarding neutrinos) with pT > 500 MeV and ∆R < 0.3 is
required to be smaller than 2 GeV, to simulate the acceptance effect of the
isolation cuts applied to the leptons in the reconstruction-level selection 16.
The same overlap removal criteria are also demanded for the leptons, as in
the reconstruction-level selection, to simulate their acceptance. The jets are
built at the particle-level selection, using the Anti-kt algorithm with the same
R = 0.4 configuration applied to the simulation meta-data and the same trans-
verse momentum and pseudorapidity ranges are demanded. The missing trans-
verse energy at particle-level is calculated summing the simulation meta-data
for particles that interact with the detector and taking their negative trans-
verse momentum. The same missing transverse energy and transverse mass
requirements are applied in the simulation. At least one of the particle-level
jets is required to satisfy ∆R < 0.3 between the jet axis and a B-hadron, to
simulate the b-tagging criteria demanded in the reconstruction-level selection.
The corrections in this method are expressed as:
16For electrons, photons in the ∆R < 0.1 region are excluded from the particle-level
isolation calculation, since they were used to built the electron’s four-momentum, simulating
its interaction with the detector.
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f(i, j)(1− fnp3(j))(1− f ′fakes(j))×
[N recojets (j)−Nbkgjets (j)] (5.11)
where N recojets (j) represents the number of entries at reconstruction-level jet mul-
tiplicity j and Npartjets (i) represents the number of entries at particle-level jet
multiplicity i. Whenever the index is not explicitly mentioned and the lower
case variables nrecojets and n
part
jets are used, they will be taken to mean the jet mul-
tiplicity values for a single event. The operator Uj→i represents the unfolding
process to be applied in background subtracted input and it is defined by the
equation above.
Starting with the reconstructed jet multiplicity spectrum N recojets (j), the
background as estimated in Section 5.2 is subtracted through the Nbkgjets (j)
term.
The next steps are represented by the unfolding operator Uj→i. In the
steps that follow describing the unfolding operator, the jet multiplicity re-
quirement at the reconstruction-level selection or the particle-level selection
are not taken into account unless explicitly mentioned. The reason for this is
that this selection requirement is analysed independently. That means that, for
what follows, “reconstructed events” will be used to refer to events that pass
the reconstruction-level selection, with no requirement on nrecojets , and “particle-
level events” refers to events that pass the particle-level selection, with no
requirement on npartjets . The abbreviation “R” is used for events that pass the
reconstruction-level selection, regardless of the nrecojets requirement and “P” for
events that pass the particle-level selection, regardless of the npartjets requirement.
The unfolding steps in the unfolding operator start (from right to left in
Equation 5.11) with the removal of events that were reconstructed but that fail
the particle level cuts except the jet multiplicity requirement. The fraction of
events reconstructed with nrecojets ≥ 3 that failed the particle level cuts is defined
as f ′fakes:
f ′fakes =
Number of events in “R” with nrecojets ≥ 3, but not in “P”
Number of events in “R” with nrecojets ≥ 3
. (5.12)
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This factor estimates the fraction of fake tt¯ events reconstructed in the signal
sample used. The value calculated for 1 − f ′fakes is shown in Figure 5.6. It
is important to mention that the jet multiplicity is a consequence of the jet
requirements applied, that is, the acceptance cuts. This correction factor in-
cludes acceptance effects in the reconstruction procedure related to the jets,
but not the particle-level effects. Note, as well, that Figure 3.14 shows the
b-tagging selection efficiency, which is no more than 20%, which has a ma-
jor impact in the acceptance. The f ′fakes factor also contains a contribution
from electron and muon misidentification and the jet vertex fraction selection
requirement.
Since the particle-level jet multiplicity cut was disregarded in the previous
step, it must be taken into account separately. The fnp3 factor is the fraction
of events that pass the reconstruction-level and particle-level selections, but
failed the requirement npartjets ≥ 3:
fnp3 =
Number of events in “R” (with nrecojets ≥ 3) and in “P”, but fail npartjets ≥ 3
Number of events in “R” (with nrecojets ≥ 3) and in “P”
.
(5.13)
The multiplication by 1 − fnp3 removes events that migrated from particle-
level bins 0, 1 and 2 to reconstruction-level bins ≥ 3. The value calculated for
1− fnp3 is shown in Figure 5.7.
A migration correction from reconstruction-level to particle-level is applied
as a matrix multiplication. Each element in the migration matrix, f , is the
conditional probability that an event was at particle-level bin j, given that it
was reconstructed at bin i, that is:
f(i, j) =
Number of events in “R” and “P” with npartjets = j and n
reco
jets = i
Number of events in “R” with nrecojets = i
.
(5.14)
The factor f is already an unsmearing factor which can be directly multiplied
in Equation 5.11. The factor f is calculated by counting the number of events
in the nrecojets and n
part
jets bins and normalising the matrix by the reconstruction-
level bins, so that
∑8
j=3 f(i, j) = 1∀i ∈ [3, 8]. The migration factor f for the
selection with a jet pT cut at 25 GeV is shown in Figure 5.8.
Finally, a correction is applied to include events that exist at particle level,
but that were lost during the reconstruction procedure. The fraction of events
that exist at reconstruction level, given that they can be found at particle
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level, is given by freco:
freco =
Number of events in “R” and in “P”
Number of events in “P”
. (5.15)
The value calculated for freco is shown in Figure 5.9. Note that this effect is
corrected after the unsmearing performed by the f matrix and after the out-
of-acceptance correction between reconstruction and particle-level performed
by the f ′fakes and fnp3. As a consequence, this final step only corrects for the
acceptance difference for the events accepted by the particle-level selection.
The knowledge of nrecojets for an event before the event selection is not trivial,
since an overlap removal is done between jets and electrons, which removes
one or zero jets, changing the value of nrecojets by one or zero. However, it is
not obvious which electron is to be selected (if any) and nrecojets cannot be pre-
calculated exactly. This method uses the number of reconstructed jets, nrecojets ,
only at the stages in which the reconstruction-level selection was fulfilled, which
avoids this difficulty.
The effect of each of the corrections is shown in Figure 5.10 for the Alpgen
top-antitop sample, assuming perfect background subtraction. In this case, the
unfolded result matches perfectly the particle-level result as expected, because
the same sample was used to derive the correction factors and to apply them.
The figure shows that the method is able to recover the original particle-level
result from a reconstruction-level measurement.
The equivalent plots for the selection jet pT cut at 40, 60 and 80 GeV are
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Figure 5.6: The 1 − f ′fakes correction using the Alpgen tt¯ signal sample with
a jet pT cut at 25 GeV. The results for the electron (left) and muon (right)
channels are shown.
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Figure 5.7: The 1 − fnp3 correction using the Alpgen tt¯ signal sample with
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Figure 5.8: The migration matrix using the Alpgen tt¯ signal sample with a
selection using a jet pT cut at 25 GeV. The results for the electron (left) and
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Figure 5.9: The freco correction using the Alpgen tt¯ signal sample with a jet
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Figure 5.10: The closure test using the Alpgen tt¯ signal sample for input and corrections with a jet pT cut at 25 GeV for the
selection. The results for the electron (left) and muon (right) channels are shown.
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5.10 Propagation of systematic uncertainties
through the unfolding procedure
There are different sets of uncertainties that should be propagated through
the method described previously. The background is subtracted from data
using a bin-by-bin subtraction of the data histogram and the reconstruction
systematic variations of the backgrounds are propagated to the background-
subtracted data sample 17. This results in a set of systematic uncertainties
which need to be propagated through the Uj→i operator described previously.
The systematic uncertainty in the reconstruction of the tt¯ signal sample
used to estimate the unfolding correction factors should be considered sepa-
rately, since the nrecojets variable calculated in this sample is not actually used in
the unfolding procedure except indirectly through the usage of the correction
factors. It is proposed to calculate the fraction of the uncertainty in each N recojets
bin for the tt¯ sample used in deriving the correction factors and apply this
fraction as a variation to the background-subtracted data sample. Note as
well that this systematic variation is fully anti-correlated with the background
reconstruction systematic variation in the background-subtracted data, since a
positive variation in the background sample causes a negative variation in the
background-subtracted sample. Therefore, the background-subtracted data is
multiplied by the positive fractional variation of the simulation tt¯ sample to
get a negative systematic variation to be added in the equivalent background
systematic variation.
With the previous set of systematic uncertainties in the real data sample,
a set of variations should be found in I(j) = N recojets (j)−Nbkgjets (j) from real data,
which incorporate the systematic effect of the reconstruction in the signal and
background estimates. It is not assumed that the propagation of uncertainties
through the unfolding procedure Npartjets (i) = Uj→i[I(j)] leads to an unfolded
uncertainty in Npartjets with the same distribution as the uncertainty in I. The
method implemented considers each source of systematic uncertainty s, at each
bin j in the background-subtracted data sample I separately. δ(s, j) is used to
refer to the absolute systematic variation caused by s, in bin j, so that the esti-
mated sample with this variation is Is(s, j) = I(j)+ δ(s, j) for each bin j. The
systematic variation δ(s, j) represents a Gaussian standard deviation due to
the systematic uncertainty source s and it can be calculated from the nominal
17A positive systematic in the background would become a negative systematic variation
in the new sample, but the absolute value of the variations would not change.
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background-subtracted data, I(j), and the corresponding reconstruction-level
systematic variation, Is(s, j), which is calculated for each uncertainty source,
as described in Section 5.8. Pseudo-experiments are performed to establish
the effect of the unfolding procedure Uj→i on the source s.
For each source s, a number N of pseudo-random samples of a Gaussian
with mean zero and standard deviation one are taken and they are referred to
as α(s,m), for integers m ∈ [1,N ]. A pseudo-random systematic variation is
defined as:
Ips(s,m, j) , I(j) + α(s,m)δ(s, j), (5.16)
which has mean I(j) for each bin j and standard deviation δ(s, j), as desired.







The measure γ(s, i) of the systematic effect of the source s after the unfolding






(Uj→i[Ips(s,m, j)]− ξ(s, j))2. (5.18)
This procedure gives us a γ(s, i) for each bin i and each systematic variation
s, which is used as an estimate of this systematic variation after the unfolding
procedure. In this analysis, the number of pseudo-experiments was taken to
be N = 1000 due to computational limitations.
The procedure above is also implemented using the tt¯ simulation as an
input. The tt¯ simulation reconstruction-level histogram is represented as
Itt¯(j), similarly to the I(j) histogram for background-subtracted data. All
reconstruction-level systematics in the tt¯ simulation can be propagated into
an unfolded systematic variation in the same way as it was described previously,
resulting in a measure of the systematic effect s given by γtt¯(s, i) for the bin i of
the unfolded tt¯ Npart,tt¯jets (i) = Uj→i[Itt¯(j)]. The total effect of the reconstruction-
level systematic variation s in the background-subtracted and unfolded data
is given by:
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while the nominal background-subtracted data is given byNpartjets (i) = Uj→i[I(j)].
Note that the subtraction is used, since the background and tt¯ systematic un-
certainties are fully anti-correlated.
Another set of systematic uncertainties on the tt¯ modelling had a differ-
ent treatment. These uncertainties include the Parton Distribution Functions
(PDFs), the initial state radiation and final state ratiation (ISR/FSR), the par-
ton shower modelling, the Monte Carlo generator systematics and the unfold-
ing factors’ statistical uncertainty 18. The signal distribution at reconstruction-
level Imodel(c, j) for each different configuration c and bin j is unfolded as
Uj→i[Imodel(c, j)] and the systematic effect γmodel(c, j) is defined as:
γmodel(c, i) , |Uj→i[Imodel(c, j)]− Iparticle(c, i)|, (5.20)
where Iparticle(c, i) is the particle-level jet multiplicity value for configuration








where it is implicit that for systematic uncertainties that contain asymmetric
variations, the maximum (in absolute value) variation is used and symmetrised
and does not enter the sum.
The systematic uncertainties on the unfolded distributions are shown in
Tables 5.4 and 5.5. The values shown are percentages of the unfolded data.
5.11 Results at particle level and discussion
The unfolded jet multiplicity distributions are shown in Figures 5.11, 5.12, 5.13
and 5.14. These plots only show the final number of entries after the cor-
rection implemented. As a final step, the corrected number of entries was
divided by the integrated luminosity to estimate the fiducial cross section in
Figures 5.15, 5.16, 5.17 and 5.18. The black line shows the unfolded data and
the shaded band indicates the propagated systematics. The green line shows
the Alpgen tt¯ signal for comparison. It can be seen that the unfolded data is
18The samples used for each configuration are described in Section 5.2. The statistical
uncertainty in the unfolding factors was taken into consideration, by applying the procedure
described in this paragraph to a statistically independent sample to the tt¯ dataset used
to derive the unfolding correction factors, but which was generated in the same way. The
MC@NLO sample was used to derive the Monte Carlo generator systematics.
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compatible with the Alpgen tt¯ signal. The plots in a logarithm scale for the Y
axis are also shown in Figures 5.19, 5.20, 5.21 and 5.22 for the corrected number
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Figure 5.11: The unfolded data using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and muon
(right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The pT cut
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Figure 5.12: The unfolded data using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and muon
(right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The pT cut
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Figure 5.13: The unfolded data using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and muon
(right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The pT cut
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Figure 5.14: The unfolded data using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and muon
(right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The pT cut




















Table 5.2: Uncertainties on event yields at reconstruction level in the electron channel, selected with a 25 GeV jet pT threshold.
Alpgen is used for the tt¯ simulation.The uncertainties are shown as a percentage of the expected tt¯ signal.
Syst. Integral N recojets = 3 N
reco
jets = 4 N
reco
jets = 5 N
reco
jets = 6 N
reco
jets = 7 N
reco
jets ≥ 8
b-tagging eff. 3.46 3.08 3.69 3.96 3.96 4.12 3.38
b-tagging c tag rate 0.42 0.44 0.41 0.42 0.43 0.34 0.50
mistag rate 0.41 0.40 0.40 0.41 0.51 0.47 0.47
Cell Out 0.05 0.03 0.06 0.04 0.01 0.24 0.65
Electron energy scale 0.02 0.02 0.02 0.02 0.06 0.05 0.09
Electron energy res. 0.33 0.30 0.34 0.40 0.35 0.28 0.31
Jet efficiency 0.06 0.06 0.00 0.14 0.16 0.16 0.31
Jet energy res. 0.52 0.04 0.15 1.52 2.42 5.19 4.58
Jet energy scale 3.95 1.27 3.15 7.82 14.57 20.51 26.22
JVF 1.06 0.75 1.14 1.46 1.79 2.12 2.42
Lepton Identification 1.64 1.40 1.79 1.92 1.99 2.03 2.01
Lepton Reconstruction 0.65 0.55 0.71 0.77 0.80 0.81 0.80
Muon mom. res. (MS) 0.01 0.01 0.01 0.00 0.00 0.00 0.00
Muon mom. res. (ID) 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Muon mom. scale 0.00 0.00 0.00 0.01 0.00 0.00 0.00
Pile up 0.04 0.03 0.05 0.03 0.05 0.15 0.49
Luminosity 3.20 2.85 3.41 3.62 3.73 3.78 3.79
W+jets shape 0.27 0.24 0.05 0.97 0.00 0.00 0.00
W+jets norm. 1.92 2.66 1.38 1.31 0.80 0.58 0.49
W+jets bb+25% 1.99 2.90 1.51 0.81 0.60 0.48 0.31
W+jets bb+cc vs. c 0.79 1.04 0.68 0.40 0.46 0.45 0.26
W+jets c+25% 1.29 2.11 0.75 0.37 0.17 0.10 0.10
W+jets bb+cc+c vs. light 2.97 4.46 2.09 1.21 0.77 0.57 0.40
ISR/FSR 4.29 3.10 0.43 7.60 17.72 28.54 37.29
MC generator 6.09 0.92 7.86 13.74 15.32 18.20 22.38
Parton shower 1.64 1.35 1.50 1.52 2.02 6.79 17.65
DD QCD norm. 3.80 4.73 3.11 2.86 2.73 2.42 3.06
DD QCD eff. shape 0.34 0.35 0.34 0.32 0.30 0.28 0.36
DD QCD fake shape 3.42 4.25 2.73 2.50 2.50 4.22 2.86
Diboson norm. 0.15 0.25 0.09 0.04 0.02 0.01 0.02
Single top norm. 0.57 0.77 0.48 0.31 0.20 0.16 0.07
PDF syst. 0.21 0.23 0.14 0.12 0.30 0.76 1.93
All syst. 13.92 10.82 11.49 19.17 28.72 39.75 61.88
Stat. MC 0.33 0.45 0.44 0.57 0.84 1.46 2.37




















Table 5.3: Uncertainties on event yields at reconstruction level in the muon channel, selected with a 25 GeV jet pT threshold. Alpgen
is used for the tt¯ simulation. The uncertainties are shown as a percentage of the expected tt¯ signal.
Syst. Integral N recojets = 3 N
reco
jets = 4 N
reco
jets = 5 N
reco
jets = 6 N
reco
jets = 7 N
reco
jets ≥ 8
b-tagging eff. 3.25 2.72 3.60 3.94 3.96 4.22 3.65
b-tagging c tag rate 0.38 0.36 0.39 0.38 0.45 0.41 0.58
mistag rate 0.35 0.35 0.31 0.38 0.44 0.44 0.35
Cell Out 0.13 0.10 0.18 0.11 0.11 0.12 0.09
Electron energy scale 0.00 0.00 0.01 0.00 0.00 0.00 0.00
Electron energy res. 0.01 0.01 0.02 0.00 0.01 0.01 0.00
Jet efficiency 0.03 0.00 0.03 0.11 0.05 0.14 0.28
Jet energy res. 0.51 0.31 0.28 0.48 1.88 5.03 6.71
Jet energy scale 3.55 1.47 2.34 6.99 13.00 20.09 29.17
JVF 1.05 0.73 1.13 1.48 1.82 2.14 2.52
Lepton Identification 0.54 0.45 0.59 0.65 0.68 0.69 0.68
Lepton Reconstruction 0.24 0.20 0.27 0.29 0.30 0.31 0.30
Muon mom. res. (MS) 0.02 0.02 0.01 0.02 0.00 0.04 0.05
Muon mom. res. (ID) 0.01 0.00 0.01 0.01 0.02 0.02 0.02
Muon mom. scale 0.18 0.15 0.20 0.23 0.18 0.21 0.18
Pile up 0.08 0.06 0.11 0.04 0.08 0.08 0.13
Luminosity 3.09 2.71 3.32 3.59 3.71 3.75 3.74
W+jets shape 0.27 0.23 0.02 1.07 0.00 0.00 0.00
W+jets norm. 1.82 2.54 1.27 1.18 0.71 0.56 0.60
W+jets bb+25% 1.87 2.59 1.55 0.85 0.47 0.45 0.47
W+jets bb+cc vs. c 0.55 0.71 0.51 0.26 0.19 0.32 0.38
W+jets c+25% 1.92 3.03 1.21 0.57 0.31 0.15 0.12
W+jets bb+cc+c vs. light 2.65 3.87 1.97 1.09 0.58 0.43 0.41
ISR/FSR 4.48 3.04 0.45 8.52 19.34 28.60 43.87
MC generator 4.09 1.07 5.13 9.21 8.54 11.74 13.36
Parton shower 1.10 0.41 1.31 1.70 0.24 6.59 26.21
DD QCD norm. 1.36 1.84 1.04 0.78 0.66 0.59 0.79
DD QCD shape estimate 1.09 1.32 1.00 0.75 0.65 0.60 0.75
Diboson norm. 0.15 0.25 0.09 0.04 0.02 0.00 0.02
Single top norm. 0.57 0.76 0.48 0.31 0.21 0.13 0.11
PDF syst. 0.21 0.23 0.14 0.12 0.30 0.83 2.10
All syst. 11.07 8.40 8.41 15.70 25.60 38.31 61.05
Stat. MC 0.25 0.40 0.38 0.47 0.67 1.14 2.02




















Table 5.4: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the electron channel. The pT cut on the jets is 25 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets = 6 N
part
jets = 7 N
part
jets ≥ 8
b-tagging eff. 2.44 2.36 2.46 2.54 2.53 2.53 2.37
b-tagging c tag rate 0.10 0.04 0.11 0.17 0.21 0.22 0.26
mistag rate 0.08 0.04 0.08 0.11 0.16 0.22 0.25
Cell Out 0.03 0.03 0.04 0.03 0.01 0.09 0.14
Electron energy scale 0.01 0.00 0.02 0.01 0.02 0.01 0.04
Electron energy res. 0.19 0.15 0.21 0.22 0.23 0.21 0.19
Jet efficiency 0.05 0.04 0.01 0.12 0.17 0.19 0.28
Jet energy res. 0.47 0.06 0.40 0.61 2.04 4.26 3.61
Jet energy scale 2.11 0.76 1.16 4.13 7.75 11.47 14.63
JVF 0.78 0.65 0.77 0.94 1.12 1.31 1.52
Lepton Identification 1.17 1.09 1.19 1.25 1.28 1.30 1.32
Lepton Reconstruction 0.44 0.41 0.45 0.48 0.49 0.50 0.50
Muon mom. res. (MS) 0.00 0.01 0.00 0.00 0.00 0.00 0.00
Muon mom. res. (ID) 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Muon mom. scale 0.01 0.01 0.00 0.01 0.00 0.00 0.00
Pile up 0.04 0.02 0.06 0.03 0.03 0.07 0.15
Luminosity 2.12 1.98 2.17 2.27 2.33 2.36 2.40
W+jets shape 0.40 0.38 0.27 0.81 0.34 0.09 0.02
W+jets norm. 1.69 2.43 1.38 1.03 0.75 0.54 0.45
W+jets bb+25% 1.79 2.70 1.48 0.82 0.55 0.41 0.31
W+jets bb+cc vs. c 0.71 0.99 0.62 0.40 0.37 0.34 0.27
W+jets c+25% 1.13 1.86 0.84 0.40 0.21 0.11 0.09
W+jets bb+cc+c vs. light 2.62 4.05 2.11 1.18 0.76 0.53 0.40
DD QCD norm. 3.63 4.67 3.14 2.62 2.66 2.47 2.90
DD QCD eff. shape 0.29 0.34 0.28 0.25 0.24 0.23 0.22
DD QCD fake shape 3.22 4.16 2.76 2.31 2.39 2.29 2.87
Unfolding syst. (other MC gen.) 2.96 5.25 1.22 1.12 1.89 4.35 10.63
Unfolding syst. (same sample) 1.11 1.13 1.04 1.23 1.06 0.71 2.68
ISR/FSR 3.44 0.69 3.84 7.18 8.32 6.56 6.33
Parton shower 2.38 0.01 3.48 5.10 4.27 2.59 3.50
PDF syst. 3.06 2.88 3.02 3.30 3.59 3.84 3.76
All syst. 5.87 11.09 8.97 11.80 14.11 16.18 21.14




















Table 5.5: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the muon channel. The pT cut on the jets is 25 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets = 6 N
part
jets = 7 N
part
jets ≥ 8
b-tagging eff. 2.74 2.74 2.75 2.72 2.69 2.71 2.57
b-tagging c tag rate 0.16 0.10 0.17 0.21 0.25 0.27 0.33
mistag rate 0.09 0.04 0.10 0.14 0.20 0.24 0.22
Cell Out 0.09 0.08 0.11 0.08 0.07 0.04 0.02
Electron energy scale 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Electron energy res. 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Jet efficiency 0.03 0.00 0.01 0.08 0.08 0.15 0.25
Jet energy res. 0.62 0.59 0.27 0.44 1.70 4.08 6.44
Jet energy scale 2.07 1.09 0.84 3.66 7.20 11.23 16.39
JVF 0.78 0.65 0.76 0.93 1.10 1.29 1.49
Lepton Identification 0.38 0.35 0.39 0.41 0.42 0.43 0.43
Lepton Reconstruction 0.18 0.17 0.18 0.19 0.19 0.20 0.20
Muon mom. res. (MS) 0.01 0.01 0.00 0.01 0.00 0.01 0.01
Muon mom. res. (ID) 0.00 0.00 0.00 0.00 0.01 0.00 0.01
Muon mom. scale 0.23 0.23 0.24 0.25 0.21 0.22 0.13
Pile up 0.05 0.03 0.08 0.05 0.07 0.03 0.07
Luminosity 2.06 1.91 2.10 2.21 2.27 2.31 2.32
W+jets shape 0.38 0.34 0.24 0.79 0.32 0.08 0.01
W+jets norm. 1.62 2.43 1.31 0.88 0.61 0.45 0.41
W+jets bb+25% 1.67 2.50 1.44 0.80 0.46 0.35 0.32
W+jets bb+cc vs. c 0.48 0.69 0.44 0.25 0.17 0.20 0.23
W+jets c+25% 1.61 2.66 1.24 0.58 0.29 0.15 0.10
W+jets bb+cc+c vs. light 2.34 3.66 1.94 1.03 0.57 0.37 0.30
DD QCD norm. 1.23 1.80 1.03 0.68 0.53 0.46 0.52
DD QCD shape 0.96 1.29 0.87 0.62 0.49 0.44 0.48
Unfolding syst. (other MC gen.) 2.66 2.31 1.79 3.85 5.63 6.17 2.63
Unfolding syst. (same sample) 1.68 1.55 1.71 1.80 1.74 2.10 2.72
ISR/FSR 2.97 1.28 2.63 5.69 7.03 7.55 4.77
Parton shower 1.79 0.76 2.10 2.86 3.41 2.90 2.02
PDF syst. 3.23 2.96 3.24 3.47 3.75 4.36 4.73
All syst. 4.60 8.38 7.26 10.10 13.42 16.90 19.73
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Figure 5.15: The unfolded cross section using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and
muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The
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Figure 5.16: The unfolded cross section using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and
muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The
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Figure 5.17: The unfolded cross section using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and
muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The
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Figure 5.18: The unfolded cross section using the Alpgen tt¯ signal sample for corrections. The results for the electron (left) and
muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation are included. The
pT cut on the jets is 80 GeV.
5.11 Results at particle level and discussion 121
It can be seen that the Alpgen+Pythia with the αS variation upwards over-
estimates data at the high jet multiplicity bins, while both Powheg and the
Alpgen+Pythia with the downwards αS variation agrees very well with data in
all bins for the pT > 25 GeV analysis. The nominal Alpgen+Pythia described
data within the systematic uncertainty, but not as well as the version with the
downwards αS variation. Only tt¯ with one extra parton is simulated at the
MC@NLO simulation, which has a good estimate of the production cross sec-
tion in the 3 and 4 jets bin. The MC@NLO simulation heavily underestimates
data at large jet multiplicity, while Alpgen, which is a leading order generator,
but includes up to 5 extra partons.
A complementary analysis to this one performed using the ATLAS detector
is the “jet gap fraction” analysis [104], which studies the two-lepton final state
of the tt¯ system and calculates the cross section of tt¯ production (σtt¯) and
the cross section disregarding events with an extra jet produced with pT > Q0.





This analysis also measures the effect of extra radiation in tt¯ decays, for the
dilepton final state and it has shown that the simulation prediction has a large
systematic effect, while the data uncertainty is smaller. It is interesting to
compare the results of the analysis described in this document and the results
for the jet gap fraction analysis. Figure 5.27 shows the value of f(Q0) for
the rapidity range |y| < 0.8 and it is clear that the jet gap fraction is over-
estimated in MC@NLO, which means that the fraction of events in MC@NLO
with extra jets is smaller than data, in agreement with the results in this
document. The Alpgen+Herwig result in the jet gap fraction analysis also
shows a better description of the extra radiation, although in this analysis the
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Figure 5.19: The unfolded data using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The results for the
electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation
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Figure 5.20: The unfolded data using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The results for the
electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation
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Figure 5.21: The unfolded data using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The results for the
electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation
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Figure 5.22: The unfolded data using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The results for the
electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background estimation
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Figure 5.23: The unfolded cross section using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The
results for the electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background
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Figure 5.24: The unfolded cross section using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The
results for the electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background
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Figure 5.25: The unfolded cross section using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The
results for the electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background
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Figure 5.26: The unfolded cross section using the Alpgen tt¯ signal sample for corrections in logarithm scale for the Y axis. The
results for the electron (left) and muon (right) channels are shown. The systematic uncertainties from reconstruction and background
estimation are included. The pT cut on the jets is 80 GeV.
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Figure 5.27: Jet gap fraction for |y| < 0.8, extracted from [104].
5.12 Correction factors and consistency checks for selections with jet cuts at
40 GeV, 60 GeV and 80 GeV 131
5.12 Correction factors and consistency checks
for selections with jet cuts at 40 GeV, 60
GeV and 80 GeV
The closure tests for selection using jet pT cut at 40 GeV, 60 GeV and 80
GeV are shown in Figures 5.28, 5.33, 5.38. The 1 − f ′fakes factors for the
selections using jet pT cut at 40 GeV, 60 GeV and 80 GeV are shown in the
Figures 5.29, 5.34, 5.39. The 1 − fnp3 factors for the selections using jet pT
cut at 40 GeV, 60 GeV and 80 GeV are shown in the Figures 5.30, 5.35, 5.40.
The f migration correction factors for the selections using jet pT cut at 40
GeV, 60 GeV and 80 GeV are shown in the Figures 5.31, 5.36, 5.41. The freco
acceptance correction factors for the selections using jet pT cut at 40 GeV, 60
GeV and 80 GeV are shown in the Figures 5.32, 5.37, 5.42.
The systematic uncertainties for the unfolded data with the 40, 60 and 80
GeV selections are given in Tables 5.6, 5.7, 5.8, 5.9, 5.10, 5.11. All values are
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Figure 5.28: The closure test using the Alpgen tt¯ signal sample for input and corrections with a jet pT cut at 40 GeV for the
selection. The results for the electron (left) and muon (right) channels are shown.
5.12 Correction factors and consistency checks for selections with jet cuts at
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Figure 5.29: The 1− f ′fakes correction using the Alpgen tt¯ signal sample with
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Figure 5.30: The 1 − fnp3 correction using the Alpgen tt¯ signal sample with
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Figure 5.31: The migration matrix using the Alpgen tt¯ signal sample with a
selection using a jet pT cut at 40 GeV. The results for the electron (left) and
muon (right) channels are shown.
5.12 Correction factors and consistency checks for selections with jet cuts at




















ATLAS Work in Progress
 = 7 TeVs
-1
 L dt = 4.7 fb∫ e channel
Anti-kt R=0.4 jets






















ATLAS Work in Progress
 = 7 TeVs
-1
 L dt = 4.7 fb∫  channelµ
Anti-kt R=0.4 jets
 > 40 GeV
T
p
Figure 5.32: The freco correction using the Alpgen tt¯ signal sample with a jet
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Figure 5.33: The closure test using the Alpgen tt¯ signal sample for input and corrections with a jet pT cut at 60 GeV for the
selection. The results for the electron (left) and muon (right) channels are shown.
5.12 Correction factors and consistency checks for selections with jet cuts at
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Figure 5.34: The 1− f ′fakes correction using the Alpgen tt¯ signal sample with
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Figure 5.35: The 1 − fnp3 correction using the Alpgen tt¯ signal sample with
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Figure 5.36: The migration matrix using the Alpgen tt¯ signal sample with a
selection using a jet pT cut at 60 GeV. The results for the electron (left) and
muon (right) channels are shown.
5.12 Correction factors and consistency checks for selections with jet cuts at
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Figure 5.37: The freco correction using the Alpgen tt¯ signal sample with a jet
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Figure 5.38: The closure test using the Alpgen tt¯ signal sample for input and corrections with a jet pT cut at 80 GeV for the
selection. The results for the electron (left) and muon (right) channels are shown.
5.12 Correction factors and consistency checks for selections with jet cuts at
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Figure 5.39: The 1− f ′fakes correction using the Alpgen tt¯ signal sample with
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Figure 5.40: The 1 − fnp3 correction using the Alpgen tt¯ signal sample with
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Figure 5.41: The migration matrix using the Alpgen tt¯ signal sample with a
selection using a jet pT cut at 80 GeV. The results for the electron (left) and
muon (right) channels are shown.
5.12 Correction factors and consistency checks for selections with jet cuts at
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Figure 5.42: The freco correction using the Alpgen tt¯ signal sample with a jet


















































Table 5.6: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the electron channel. The pT cut on the jets is 40 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets = 6 N
part
jets = 7 N
part
jets ≥ 8
b-tagging eff. 2.52 2.48 2.56 2.68 2.66 2.40 1.88
b-tagging c tag rate 0.14 0.12 0.15 0.22 0.25 0.14 0.55
mistag rate 0.09 0.08 0.10 0.15 0.18 0.19 0.51
Cell Out 0.03 0.01 0.05 0.05 0.08 0.29 1.11
Electron energy scale 0.02 0.01 0.03 0.01 0.07 0.10 0.14
Electron energy res. 0.20 0.20 0.20 0.22 0.22 0.23 0.36
Jet efficiency 0.02 0.01 0.03 0.09 0.04 0.05 0.03
Jet energy res. 0.36 0.29 0.12 1.17 2.29 3.40 2.51
Jet energy scale 3.16 1.94 4.28 6.99 9.83 13.55 14.86
JVF 0.80 0.73 0.85 1.00 1.17 1.34 1.51
Lepton Identification 1.20 1.19 1.23 1.26 1.28 1.30 1.30
Lepton Reconstruction 0.47 0.46 0.49 0.50 0.51 0.51 0.52
Muon mom. res. (MS) 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Muon mom. res. (ID) 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Muon mom. scale 0.00 0.00 0.00 0.00 0.01 0.00 0.00
Pile up 0.07 0.08 0.04 0.05 0.09 0.21 0.83
Luminosity 2.14 2.10 2.19 2.24 2.29 2.31 2.32
W+jets shape 0.59 0.56 0.66 0.77 0.24 0.05 0.00
W+jets norm. 1.03 1.16 0.85 0.75 0.55 0.62 0.69
W+jets bb+25% 1.10 1.29 0.83 0.60 0.42 0.36 0.16
W+jets bb+cc vs. c 0.56 0.62 0.48 0.48 0.33 0.46 0.21
W+jets c+25% 0.58 0.73 0.38 0.20 0.13 0.08 0.06
W+jets bb+cc+c vs light 1.52 1.82 1.13 0.78 0.55 0.41 0.20
DD QCD norm. 2.49 2.58 2.34 2.43 2.08 1.73 2.67
DD QCD eff. shape 0.26 0.28 0.25 0.24 0.22 0.22 0.24
DD QCD fake shape 2.18 2.28 2.02 2.06 1.92 1.20 1.98
Unfolding syst. (other MC gen.) 2.35 2.42 1.95 2.95 2.02 9.16 0.88
Unfolding syst. (same sample) 1.89 2.00 1.98 0.66 1.57 2.56 4.51
ISR/FSR 4.35 3.33 5.95 7.65 2.56 2.79 13.52
Parton shower 3.76 3.61 4.05 4.07 3.84 3.40 1.11
PDF syst. 3.16 3.10 3.10 3.59 3.93 4.22 2.61
All syst. 6.42 8.93 10.70 13.23 13.04 18.53 21.60

















































Table 5.7: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the muon channel. The pT cut on the jets is 40 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets = 6 N
part
jets = 7 N
part
jets ≥ 8
b-tagging eff. 2.76 2.74 2.79 2.84 2.78 2.76 2.33
b-tagging c tag rate 0.20 0.18 0.22 0.26 0.23 0.22 0.18
mistag rate 0.12 0.10 0.15 0.19 0.20 0.21 0.42
Cell Out 0.10 0.09 0.13 0.08 0.15 0.16 0.50
Electron energy scale 0.00 0.00 0.00 0.01 0.01 0.00 0.00
Electron energy res. 0.00 0.00 0.00 0.01 0.00 0.00 0.00
Jet efficiency 0.01 0.00 0.02 0.08 0.05 0.11 0.06
Jet energy res. 0.37 0.33 0.30 0.46 1.85 3.68 3.31
Jet energy scale 3.19 1.89 4.42 6.94 9.88 13.71 14.06
JVF 0.89 0.82 0.94 1.11 1.28 1.46 1.62
Lepton Identification 0.41 0.41 0.42 0.43 0.44 0.44 0.44
Lepton Reconstruction 0.18 0.17 0.18 0.19 0.19 0.19 0.19
Muon mom. res. (MS) 0.01 0.01 0.01 0.00 0.00 0.01 0.13
Muon mom. res. (ID) 0.01 0.01 0.00 0.01 0.01 0.02 0.11
Muon mom. scale 0.21 0.22 0.21 0.17 0.12 0.15 0.07
Pile up 0.07 0.06 0.08 0.06 0.13 0.09 0.27
Luminosity 2.16 2.12 2.20 2.26 2.29 2.30 2.31
W+jets shape 0.65 0.63 0.71 0.76 0.26 0.05 0.00
W+jets norm. 0.94 1.11 0.71 0.52 0.36 0.33 0.11
W+jets bb+25% 1.05 1.26 0.79 0.52 0.29 0.32 0.12
W+jets bb+cc vs. c 0.42 0.48 0.36 0.26 0.11 0.23 0.10
W+jets c+25% 0.83 1.07 0.51 0.26 0.18 0.09 0.02
W+jets bb+cc+c vs. light 1.36 1.67 0.96 0.60 0.37 0.30 0.10
DD QCD norm. 0.68 0.77 0.55 0.47 0.40 0.43 0.34
DD QCD shape 0.55 0.59 0.50 0.45 0.41 0.41 0.37
Unfolding syst. (other MC gen.) 0.97 0.55 1.49 2.34 0.96 1.86 0.14
Unfolding syst. (same sample) 2.03 2.12 1.50 3.01 2.32 0.81 8.76
ISR/FSR 3.39 2.52 4.19 7.12 2.30 12.56 16.22
Parton shower 1.98 1.82 1.82 3.46 3.19 2.40 4.25
PDF syst. 3.28 3.27 3.19 3.40 3.92 4.79 5.99
All syst. 5.09 7.08 8.51 12.41 12.41 20.21 24.84

















































Table 5.8: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the electron channel. The pT cut on the jets is 60 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets = 6 N
part
jets ≥ 7
b-tagging eff. 2.78 2.74 2.93 2.89 3.02 2.10
b-tagging c tag rate 0.14 0.12 0.19 0.16 0.33 0.52
mistag rate 0.08 0.07 0.13 0.16 0.26 0.28
Cell Out 0.06 0.05 0.05 0.35 0.12 0.82
Electron energy scale 0.02 0.02 0.01 0.04 0.11 0.32
Electron energy res. 0.21 0.21 0.18 0.19 0.41 0.08
Jet efficiency 0.02 0.01 0.05 0.01 0.05 0.02
Jet energy res. 0.68 0.58 0.99 0.93 0.15 3.08
Jet energy scale 5.17 4.50 6.77 8.34 11.00 12.66
JVF 0.91 0.87 1.00 1.18 1.38 1.57
Lepton Identification 1.24 1.22 1.27 1.28 1.31 1.33
Lepton Reconstruction 0.50 0.50 0.52 0.52 0.54 0.55
Muon mom. res. (MS) 0.01 0.00 0.01 0.00 0.00 0.00
Muon mom. res. (ID) 0.01 0.01 0.01 0.00 0.00 0.00
Muon mom. scale 0.00 0.00 0.01 0.00 0.00 0.00
Pile up 0.13 0.14 0.05 0.24 0.04 0.59
Luminosity 2.09 2.07 2.14 2.18 2.24 2.28
W+jets shape 1.02 1.02 1.12 0.76 0.23 0.03
W+jets norm. 0.96 1.03 0.78 0.53 0.43 1.40
W+jets bb+25% 1.07 1.18 0.82 0.43 0.23 0.99
W+jets bb+cc vs. c 0.61 0.63 0.61 0.37 0.32 0.09
W+jets c+25% 0.45 0.53 0.25 0.12 0.05 0.10
W+jets bb+cc+c vs. light 1.37 1.53 0.97 0.51 0.25 1.08
DD QCD norm. 2.62 2.63 2.59 2.59 2.77 0.95
DD QCD eff. shape 0.25 0.26 0.25 0.23 0.20 0.26
DD QCD fake shape 2.18 2.19 2.18 2.17 2.20 0.69
Unfolding syst. (other MC gen.) 4.36 4.11 4.46 6.62 10.62 29.50
Unfolding syst. (same sample) 1.78 1.91 1.14 1.99 4.18 4.53
ISR/FSR 4.77 4.81 5.19 1.84 5.84 4.71
Parton shower 3.70 3.80 3.49 3.03 3.01 5.06
PDF syst. 3.28 3.20 3.41 3.87 4.44 5.09
All syst. 8.64 11.03 12.26 13.24 18.59 33.99

















































Table 5.9: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the muon channel. The pT cut on the jets is 60 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets = 6 N
part
jets ≥ 7
b-tagging eff. 3.23 3.23 3.27 3.09 2.85 3.14
b-tagging c tag rate 0.20 0.18 0.23 0.21 0.32 0.38
mistag rate 0.12 0.11 0.15 0.25 0.27 0.38
Cell Out 0.08 0.09 0.03 0.06 0.07 0.17
Electron energy scale 0.00 0.00 0.01 0.00 0.01 0.01
Electron energy res. 0.01 0.01 0.01 0.01 0.00 0.00
Jet efficiency 0.01 0.01 0.01 0.05 0.01 0.01
Jet energy res. 0.69 0.50 0.89 2.64 3.25 0.83
Jet energy scale 4.87 4.32 6.18 7.52 9.64 10.36
JVF 0.96 0.91 1.05 1.23 1.38 1.56
Lepton Identification 0.40 0.40 0.41 0.42 0.42 0.43
Lepton Reconstruction 0.18 0.18 0.19 0.19 0.19 0.20
Muon mom. res. (MS) 0.01 0.00 0.01 0.01 0.00 0.00
Muon mom. res. (ID) 0.00 0.00 0.01 0.01 0.04 0.01
Muon mom. scale 0.18 0.20 0.13 0.13 0.08 0.56
Pile up 0.04 0.05 0.00 0.11 0.20 0.29
Luminosity 2.22 2.20 2.26 2.31 2.32 2.33
W+jets shape 1.15 1.15 1.26 0.77 0.28 0.05
W+jets norm. 0.80 0.87 0.68 0.41 0.25 0.06
W+jets bb+25% 0.93 1.03 0.72 0.45 0.32 0.08
W+jets bb+cc vs. c 0.38 0.40 0.33 0.28 0.23 0.06
W+jets c+25% 0.71 0.82 0.45 0.16 0.06 0.01
W+jets bb+cc+c vs. light 1.20 1.34 0.86 0.45 0.29 0.07
DD QCD norm. 0.57 0.60 0.51 0.43 0.47 0.64
DD QCD shape 0.52 0.53 0.49 0.43 0.55 0.54
Unfolding syst. (other MC gen.) 0.56 0.40 0.58 2.73 3.10 8.06
Unfolding syst. (same sample) 0.78 0.27 1.68 4.73 6.34 0.11
ISR/FSR 2.89 1.86 6.27 2.88 16.41 2.98
Parton shower 1.42 0.93 2.59 4.04 3.69 1.72
PDF syst. 3.49 3.43 3.60 3.75 4.84 7.19
All syst. 6.14 7.62 11.07 12.26 21.83 16.00

















































Table 5.10: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the electron channel. The pT cut on the jets is 80 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets ≥ 6
b-tagging eff. 3.18 3.11 3.53 3.33 2.34
b-tagging c tag rate 0.14 0.12 0.19 0.39 0.15
mistag rate 0.11 0.09 0.14 0.21 0.21
Cell Out 0.07 0.03 0.20 0.25 0.70
Electron energy scale 0.02 0.01 0.04 0.26 0.42
Electron energy res. 0.17 0.18 0.13 0.28 0.23
Jet efficiency 0.02 0.02 0.03 0.00 0.00
Jet energy res. 1.47 1.38 1.94 0.29 8.74
Jet energy scale 5.57 5.19 6.76 8.24 11.62
JVF 0.99 0.95 1.10 1.29 1.53
Lepton Identification 1.17 1.16 1.20 1.24 1.28
Lepton Reconstruction 0.48 0.47 0.49 0.51 0.53
Muon mom. res. (MS) 0.00 0.00 0.01 0.00 0.00
Muon mom. res. (ID) 0.00 0.00 0.00 0.00 0.00
Muon mom. scale 0.01 0.01 0.00 0.00 0.00
Pile up 0.02 0.02 0.03 0.11 0.28
Luminosity 2.25 2.24 2.31 2.38 2.45
W+jets shape 1.81 1.85 1.81 1.01 0.23
W+jets norm. 1.19 1.27 0.91 0.66 0.18
W+jets bb+25% 1.31 1.45 0.83 0.25 0.02
W+jets bb+cc vs. c 0.92 1.02 0.60 0.08 0.02
W+jets c+25% 0.46 0.51 0.29 0.22 0.06
W+jets bb+cc+c vs. light 1.65 1.83 1.07 0.44 0.08
DD QCD norm. 3.01 3.04 3.01 2.21 3.73
DD QCD eff. shape 0.27 0.27 0.24 0.24 0.20
DD QCD fake shape 2.36 2.37 2.46 1.58 2.12
Unfolding syst. (other MC gen.) 4.00 3.98 3.50 8.31 1.50
Unfolding syst. (same sample) 0.59 0.46 1.10 1.22 1.51
ISR/FSR 4.53 4.32 4.87 7.92 9.88
Parton shower 4.22 4.06 5.10 2.04 14.33
PDF syst. 3.70 3.57 4.18 4.35 3.80
All syst. 9.61 11.69 13.13 15.94 23.84

















































Table 5.11: Signal reconstruction systematics and unfolding bias systematics, in percentages, propagated through the unfolded
distribution in the muon channel. The pT cut on the jets is 80 GeV.
Syst. Integral Npartjets = 3 N
part
jets = 4 N
part
jets = 5 N
part
jets ≥ 6
b-tagging eff. 3.67 3.67 3.64 3.71 3.94
b-tagging c tag rate 0.21 0.20 0.24 0.18 0.11
mistag rate 0.16 0.13 0.25 0.40 0.22
Cell Out 0.06 0.06 0.05 0.18 0.23
Electron energy scale 0.00 0.00 0.00 0.03 0.10
Electron energy res. 0.01 0.01 0.01 0.03 0.01
Jet efficiency 0.01 0.00 0.02 0.12 0.05
Jet energy res. 0.51 0.35 1.34 0.03 1.70
Jet energy scale 4.97 4.54 6.48 7.58 8.88
JVF 1.04 1.01 1.16 1.35 1.51
Lepton Identification 0.41 0.40 0.42 0.42 0.42
Lepton Reconstruction 0.18 0.18 0.19 0.19 0.19
Muon mom. res. (MS) 0.01 0.01 0.02 0.00 0.00
Muon mom. res. (ID) 0.01 0.01 0.01 0.03 0.19
Muon mom. scale 0.16 0.17 0.15 0.03 0.00
Pile up 0.03 0.03 0.02 0.19 0.46
Luminosity 2.14 2.13 2.19 2.21 2.23
W+jets shape 1.73 1.82 1.50 0.70 0.24
W+jets norm. 0.95 1.03 0.69 0.50 0.20
W+jets bb+25% 1.22 1.33 0.82 0.54 0.22
W+jets bb+cc vs. c 0.58 0.62 0.45 0.30 0.12
W+jets c+25% 0.62 0.70 0.30 0.17 0.07
W+jets bb+cc+c vs. light 1.28 1.41 0.78 0.50 0.20
DD QCD norm. 0.57 0.59 0.48 0.59 0.50
DD QCD shape 0.50 0.51 0.46 0.54 0.55
Unfolding syst. (other MC gen.) 1.69 0.94 4.02 7.07 19.76
Unfolding syst. (same sample) 1.34 0.63 4.35 1.11 16.28
ISR/FSR 2.03 1.55 3.31 5.00 29.10
Parton shower 0.69 0.10 2.77 4.84 3.78
PDF syst. 3.69 3.66 3.76 4.14 4.34
All syst. 6.84 8.17 11.67 14.04 40.51





s = 7 TeV
The previous chapter has shown a measurement of the tt¯ cross section as a
function of the jet multiplicity, which tests the Standard Model predictions
related to the top quark production and the extra radiation generated in as-
sociation with it.
This chapter presents an analysis which proposes a direct test of alternative
models which change the tt¯ production due to new particles produced in the
proton-proton interactions. The procedure proposed and implemented is quite
general and can be used to test any model that predicts top-antitop production
through non-Standard Model channels, however two benchmark models were
used to set limits on the existence of the new particles. Beyond the Standard
Model tt¯ production that does not include resonances can also be detected
through this method, if it affects the observable under study.
The method used to implement this analysis consists mainly of a selection
that suppresses the Standard Model backgrounds, a background estimation
procedure, a reconstruction procedure for the invariant mass of the top-antitop
pair system and a limit setting procedure. The final result consists of an ex-
clusion set for the mass of the top-antitop system, mtt¯, in which the tested
models’ particles are excluded with a confidence level greater than 95%, as-
suming a cross section for the non-Standard Model production, given by the
model. This analysis was published in [105] with a large collaboration from
different researchers. The focus, in this document, will be in the author’s
contribution to the search.
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6.1 Benchmark models and motivation
Although the Standard Model has many successes, there are currently open
questions and it is still believed to be an effective Quantum Field Theory.
For example, the effect of gravity is still not included in the Standard Model.
Furthermore, no explanation for Dark Matter and Dark Energy are included in
it and there are still alternate models for the electroweak symmetry breaking,
besides the ones that include a scalar Higgs boson directly. There are many
searches for Beyond the Standard Model physics, which test the compatibility
of data and and new models and they also serve to test the agreement between
data and the Standard Model predictions.
Although the procedure used in this analysis is quite general, two bench-
mark models are tested. One benchmark model generates a top-antitop pair
with high mass from the decay of a leptophobic Z ′-like particle. The model
is topcolor assisted technicolor (TC2) [66–68]. Another benchmark model
is a Randall-Sundrum (RS) warped extra-dimensions, which includes a bulk
Kaluza-Klein (KK) gluon [69,70] that decays to a high mass top-antitop pair.
The resonances might have different widths, which are related to free parame-
ters in the model, leading (theoretically) to the resonance peaks being narrow
or broad. A broader peak would be detected less easily and must have its
hypothesis tested in the limit setting procedure separately.
6.2 Search strategy
The final state observed for the resonances in the models being probed is the
same as the Standard Model tt¯ decays and, in this analysis as well as the one
described in Chapter 5 the final state is the semileptonic decay of the tt¯ system.
As mentioned in Section 5.2, in this channel, one of the top quarks decays into
a b-quark and a W -boson, which decays into a lepton and a neutrino. The
other top quark generates a final state with two quarks as a result of the
W -boson decay and a b-quark. As in the case of the analysis in Chapter 5,
“lepton” is used to refer to the electron or muon in the leptonic decay of one
of the top quarks, including electrons or muons from the leptonic decays of
the tauon. Events in which the tt¯ system decays semileptonically, generating
a tauon which decays hadronically are regarded as background events.
The observable that is used to detect the tt¯ resonances in this analysis
is the invariant mass of the top-antitop system (mtt¯), which should have an
excess above the background estimate at the resonance mass. The invariant
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mass of the resonances in the benchmark models are not parameters fixed by
the models, which means that a compatibility test for this excess for a range of
resonance masses must be done. However, low resonance masses have already
been tested in previous analyses, so this analysis will focus on the high mtt¯
region.
If the top quarks have very high energy and hence large boost then the
decay products are more collimated making it difficult to assign them to the
different elements of the top decay. This situation is particularly severe in the
hadronic top decay, in which three jets (a b-jet and two other jets from the W -
boson decay) are merged in a single region of the calorimeter with high energy
deposition. If no special treatment is given to this final state configuration,
these events might be rejected, as background candidates, or mtt¯ might be
poorly estimated for them.
For the current analysis, events with large values ofmtt¯ suffer a contribution
from the highly boosted top quark configuration and they are relevant to detect
large invariant mass resonances, so it is important not to disregard them. With
that aim, the event selection is separated to include events in two different final
state configurations: the resolved scenario and the boosted scenario. In the
resolved scenario, the top quark does not decay in a way that its decay products
are detected very close together, so reconstructing mtt¯ means choosing which
jets are associated with the tt¯ system and which jets are due to extra radiation
or multiple proton-proton interactions. It is not essential to identify each one
of the top decay products, as long as all particles resulting from both top
quark decays are selected and the tt¯ system four-momentum is reconstructed.
The jets coming from top decay products in the resolved topology are Anti-kt
R = 0.4 jets in this analysis, which are referred to as “small-R jets”.
The boosted topology is characterised as having both top decays merged in
the same region of the detector. The neutrino is not detected (except through
missing transverse energy), but the lepton and the b-jet from the leptonic
decay of the top might be very close together, which results in loosening the
lepton isolation criteria. The b-jet from the leptonic decay of the top quark is
reconstructed as a small-R jet, as in the resolved scenario. The hadronic top
decay in this topology should have all three quarks from the top decay in a
single “large-R jet”, which in this analysis is an Anti-kt R = 1.0 jet.
The selection strategy focuses on enforcing an orthogonalisation between
the boosted events and the resolved events, since there may be an overlap
between the two topologies. The large-R jet in the boosted topology may be
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reconstructed as one or more small-R jets and the effect of the extra radiation
could also increase the chances of selecting an event as if it had the resolved
topology, even though it has a boosted topology. This orthogonalisation is
enforced by checking if the event satisfies a boosted selection and tagging
it as a boosted event if it does, regardless of whether it also satisfies the
resolved selection as well. If the event does not pass the boosted selection
and it does pass the resolved selection, it is tagged as a resolved event. This
procedure splits the analysis in four channels, depending on whether the final
state lepton is an electron or muon and on whether the event topology is
boosted or resolved: electron-channel boosted, muon-channel boosted, electron-
channel resolved and muon-channel resolved.
After the event has been selected and tagged in one of these four categories,
mtt¯ must be calculated from the objects available in the event. The calculation
includes the neutrino and lepton four-momenta, but it also includes some of
the many jets in the event, since some jets are created due to extra radiation.
The missing transverse energy is used to estimate the neutrino’s transverse
momentum, but its z-component is not known and it can be found by apply-
ing a constraint on the W -boson invariant mass. Finally, once mtt¯ is estimated
for all channels, the spectrum with all systematic variations and contributions
from all backgrounds is tested for peaks corresponding to simulation of reso-
nance in each of the mass parameter configurations. Using the theoretical tt¯
production cross section given by the Standard Model and the tested model
for each configuration, it can be established that the model is excluded with
95% Confidence Level for a certain resonance mass parameter range.
The data which is used to test the new models, was produced from proton-
proton collisions with centre-of-mass energy of 7 TeV. The integrated lu-
minosity for events that satisfy good detector operation quality criteria is
4.7fb−1± 0.2fb−1 and it was collected with the ATLAS detector in the year of
2011. It was only recorded for events with the whole detector system opera-
tional and under stable beam operations.
6.3 Background modelling
As the analysis’ final state particles are quite similar to the tt¯+ jets cross sec-
tion measurement discussed previously, the background sources are also quite
similar. In contrast with the previous analysis, tt¯ is the largest background
and not a signal. Furthermore, the description of the event kinematics is quite
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important and the MC@NLO v4.01 simulation [57] is used to model the tt¯
background at next-to-leading-order. The choice of MC@NLO for the simula-
tion of tt¯ events was guided by its good description of the highest transverse
momentum jets’ kinematics, which are important for a good estimate of the
mtt¯ observable. The description of the jet multiplicity spectrum is not excel-
lent in MC@NLO, as was seen in Chapter 5. However, for the current analysis,
only a maximum of four jets are used to calculate the mtt¯ observable and for
events with nrecojets ≤ 4, the MC@NLO description agrees (within uncertainties)
with data. The number of events in this region is much larger than the ones
for high jet multiplicity and the jets’ kinematic variables are very important
for a good mtt¯ estimation in the Monte Carlo simulation.
Herwig v6.520 [48,49] is used for the parton showering and hadronisation of
the tt¯ sample and Jimmy [63], for the modeling of multiple parton interactions.
The parton distributions used must provide a good description of the high-x
environment, since the analysis focuses on high energy events. The CT10 [38]
parton distribution functions are used and the top mass is set to 172.5 GeV.
The systematic uncertainties associated with the parton showering and frag-
mentation are estimated by comparing the standard tt¯ background sample
using MC@NLO with the simulation generated with Powheg [54] interfaced
with Pythia [50] or Herwig [48, 49].
The second largest background is W+jets production, which is estimated
through Monte Carlo simulation using Alpgen+Pythia [44, 50], but using the
charge asymmetry data-driven method to estimate its normalisation (see Sec-
tion 5.4). Simulation and data-driven methods are used to estimate the flavour
fractions forW+b+jets, W+bb+jets,W+c+jets, W+cc+jets andW+light jets
production. This is done using the same procedure as described for the jet
multiplicity analysis mentioned previously, in Section 5.4. The QCD multi-
jet background is estimated using the data-driven matrix method, which has
already been described previously, in Section 5.5. The only difference in the
procedure used is that the control region is defined differently, as described in
Section 6.4.
Other backgrounds include single top production, simulated with MC@NLO,
Herwig and Jimmy [48, 49, 57, 63] (as for the tt¯ sample) for the s- and Wt-
channels; AcerMC v3.8 [43] is used with Pythia v.6.421 [50] for the parton
showering and hadronisation to estimate the single top t-channel; Z+jets, sim-
ulated using Alpgen v.2.13 [44]; diboson production of ZZ, WW and WZ,
simulated using Herwig and Jimmy [48, 49, 63]. No data-driven methods are
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used for these backgrounds.
6.4 Event selection
Events are required to satisfy a single lepton trigger (electron or muon trigger,
depending on the analysis channel) for the resolved selection, or a large-R jet
trigger, in the boosted selection 1. The single-electron trigger had a transverse
momentum threshold of 20 GeV initially, but it was raised to 22 GeV later
in 2011, while the single-muon trigger has a transverse momentum threshold
of 18 GeV. The large-R jet trigger has a transverse momentum threshold of
240 GeV. It can be seen in Figures 6.1 and 6.2 (in Section 6.8), that close
to this transverse momentum value, the resolved channel has significantly less
events and the boosted channel becomes relevant.
A good quality primary vertex in the event is also required, to reduce the
effect of multiple proton-proton interactions. The primary vertex is identi-
fied as the vertex with highest sum of track’s transverse momentum squared
(
∑
p2T,track). The primary vertex is also required to have at least 5 tracks with
pT > 400 MeV. Exactly one electron or muon that satisfies quality criteria
must be available in the event for both resolved and boosted selections. Fur-
thermore, the event is discarded if it contains another lepton (with the same
minimum transverse momentum requirement) of the same type or a lepton of
different type (that is, one electron and one muon), to reject events coming
from backgrounds with two leptons and the two-lepton final state of the tt¯
decay from the signal.
Requirements are also made on the missing transverse energy to suppress
the QCD multi-jets background. The missing transverse energy would be
characterised, in the signal, as being caused by the neutrino in the semileptonic
tt¯ decay. The missing transverse energy, EmissT , is calculated from the vector
sum of calorimeter cells associated with topological clusters (see Section 3.7 for
more information). As in the top-antitop jet multiplicity unfolding analysis,





T (1− cosα), (6.1)
1In ATLAS jargon, the large-R jet trigger EF j240 a10tc EFFS was used for the boosted
selection. In the electron channel, the EF e20 medium trigger was used from period B to J,
the trigger EF e22 medium was used for period K, and EF e22vh medium1, for periods L and
M. In the muon channel, the EF mu18 was used from period B to I, EF mu18 medium from
period J to L.
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in which pℓT is the lepton transverse momentum, E
miss
T is the missing transverse
energy, and α is the azimuthal angle between the missing transverse energy
momentum and the lepton transverse momentum. In the electron channel,
the missing transverse energy is required to be larger than 30 GeV and the
transverse mass, mT , is required to be greater than 30 GeV. In the muon
channel, the requirements are EmissT > 20 GeV and E
miss
T + mT > 60 GeV.
The mT variable in this definition has an end-point at the true mother mass
and this selection would emphasize the signal, which has mT values closer
to the W boson mass. Applying a cut on the sum EmissT + mT has a better
performance [105] discriminating against QCD multi-jets events, which would
not have high values of EmissT and they would also not contain the W -boson
leptonic decay which justifies the cut in mT . The effect of the cut on this sum
has been seen to be particularly helpful in rejecting QCD multi-jets in the
muon channel.
A good quality electron is identified by the shape of its energy deposition
in the Electromagnetic Calorimeter and the matching of an Inner Detector
track to a Calorimeter cluster. The electron’s calorimeter cluster must satisfy
|η| ∈ [0, 1.37)∪ (1.52, 2.47] to exclude the transition region in |η| ∈ [1.37, 1.52].
The electron’s transverse momentum must be pT > 25 GeV, to guarantee that
it is above the turn-on region of the trigger efficiency. The electron’s transverse
energy is calculated using the cluster energy, but using the Inner Detector’s
track direction, to take advantage of the best resolution from each of ATLAS’
subdetectors. The electron is also required to have a longitudinal distance to
the primary vertex less than 2 mm, measured as the distance in the ATLAS’
z-axis between the primary vertex and the point of closest approach to the elec-
tron’s track, to reduce the effect of electrons coming from pile up interactions.
Anti-kt R = 0.4 jets within ∆R(electron, jet) < 0.2 are discarded to avoid dou-
ble counting of energy and electrons with 0.2 ≤ ∆R(electron, jet) < 0.4 are
discarded to reduce the effect of non-prompt electrons from the QCD multi-jet
background.
A good quality muon is identified by matching an Inner Detector track
with a Muon Spectrometer track. They are required to satisfy |η| < 2.5 and
pT > 25 GeV, and to have their longitudinal distance to the primary vertex
less than 2 mm, to reduce both the effect of pile up interactions and selecting
muons from semi-leptonic B-hadron decays. In the resolved scenario, muons
are required to have ∆R(muon, jet) > 0.1 to any Anti-kt R = 0.4 jet with
pT > 25 GeV and |η| < 2.5. The muon four-momentum is calculated from the
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combined fit of the Inner Detector and Muon Spectrometer tracks.
Both electrons and muons are required to satisfy an isolation requirement,
to suppress non-prompt leptons. Non-prompt leptons are produced in the
backgrounds, but they could be produced in the signal, in the case, for example,
of a semileptonic decay of the B-hadron. Usually, the isolation requirement is
enforced using the transverse energy or momentum in a fixed ∆R-defined cone
around the lepton, as it was done in the top-antitop jet multiplicity analysis
(Chapter 5). However, as the top quarks become more boosted, the b-jets
from the top decay become more collinear with the W boson decay products,
which reduces the efficiency of the standard isolation requirement, that would
reject prompt leptons close to b-jets. For this reason, a better measure of the









In Equation 6.2, KT is an empirical parameter chosen to be 10 GeV [105],
pℓT is the lepton’s transverse momentum, ℓ represents the lepton, p
track
T is the
transverse momentum of tracks that fulfill the ∆R(ℓ, track) requirement be-
tween the lepton and the track. The mini-isolation requirement on leptons
is Iℓmini/p
ℓ
T < 0.05, which corresponds to a 95% (98%) selection efficiency on
electrons (muons).
Jets are reconstructed using the anti-kt algorithm on topological clusters
of calorimeter cells. Two categories of jets are used: small-R jets have R = 0.4
and use the EM energy scale [87], while large-R jets have R = 1.0 and are
locally calibrated [87, 88] (or using the Local Cluster Weighting method. See
Section 3.5 for more information.). The EM energy scale for small-R jets cor-
rects the four-momentum of the jet to the expected particle four-momentum,
while the large substructure of the large-R jets might include many particles,
requiring a different approach. Both of the jet types are also corrected using
in situ techniques summarised in Section 3.5. Small-R jets, in this context, are
not used to refer to subjets, but to anti-kt jets reconstructed with the R = 0.4
parameter.
In the boosted scenario, substructure variables [88] of the large-R jet are
used and the local calibration ensures a better measurement of energy distri-
bution inside the jet. The small-R jets are required to have pT > 25 GeV
and |η| < 2.5, while large-R jets should satisfy pT > 350 GeV and |η| < 2.0.
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Furthermore, the small-R jets are also required to have 75% of the scalar sum
of the pT of the jets’ tracks coming from the primary vertex, among all tracks
in each jet. One of the small-R jets is required to be b-tagged using the MV1
tagger 2. The b-tagging selection is done so that, in the resolved scenario, the
algorithm has a 70% b-jet tagging efficiency in simulated tt¯ events and a re-
jection factor of 140 for light-jets for a pT > 20 GeV requirement [105]. In the
boosted scenario, b-tagging small-R jets with pT > 25 GeV results in a 75%
b-jet selection efficiency and a light-jet rejection factor of 85 [105].
The event selection so far is identical for the resolved and boosted scenarios,
but they diverge in the jet requirements that follow. In the resolved selection,
each event is required to have four small-R jets, or only three small-R jets, if at
least one of them has an invariant mass of at least 60 GeV. In the latter case,
if one of the jets has a mass of at least 60 GeV, it is assumed that it contains
two quarks from the hadronic W decay. In the boosted selection, however, the
b-quark and the two quarks from the hadronic W -boson decay in one of the
tops are expected to have merged in a single large-R jet, therefore, at least
one large-R jet with mass greater than 100 GeV is required3.
The first splitting scale
√
d12, defined in Section 3.5, is also used in the
large-R jet selection. The value of
√
d12 can be used to identify a heavy par-
ticle decay [105], which tends to be symmetric, while QCD splittings gener-
ated in the parton shower generate almost-collinear subjets with very different
transverse momenta. The large-R jet is required to have a
√
d12 > 40 GeV, to
reduce the contribution from QCD (see Figure 6.5).
There are a few other requirements for the top quark that decays in a lepton,
neutrino and a b-jet. The small-R jet (which is expected to be the b-jet from the
top decay, although no b-tagging criterion is applied) must satisfy the pT , η and
jet vertex fraction criteria described previously and ∆R(lepton, small-R jet) <
1.5. If more than one jet satisfy these selection criteria, the jet closest to the
lepton, measured through the ∆R definition, is chosen to be the b-jet from the
top leptonic decay.
Another requirement in the boosted selection is that the decay products
of the two tops should be well separated. A cut on the difference between
the φ coordinates of the lepton and the large-R jet guarantees that the lep-
ton is far away from what is assumed to be the hadronic top, according to
2The MV1 tagger uses information about the impact parameters, the secondary vertex,
and decay topology algorithms to select b-jets [92].
3The pT > 350 GeV and |η| < 2.0 requirements as established previously are also re-
quired.
6.5 Corrections applied to simulation and data 156
∆φ(lepton, large-R jet) > 2.3. It is also important to have the leptonic top
b-jet well separated from the hadronic top and that is done by demanding
that the events satisfy ∆R(selected leptonic b-jet, large-R jet) > 1.5, which
also enforces that the two jets do not overlap.
The QCD multi-jets data-driven estimate is performed with a different con-
trol region definition, compared to the tt¯ + jets analysis, described previously,
although the procedure used for this estimate is similar4. Compared to the
standard selection, the missing transverse energy and transverse mass of the
W boson requirements are inverted and, for muons, it is required that the
significance of the muon tracks transverse impact parameter satisfy | d0
σ(d0)
| > 4
to enhance the heavy flavour component in the control region. In the boosted
selection, at least one large-R jet with pT > 150 GeV, with inverted mass and√
d12 requirements is demanded, for the event to be accepted in the control
region.
6.5 Corrections applied to simulation and data
Most of the corrections applied to simulation or data have been discussed pre-
viously in Section 5.6 and only a few differences exist between the description
of the top-antitop jet multiplicity analysis and this analysis. Only the dif-
ferences will be emphasized in the current section, while all other corrections
mentioned in Section 5.6 are also applied in this search.
The previous analysis did not use large-R jets, while this analysis does. A
few studies of anti-kt R = 1.0 locally calibrated topological cluster jets used in
this analysis with the details on their jet energy scale calibration can be seen
in [88]. Consult Section 3.5 for a brief summary. The current analysis also
differs from the description in Section 5.6 in the lepton isolation requirements,
since a mini-isolation is used, instead of a fixed-cone variable. A scale factor
was derived for this mini-isolation requirement, calculating the ratio of its
efficiency in data and Monte Carlo simulation, which is used to weight each
event [105].
Other corrections are kept as in the previous analysis and to avoid repe-
tition, they are not mentioned in this chapter. Please refer to Section 5.6 for
more details.
4Note that at this analysis, the QCD multi-jets parametrisation and related studies were
not performed by the author, therefore, the procedure is mentioned for completeness.
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6.6 Event reconstruction
The variable one tries to reconstruct to test the hypothesis that the observed
data disagrees with the Standard Model is the invariant mass of the tt¯ system,
mtt¯. This variable must be calculated with the information available in each
event, that is, the missing transverse energy EmissT , the lepton four-momentum
and the small-R and large-R jets’ four-momenta. The procedure is also dif-
ferent in the boosted and resolved scenarios, but in both cases these elements
are combined to retrieve a per-event estimate of mtt¯.
The four-momentum for the tt¯ system can be calculated by adding the
four-vector of the quarks in the hadronic W -boson decay, the two b-jets from
the top decays, the lepton and the neutrino. The mtt¯ can be estimated through
the invariant mass of the tt¯ system four-momentum. The main problems are
finding out which jets are associated with the top decay products, and how to
estimate the neutrino four-momentum, since the lepton four-momentum has
been reconstructed from its track5 and the cluster energy in the calorimeters.
While the quarks to four-momenta association is different in the boosted and
resolved selection, the neutrino treatment is the same in both scenarios.
The missing transverse energy can be used to obtain a first approximation
of the neutrino x and y momentum components, since this is the only known
particle in the Standard Model that would not be detected in ATLAS. In
case there is more than one neutrino, the missing transverse energy would
correspond to the sum of their four-momenta. The missing energy in the z
axis is not measured, so another method is used to estimate the z component
of the neutrino momentum. The neutrino momentum in the z direction can
still be estimated, by assuming that the W -boson that decayed leptonically
is on-shell, that is, that the four-momentum of the W -boson pW,lep satisfies
piW,lep pW,lepi = m
2
W , up to a good approximation (where mW is the W -boson




= E2W − |~pW |2
= (Eℓ + Eν)
2 − |~pT,ℓ + ~pT,ν |2 − p2z,W
= (Eℓ +
√
|~pT,ν |2 + p2z,ν)2 − |~pT,ℓ + ~pT,ν|2 − (pz,ℓ + pz,ν)2, (6.3)
5Or “tracks” for the muon, which has a track in the Inner Detector and in the Muon
Spectrometer, that are used in a combined fit.
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where EW and ~pW are the energy and momentum of the W -boson; Eℓ and Eν
are the energies of the lepton and neutrino; ~pT,ℓ and ~pT,ν are the transverse
momenta of the lepton and neutrino; pz,W , pz,ℓ, pz,ν are the z-component of
the W -boson, lepton and neutrino momenta; and the neutrino is assumed to
be massless.
In Equation 6.3, except for pz,ν , all other terms are known, since the four-
momentum of the lepton is estimated with the Inner Detector, Calorimeter
and Muon Spectrometer, and the missing transverse energy is used for ~pT,ν .
The equation is quadratic in pz,ν, therefore it might have two real roots, one
real root or two complex roots. If two real roots exist, the one with smaller
|pz,ν| is taken 6, but if there are two complex roots, there is no obvious choice
for pz,ν. A possibility for the complex roots in Equation 6.3 would be the reso-
lution of the detector, which smears the measurement of the missing transverse
energy. The x- and y-components of the neutrino momentum can be rotated
in the transverse plane by the smallest angle until a real z-component can be
calculated. This method has been implemented to reconstruct the neutrino
four-momentum, according to the approximation above. The assumption that
the W -boson is on-shell should not have a significant effect. The width of the
W -boson [7] is 2.085± 0.042 GeV and the resolution of the missing transverse




ET is the sum of transverse energy in all calorimeter topological
cluster cells and it would be of the order of > 100 GeV, for the minimum
lepton and jet energies, which are 25 GeV).
Once an estimate for the neutrino four-momentum is found, the correct
combination of jets should be found to reconstruct the mtt¯ variable. In the
boosted scenario, the hadronic top is defined as the highest pT large-R jet,
which satisfies the ∆R, ∆φ,
√
d12, mass and pT criteria described in Section 6.4.
The b-jet coming from the leptonic top decay is defined as the small-R jet with
lowest value of ∆R(small-R jet, lepton), since it is expected that the b-jet and
the lepton will be very close together in the boosted top-antitop environment.
From these definitions, the tt¯ system four-momentum can be calculated by
summing the leptonic top b-jet, the neutrino, the lepton and the hadronic top
large-R jet. The mtt¯ variable in the boosted scenario is defined as the invariant
mass of the tt¯ system calculated as described previously.
The resolved scenario includes many well separated small-R jets and it
is not trivial to associate them to the tt¯ system. The procedure used is to
6It has been show that this leads to a better resolution for the mtt¯ reconstruction [105].
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minimise a cost function χ2, which depends on the assignment of jets to the
top decay products. That is, a value for χ2 is calculated for all small-R jet
permutations and the permutation used to calculate mtt¯ is the one that has the
least value for χ2. If there is no small-R jet with mass greater than 60 GeV,


















where the parameters mW , σW , mth−W , σth−W , mtℓ , σtℓ , (pT,th − pT,tℓ), σdiffpT
are fitted from tt¯ Monte Carlo simulation, comparing the quarks from the tt¯
decay in simulation with the reconstructed objects. The remaining terms in the
equation are calculated from all permutations of jets associated to the hadronic
and leptonic top quarks’ b-jets and to the hadronicW -boson decay, that is, mjj
represents the invariant mass of two jets (which would come from the hadronic
W -boson decay); mjjb represents the invariant mass of three jets (which would
come from the hadronic top decay); mjℓν represents the invariant mass of a jet,
the lepton and a neutrino (which come from the leptonic top decay); pT,jjb and
pT,jℓν represent the transverse momenta of the decay products of the hadronic
and leptonic top respectively.
The χ2 function constrains on the hadronicW -boson mass, through themjj
term and in the hadronic top invariant mass through the mjjb −mjj term, in
which the mjj term is subtracted to try to reduce the correlation between the
hadronicW -boson mass and the hadronic top mass. The choice of the leptonic
top b-jet is done by the mjℓν term, while the last term applies a constraint on
the transverse momentum difference between the two top quarks.
If there is one or more small-R jets with a mass greater than 60 GeV, an
alternate definition of the cost function is used, taking into account that the
minimum small-R jet multiplicity required is three and to allow the heavy jet
to contain the two jets from the W -boson decay or one jet from the W -boson
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where mjj in the first term is the invariant mass of only two small-R jets and
the mtjj and σtjj parameters are calculated in simulation [105].
Once the mtt¯ variable is reconstructed, four independent spectra are pre-
pared in the boosted electron channel, boosted muon channel, resolved electron
channel and resolved muon channel.
6.7 Systematic uncertainties
There are many sources of uncertainties in the analysis, which change the sig-
nal and background estimates of the reconstructed mtt¯. The hypothesis testing
procedure relies on these uncertainties to exclude (or not) the benchmark mod-
els, so it is very important to have a reasonable estimate of all uncertainties.
Different sources of uncertainties arise in this analysis and the independent
sources are added in quadrature for a final systematic uncertainty in all mtt¯
bins and in all four analysis channels.
The tt¯ production cross section from simulation has an uncertainty associ-
ated with it of 11%, which is implemented as a normalisation variation in the
Standard Model tt¯ simulation. This is a dominant normalisation uncertainty
and it was calculated using approximate NNLO in QCD with Hathor 1.2 [97],
using MSTW2008 90% confidence level [41] NNLO parton distribution func-
tions sets and PDF+αS uncertainties, according to the MSTW prescription.
These uncertainties are then added in quadrature to the normalisation and
factorisation scale uncertainties, which are consistent with the NLO+NNLL
calculation implemented in Top++ 1.0 [97, 102, 107–110].
The W+jets data-driven estimate (Section 5.4) is dominated by the sta-
tistical uncertainty. Four variations of the flavour composition are considered,
increasing the flavour fractions, based on their uncertainties (including statis-
tical uncertainties) from the data-driven method. The background uncertainty
in the control region defined for this estimate is also considered when extracting
the variation for the flavour fractions. The W+jets normalisation is kept con-
stant, using the nominal data-driven estimate, while the flavour fractions are
varied. A normalisation uncertainty of 60% is associated to the QCD multi-jets
estimate, based on other tests that show the difference of the nominal Matrix
Method used in this analysis (Section 5.5) and other methods [105].
The single top normalisation uncertainty [98–100] is calculated to be 7.7%.
The Z+jets normalisation uncertainty [111] is calculated to be 48%. The dibo-
son normalisation uncertainty is 34%, based on the parton distribution function
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uncertainty and additional uncertainties associated with each extra jet. The
signal and background simulation samples are normalised to the estimated
luminosity in data. The luminosity in data has an estimated uncertainty of
3.9% [78]. The luminosity variation is applied to all signal samples and back-
ground samples, except multi-jets and W+jets, which are derived through
data-driven methods, as described previously.
A next-to-leading-order variation on the shape of the tt¯ mass spectrum
is also applied, by changing the renormalisation and factorisation scales by a
factor of two and renormalising to the nominal tt¯ cross section. This variation
is applied through a reweighting procedure on the tt¯ sample, depending on
the particle-level simulation of the mtt¯. PDF uncertainties on all simulation
samples are estimated by taking the maximum of the mtt¯ spectra variations af-
ter reweighting the nominal samples with the CT10 [39], MSTW2008NLO [41]
and NNPDF2.3 [40] uncertainty sets at 68% confidence level, according to the
PDF4LHC [102] recommendation, but keeping the nominal cross section un-
changed. The total PDF uncertainty is mentioned in the next section and it
can be noticed that its effect is larger in the boosted selection, partly due to
the uncertainty on the parton distribution functions in the high x regime.
The jet energy scale uncertainty in small-R and large-R jets is also a dom-
inant uncertainty in the analysis. This uncertainty, for large-R jets, includes
the variation of the jet mass scale. For small-R jets, besides the jet energy
scale, the jet reconstruction efficiency and the jet energy resolution are also
considered. The jet reconstruction efficiency is taken into account by dropping
jets randomly: a pseudo-random number generator with uniform distribution
is used to get pseudo-random samples between zero and one and a jet is artifi-
cially dropped in the analysis while calculating the jet reconstruction efficiency
variation if this number is bigger than the estimated jet reconstruction effi-
ciency7. A jet energy resolution variation is considered by smearing the Monte
Carlo jets’ transverse momentum with a pseudo-random sample of a Gaussian
with mean one and variance σ2JER, data − σ2JER, MC, where σJER, data is the jet
energy resolution uncertainty in data and σJER, MC is the jet energy resolution
uncertainty in Monte Carlo. Consult Section 3.5 for more details. The jet
mass scale uncertainty for small-R jets is not evaluated, but it is expected to
have a small effect.
The b-tagging uncertainty is incorporated as a systematic variation, by
7Note that this is applied as a systematic variation and not as part of the nominal spectra
calculation. This duplicates the effect of the jet reconstruction efficiency, estimating its effect
on the spectra. The systematic variation obtained is symmetrised in the analysis.
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varying the scale factors used to correct for the efficiency and rejection rates
in simulation, as mentioned in Section 3.6. An extra uncertainty is added in
quadrature for high transverse momentum jets with pT > 200 GeV, in which
the track reconstruction is not well modelled due to the high track multiplicity
environment. The jet vertex fraction scale factor correction is also varied to
account for the uncertainty in its efficiency (see Section 3.5). The leptons’ mini-
isolation selection, the lepton trigger and reconstruction efficiency uncertainties
are estimated using Z-boson decays to pairs of electrons or pairs of muons in
data. The uncertainties in the estimation of the missing transverse energy are
also considered, taking into account the effect of multiple interactions and the
correction of the clusters well separated from the physics objects8. The leptons’
energy scale correction and the leptons’ energy resolution are also varied, as
described in Sections 3.3 and 3.4.
The effect of the initial state radiation and the final state radiation in
the tt¯ sample is also considered, using the AcerMC+Pythia [43, 50] sam-
ple and varying the Pythia parameters consistently with measurements of tt¯
radiation using a veto in the extra jet production, discussed in [104]. The
parton shower and fragmentation uncertainties of the tt¯ background are com-
puted by comparing the samples generated with Powheg+Pythia [50, 54] and
Powheg+Herwig [48, 49, 54].
The higher order electroweak corrections in the tt¯ background were calcu-
lated in [112] and they are used to estimate its effect in the tt¯ normalisation
uncertainty. The tt¯ simulation is reweighted by a parametrisation of this
correction as a function of the particle-level mtt¯. The difference between the
reweighted and nominal tt¯ sample is used as a systematic uncertainty associ-
ated with the higher order electroweak corrections.
The W+jets sample includes, as well as the data-driven normalisation and
the flavour fraction uncertainties, a shape uncertainty associated to renormal-
isation and factorisation scales. The effect is parametrised as a function of the
leading jet transverse momentum and the jet multiplicity in the events, which
are reweighted to estimate the effect of the changes in shape.
8The clusters separated from the physics objects (“CellOut” term) have a special treat-
ment in the missing transverse energy calculation with a specific calibration procedure, as
mentioned in Section 3.7.
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6.8 Data to expectation comparison
Although the goal is to calculate the mtt¯ spectra and use it to set a limit
on the benchmark models, a few checks must be made on the kinematics of
the events in data, to check that the results are consistent with the Standard
Model to a first approximation. It is expected that the benchmark models,
or any other model, reduce to the Standard Model as an effective theory and
any change in the results would be only inconsistent with the Standard Model
to a small degree. Tables 6.1, 6.2, 6.3, 6.4 show the number of expected
events from each Standard Model process and the number of events observed
in data. The results in this study were not corrected to the particle level and
they include the fiducial cuts and all selection requirements described in this
chapter. The simulation is corrected by scale factors which correct differences
between efficiencies and resolutions in data and simulation, as described in
Section 6.5. It can be seen that there is good agreement between the total
expectation values and data, within the uncertainty.
A set of checks must be done to verify that the simulation description
reproduces the observables in data within the uncertainties, so that the limit
setting procedure can be used to provide reliable results. Figure 6.1 shows
a good agreement between the leading jet transverse momentum in data and
background simulation, in the resolved selection. Figure 6.2 also shows the
leading jet transverse momentum, but in the boosted scenario. The mass of
the leptonically decaying top quark is reconstructed from the lepton, neutrino
and the b-jet (closest jet to lepton) in the boosted scenario and it is shown in
Figure 6.3. The hadronic top is reconstructed from the mass of the large-R
jet and it is shown in Figure 6.4, in which the mass cut has been removed
only to make this plot. The top mass plots show that the corrections applied
are working as expected, since the shape of the top mass peak agrees in data
and simulation. The effect of the different EmissT and mT requirements in the
electron and muon channels can be seen when comparing the two plots in
Figure 6.3.
Figure 6.5 shows the
√
d12 variable, used in the selection of the large-R jets,
in which the cut on this variable was removed only to make the plot. These
figures show us that one can expect the simulation to describe data well, within
the phase space region under analysis.
The actual spectra are in Figure 6.6 for the resolved scenario, using the χ2
method for the mtt¯ reconstruction and in Figure 6.7 for the boosted scenario.
These estimates of the Standard Model prediction and the signal estimates are
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the main ingredients used to test the hypothesis that the Beyond the Standard
Model benchmark models are valid. Figure 6.8 shows the mtt¯ spectra summed
for the resolved, boosted, electron and muon channels, with one invariant
mass of each benchmark model overlayed (with their production cross sections
multiplied by ten).
The spectra agree well between data and Standard Model simulation, al-
though the large mtt¯ region is dominated by systematic and statistical uncer-
tainties. The b-tagging efficiency and jet energy scale (and resolution) sys-
tematic variations are important uncertainties in the spectra. In the boosted
scenario, the large-R jet uncertainty can reach a ∼ 20% effect, being the domi-
nant uncertainty, followed by the parton distribution function uncertainty. The
large uncertainty in the high mtt¯ bins are due to the parton distribution func-
tion contribution, which includes variations in the CT10, MSTW and NNPDF
distributions (see Section 6.7). In the boosted selection, the uncertainties in
the Monte Carlo simulation samples are also affected by the large statistical
uncertainties.
Table 6.1: Total contribution of each of the background samples in the tt¯
resonances analysis at
√
s = 7 TeV in the resolved electron channel with sta-
tistical uncertainties for the data and background samples, followed by the
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Figure 6.3: Reconstructed mass of the leptonically decaying top quark in the
boosted selection.
6.8 Data to expectation comparison 166


























 = 4.7 fbdt L
 
∫
 = 7 TeVs
   [GeV]t,hadm
































 = 4.7 fbdt L
 
∫
 = 7 TeVs
 [GeV]t,hadm








Figure 6.4: Mass of the hadronically decaying top quark in the boosted selec-
tion, reconstructed by the mass of the large-R jet, with no requirement that
the mass of the large-R jet is greater than 100 GeV.
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Figure 6.5: Last splitting scale for the large-R jet in the boosted selection,√




















































0.5 1 1.5 2 2.5 3 3.5
ATLAS






















































0.5 1 1.5 2 2.5 3 3.5
ATLAS

















0.5 1 1.5 2 2.5 3 3.5


















































0.5 1 1.5 2 2.5 3 3.5
ATLAS




















































0.5 1 1.5 2 2.5 3 3.5
ATLAS

















0.5 1 1.5 2 2.5 3 3.5






























































Data  Z’ (1.6 TeV)×10 




0.5 1 1.5 2 2.5 3 3.5
ATLAS
-1
 = 4.7 fbdt L
 
∫













0.5 1 1.5 2 2.5 3 3.5
Figure 6.8: Reconstructed invariant mass of the tt¯ system for selected events in both resolved and boosted topologies and both
electron and muon channels added in a single hisogram. The Z ′ signal with invariant mass of 1.6 TeV and the Kaluza-Klein gluon
with an invariant mass of 2.0 TeV are overlayed in this plot, with their cross section multiplied by ten to make the effect visible.
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Table 6.2: Total contribution of each of the background samples in the tt¯
resonances analysis at
√
s = 7 TeV in the resolved muon channel with statis-
tical uncertainties for the data and background samples, followed by the total










Table 6.3: Total contribution of each of the background samples in the tt¯ reso-
nances analysis at
√
s = 7 TeV in the boosted electron channel with statistical
uncertainties for data and background samples, followed by the systematic










Table 6.4: Total contribution of each of the background samples in the tt¯ reso-
nances analysis at
√
s = 7 TeV in the boosted muon channel with the statisti-
cal uncertainties for data and background samples, followed by the systematic
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Table 6.5: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis, in the resolved electron
channel, using the maximum between the up and down variations. Total ef-








DD QCD norm. 3.79
Large-R JES/JMS 0.25
Large-R trigger 0.00
Jet energy scale 8.62
Jet efficiency 0.15
Jet energy resolution 1.57
JVF 1.43







tt¯ cross section norm. 8.09
tt¯ higher order QCD corr. 2.92





6.9 Limit setting and summary
With an estimate of the signals and background mtt¯ distributions and their
systematic uncertainties, and the data mtt¯ spectra as well, the hypothesis that
the data agrees with the signal and background hypothesis can be tested using
statistical methods. It is worth mentioning that, as discussed previously, the
technique used so far is quite general and could be applied to test the validity
of other models that include a decay to a top-antitop pair.
Although the limit setting procedure was not performed by the author,
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the results obtained are quoted here for completeness. The mtt¯ spectra shown
in the previous section, with all systematic uncertainties is used to test the
hypothesis of the validity of the benchmark models, using the BumpHunter
tool [113]. This tool tests the hypothesis that the data disagrees with signal
plus background. The systematic uncertainties are taken into account through
a set of pseudo-experiments which allow the Standard Model prediction to
float as within the error bands. No significant deviation from the Standard
Model prediction is observed.
A Bayesian limit setting procedure developed in [114] is implemented to
set the probability that the benchmark models are excluded for a certain pa-
rameter configuration in these models. The free parameters of the benchmark
models are the boson’s mass, which means that this procedure, which sets a
Confidence Level for the signal plus background hypothesis, is repeated for
different tt¯ resonance masses. Upper limits for the signal’s cross section are
set for different masses, using a uniform prior. The upper cross section lim-
its for the benchmark models are shown in Figures 6.9 and 6.10. With these
results, a Z ′ boson with mass between 0.5 TeV and 1.74 TeV is excluded with
95% Confidence Level. A Kaluza-Klein gluon with mass between 0.7 TeV and
2.07 TeV is excluded as well with 95% Confidence Level [105].
The results shown in this chapter include a tt¯ system reconstruction for
events enriched in tt¯ decays, with a full estimate of the systematic uncer-
tainties in the Standard Model and the signal samples. A comparison of the
background with data shows no significant deviation from the Standard Model
with an integrated luminosity of 4.7 fb−1 ATLAS data, which was collected at
a center-of-mass energy of
√
s = 7 TeV. This analysis was initially made pub-
lic as an ATLAS conference note in [106] and, after a few more studies, it was
published as a paper in [105].
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Figure 6.9: Observed and expected upper cross section times branching ratio
limit for a narrow Z ′ resonance. The resolved and boosted scenarios were com-
bined. The red dotted line shows the theoretical cross section times branching
ratio for the resonance with a k-factor that corrects its normalisation from the
























Obs. 95% CL upper limit
Exp. 95% CL upper limit
 uncertaintyσExp. 1 




 = 4.7 fbdt L
 
∫
 = 7 TeVs
Figure 6.10: Observed and expected upper cross section times branching ratio
limit for a Kaluza-Klein gluon. The resolved and boosted scenarios were com-
bined. The red dotted line shows the theoretical cross section times branching
ratio for the resonance with a k-factor that corrects its normalisation from the
leading-order estimate to the next-to-leading order one. Extracted from [105].
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Table 6.6: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis, in the resolved muon
channel, using the maximum between the up and down variations. Total ef-








DD QCD norm. 1.89
Large-R JES/JMS 0.24
Large-R trigger 0.01
Jet energy scale 8.31
Jet efficiency 0.26
Jet energy resolution 1.26
JVF 1.50







tt¯ cross section norm. 8.20
tr¯ higher order QCD corr. 3.00
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Table 6.7: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis at
√
s = 7 TeV, in the
boosted electron channel, using the maximum between the up and down vari-








DD QCD norm. 2.32
Large-R JES/JMS 20.78
Large-R trigger 0.40
Jet energy scale 5.82
Jet efficiency 0.75
Jet energy resolution 3.89
JVF 1.84







tt¯ cross section norm. 8.91
tt¯ higher order QCD corr. 9.38
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Table 6.8: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis, in the boosted muon
channel, using the maximum between the up and down variations. Total ef-








DD QCD norm. 1.63
Large-R JES/JMS 19.73
Large-R trigger 0.67
Jet energy scale 4.04
Jet efficiency 0.86
Jet energy resolution 2.56
JVF 1.93







tt¯ cross section norm. 9.01
tr¯ higher order QCD corr. 9.59









s = 8 TeV
The results in the analysis detailed in the previous chapter have been extended
to the
√
s = 8 TeV ATLAS data. The experience with the previous results
led the group to a set of improvements which were implemented in the tt¯
mass spectra for the
√
s = 8 TeV data, collected in 2012. Since most of the
analysis procedure remains unchanged, only the small differences and the new
results are quoted in this chapter. The reader can find more information about
the whole analysis in Chapter 6. While in the previous analyses, the QCD
multi-jets background estimate was done by other researchers, for the search
described in this chapter, with 2012 data, this background was estimated by
the author and a more detailed account of the method used is given. This
analysis’ result has been made public as an ATLAS conference note in [115].
7.1 Differences with respect to the
√
s = 7 TeV
analysis
A few improvements were made to the analysis, which is fully described in [115].
The search strategy is the same as the one described in Chapter 6, separating
and orthogonalising the resolved and boosted selections in the final state, re-
sulting in four analysis channels (two for electrons and two for muons). For
more details on the analysis strategy, consult Section 6.2. Section 6.3 describes
the backgrounds and Section 6.4, describes the selection algorithm. Consult
Sections 6.5 and 5.6 for the correction procedure, and Section 6.6 for the event
reconstruction procedure.
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The trigger used for the boosted selection in this analysis is the same as in
the resolved selection, which uses single-lepton triggers. The previous analysis
also used the large-R jet triggers in the boosted selection, but this has been
changed in this analysis for simplicity. In this analysis, an electron channel
event is accepted by the trigger selection if either the isolated single-electron
trigger with threshold at pT > 24 GeV or the non-isolated single-electron trig-
ger with threshold at pT > 60 GeV are satisfied. In the muon channel, either
the isolated single-muon trigger with threshold at pT > 24 GeV or the non-
isolated single-muon trigger with threshold at pT > 36 GeV must be satisfied.
The isolated lepton triggers show an efficiency loss at high transverse mo-
mentum, which is corrected for, by requiring that the higher pT threshold
non-isolated triggers are fulfilled alternatively 1. The selected lepton is also
required to match the trigger lepton, as previously, and scale factors are calcu-
lated based on the efficiency of these triggers in data and simulation to correct
for discrepancies using the same procedure as described previously.
In the analysis performed with 2011 data, the jet closest to the lepton
was taken as the b-jet from the leptonic top decay, while in this analysis the
highest pT jet which has a ∆R(jet, lepton) < 1.5 is used for the mtt¯ recon-
struction [105, 115]. It can be shown [115] that this choice improves the mtt¯
resolution comparing the reconstructed result with the particle-level simulation
value.
Another update is the usage of jet trimming [116] for the large-R jets,
which removes low energy clusters, reducing the effect of multiple interactions
in the bunch crossing and initial state radiation. The jet trimming procedure
reconstructs sub-jets inside the large-R jet with a Rsub = 0.3 parameter for the
jet algorithm. If a sub-jet has a transverse momentum pT < fcutΛhard, then
the sub-jet contribution to the large-R jet four-momentum is discarded. In
this analysis, fcut = 0.05 and Λhard is set to the transverse momentum of the
original large-R jet [115].
7.2 Multi-jet background modelling
The data-driven QCD multi-jets estimate is described in Section 5.5, but it was
performed by the author for the
√
s = 8 TeV search detailed in this chapter,
therefore more information about the data-driven method and the calculation
1In the ATLAS jargon, it is required that either EF e24vhi medium1 or EF e60 medium1
pass in the electron channel. In the muon channel, either EF mu24i tight or EF mu36 tight
must pass.
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is detailed in this section. As was mentioned in Section 5.5, the QCD multi-jets
contribution is estimated by defining a “loose” and a “tight” lepton definition
and selecting real data considering the leptons in these two definitions (with
the “loose” definition including the “tight” as a subset). Events that pass the
selection performed with leptons in both the “tight” and “loose” configurations
would be weighted by:
wtight =
ǫfake
ǫeff − ǫfake × (ǫeff − 1), (7.1)
while, events that only pass the selection with leptons in the “loose” configu-
ration are weighted by:
wloose =
1
ǫeff − ǫfake × (ǫfakeǫeff). (7.2)
The important elements in the previous equations are the ǫeff and ǫfake
terms, which should be estimated. The former gives the probability of a real
lepton to pass the “tight” selection, given that it satisfies the “loose” selec-
tion. The latter, describes the probability of a jet to fake a “tight” lepton,
by calculating the probability of an object to pass the “tight” lepton criteria,
given that it satisfies the “loose” lepton criteria in a QCD multi-jets-enriched
region.
The ǫeff term should be calculated in a region enriched with true leptons.
A typical calculation of this term involves defining a selection in real data for
Z-boson lepton decays, for example, which would be enriched in electron or
muon pairs in the Z-boson window mass region. The ǫeff term could then
be calculated using the Tag And Probe method, by selecting a lepton that
satisfies the “loose” criteria in the designed selection and verifying how often
another lepton that satisfies the “tight” criteria can be found that is still in the
Z-boson mass window used. In this analysis, the lepton scale factors (derived
themselves using the Tag And Probe method, as was described in [79] and [80])
show that there is a good agreement between the efficiencies for the “loose”
and “tight” selections in simulation after using the lepton reconstruction scale
factors and the data selection efficiencies within uncertainties, therefore the
simulation can be used to estimate the the ǫeff factor. Events are selected in
tt¯ simulation according to the standard selection used in the analysis with the
extra requirement that there was in fact, at simulation level, a semileptonic
tt¯ decay, which eliminates falsely identified events due to the detector effects.
With these demands, the number of events satisfying the selection with the




















































ATLAS Internal  = 8 TeVs
Figure 7.1: ǫeff parametrised as a function of the lepton pT and the min
(∆R(lepton, jet)) in the electron (left) and muon (right) channels, for the re-
solved selection.
“tight” configuration divided by those satisfying the selection in the “loose”
configuration is calculated.
The ǫeff factor depends on kinematical variables of the event and a better
estimate for the shape of the QCD multi-jet background can be calculated if
this rate’s dependence on the relevant variables is taken into account. Ideally,
a large set of the kinematical variables of the event could be used, but this
would increase the statistical uncertainty of this variable in each bin, leading
to a large uncertainty in the QCD multi-jet estimate. In this analysis, the ǫeff
variable shows a large dependence on the lepton transverse momentum and the
smallest ∆R between the lepton and a small-R jet. These quantities were used
jointly to parametrise ǫeff . Figure 7.1 shows the parametrisation used for the
resolved selection in the electron and muon channels. In the boosted channel,
due to the smaller number of events, the two dimensional parametrisation is
only used in the muon channel for the ∆R ≤ 0.4 situation and it is shown
in Figure 7.2. For the electron channel, in which the ∆R variable is always
greater than 0.4, and for the muon channel if ∆R > 0.4, the parametrisation
as a function of the lepton transverse momentum only is used and it is shown
in Figure 7.3.
The ǫfake variable should be calculated in a QCD multi-jets enriched region.
A control region is designed to enhance the QCD multi-jet contribution in data
and reduce the other background contributions. In this control region, the data
can be subtracted from the backgrounds. This subtraction procedure can be
done for events that satisfy the “tight” selection or the “loose” selection, so
that their ratio can be calculated to determine ǫfake.
The control region is defined by changing the standard selection in this anal-
























ATLAS Internal  = 8 TeVs
Figure 7.2: ǫeff parametrised as a function of the lepton pT and the min
(∆R(lepton, jet)) in the muon channel, for the boosted selection. In the muon
channel, to reduce the statistical uncertainty, this parametrisation is only used
for muons with min (∆R(lepton, jet)) ≤ 0.4 and a parametrisation solely de-
































ATLAS Internal  = 8 TeVs
Figure 7.3: ǫeff parametrised as a function of the lepton pT for the electron
(left) and muon (right) channels, in the boosted selection, which is used if the
min(∆R(lepton, jet)) > 0.4. In the muon channel, the previous criteria might
not be satisfied and a parametrisation in function of both these variables is
used in such a case.
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ysis in only a few requirements. For the resolved selection, the missing trans-
verse energy requirement and the transverse mass of the lepton and missing
transverse energy requirement are both inverted. While in the standard selec-
tion, it is required EmissT > 30 GeV and mT > 30 GeV for the electron channel,
and, for the muon channel, EmissT > 20 GeV and mT > 60 GeV − EmissT ; in the
(background subtracted) control region, the requirement is EmissT ≤ 30 GeV
and mT ≤ 30 GeV for the electron channel, and, for the muon channel,
EmissT ≤ 20 GeV and mT ≤ 60 GeV − EmissT . In the boosted selection, the
transverse mass and transverse energy requirements are changed so that, in
both electron and muon channels it is demanded that EmissT ≤ 60 GeV; for
the electron channel it is demanded that mT ≤ 60 GeV and for the muon
channel, mT ≤ 60 GeV−EmissT . The requirements in the boosted selection are
loosened to decrease the statistical uncertainty. The large-R jet requirements
are changed so that no large-R jets are found with the same mass, ∆R and
∆Φ selection requirements as in the signal region, but the large-R jet trans-
verse momentum requirement is relaxed so that it is pT > 150 GeV, and no
requirement is made on the first kt splitting scale,
√
d12. This requirement in
the control region inverts and tightens the ones of the signal region, so that
the selections are orthogonal to each other, while it is still permitted for lower
mass or transverse momentum jets to be found. The selected large-R jet to
represent the hadronic top quark in the control region is redefined to be the
highest transverse momentum large-R jet available 2.
The Control Region definition includes a further requirement: the modulus
of the transverse impact parameter significance (S(d0)) for the lepton track
must be greater than 2.5 in the electron channel and greater than 4, in the
muon channel. This requirement is not essential to the analysis, but it increases
the fraction of heavy flavour in the Control Region sample. A dependency of
the fake rate on the heavy flavour content of the QCD multi-jets sample would
then be clearer. This effect has been seen previously in an analysis that does
not require many selection cuts in Chapter 4, particularly in Figure 4.2.
The effect of the |S(d0)| requirement, can be seen to enhance the heavy
flavour in this analysis, calculating the fraction of b-tagged events in the anal-
ysis for different requirements for |S(d0)| cuts, as shown in Figure 7.4. In this
figure, the Control Region requirements are relaxed, by not applying the S(d0)
selection and not demanding the b-tagging selection, while all other require-
2This choice is not important for the QCD parametrisation, since it is not used for that
end. The hadronic top in the boosted regime control region is only used to calculate the
mtt¯ variable for cross checks, as it is shown in what follows.
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ments are kept. This includes all events that pass the loose criteria. It can be
seen that for higher values of the |S(d0)| > cut requirement, the fraction of b-
tagged events increases. Figure 7.5 shows the fraction of events in each |S(d0)|
bin that have a certain number of jets that passed the b-tagging criteria. It is

























































































































































































(d) Boosted, muon channel.
Figure 7.4: The number of b-tagged events over all events in the Control
Region. For these plots, no S(d0) and b-tagging cut were required for all
events. The loose criteria is required.
























































































































































(d) Boosted, muon channel.
Figure 7.5: The fraction of b-tagged jets versus the |S(d0)| of the event in the
Control Region. For these plots, no S(d0) and b-tagging cut were required for
all events. The loose criteria is required.
The choice of variables used in the parametrisation of ǫfake is such that
the fake rate has a large dependence on them. In both resolved and boosted
selections, there are three relevant variables that are used: the smallest ∆R
between the lepton and a jet, the lepton transverse momentum and the trans-
verse momentum of the jet closest to the lepton. For the electron channel,
only the latter two variables are used. The muon channel is parametrised sim-
ilarly, but events are separated in two categories, depending on whether the
∆R variable is greater than or smaller than 0.4. The ǫfake parametrisation is
shown in Figures 7.6, 7.7 and 7.8.
The systematic uncertainties for this parametrisation were calculated, con-
sidering the electron and muon scale factor systematic uncertainty 3, the b-
3The electron and muon scale factors are the ratio between the efficiency of their selec-
tion in data over the efficiency of their selection in simulation. The efficiency in data was
calculated using the Tag And Probe method (see Chapter 3 and Section 5.6). The scale
factor was used for the nominal value of efficiencies and fake rates.

























































ATLAS Internal  = 8 TeVs
Figure 7.6: ǫfake parametrised as a function of the lepton pT and the closest jet
to lepton pT , for the electron (left) and muon (right) channels, in the resolved

























































ATLAS Internal  = 8 TeVs
Figure 7.7: ǫfake parametrised as a function of the lepton pT and the closest jet
to lepton pT , for the electron (left) and muon (right) channels, in the boosted

























































ATLAS Internal  = 8 TeVs
Figure 7.8: ǫfake parametrised as a function of the lepton pT and the closest jet
to lepton pT , for the muon channel, in the resolved selection (left) and boosted
selection (right), only for min (∆R(lepton, jet)) ≤ 0.4.






































































ATLAS Internal  = 8 TeVs
Figure 7.9: Systematic uncertainty in ǫeff parametrised as a function of the
lepton pT and the min (∆R(lepton, jet)) in the electron (left) and muon (right)

































ATLAS Internal  = 8 TeVs
Figure 7.10: Systematic uncertainty in ǫeff parametrised as a function of the
lepton pT and the min (∆R(lepton, jet)) in the muon channel, for the boosted
selection. In the muon channel, to reduce the statistical uncertainty, this
parametrisation is only used for muons with min (∆R(lepton, jet)) ≤ 0.4 and
a parametrisation solely described by the muon pT is used otherwise.
tagging systematic uncertainty and the jet vertex fraction systematic uncer-
tainty. The percentage variation in each bin is shown in Figures 7.9, 7.10, 7.11
for the efficiency in the signal region and in Figures 7.12, 7.13 and 7.14 for the
fake rate. It can be seen that there are a few bins in which the uncertainties
are very big (note particularly, bin at (90 GeV, 150 GeV) in Figure 7.12 and
the bin (150 GeV, 90 GeV) in Figure 7.13, in the electron channel), but for
those bins the statistical uncertainty is already very large (∼ 1500% for the
former, ∼ 300% for the latter) and any small variation is enough to cause such
a large relative shift. The uncertainties in the mentioned bins do not affect
the QCD prediction significantly, since the amount of real data (in the loose
and tight selections) in these bins, for the signal region is small (0.98% in the
former and 3.91% in the latter).


















































ATLAS Internal  = 8 TeVs
Figure 7.11: Systematic uncertainty in ǫeff parametrised as a function of the
lepton pT , for the electron (left) and muon (right) channels, in the boosted
selection, which is used if the min (∆R(lepton, jet)) > 0.4. In the muon
channel, the previous criteria might not be satisfied and a parametrisation as











































































ATLAS Internal  = 8 TeVs
Figure 7.12: Systematic uncertainty in ǫfake parametrised as a function of the
lepton pT and the closest jet to lepton pT , for the electron (left) and muon











































































ATLAS Internal  = 8 TeVs
Figure 7.13: Systematic uncertainty in ǫfake parametrised as a function of the
lepton pT and the closest jet to lepton pT , for the electron (left) and muon
(right) channels, in the boosted selection, only for min (∆R(lepton, jet)) > 0.4.











































































ATLAS Internal  = 8 TeVs
Figure 7.14: Systematic uncertainty in ǫfake parametrised as a function of the
lepton pT and the closest jet to lepton pT , for the muon channel, in the resolved
selection (left) and boosted selection (right), only for min (∆R(lepton, jet)) ≤
0.4.
With these parametrisations and the weighting mechanism from Equa-
tions 7.1 and 7.2 (with details in Section 5.5) a consistency check can be done,
by calculating the mtt¯ variable in the control region used to calculate the ǫfake
variable, which is enriched in the QCD multi-jets background. The mtt¯ vari-
able calculated in data, in the backgrounds and the QCD multi-jets estimate
result can be seen in Figures 7.15 and 7.16. There is good agreement between
the data and the estimated QCD multi-jets backgrounds, which shows that the
method works reasonably well in estimating these variables. The systematic
uncertainty included for the multi-jets sample in these plots comes from the
propagation of the estimated systematic uncertainties of the ǫeff and ǫfake terms
mentioned previously added in quadrature with their statistical uncertainty.
The systematic uncertainties for other backgrounds were estimated in the same
way as the rest of the analysis. The total uncertainty due to the systematic
variation in the ǫeff term, in the resolved channel, is 0.04% in both electron and
muon channels, and it is 0.22% in the boosted electron channel, and 0.46% in
the boosted muon channel. The variation in the ǫfake term, amounts to a sys-
tematic uncertainty of 15.97% in the resolved electron channel, 7.26% in the
resolved muon channel, 15.53% in the boosted electron channel and 15.34%
in the boosted muon channel. Nonetheless, the systematic uncertainty associ-
ated to this background in the analysis results mentioned in the next section
relate to a comparison of this method and other methods used to estimate the
QCD multi-jets background (with other parametrisation, control region and
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Figure 7.15: mtt¯ variable calculated in the resolved scenario, in the QCD multi-jets enriched control region, for the electron (left)
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Figure 7.16: mtt¯ variable calculated in the boosted scenario, in the QCD multi-jets enriched control region, for the electron (left)
and muon (right) channels.
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7.3 Event reconstruction and results
The event reconstruction follows a similar procedure to the one described in
the previous chapter, with a small difference in the selection of the jet from
the leptonically decaying top quark in the boosted selection, as mentioned pre-
viously. The total event count in each channel is shown in Tables 7.1, 7.2, 7.3
and 7.4. The systematic variations in the data and expectations are shown in
Tables 7.5, 7.6, 7.7 and 7.8.
Table 7.1: Total contribution of each of the background samples in the tt¯
resonances analysis at
√
s = 8 TeV in the resolved electron channel with sta-
tistical uncertainties for the data and background samples, followed by the










Table 7.2: Total contribution of each of the background samples in the tt¯
resonances analysis at
√
s = 8 TeV in the resolved muon channel with statis-
tical uncertainties for the data and background samples, followed by the total










The data to simulation comparison for the analysis is included in the plots
in Figures 7.17, 7.18, 7.19, 7.20 and 7.21. Figure 7.17 shows the transverse
momentum of the leading jet in the resolved scenario. Figure 7.18 shows the
transverse momentum of the hadronically decaying top quark candidate in the
boosted selection, which is chosen as the highest pT large-R jet that satisfies
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Table 7.3: Total contribution of each of the background samples in the tt¯
resonances analysis at
√
s = 8 TeV in the boosted electron channel with sta-
tistical uncertainties for data and background samples, followed by the total










Table 7.4: Total contribution of each of the background samples in the tt¯
resonances analysis at
√
s = 8 TeV in the boosted muon channel with the
statistical uncertainties for data and background samples, followed by the total










the selection cuts. Figure 7.19 shows the mass of the leptonically decaying top
in the boosted scenario, which is reconstructed adding the four-momenta of
the neutrino, the lepton and the jet selected as the b-jet from the top quark
leptonic decay. The b-jet from the top quark leptonic decay, as described
previously, is chosen as the highest transverse momentum small-R jet which
has a ∆R(jet, lepton) < 1.5. Figure 7.20 shows the mass of the hadronically
decaying top quark candidate. Figure 7.21 shows the first kt splitting scale,√
d12, for the selected large-R jet taken as the hadronically decaying top quark.
The final spectra are given in Figures 7.22 for the resolved selection and 7.23,
for the boosted selection. These spectra with all systematics are used to set
the limits for the analysis. Figure 7.24 shows the sum of all four channels in
a single histogram, with one of the invariant mass configurations for each of
the benchmark models overlayed for illustration (with their production cross
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Figure 7.18: Transverse momentum of the large-R jet chosen as the hadroni-
cally decaying top quark candidate in the boosted selection.
section multiplied by five).
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Figure 7.19: Invariant mass of the leptonically decaying top quark candidate
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Figure 7.20: Mass of the large-R jet chosen as the hadronically decaying top
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Figure 7.21: First splitting scale,
√
d12 for the large-R jet chosen as the hadron-
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Figure 7.24: Reconstructed invariant mass of the tt¯ system for the resolved, boosted, electron and muon channels summed in a single
histogram. One mass point for each benchmark model in the analysis is overlayed with the background, having their production
cross section multiplied by five.
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Z’ mass [TeV]
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Exp. 95% CL upper limit
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Figure 7.25: Observed and expected upper cross section times branching ratio
limit for a narrow Z ′ resonance. The resolved and boosted scenarios were com-
bined. The red dotted line shows the theoretical cross section times branching
ratio for the resonance with a k-factor that corrects its normalisation from the
leading-order estimate to the next-to-leading order one. Extracted from [115].
7.4 Limit setting and summary
The signal and backgrounds were estimated in four channels, for the boosted
and resolved, electron and muon channels, in the
√
s = 8 TeV tt¯ resonances
search analysis in a very similar way as it was done in the
√
s = 7 TeV search.
All major systematic uncertainties were considered and estimated.
As in the
√
s = 7 TeV result, the spectra information calculated with all
its systematic and statistical uncertainties were used to test the hypothesis
that the benchmark models are valid. The BumpHunter tool [113] was used,
but no significant deviation from the Standard Model prediction was found.
The Bayesian limit setting procedure described in [114] was implemented to
set limits on the parameters of the models and the results are summarised in
Figures 7.25 and 7.26. The Z ′ mass between 0.5 TeV and 1.8 TeV and the
Kaluza-Klein gluon mass between 0.5 TeV and 2.0 TeV are excluded with 95%
Confidence Level.
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Figure 7.26: Observed and expected upper cross section times branching ratio
limit for a Kaluza-Klein gluon. The resolved and boosted scenarios were com-
bined. The red dotted line shows the theoretical cross section times branching
ratio for the resonance with a k-factor that corrects its normalisation from the
leading-order estimate to the next-to-leading order one. Extracted from [115].
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Table 7.5: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis, in the resolved electron
channel, using the maximum between the up and down variations. Total ef-




b-tagging c-tag rate 1.32
mistag rate 0.75
Jet efficiency 0.13
Jet energy resolution 2.13













tt¯ electroweak Sudakov corr. 2.27
PDF syst. 2.99
tt¯ cross section norm. 8.23
Diboson norm. 0.06
Single top norm. 0.43
Electron id./rec. 2.31
Electron energy scale 0.95
Electron energy resolution 0.26
Muon id./rec. 0.00
Muon momentum resolution (MS) 0.00
Muon momentum resolution (ID) 0.00
Muon momentum scale 0.02
EmissT Soft Jet scale 0.41
EmissT Soft Jet resolution 0.36
Luminosity 3.60
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Table 7.6: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis, in the resolved muon
channel, using the maximum between the up and down variations. Total ef-




b-tagging c-tag rate 1.45
mistag rate 0.75
Jet efficiency 0.14
Jet energy resolution 2.03













tt¯ electroweak Sudakov corr. 2.15
PDF syst. 2.84
tt¯ cross section norm. 7.79
Diboson norm. 0.07
Single top norm. 0.40
Electron id./rec. 0.00
Electron energy scale 0.03
Electron energy resolution 0.01
Muon id./rec. 2.56
Muon momentum resolution (MS) 0.07
Muon momentum resolution (ID) 0.05
Muon momentum scale 0.17
EmissT Soft Jet scale 0.37
EmissT Soft Jet resolution 0.38
Luminosity 3.60
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Table 7.7: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis at
√
s = 8 TeV, in the
boosted electron channel, using the maximum between the up and down vari-




b-tagging c-tag rate 0.93
mistag rate 0.25
Jet efficiency 0.10
Jet energy resolution 1.83













tt¯ electroweak Sudakov corr. 4.53
PDF syst. 5.61
tt¯ cross section norm. 9.36
Diboson norm. 0.03
Single top norm. 0.23
Electron id./rec. 2.33
Electron energy scale 1.60
Electron energy resolution 0.99
Muon id./rec. 0.00
Muon momentum resolution (MS) 0.01
Muon momentum resolution (ID) 0.01
Muon momentum scale 0.14
EmissT Soft Jet scale 1.30
EmissT Soft Jet resolution 1.64
Luminosity 3.60
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Table 7.8: Systematic uncertainties from all backgrounds in percentage vari-
ation of the tt¯ sample, in the tt¯ resonances analysis, in the boosted muon
channel, using the maximum between the up and down variations. Total ef-




b-tagging c-tag rate 0.72
mistag rate 1.04
Jet efficiency 0.10
Jet energy resolution 2.33













tt¯ electroweak Sudakov corr. 4.45
PDF syst. 5.83
tt¯ cross section norm. 9.13
Diboson norm. 0.02
Single top norm. 0.25
Electron id./rec. 0.00
Electron energy scale 0.08
Electron energy resolution 0.04
Muon id./rec. 2.71
Muon momentum resolution (MS) 0.06
Muon momentum resolution (ID) 0.10
Muon momentum scale 0.98
EmissT Soft Jet scale 0.79
EmissT Soft Jet resolution 0.92
Luminosity 3.60






As mentioned in the introduction (Chapter 1), the top quark has an interesting
position in the Standard Model, due to its high mass compared to the other
quarks and its small lifetime. It allows us to study a “bare quark” decay,
while other quarks hadronise. It has a strong coupling to the Higgs boson and
the top-antitop production is a main background in many analyses, such as
the top-antitop-Higgs search. Furthermore, in many hypotheses Beyond the
Standard Model it is expected that the top quark plays an important role with
particles which were not identified so far.
The ATLAS detector (Chapter 3) is an excellent environment to study the
top quark physics in detail. It is particularly important to detect b-jets in
the detector, since the top quark decays 99% of the times to a W -boson and
a b-quark. A performance study of the b-jet trigger in ATLAS was done in
Chapter 4, showing that the detector is ready to trigger on b-jets.
Aiming at a study of the Standard Model top quark production, a mea-
surement of the top-antitop pair production cross section times the branching
ratio in which there is an electron or a muon in the final state was measured in
data as a function of the jet multiplicity in Chapter 5. An unfolding procedure
was devised to correct for the detector effects, with a systematic uncertainty
estimate for the corrections. The jet multiplicity in the final state shows the
effect of the QCD radiation in each bin. A comparison of Monte Carlo genera-
tors, including the matrix element generators and the parton shower simulation
variations, was done in the final unfolded result. It shows that MC@NLO and
Alpgen+Pythia with the αS increased variation describe the data very badly,
but Alpgen+Herwig, Powheg and Alpgen+Pythia with the αS decreased vari-
ation describe the data better.
Although the Standard Model results can be measured directly using the
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top-antitop cross section analysis, another way of testing the Standard Model
prediction is to test the hypothesis that other models describe data bet-
ter. A few models expect unverified particles to decay into top-antitop pairs
and, in Chapters 6 and 7, they were tested with ATLAS data. The hy-
pothesis that they are valid was excluded with 95% Confidence Level for
mtt¯ ∈ [0.5 TeV, 1.8 TeV] for a Topcolor Z ′ model andmtt¯ ∈ [0.5 TeV, 2.07 TeV]
for the Kaluza-Klein gluons.
The analyses in the thesis show that, although there are still open points
in the theory, the Standard Model describes the top-antitop production better
than the studied alternatives. It also has a good description of the top-antitop
jet multiplicity for some Monte Carlo generators, while others need improve-
ment.
Appendix A
Top-antitop + jets control plot
distributions
Kinematic distributions for reconstructed objects and their comparison to data
driven background and MC predictions in the tt¯ + jets cross section mea-
surement, before the unfolding procedure, using the Alpgen+Herwig tt¯ MC
sample, are shown in Figures A.1, A.2, A.3, A.4, A.5, A.6, A.7, A.8 for the
electron and muon channels. The background was estimated using simulation
and data-driven techniques, as described in Sections 5.2, 5.4 and 5.5. The
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Figure A.1: Data to expected signal and background comparison of all jets pT from reconstructed objects using the electron (left) and
muon (right) channels for the event selection in the top-antitop jet multiplicity analysis with a minimum jet transverse momentum
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Figure A.2: Data to expected signal and background comparison of the highest transverse momentum jet pT from reconstructed
objects using the electron (left) and muon (right) channels for the event selection in the top-antitop jet multiplicity analysis with a
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Figure A.3: Data to expected signal and background comparison of the second highest transverse momentum jet pT from recon-
structed objects using the electron (left) and muon (right) channels for the event selection in the top-antitop jet multiplicity analysis
with a minimum jet transverse momentum of 25 GeV. The Alpgen+Herwig [44, 48, 49] tt¯ MC sample was used within the data
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Figure A.4: Data to expected signal and background comparison of the third highest transverse momemtum jet pT from reconstructed
objects using the electron (left) and muon (right) channels for the event selection in the top-antitop jet multiplicity analysis with a
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Figure A.5: Data to expected signal and background comparison of the fourth highest transverse momemtum jet pT from recon-
structed objects using the electron (left) and muon (right) channels for the event selection in the top-antitop jet multiplicity analysis
with a minimum jet transverse momentum of 25 GeV. The Alpgen+Herwig [44, 48, 49] tt¯ MC sample was used within the data
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Figure A.6: Data to expected signal and background comparison of the lepton transverse momentum from reconstructed objects
using the electron (left) and muon (right) channels for the event selection in the top-antitop jet multiplicity analysis with a minimum
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Figure A.7: Data to expected signal and background comparison of the lepton pseudo-rapidity from reconstructed objects using
the electron (left) and muon (right) channels for the event selection in the top-antitop jet multiplicity analysis with a minimum
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Figure A.8: Data to expected signal and background comparison of the missing transverse energy from reconstructed objects using
the electron (left) and muon (right) channels for the event selection in the top-antitop jet multiplicity analysis with a minimum
jet transverse momentum of 25 GeV. The Alpgen+Herwig [44, 48, 49] tt¯ MC sample was used within the data driven and MC
predictions.
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