Abstract. We consider the problem of computing concrete diagnostics for timed automata and reachability properties. Concrete means containing information both about the discrete state changes and the exact amount of time passing at each state. Our algorithm solves the problem in O(l n 2 ) time, where l is the length of the diagnostic run and n the number of clocks. A prototype implementation in the tool Kronos has been used to produce a counter-example in the claimed-to-be-correct version of the collision detection protocol of HSLL97].
Introduction
When checking a system against a property, a simple yes/no answer is often not satisfactory. The term diagnostics is used for any kind of supplementary information (for instance, states, executions or sets of these) which helps the user understand why veri cation fails or succeeds. Diagnostics are important for the following reasons:
{ Without them no con dence in the system's model can be gained. For instance, in case the property is not satis ed by the model, it might be that it is not the system which is wrong, but the modeling.
{ Even if the model is correct, the fault of the system cannot be easily located without any guidance. In the particular case of timed systems modeled as dense-time automata (TA) ACD93, HNSY94] , there is a need for timed diagnostics, that is, concrete runs in the TA semantics. These runs contain information both about the discrete state changes of the system, as well as the exact time delay between two discrete transitions. These delays can be essential to the understanding of a sample behavior of the system.
Since TA model-checking is based on abstract models rather than the concrete (i.e., semantic) one DT98,BTY97], timed diagnostics cannot be generated directly. Until now, TA veri cation tools like Kronos DOTY96, BTY97] and Uppaal HSLL97] have been able to produce only abstract diagnostics, that is, sequences of the form S 1 ! ! S k , where S 1 ; :::; S k are sets of states and ! is some abstract transition relation between these sets (usually corresponding to discrete steps). Then, all that is known is that some concrete execution exists which corresponds to the abstract one. In particular, all information about delays between discrete steps is lost.
In this paper we show how to compute timed diagnostics for TA with respect to reachability properties. Our technique is based on, rst, nding an abstract execution sequence like the one above, and then extracting from it the concrete states and time delays. The complexity of our algorithm is O(l n 2 ), where l is the length of the abstract sequence and n is the number of clocks of the TA.
We have implemented our algorithm in the tool Kronos and used it to verify the case study presented in HSLL97], The case study concerns an industrial protocol by Bang&Olufsen, aimed to ensure collision detection in a distributed audio/video environment. HSLL97] present two versions of the protocol: the rst one contains an error, claimed to be corrected in the second version. Surprisingly, we have found an error even in the \corrected" version of the protocol. Using our algorithm, we have obtained a timed counter-example showing how a collision can pass undetected.
2 Background 2.1 Clocks, bounds and polyhedra Let R be the set of non-negative reals and X = fx 1 ; :::; x n g be a set of variables in R, called clocks. An X-valuation is a function v : X 7 ! R. For some X X, v X := 0] is the valuation v 0 , such that 8x 2 X : v 0 (x) = 0 and 8x 6 2 X : v 0 (x) = v(x). For every 2 R, v + (resp. v ? ) is a valuation such that for all x 2 X, A bound Dil89] over X is a constraint of the form of the form x i c or x i ? x j c, where 1 i 6 = j n, 2 f<; ; ; >g and c 2 N f1g. If we introduce a \dummy" clock variable x 0 , taken to represent 0, then bounds can be uniformly written as x i ? x j c, where 0 i 6 = j n, 2 f<; g and c 2 Z f1g. For example, x 1 > 3 can be written as x 0 ? x 1 < ?3. A bound x i ? x j c is stricter than x i ? x j 0 c 0 i either c < c 0 or c = c 0 and =<; 0 = . (By convention, < 1, for any real number .) For instance, x i ? x j < 3 is stricter than x i ? x j 3, which is stricter than x i ? x j < 4, and so on. We write (i; j) for the pair ( i;j ; c i;j ). We also write c max ( ) for maxfjc i;j j j 0 i 6 = j ng (jcj is the absolute value of c if c 2 Z, and 0 if c = 1). An X-polyhedron de nes a semantic entity, namely, the set of valuations satisfying all its bounds. If the bounds of are unsatis able, de nes the empty valuation set. More than one di erent X-polyhedra might de ne the same valuation set, as is the case for 1 : x 2^y 2^0 x ? y 2 and 2 : x 2^y 2^0 x ? y 3. In the sequel, we consider only polyhedra that are in canonical form, that is, where all constraints are as tight as possible 1 . This is the case for 1 above, but not for 2 . Canonical form reduces semantic equality to syntactic equality, so that the valuation sets de ned by and 0 are equal i (i; j) and 0 (i; j) are identical, for all 0 i; j n. Other semantic operations on polyhedra, such as intersection \ 0 , inclusion 0 , time successors % = fv j 9 2 R : v ? 2 g and clock reset X := 0] = fv X := 0] j v 2 g also have their correspondent syntactic transformations (the reader can see Dil89, Yov93] for details of their implementation).
The above operations are used in section 3 for performing abstract reachability analysis and computing timed diagnostics. An important operation in this analysis is the one guaranteeing termination, separately presented below. Lemma 1. For any constant c, there is a nite number of c-closed X-polyhedra.
The above result will be used in section 3.1 to prove termination of the reachability algorithm. { X is a nite set of clocks. { Q is a nite set of discrete states. { E is a nite set of edges of the form e = (q; ; X; q 0 ), where q; q 0 2 Q are the source and target discrete states, is a conjunction of atomic constraints on X, called the guard of e, and X X is a set of clocks to be reset. Given an edge e = (q; ; X; q 0 ),we write guard(e) and reset(e) for and X, respectively. Given a discrete state q, we write out(q) for the set of edges of the form (q; ; ; ). Finally, we write c max (A) for the maximum of c max ( ), where is a guard or an invariant of A. Reachability problem and diagnostic runs. The reachability problem for A is, given a set of initial states S 1 and a set of target states S, nd whether there exists a run starting from some state s 1 2 S 1 and reaching some state s 2 S. To provide timed diagnostics means to exhibit such a run. In fact, c-equivalence is a bisimulation.
Reachability with diagnostics
Consider a TA A, and two sets S 1 and S, of initial and target states, respectively. We check whether S 1 can reach S and, if so, provide timed diagnostics. 3.1 Checking reachability A zone of A is a set of states f(q; v) j v 2 g, where is an X-polyhedron. For simplicity, we denote such a zone by (q; ).
Given a zone (q; ), an edge e = (q; 0 ; X; q 0 ) and a natural constant c, we de ne Notice that the result of post() is a zone, since polyhedra are closed with respect to the operations of intersection, clock reset, projection and c-closure. Also observe that the operator is monotonic, that is, 1 2 implies post(q; 1 ; e; c) post(q; 2 ; e; c).
The essential properties of post() are stated in the following lemma. Intuitively, post(q; ; e; c) contains all successor states of (q; ), by a discrete etransition and then a timed transition. Since the nal result is closed under c-equivalence, some states might be added which are not direct successors, however, they are c-equivalent to some direct successor.
Based on the above lemma, we develop the algorithm of gure 2. The algorithm uses a depth-rst search (DFS) to explore all successor zones of the initial zone (q 1 ; 1 ). The search stops when either a zone is found which intersects the target zone (q; ) (line 1) or no more zones are left to be explored.
Visit is the set of zones already visited, initially empty. Each new successor zone is inserted in Visit when the DFS procedure is called recursively (line 2).
For each out-going edge of the current zone (q 1 ; 1 ), DFS generates its successor (line 3). successor (q 0 ; 0 ) which is contained in an already visited zone (q 0 ; 00 ) (line 5): since post() is monotonic, all successors of (q 0 ; 0 ) are contained in (q 0 ; 00 ), thus, (q 0 ; 0 ) does not have to be further explored.
The algorithm generates pairs (q; ), where q is a discrete state and is a c-closed polyhedron. By de nition there is a nite number of discrete states and by lemma 1 there is a nite number of c-closed polyhedra, thus, the algorithm terminates. Correctness follows from lemmas 2 and 3.
As presented, the algorithm of gure 2 only gives a yes/no answer to the reachability problem. It is easy to see how the abstract path reaching (q; ) can also be returned: a DFS is usually implemented using a stack to keep the current sequence of zones and edges explored. This sequence corresponds exactly to the abstract path. In what follows, we show how to obtain more, namely, how to extract a run from the abstract path.
3.2 Extracting runs from abstract paths Let = (q 1 ; 1 ) e1 ! el ! (q l+1 ; l+1 ) be the abstract path returned by the DFS of gure 2, where for each i = 1; :::; l, (q i+1 ; i+1 ) = post(q i ; i ; e i ; c) and S l+1 = (q; l+1 ), with l+1 \ 6 = ;. For simplicity, we assume that l+1 (otherwise, we can just replace l+1 by l+1 \ ).
We show how to build a run inscribed in . The run is built in two passes, rst backwards and then forwards: Intuitively, the backward pass generates an invalid run which might contain some \jumps" among c-equivalent states. The forward pass corrects the run by \adjusting" the clocks which have grown greater than c max (A).
Before describing the two passes in detail, we show how choosing a state in a zone (q; ) can be done e ectively. In fact, this comes down to extracting a valuation v 2 . In the sequel, we assume that the set of clocks is X = fx 1 ; :::; x n g. Regarding the complexity of the backward pass, observe that for each step, it takes O(n) time to nd the delay and O(n 2 ) time to complete the valuation 3 . Therefore, the whole pass can be performed in time O(l n 2 ). The complexity of the forward pass is O(l n). Therefore, the complexity of computing the whole run is O(l n 2 ).
Example. Consider the simple TA shown in gure 3. We are interested in reachability of the target zone (q 3 ; true) from the initial zone (q 1 ; x = y). Let e 1 be the edge from q 1 to q 2 and e 2 the edge from q 2 to q 3 . The algorithm of gure 2 succeeds, returning the abstract path (q 1 ; x = y) e1 ! (q 2 ; y = x+2) e2 ! (q 3 ; y > x+2). Notice that for this example c = 2 and before applying close(), the polyhedron associated to q 3 is y = x + 4.
For the backward pass, we start by choosing v 3 2 y > x + 2, say, v 3 = (x = 0; y = 3). This gives 3 = 0. Then, we must complete a 0-incomplete valuation in y = x + 2^x = 2, which gives us v 2 = (x = 2; y = 4). Since x is reset in e 1 , we get 2 = 2. Finally, we have to complete a 0-incomplete valuation in y = x^x = 2, which gives us v 1 = (x = 2; y = 2). At the end of the backward pass, we have the sequence (q 1 ; x = 2; y = 2) e1 ! (q 2 ; x = 0; y = 2) 2 ! (q 2 ; x = 2; y = 4) e2 ! (q 3 ; x = 0; y = 3). This is not a valid run, since there is a \jump" of clock y on the e 2 -transition. We have used Kronos to verify the industrial Bang&Olufsen protocol, treated with Uppaal in HSLL97]. The TA models of Kronos and Uppaal are essentially the same, so that translating the speci cation of HSLL97] to Kronos format was almost straightforward. The protocol is only brie y presented here; the reader is referred to the above paper for more details.
Brief description and modeling. The role of the protocol is to ensure collision detection in a distributed environment of components exchanging messages through a common multiple-access bus. The system modeled has two transmission components A and B (identical up to renaming) and the bus. Since we are interested only in the collision-detection protocol, the reception components are not modeled. A and B consist each of 3 sub-components, namely, the sender, the detector and the frame generator. The sender handles transmission of messages, which are grouped in frames. The latter are generated by the frame generator. The detector is responsible for collision detection.
The by timed automata whereas the rest of the automata are untimed 5 . Figure 5 shows the TA for sender A. The gure is merely intended to give an impression of the complexity of the case study and the modeling issues involved. In particular,
Uppaal uses so-called \committed locations", which are not a standard feature of Kronos. However, they can be easily modeled as described in appendix A.
The most interesting feature of the protocol is its timing constraints, which concern the frequency of senders' polling on the bus, the encoding of messages and the waiting delay required before retransmitting after a collision. For instance, a sender samples the value of the bus (1 for high voltage, 0 for low voltage) twice every 781 micro-seconds. Also, there are 5 di erent types of messages and the i-th message is encoded by the presence of a 1 on the bus, for 2 1562 i micro-seconds. Finally, the jamming signal, after a collision, is a continuous 1 on the bus for 25 milli-seconds 6 .
Veri cation. The protocol must ensure collision detection, that is, if a frame sent by a sender is destroyed by the other sender (collision), then both senders shall detect this. According to HSLL97], collision happens when the boolean expression col def = :(A Pf , A S 1^A Pn , A S 2 ) 5 The observer automaton shown in the gure is not part of the system itself, but is added to monitor the system for possible errors, as we explain below. evaluates to false at the moment A S 2 is assigned (transition from control state 11 to 12 in gure 5). A collision is detected when the result of the detector automaton (called by signal \Acheck !") is A res = 1 or A res = 2, whereupon the sender emits an \Areset !" signal. Now we can model the requirement in terms or reachability of the \error" state of the observer automaton shown in gure 6. The observer starts at its leftmost state and moves to its middle state when a collision happens. If the collision is detected before the the sender nishes transmitting (modeled by signal \Done !") then the observer returns to its initial state, otherwise it goes to the error state. Results and performance. HSLL97] present two versions of the protocol: the initial version contains an error (Uppaal provides an abstract counter-example); then, the frame-generator automaton is slightly modi ed and the authors of HSLL97] claim this version to be correct. However, we have found a counter-example in both versions. The counter-example of the \corrected" version is generated by Kronos in 25 seconds on a Sparc 20 7 .
Areset
The complete diagnostic run is 1951 discrete/timed steps long. Here, we show only its head and its tail, as produced by the tool 8 :
<> -0 -<> --y:=0 "b_go" --> <y:0> -40 -<y:40> --x:=0 "a_go" --> <x:0, y:40> -741 -<x:741, y:781> --y:=0 "b_start_frame" --> <x:741, y:781> -40 -<x:781, y:821> --"a_silent" --> <x:781, y:40> -0 -<x:781, y:40> --x:=0 "a_start_frame" --> <x:781, y:40> -2303 -<x:3084, y:2343> --"b_silent" --> 7 As in HSLL97], in order to obtain a fast answer, we have used a simpli ed model where not the whole variety of messages could be generated. 8 There are too many discrete variables, thus, only the clock valuation is shown for each state. Clocks x and y correspond to senders A and B, respectively. The initial valuation is trivial since no clocks are initially active. In the second valuation, only y is active.
Intuitively, the error seems to be due to the following reasons:
1. The two senders start transmitting with a di erence of exactly 40 -seconds.
Due to this fact and the way the sampling of the bus is performed, collision remains undetected until the last message of the frame is sent. 2. In the last message of the frame (a message signaling end-of-frame) the collision detection procedure is disarmed. This can be seen in the tail of the diagnostic run above: instead of the action a check calling the collision detection procedure, we see the action a stopped, which means that boolean variable A stop is set. Therefore, collision is not detected by A. The situation is the same for sender B.
Recently, AKV98] have developed an algorithm which, given a sequence of edges, produces a corresponding run, if one exists. This algorithm has complexity O(l n 2 ) as ours, and can also be used to extract a timed diagnostic from a symbolic path.
