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Optimal ripple-free deadbeat controllers
ROBERT PAZ² and HATEM ELAYDI ²
A ripple-free deadbeat controller for a system exists if and only if there are no
transmission zeros coinciding with the poles of the reference signal. Approaches to
this problem often use the Diophantine equation solution. However, solutions
provided by the Diophantine equation often exhibit extremely bad transient
responses. This approach gives a new a ne parametrization of solutions of the
Diophantine equation. Based on this parametrization, LMI conditions are used to
provide optimal or constrained controllers for design quantities such as overshoot,
undershoot, control amplitude, s̀lew rate’ as well as for norm bounds such as °1, °2
and °¥ .
1. Introduction
We consider the problem of tracking a unit step reference signal in a deadbeat
fashion for continuous, linear time-invariant, single-input, single-output systems. We
give a design procedure for a causal controller under which the output of the closed-
loop system exactly coincides with the reference input after a ® xed (® nite) time. The
design provided here allows for constraints on control magnitude as well as on many
time domain properties such as overshoot, undershoot, slew rate, and also on such
system norm quantities as °1, °2, °¥ and H ¥ norms. The approach also provides an
e cient computational design using linear matrix inequalities (LMIs), which may be
solved using readily available software such as MATLAB ³ (see also Vandenberghe
and Boyd 1994, El-Ghaoui et al. 1997).
1.1. Digital deadbeat systems
The study of deadbeat error control of discrete-time systems dates back to the
early 1950s (Porter and Stoneman 1950, Bergen and Ragazzini 1954). An excellent
perspective into the long and rich history of this problem is given in Hartley et al.
(1996).
The general solution to the problem at hand was given by KucÏ era (1979) and
Sirisena (1985), in terms of the solutions of a Diophantine equation. These solutions
hold for general tracking problems in discrete-time, but not necessarily in continu-
ous-time. For the (hybrid) control of continuous-time systems, it was found that
there must, in general, be a continuous-time internal model of the (continuous-time)
reference signal (Franklin and Emami-Naeini 1986, Urikura and Nagata 1987).
For the problem with a unit step reference signal, this is taken into account in the
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zero-order hold (ZOH), and so the conditions in Sirisena (1985) are both necessary
and su cient for the hybrid system.
1.2. System formulation
We consider a single-input, single-output (SISO), linear, time-invariant (LTI)








We desire to control this system in a hybrid control setting. This con® guration is
illustrated in ® gure 1. In order to design a controller for this system, we desire to
apply ripple-free design techniques to the control of this system.
Obtaining a discrete model of the plant that is accurate at the sampling instants,
kT (where T is the sampling period), we obtain the transfer function
y(q)
u(q)





PH (q) = Z





expressed in terms of the delay element q² . Here we have the mth order numerator
polynomial, Np (q) , and the nth order denominator polynomial Dp (q) . Since the
continuous-time plant was assumed to be minimal, then the discrete-time plant
is minimal for almost all sampling periods T . Also, the polynomials Np (q)
and Dp (q) are coprime for almost all sampling periods T . Here we assume T
to be such that Np (q) and Dp (q) are coprime. By causality, we also assume that
Dp (0) = 1, and also Np (0) = 0. In general, the reference signal can be considered
to be the sampled version of a continuous-time signal or a discrete signal. The
solution presented here solves essentially the discrete-time ripple-free deadbeat
problem. The complete solution to the continuous-time ripple-free deadbeat
problem requires the use of a continuous-time internal tracking model. In the
case of a unit step input, this is solved by the use of a zero-order hold (D/A
convertor).
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Figure 1. Closed-loop hybrid control system.
² The delay element may be de® ned in terms of the z transform variable q = z- 1.




1 - q (1.4)
We also de® ne the tracking and manipulation errors
ey (q) = r(q) - y(q), eu (q) = uss1 - q - u(q) (1.5)
where uss = Dp (1) /Np (1) is a ® nite, constant value.









where Nc (q) and Dc (q) are coprime and Dc (0) = 1, such that the closed-loop system
is internally stable, and the errors ey and eu settle to zero in N discrete steps.
The above de® nition implies that both ey (q) and eu (q) are polynomials of degree
at most N. In addition to the above requirements, we will also desire that the
transient response of the overall system is `nice’ according to some measure.
1.3. All solutions to the ripple-free deadbeat problem
We ® rst introduce the factorization
Dp (q) = Dps (q)Dpu (q) (1.7)
where Dps is a stable factor having all its roots outside the closed unit disk. We also
assume that Dpu has no root at q = 1³ . The following result gives all solutions to the
ripple-free deadbeat control problem§ (Sirisena 1985).
Lemma 1: The ripple-free deadbeat control problem has a solution if and only if
Np (1) /= 0. Moreover, all solutions are of the form
Nc (q) = Dps (q)Qn (q) (1.8)
Dc (q) = (1 - q)Qd (q) (1.9)
where Qn (q) and Qd (q) are polynomial solutions of the Diophantine equation
[Np (q)]Qn (q) + [Dpu (q) (1 - q)]Qd (q) = 1 (1.10)
such that Qd (0) = 1.
Equations (1.8) ± (1.10) characterize all solutions to the ripple-free deadbeat
problem for a given plant with a step input. Minimum settling time may be achieved
by making Dps the largest stable factor and by obtaining the smallest order Dio-
phantine solution.
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² In general, we may wish to consider a general, non-decaying signal.
³ This is not a fundamental problem with the design. It only makes the derivation simpler.
Indeed, if there is a pole at q = 1, the order of the resulting controller may be reduced by 1.
§For general inputs, this result is necessary, but not su cient (Franklin and Emami-
Naeini 1986, Urikura and Nagata 1987).
The Diophantine equation has an in® nite number of solutions, and each of them
provide an internally stabilizing controller that solves the ripple-free deadbeat prob-
lem. These solutions solve the steady-state portion of the time response, but ensure
nothing for the transient response. Using the design freedom of this equation has not
been easy, in general. We next present a simple parametrization for the solution of
the Diophantine equation that allows ready access to the design freedom.
2. A parametrization of solutions
The solution of the Diophantine equation, using the so-called resolvant matrix
(KucÏ era 1979) is not convenient for optimization purposes. As a result, searching for
optimal solutions is complicated. We now consider a di erent parametrization of the
solutions of the Diophantine equation that allows ready access to the design freedom
in the characterization of control constraints. To begin, we consider two basic prop-
erties of polynomials.
2.1. A matrix representation of polynomial products
Suppose we have the polynomials
A(q) = a0 + a1q + a2q2 + ´´´+ amqm (2.1)
B(q) = b0 + b1q + b2q2 + ´´´+ bnqn (2.2)












Î R n+1 (2.3)
Indeed, we may vectorize any polynomial this way. We may express this vectoriza-

















Î R n+p+ 1́ p (2.4)
We have the following result, the proof of which is by simply multiplying the poly-
nomials and gathering the coe cients of each power of q.
Lemma 2: The following hold
(AB





Lemma 2 illustrates the fact that a polynomial product may be written in terms of
a matrix product. In a comparable way, a polynomial division may also be written as
a matrix equation.





= c0 + c1q + c2q2 + ´´´ (2.6)
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The right-hand side of equation (2.6) is the Maclauren series expansion of the func-
tion and thus has an in® nite number of terms. We note that equation (2.6) may also
be written
A(q) = B(q)C(q) (2.7)
We note that the left-hand side of equation (2.7) has at most m + 1 non-zero terms,
and thus the right-hand side must also. Thus, restricting our attention to a ® nite
version of the sequence, we now consider the ® rst N coe cients of C. We write the
truncated version of this
CN (q) = c0 + c1q + ´´´+ cN- 1q
N- 1 (2.8)
and state the following result. The proof is in the Appendix.
Lemma 3: For the polynomial equation, A(q) = B(q)C(q) , the ® rst N coe cients
of C may be computed by
®
CN = B- 1x
®
A
0N- m- 1́ 1
(2.9)
where Bx is obtained from the decomposition
Bx
By
= BN, Bx Î R N ´ N, By Î R n+ 1́ N (2.10)
2.2. A matrix parametrization of solutions
Since the Diophantine equation has two polynomial products, this vectorization
is a convenient way to express the equation. Considering that the product (1 - q)Dpu
is of order r, we now de® ne
Dy (q) = (1 - q)Dpu (q) = 1 + d1q + ´´´+ drqr (2.11)
Dx (q) =
Dy (q) - 1
q
= d1 + d2q + ´´´+ drqr- 1 (2.12)
We next assume that the solution to the Diophantine equation is of the form
Qn (q) = a 0 + a 1q + ´´´+ a pqp (2.13)
Qd (q) = 1 + b 1q + ´´´+ b °q° (2.14)
where p, the order of Qn and °, the order of Qd are to be determined. We also de® ne
W (q) =
Qd (q) - 1
q
= b 1 + b 2q ´´´+ b °q°- 1 (2.15)
We note that by expanding, we may write
Dy (q)Qd (q) = 1 + q(Dx (q) + Dy (q) W (q) ) (2.16)
Since Np (0) = 0, then we can write Np (q) = qNp1 (q) , for some polynomial Np1 (q) .
The Diophantine equation becomes
Np1 (q)Qn (q) = - Dx (q) - Dy (q) W (q) (2.17)
Optimal ripple-free deadbeat controllers 1091
The system with the given controller structure will settle in a minimum of Nmin
steps. In the Diophantine equation, there are p + ° + 1 unknown values. The term
1 - DyQd has r + ° coe cients, while the product NpQn has m + p coe cients. In
order to get a solution to the Diophantine equation, the highest power of these
polynomials must cancel each other, requiring r + ° = m + p = N. In order to get
an exact solution to the Diophantine equation, we need at least as many equations as
unknowns, requiring that at Nmin, p + ° + 1 = r + ° = m + p. Thus
Nmin = m + r - 1 (2.18)
From this, we ® nd that for N ³ Nmin, the Diophantine polynomials must have the
orders
p = N - m, ° = N - r (2.19)
We desire to vectorize the equation (2.17). We thus de® ne the following matrices
dependent on the known polynomials
A = (Np (q) ) p+1 Î R N ´ p+1, B0 =
- ®Dx
0N- ŕ 1
Î R N ´ 1 (2.20)
B1 = (- Dy (q) )° Î R N ´ ° (2.21)














In addition we also de® ne some matrices associated with the solution of the
Diophantine equation
Xa = IN - AA+ = IN - A (ATA)- 1AT (2.23)
X0 = - (XaB1)+XaB0 Î R ś 1 (2.24)
and where X1 Î R °́ N- Nmin as the maximal full rank complement
X1 = (XaB1) ^ , with (XaB1)X1 = 0 (2.25)
Note that all these matrices are de® ned only in terms of the known system poly-
nomials.
The following theorem presents the parametrization of solutions of the Diophan-
tine equation in terms of the above de® ned matrices. The proof is given in the
Appendix.
Theorem 1: The Diophantine equation (1.10) has a solution if and only if there ex-
ist N and D such that
A N = B0 + B1 D (2.26)
If this is the case, then for any R Î R N- Nmin , the following give a solution to (2.26) .
D = X0 + X1R (2.27)
N = A+ (B0 + B1 D ) (2.28)
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From this theorem, we see that there are N - Nmin free parameters in the Diophan-
tine equation.
This parametrization is a ne in the parameter R . The use of LMI in the opti-
mization process is made convenient by this parametrization.
3. LMI optimization conditions and constraints
Recent results in optimization theory have shown that if a problem can be cast as
a linear matrix inequality (LMI), then e cient algorithms can be employed to solve
them (e.g. interior point methods (Nesterov and Nemirovskii 1994)). As a result,
many previously unsolvable problems (e.g. problems with no closed-form solution)
can now have numerical solutions (Vandenberghe and Boyd 1994, El-Ghaoui et al.
1997).
The use of the Diophantine solution to compute a solution to the ripple-free
deadbeat problem has yielded controllers that, with good steady-state response, have
had terrible transient response. Thus, optimizing or constraining this response is of
critical importance for this approach to be useful. In this section we consider two
kinds of constraints. The ® rst kind we call s̀tandard’ constraints. This refers to the
standard kind of properties that arise in control design problems. Here, we consider
the transient response quantities of overshoot, undershoot, maximum control ampli-
tude, settling time and `slew rate’ . The second kind of property is the performance
norm type of quantities. These are the °1, °2 and °¥ norms as well as the H ¥ norm.
In addition other performance indices such as the STAE (sum of time-weighted
absolute error) and STSE (sum of time-weighted square error) criteria are also
considered. Because of the LMI framework, any of these quantities can be
combined. Moreover, we may either optimize with respect to the quantity or simply
require a hard constraint upon it. We consider each of the quantities in the discrete-
time.
3.1. `Standard’ conditions
In working with the quantities, we exploit the fact that the system settles in a
® xed number (N) of steps. Thus, we are only concerned about the sequences
y(k),u(k), Çy(k),ey (k), 0 £ k £ N - 1 (3.29)






















y(N - 1) - 1
(3.30)
Because of our a ne parametrization of the controller, and the use of Lemmas 2 and
3 we may write these signals in matrix form. First, we note that
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y(q) =
Np (q)Qn (q)
1 - q , u(q) =
Dp (q)Qn (q)
1 - q (3.31)
In order to compute the derivative of y, Çy, we refer to the fact that we have the
original continuous-time system. We thus compute
Çy(q)
u(q)







1 - q (3.33)
By Lemmas 2 and 3 we may write
yN® = E- 1A N , uN® = E- 1C N , ÇyN
® = E- 1D N (3.34)
where
C = (Dp (q) )p+1, D = (Nd (q) )p+1, E = IN -
01 ´ N
IN- 1 0N- 1 ´ 1
(3.35)
We are now in a position to provide the LMI conditions, for the standard problems,
which we simply list. The proof of these is elementary. We also de® ne diag () of a
vectorized signal to be a diagonal matrix with the elements of the vector along the
diagonal.
(1) Settling time
We consider the settling time to be ts = NT . Thus, for w 1 > 0,




The values T and N may be used as design parameters.
(2) Overshoot
The overshoot, M1, corresponds to the peak value of y or (ey® ) . Thus, for
w 2 > 0,
M1 < w 2 Û w 2IN - diag (ey® ) > 0 (3.37)
(3) Undershoot
The understoot, M2, corresponds to the minimum value of y. Thus, for
w 3 > 0,
M2 < w 3 Û w 3IN - diag ( yN® ) > 0 (3.38)
Note that if there is no overshoot or understoot, then (3.37) or (3.38) are
automatically satis® ed.
(4) Maximum control amplitude
The maximum control amplitude, Mu, corresponds to the maximum absolute
value of the control signal. In this case, we have for w 4 > 0,
Mu < w 4 Û
w 4IN - diag ( uN® ) > 0
w 4IN + diag ( uN® ) > 0
(3.39)
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(5) Slew rate
The slew rate is the maximum rate of change of the signal y, i.e. the maximum
value of the derivative, Çy. Thus, we have for w 5 > 0, w 6 > 0,
- w 5 < Çy(q) < w 6 Û
w 5IN + diag ( ÇyN
® ) > 0
w 6IN - diag ( ÇyN
® ) > 0
(3.40)
Here we have provided separate upper and lower bounds in the event that
they are to be considered separately.
We now move on to consider some system norm bounds.
3.2. Norm conditions
Here, we are concerned with the norm of the closed-loop system as illustrated in
® gure 2, where we have added two possible sources of disturbance. The disturbance
w1 is a process noise, while w2 is a sensor noise. The disturbance w2 is more closely
associated with the tracking performance problem, and thus we consider its e ects
more in detail. We also now neglect r(q) as a step input, and set it equal to zero. We
also assume that the disturbances lie in admissible signal spaces for the norm under
consideration. We note, from ® gure 2, that we have the two transfer functions




(1 - q)Np (q)Qd (q)
Dps (q)
(3.41)
T 2 (q) =
y(q)
w2 (q)
= (1 - q)Dps (q)Qd (q) (3.42)
= e 0 + e 1q + ´´´+ e NqN, ( e 0 = 1) (3.43)









, Xe2 = 01 ´ °(Dy)°
(3.44)
and also de® ne
" = diag ([e 0, . . . , e N]) (3.45)
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Figure 2. Closed loop system for robustness considerations.
² If we initially chose Dpu (q) = Dp (q) , Dps (q) = 1, then T 2 would be ® nite settling.
and a set of scalars p0, . . . ,pN that we put on the diagonal of the matrix
P = diag ([p0, . . . ,pN]) (3.46)
For all except the H ¥ norm, we restrict ourselves to working with T 2.
(1) °1 norm
This corresponds to the sum of the absolute values of the errors (SAE ² )
i T 2 i °1 =
N- 1
k=0
T |e i| (3.47)
Thus, for w 7 > 0, i T 2 i °1 < w 7 if and only if there exists diagonal P > 0 such
that







This is the sum of the squares of the error (SSE)
i T 2 i 2°2 =
N- 1
k=0
T e 2i (3.49)
Thus, for w 8 > 0,
i T 2 i 2°2 < w 8 Û







This is the peak value of the error. Thus, for w 9 > 0,
i T 2 i °¥ < w 9 Û
w 9IN+1 - " > 0
w 9IN+1 + " > 0
(3.51)
(4) H ¥ norm
For the transfer function, T 1, we may obtain the state model









0N+n- r- 1 ´ 1
1
(3.53)
C1 = [b N+n- r . . . b 1] (3.54)
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² The sampling period, T , is included here so that this cost is like the integral of absolute
error (IAE) cost in continuous-time. This also holds for the °2, STAE and STSE costs.
and where
Dps (q) = 1 + a 1q + ´´´+ a n- rq
n- r (3.55)
P2 (q) = (1 - q)Np (q)Qd (q) = b 1q + ´´´+ b N+n- rqN+n- r (3.56)
and
F11 =






C11 = [1 01́ N- 1], F12 = 0n- r- 1 ´ 1 In- r- 1
- a n- r . . . - a 1
(3.58)
We note that all the unknown parameters appear in an a ne way in C1.
Thus, we have (Doyle et al. 1991), for w 10 > 0, that i T 1 i H ¥ < w 10Ï , if and
only if there exists W1 > 0 such that
FT1 W1F1 - W1 FT1 W1G1 CT1
GT1 W1F1 G
T
1 W1G1 - w 10I 0
C1 0 - 1
< 0 (3.59)
For the transfer function, T 2, we obtain the state model





F2 = F11, G2 = G11, C2 = [e N . . . e 1], D2 = 1 (3.61)
We note that all the unknown parameters appear in an a ne way in C2.
Thus, we have (Doyle et al. 1991), for w 11 > 0, that i T 2 i H ¥ < w 11Ï if and
only if there exists W2 > 0 such that
FT2 W2F2 - W2 FT2 W2G2 + CT2 D2 CT2




2 W2G2 + D
T
2 D2 - w 11I 0
C2 0 - 1
< 0 (3.62)
3.3. Other performance indices
Other performance criteria are also considered in the optimization of system
responses. The next two criteria are the sum of the time-weighted absolute error
(STAE) and the sum of the time-weighted square error (STSE). These criteria tend to
more strongly penalize later part of the response. In addtion, we also consider the
transient control energy.
(1) STAE
This is the sum of the time-weighted absolute errors





Thus, for w 12 > 0, (T 2)STAE < w 12 if and only if there exists diagonal P > 0
with











kT 2 e 2i (3.65)
Thus, for w 13 > 0,
(T 2)STSE < w Û
1
T 2





diag 1 . . . 1
N
> 0 (3.66)
(3) Transient control energy
The control energy in the transient portion of the response is also an import-
ant quantity. We note that
®uN- 1 = Xu1 + Xu2R (3.67)
where
Xu1 = E- 1CA+ (B0 + B1X0), Xu2 = E- 1CA+ B1X1 (3.68)
The transient control energy is given by




Thus, for w 14 > 0,
i uN i 2°2 < w 14 Û
1
T
w 14 (Xu1 + Xu2R )
T
(Xu1 + Xu2R ) IN
(3.70)
4. Computational issues
In the numerical solution of LMIs, software packages often allow the use of both
linear matrix inequalities (LMI) as well as linear matrix equalities (Vandenberghe
and Boyd 1994, El-Ghaoui et al. 1997). In equations (2.27) and (2.28), the solution of
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the Diophantine equation is given in terms of two conditions including free par-
ameters. These are equivalent to the single LME
A G - (B0 + B1 D ) = 0 (4.1)
as found in Theorem 1.
In the case of the °2 norm, if we desire a global optimal solution for ® xed N, we
can get a closed-form solution. Indeed, since we have T 2 (q)
®
= Xe1 + Xe2 D , then we
may write
i T 2 i 2°2 = T (T 2 (q)
®
)T (T 2 (q)
®
) (4.2)
= T (Xe3 + Xe4R )
T (Xe3 + Xe4R ) (4.3)
which is minimized when R = - X+e4Xe3, where
Xe3 = Xe1 + Xe2X0, Xe4 = Xe2X1 (4.4)
Similarly, for the transient control energy, the global optimal solution for ® xed N is
given by R = - X +yÎ X y¥ .
Any or all of the above LMIs can be included in the design process. Some of the
conditions may be used in the optimization (minimizing with respect to w i , with w i
not ® xed), while some may be used to provide a hard constraint (i.e. ® xing w i). A
design procedure would be as follows:
(1) Determine which properties are most important to incorporate.
(2) If certain hard constraints must be satis® ed, check to ensure that a feasible
solution exists for those constraints. Modify the `hard’ constraints if necess-
ary to obtain a feasible solution.
(3) Determine, one-at-a-time, what the minimum possible values are for each of
the unconstrained w i to be considered, keeping the hard constraints intact.
(4) Vary the weighting on the unconstrained w i until a suitable controller is
obtained. If no controller is suitable, go back to (1) to add or change con-
straints.
In practice, after an initial design has been done, it may be noticed that the
hybrid system has large inter-sample ripple before the settling time (after which
there is no ripple). For example, the discrete-time constraint on the overshoot may
be satis® ed, but in the hybrid response, inter-sample ripple causes the hybrid over-
shoot to violate the constraint. In this case, adding a condition on the slew rate can
minimize the ripple.
5. An example
Consider the unstable, SISO, LTI plant with a non-minimum phase zero
P(s) =
4.5(- 2s + 5)
(s - 0.1) (s2 + 6s + 10)
(5.1)
We desire to control this system with a ripple free deadbeat controller in the follow-
ing way
minimize i T 2 i °2 (5.2)
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subject to
ts £ 5, Mu £ 1, M1 £ 0.91, M2 £ 0.3 (5.3)
In addition to the parameters in the controller, we also have the order of the
controller and sampling period as variables. Thus, for the above cost criteria, we
have
w 1 = 5, w 2 = 0.91, w 3 = 0.3, w 4 = 1 (5.4)
and we wish to minimize w 8. Satisfying the settling time criteria is accomplished by
making T = 5 /N, where N is related to the order of the controller and the number of
degrees of freedom in it. For a given T , we have the discrete-time model
PH (q) = (1 - q)Z P(s)s q=z- 1
=
q(A0 + A1q + A2q
2)
(1 - qeT /10) (1 - 2e- 3T cos (T )q + e- 6T q2)
(5.5)
for some coe cients A0, A1, and A2 that are functions of the sampling period T .
Thus, m = 3. In this case, we have Dpu = 1 - q eT /10 , and Dps = 1 - 2 e- 3T cos (T )q +
e- 6T q2. Since we have a unit step reference signal, then Dy = (1 - q) (1 - q eT /10) ,
giving r = 2. Thus, the minimum N becomes Nmin = m + r - 1 = 4. For N = 4 (and
T = 5/N), we have the plant and the (unique) controller
PH (q) =
q(0.6827 + 2.1745q + 0.0959q2)
(1 - 1.1331q) (1 - 0.0148q + 5.53 ´ 10- 4q2) (5.6)
C(q) =
(1.06 - 0.7214q) (1 - 0.0148q + 5.53 ´ 10- 4q2)
(1 - q) (1 + 1.4095q + 0.061q2) (5.7)
A plot of the time response for this system is shown in ® gure 3. In this case, we are
unable to meet the specs (5.3). Because there are no degrees of freedom, the response
cannot be improved for this value of N.
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Figure 3. Step response for N = 4, N =6, and N = 10.
We used the LMITOOL (El-Ghaoui et al. 1997) and SP software (Vanderberghe
and Boyd 1994) to solve this problem. This allows one to incorporate any or all of
the specs by specifying the accompanying LMI. Doing so, we varied the number of
steps to settle, N, and solved the optimization. It can be shown that the specs can
only be met for N ³ 6 (the SP software checks for feasibility of the control problem).
Figure 3 shows the step responses when N = 6 and N = 15, as well as N = 4. Figure
4 shows a plot of the minimum °2 norm versus N. This is not the globally optimal °2
norm, but the minimum norm subject to the other constraints. We see that minimiz-
ing the norm served also to reduce the overshoot. All designs met the ts £ 5 settling
time imposed by the choice of N and T .
6. Conclusion
A solution to the optimal ripple-free deadbeat control problem has been
obtained. A new parametrization of the controllers had been obtained, and LMI
conditions have been provided for overshoot, undershoot, settling time, slew rate, °1,
°2, °¥ , norms, STAE and STSE costs, as well has H ¥ norms with respect to two
di erent outputs. Future directions for research include considering the general
tracking problem, including systems with time-delays, and are forthcoming.
Appendix
A.1. Proof of Lemma 3
We ® rst de® ne
D (q) = B(q)C (q) = d0 + d1q + ´´´+ dNqN + ´´´ (A.1)
DN (q) = d0 + d1q + ´´´+ dNqN (A.2)
and note that for 0 £ k £ n
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Figure 4. System °2 norm as a function of N.
and for n < k






In order to satisfy A(q) = D (q) , we must have
dk =
ak, 0 £ k £ m
0, m < k
(A.5)
Thus, we must show that
®
CN = B- 1x
®
DN.
We now consider two cases: when N > m, and when N £ m. First, when N > m,





















































CN . By the assumption that b0 = 1, we see that Bx
is invertible, and thus that we have the unique solution
®
CN = B- 1x
®
DN (A.7)
Note that to put this into the expanded matrix form, we note that this is the top N
rows of the matrix BN which has N + n + 1 rows.
When 0 < N £ m,
®
DN contains a truncated version of
®
A. However, the matrix Bx
has the same basic form as in (A.6), and it is also invertible Thus, equation (A.7)
again holds, and we see that Bx is again the top N rows of the matrix BN. h
The following result is needed in the proof of Theorem 1 (Ben-Israel 1974).
Lemma 4: Given A Î R n1 ´ m1 , n1 ³ m1, which is full rank (rank (A) = m1) and the
matrices x Î R m1 ´ p1 and y Î R n1 ´ p1 . The linear equation Ax = y has a solution for x
if and only if the consistency condition
(In1 - AA+ )y = 0 (A.8)
holds. In this case all solutions of the linear equation are given by
x = A+y + Â b (A.9)
for arbitrary b Î R n1- m1 ´ p1 , and Â Î R m1 ´ n1- m1 a full rank complement of A such that
AÂ = 0.
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A.2. Proof of Theorem 1
Note that both sides of the Diophantine equation (1.10) are monic. This is a
consequence of making Qd (0) = 1. It is well known that this equation, for ® xed N
can be written in terms of the resolvant matrix ² (Barnett 1983, Astrom and
Wittenmark 1989)
W = [A - B1] (A.10)
where A and B have been previously de® ned. The Diophantine equation may be
compactly written as






is the matrix of unknown parameters. Note that B0 is previously de® ned in the
theorem. The Diophantine equation has a solution if and only if the linear equation
(A.11) has a solution. The resolvant matrix will always be full rank if and only if the
polynomials Dy (q) and Np (q) are coprime. Equation (A.11) can be rewritten
A N = B0 + B1 D (A.13)
Thus, the Diophantine equation has a solution if and only if (A.13) has a solution.
By de® nition, it is easy to see that A is a full rank matrix. Equation (A.13) may be
uniquely solved for N in terms of D whenever m = 1. When m > 1, the solution of
(A.13) must satisfy the consistency equation
(IN - AA+ ) (B0 + B1 D ) = 0 (A.14)
In examining this condition, we note that the resolvant matrix being full rank implies
that the matrices A and B1 have complimentary left null spaces. We now compute
the singular value decomposition
A = UR V T (A.15)
where UTU = UUT = IN, V TV = VV T = Ip+1, and
U = [U1 U2], R =
R 1
0m- 1 ´ p+1
, R 1 > 0 (A.16)
From this, we may write the pseudo-inverse
A+ = V R +UT, R + = [R - 11 0] (A.17)






Xa = IN - AA+ = IN - UR V TV R +UT
= U(IN - R R + )UT = UR 0UT (A.19)
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² This matrix is sometimes called the Sylvester matrix.
From this, we may observe that UT2 spans the left null space of A, i.e. U
T
2 A = 0.
Since the left null space of A is complimentary to that of B1 and since B1 is full rank,
then UT2 B1 is full rank (i.e. rank (U
T
2 B1) = m - 1) . Thus (A.14) holds if and only if
UR 0U
T (B0 + B1 D ) = 0, holds which is equivalent to R 0UT (B0 + B1 D ) = 0. This can
be seen to be equivalent to UT2 (B0 + B1 D ) = 0, which can be written
UT2 B1 D = - UT2 B0 (A.20)
Since UT2 B1 is full rank, and since m - 1 £ °, then (UT2 B1) (UT2 B1)+ = Im- 1. The
condition (A.20) holds if and only if it is consistent, which is true since
0 = (Im- 1 - (UT2 B1) (UT2 B1)+ )UT2 B0 = (Im- 1 - Im- 1)UT2 B0 = 0 (A.21)
We now parametrize equation (A.20) by the parameter R Î R N- Nmin ´ 1 such that
D = X0 + X1R (A.22)
where X0 is de® ned in (2.24) and X1 is a full-rank matrix de® ned in (2.25). By
Lemma 4, this parameterizes all solutions to the linear equation (A.20). In this
case, since (A.13) is consistent, then we obtain all solutions of this linear equation
as in (2.28). h
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