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Abstract
We study dynamics of scalar fields on a large class of geometries described by
integrable sigma models. Although equations of motion are not separable due to
absence of isometries and Killing tensors, we completely determine the spectra
using algebraic and group–theoretic methods.
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1 Introduction
Study of dynamical fields provides important insights into the structure of geometries
in general relativity and string theory. Such fields satisfy Partial Differential Equations,
and the main technique for solving linear PDEs involves separation of variables, which
has been successfully applied to fields on black hole geometries and on space–times rel-
evant for cosmological models. Unfortunately not all backgrounds admit separation of
variables, and analyzing dynamical fields on such geometries presents an important chal-
lenge. Remarkably, in certain cases the spectrum of the scalar field can be determined
by purely algebraic methods [1, 2]1, and the goal of this article is to extend the result of
the pioneering work [1] to more general backgrounds.
Separation of variables in dynamical equations is often (but not always) associated
with isometries of the underlying background, and such geometric symmetries are en-
coded in Killing vectors. The classic example in flat space is the separation of field
equations in Cartesian coordinates originating from translational invariance. Separation
in spherical coordinates has the same origin, although in this case the Killing vectors do
not commute. Every isometry gives rise to a conserved quantity, and one needs (d − 1)
such charges to characterize the dynamics in d–dimensional space.
It turns out that equations for a scalar field might be fully separable even without
a sufficient number of Killing vectors, and a well-known example of this is the Kerr
black hole [4]. The geometry has only two U(1) isometries, which are not sufficient to
fully characterize dynamics in a four–dimensional spacetime. Nevertheless, equations of
motion for particles and for scalar fields in the Kerr geometry are fully separable due
to a third conserved quantity, which cannot be attributed to a Noether charge related
to isometries [5]. This new integral of motion is associated with an irreducible rank-two
Killing tensor2 [5, 6], which can be used to solve all dynamical equations. Over the last
fifteen years these results have been extended to rotating black holes in higher dimensions
[7, 8], and it has been shown that every separation of variables and every set of conserved
charges must come from Killing vectors or tensors. Recently Killing tensors were also
used to solve the Maxwell’s equations in geometries produced by rotating black holes in
arbitrary dimensions [9], extending the classic results for the Kerr geometry [10].
Given that dynamics of the Klein–Gordon field is governed by a Partial Differential
Equation, one may ask whether separation of variables is the only technique for getting
analytic solutions. While the vast majority of the literature focuses on this method, a
notable exception is the series of articles [1, 2], where the authors managed to determine
the full spectrum of a scalar field on backgrounds that did not have any Killing vectors
or tensors. The problem was solved using an algebraic method based on group theory,
and the results clearly indicated that the wavefunctions did not separate. The goal of our
1Similar ideas were also explored earlier in [3].
2The Kerr metric also admits several reducible Killing tensors constructed as products of Killing
vectors.
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article is to extend the construction of [1] to a much larger class of geometries without
Killing vectors or tensors.
The approach introduced in [1] is based on mapping the problem of finding the spec-
trum of a scalar field into a question in Conformal Field Theory. While the background
geometries discussed in [1] had no isometries, the “hidden symmetries” associated with
CFT allowed the authors of [1] to determine the spectrum using a group theoretic con-
struction. Specifically, article [1] studied scalar field on spaces described by gauged
Wess–Zumino–Witten (WZW) models [11] on cosets G/H . We briefly review this work
in the beginning of section 3.1, and the full spectrum of the Helmholtz equation (2.7)
is given by (3.1). The construction of [1] is based on the group-theoretic structures un-
derlying the coset CFT, which are not visible in the metric. A very natural question
is whether this success can be extended to more general class of CFTs, which might
be less special than cosets, but still admit a sufficient amount of symmetry for finding
the spectrum of a scalar field. Natural candidates for such extensions are the integrable
lambda–deformations of the coset CFTs introduced in [12, 13]. The goal of this article
is to find the spectrum of the scalar field on such deformed backgrounds.
Integrability is a remarkable property of field and string theories that allows one to
determine the entire spectrum and to understand the dynamics using an infinite set of
conserved quantities [14]. Although original examples of integrable string theories (or
CFTs) involved highly symmetric backgrounds, such as AdSp×Sq [15, 16, 17], over the
last two decades integrability has been proven for large classes of geometries that have
either very few isometries or none at all [18, 19, 12, 20, 21]. In particular, the gauged
WZW models are examples of integrable string theories without geometric symmetries
[22]. The lambda–deformation [12, 13, 20, 21] was introduced as a one–parameter family3
of integrable string theories that interpolates between the gauged WZW [11] and the
Principal Chiral [25] models, and the resulting geometries have no isometries. One may
hope that the success in applying algebraic techniques to solving the scalar equation
achieved in [1] extends to this entire family, and we will demonstrate that this is indeed
the case.
This paper has the following organization. In section 2 we present a brief review
of so-called lambda–deformation, a one–parameter family of integrable string theories
interpolating between the gauged WZW and the Principal Chiral models. In section 3
we will analyze the equation for the scalar field on the background of the SO(6)/SO(5)
gauged WZW model. The spectrum of eigenvalues for such field was found in article
[1], so our discussion focuses on properties of the corresponding eigenfunctions. These
insights are used in section 4 to solve the eigenvalue problem on the lambda–deformed
background. Section 5 presents the counterpart of this analysis for the SO(4)/SO(3)
coset, and section 6 extends the results to SO(2n)/SO(2n− 1). Some technical details
and the explicit expressions for the wavefunctions are presented in the appendices.
3One can also introduce a generalized lambda deformation that depends on several parameters [23].
Such families have been discussed in the literature [24], but they will not be considered here.
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2 Brief review of the λ–deformation
In this article we are interested in finding the spectrum of the scalar field on deformed
cosets, so we begin with a brief review of the lambda deformation. We refer to the original
articles [12, 13] for the detailed discussion.
Following [12], we consider a one–parameter family of geometries which interpolate
between a Principal Chiral Model (PCM) [25] and a gauged WZW model [11] on a coset
G/H while preserving integrability of strings4. To introduce this so–called lambda–
deformation, one begins with separating the generators TA of the group G into T a corre-
sponding to the subgroup H and T α corresponding to the coset G/H , and defining the
Maurer-Cartan forms on G by
LA± = −iTr(TAg−1∂±g), RA± = −iTr(TA∂±gg−1),
RAµ = DABL
B
µ , DAB = Tr(TAgTBg
−1). (2.1)
Then the action of the Principal Chiral Model can be written as
SPCM,G/H(g) =
κ2
π
∫
δαβL
α
+L
β
−. (2.2)
The λ–deformed model is constructed by performing three steps [12]:
(i) Consider the sum of (2.2) and the action of the WZW model for the same group G
parameterized by an element gˆ.
(ii) Gauge the group F = G acting by
g → f−1g, gˆ → f−1gˆf .
(iii) Integrate out the gauge field introduced at step (ii) and fix the gauge g = I.
This procedure leads to the action
Sλ = SWZW +
k
π
∫
RT+M
−1L−, λ =
k
k + κ2
,
MAB = EAB −DBA, EAB =
[
λ−1Iαβ 0
0 Iab
]
, (2.3)
which describes strings propagating on the geometry with the metric
ds2 =
k
2π
eα0Qαβe
β
0 , (e0)α =
[
(Dab − δab
)−1
Daα
]T
Lb − Lα . (2.4)
4One can also introduce the generalized lambda deformation that preserves integrability and depends
on several parameters [23, 24], but this article focuses on the original case introduced in [12].
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Here e0 are the frames of the gauged WZW model, and the deformation is encoded in
the matrix Q defined by
Qαβ =
{
I −
[
(1− λ−1J−1)−1 + (1− λ−1J−1)−T
]}
αβ
, (2.5)
Jαβ = Dαβ −Dαb(Dab − δab)−1Daβ .
The Kalb-Ramond field vanishes, and the dilaton is given by5
e−2Φ = Det[Dab − δab]. (2.6)
As demonstrated in [12], geometries (2.4) describe a family of integrable string theories
which interpolate between the gauged WZW model (for λ = 0) and the PCM (for λ = 1).
In this article we are interested in excitations of the deformed geometry (2.4), specif-
ically, in the spectrum Λ of the scalar field6
e2Φ√
G
∂µ
[
e−2Φ
√
GGµν∂νΨ
]
= −2π
k
1− λ2
1 + λ2
ΛΨ . (2.7)
Usually such spectra are found by separation of variables which is associated either with
isometries of the background or with Killing tensors7. However, even the gauged WZW
model does not have a sufficient number of isometries, so this path is not available. In-
terestingly, in the gWZW case, one can use the group theoretic structures to determine
the spectrum completely [1], and the goal of our article is to extend this success to the
geometry (2.4) with non–zero values of the deformation parameter λ. Before attacking
this problem, it is instructive to analyze some properties of equation (2.7) on the unde-
formed background, and we will do this in the next section. In section 4 the lessons from
this study will be used to determine the spectrum on the deformed geometry.
3 Scalar field on the gauged WZW model
Before discussing the λ–deformation, we need to review the spectrum of the scalar field
in the standard gauged WZW model, paying particular attention to the structure of
wavefunctions. As we will see in the next section, the eigenvectors of the deformed
model can be constructed by taking linear combinations of the gWZW results.
5Note that, in contrast to (2.6), the dilaton describing lambda deformation of a supercoset has a
nontrivial λ–dependence [13, 20]. In this article we focus on bosonic deformations with dilaton (2.6)
[12].
6Since the expressions for eigenvalues will appear throughout this article, we introduced a factor in
the right–hand side of (2.7) to simplify them. In particular, as we will see later, Λ takes integer values
for the gauged WZW models.
7We refer to the introduction for an extensive discussion of this point.
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3.1 Wavefunctions from group theory
Although the backgrounds corresponding to gauged WZW models have very few isome-
tries8, the authors of [1] were able to determine the full spectrum of the scalar field
using the group theoretical methods. In this subsection we now briefly review the con-
struction of eigenvalues presented in [1] and study the properties of the corresponding
eigenfunctions.
As demonstrated in [1], the eigenvectors of the scalar field (2.7) on the background
described by the G/H gauged WZW models can be arranged according to irreducible
representations of groups G and H (which will be labeled as R and r), and the spectrum
of Λ is given by [1]9
Λ = k
[
C2(R)
k + gG
− C2(r)
k + gH
]
. (3.1)
Here C2(R) and C2(r) are the eigenvalues of the Casimir operators, and (gG, gH) are
the dual Coxeter numbers. Here we focus on the geometric (large k) limit of G/H =
SO(6)/SO(5), and extensions to other cosets will be discussed in sections 5 and 6.
Representations of SO(6) are characterized by three numbers (L1, L2, L3), which can
be either integers or half–integers, while representations of SO(5) are characterized by
two such numbers. Then in the geometric limit of large k, the general expression (3.1)
gives
SO(6)/SO(5) : Λ = 4
[
L1(L1 + 4) + L2(L2 + 2) + L
2
3 − l1(l1 + 3)− l2(l2 + 1)
]
.
L1 ≥ l1 ≥ L2 ≥ l2 ≥ |L3|. (3.2)
The corresponding wavefunctions will be denoted by
Ψ
[L1,L2,L3]
[l1,l2]
. (3.3)
The wavefunctions for integer and half–integer values of (L1, L2, L3; l1, l2) are constructed
using slightly different methods.
We begin with discussing the structure of the eigenfunctions (3.3) for tensor repre-
sentations with integer values of (L1, L2, L3; l1, l2). First we recall that tensor representa-
tions of SO(6) can be encoded by Young tableaux with three rows [26]. The parameters
(L1, L2, |L3|) of a given representation are equal to the lengths of the rows in the cor-
responding tableau. To incorporate information about SO(5) quantum numbers (l1, l2),
8We will be interested in G/H models, where H is a maximal non–abelian subgroup. In this case the
resulting gWZW geometry has no isometries [1].
9A special case of this formula for the SL(2, R)/U(1) coset was discovered earlier in [3].
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we introduce modified tableaux where index 1 appears (L1 − l1) times in the first row
and (L2 − l2) times in the second row [26]. For example,
Ψ
[100]
[10] → Ψ[100][00] → 1 , Ψ[110][10] → 1 Ψ
[200]
[10] → 1 (3.4)
To map the modified Young tableaux into wavefunctions, we use the explicit parameter-
ization of the SO(6)/SO(5) coset introduced in [27, 21]:
g =
[
1 0
0 qab
] [
B − 1 BXb
−BXa δab − BXaXb
]
, B =
2
1 +XTX
, qab = [(1 + A)(1−A)−1]ab.(3.5)
Here Xa is a 5-dimensional vector, and A is an antisymmetric 5×5 matrix that transform
under the SO(5) gauge rotation Ω as
A→ ΩAΩ−1, X → ΩX. (3.6)
We pick a convenient gauge where
A =


0 0 0 0 0
0 0 a 0 0
0 −a 0 0 0
0 0 0 0 b
0 0 0 −b 0

 , X = (X3, 0, X1, 0, X2). (3.7)
Then the eigenvectors (3.3) become functions of five coordinates (a, b,X1, X2, X3), and it
turns out that significant simplifications happen in new variables (α, β, x, y, Y ) defined
by
α =
1
1 + a2
, β =
1
1 + b2
, x =
a2X21
1 + a2
, y =
b2X22
1 + b2
, Y =
√
1 +X21 +X
2
2 +X
2
3 .(3.8)
The wavefunctions are obtained by taking a product of L ≡ L1+L2+|L3| matrix elements
of g and summing over permutations P corresponding to a given Young tableau
Ψ
[L1,L2,±M ]
[l1,l2]
= Ψˆ
[L1,L2,M ]
[l1,l2]
± Ψ˜[L1,L2,M ][l1,l2] , M = |L3|,
Ψˆ
[L1,L2,M ]
[l1,l2]
= Φˆ
[L1,L2,M ]
[l1,l2]
− traces , Ψ˜[L1,L2,M ][l1,l2] = Φ˜
[L1,L2,M ]
[l1,l2]
− traces ,
Φˆ
[L1,L2,M ]
[l1,l2]
=
∑
i1...iL
∑
P
(−1)σ(P )gi1iP [1] . . . giLiP [L], L = L1 + L2 +M. (3.9)
Φ˜
[L1,L2,M ]
[l1,l2]
= i
∑
i1...iL
∑
P
(−1)σ(P )εi1i2i3j1j2j3gj1iP [1]gj2iP [2]gj3iP [3]gi4iP [4] . . . giLiP [L] , M ≥ 1
The details of this construction, as well as the explicit form of the trace contributions,
are discussed in the Appendix A. The summation over {i1 . . . iL} assumes that index ik
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can take values (2, 3, 4, 5, 6) for an empty box, and ik must be equal to one for a filled
box. For example,
Φˆ
[100]
[10] = gaa, Φ
[100]
[00] = g11, Φˆ
[110]
[10] = g11gaa − g1aga1 Φˆ[200][10] = g11gaa + g1aga1
Φˆ
[210]
[20] = gaagbbg11 − ga1gbbg1a + gabgbag11 − ga1gbag1b, (3.10)
Φˆ
[111]
[11] = gaagbbg11 − gabgbag11 − ga1gbbg1a − gaagb1g1b + gabgb1g1a + ga1gbag1b
Φ˜
[111]
[11] = iǫ
abcdefgadgbegcf .
We imply summation over repeated indices (a, b, . . . ) taking values {2, . . . , 6}. Note that
Ψˆ
[L1,L2,M ]
[l1,l2]
and Ψ˜
[L1,L2,M ]
[l1,l2]
are degenerate eigenfunctions with the same eigenvalue (3.2).
Furthermore due to the symmetry properties of the Young tableaux, Φ˜
[L1,L2,0]
[l1,l2]
= 0.
Equation (3.9) gives an algorithmic prescription for constructing eigenfunctions cor-
responding to all tensor representations, but it is clear that for large quantum numbers
the resulting expressions become rather complicated. Fortunately to find the eigenvalues
for the deformed geometry, we need only some general properties of the wavefunctions.
Here we just summarize the results, and the proofs are presented in the Appendix A.
Properties of the eigenfunction Ψ
[L1,L2,L3]
[l1,l2]
for the tensor representations:
1. Functions Ψˆ and Ψ˜ are polynomials of degree p = L1 in Y
−2:
Ψˆ =
1
Y 2p
P
(p)
mp,np;k
+
1
Y 2(p−1)
P
(p−1)
mp−1,np−1;k
+ · · ·+ P (0)m0,n0;k, (3.11)
Ψ˜ =
γ
Y 2p
P˜
(p)
mp,n˜p;k
+
γ
Y 2(p−1)
P˜
(p−1)
mp−1,n˜p−1;k
+ · · ·+ γP˜ (0)m0,n˜0;k, γ = iabX3 (3.12)
2. Expressions P
(q)
mq ,nq;k
and P˜
(q)
mq ,nq;k
are polynomials in (α, β, x, y) that have degree
mq in (α, β), degree nq in (x, y), and degree k in (x, y, α, β).
3. The power mq in the leading polynomials (P
(p)
mp,np;k
, P˜
(p)
mp,n˜p;k
) is mp = L2 +M . The
highest power of α (or β) in (P
(p)
mp,np;k
, P˜
(p)
mp,n˜p;k
) is L2.
4. The leading polynomials (P
(p)
mp,np;k
, P˜
(p)
mp,n˜p;k
) have np = l1, n˜p = l1 − 1.
5. The power k is shared by all polynomials (P
(q)
mq ,nq;k
, P˜
(q)
mq,n˜q;k
), and it is given by
k = l1 + l2.
6. For large values of (α, β) ∼ A and fixed (x, y), expression [P (p)mp,np;k − γP˜
(p)
mp,n˜p;k
]Y=0
scales as Am¯ with m¯p = L2 −M . The highest power of α (or β) is still L2.
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7. Although the expressions (P
(p)
mp,np;k
, P˜
(p)
mp,np;k
) with q < p will not be needed for our
discussion10, we note that as q decreases, only the following options are possible:
mq−1 = {mq, mq + 1}, nq−1 = {nq, nq − 1}, n˜q−1 = {n˜q, n˜q − 1} . (3.13)
For future reference we summarize the powers of various polynomials in a single equation:
p = L1, k = l1 + l2, mp = L2 +M, np = l1 , n˜p = l1 − 1 . (3.14)
The properties 1–7 listed above imply that in the Y = 0 limit,
Ψ
[L1,L2,L3]
[l1,l2]
∼ 1
Y 2p
Q(α, β; x, y), (3.15)
where at large (α, β) ∼ A and fixed (x, y), function Q scales as
Q(α, β; x, y) ∼ AL2+L3 . (3.16)
The last relation should be contrasted with scalings in Ψˆ and Ψ˜:
P
(p)
mp,np;k
∼ AL2+|L3|, P˜ (p)mp,n˜p;k ∼ AL2+|L3| . (3.17)
The limit (3.15)–(3.16) will be explored in the next subsection, and it will play an im-
portant role in extending the spectrum (3.2) to deformed theories in section 4.
Let us now discuss the “spinor representations” which are not described by the Young
tableaux. The elementary building blocks are representations with
(L1, L2, L3) = (
1
2
,
1
2
,±1
2
), (l1, l2) = (
1
2
,
1
2
), (3.18)
and the corresponding wavefunctions can be determined by solving equation (2.7) with
Λ = 5. The result reads11
Ψ
[ 1
2
, 1
2
, 1
2
]
[ 1
2
, 1
2
]
=
√
αβ
Y
[1 + γ], Ψ
[ 1
2
, 1
2
,− 1
2
]
[ 1
2
, 1
2
]
=
√
αβ
Y
[1− γ] (3.19)
Note that both representations satisfy the counting (3.14), (3.15)–(3.16). To extend this
scaling to all representations, we recall that an arbitrary representation is characterized
by five numbers
(L1, L2, L3, l1, l2), (3.20)
10Some explicit examples of such subleading polynomials are given in equations (B.6), (B.8), (B.9),
(B.12).
11The linear combinations are uniquely determined by imposing the scalings (3.15)–(3.16) for Ψ
[ 1
2
, 1
2
,− 1
2
]
[ 1
2
, 1
2
]
and requiring the symmetry γ → −γ to interchange two wavefunctions in (3.19).
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which are either all integers or all half–integers, and L3 can be either positive or negative.
We have already shown that the wavefunctions with integer values satisfy the scaling
(3.14), (3.15)–(3.16). Any set (3.20) with half–integer values can be decomposed in at
least one of two ways:
(L1, L2, L3, l1, l2) = (L
′
1, L
′
2, L
′
3, l
′
1, l
′
2) + (L
′′
1, L
′′
2, L
′′
3, l
′′
1 , l
′′
2)
(L′′1, L
′′
2, L
′′
3, l
′′
1 , l
′′
2) = (
1
2
,
1
2
,
1
2
,
1
2
) or (
1
2
,
1
2
,
1
2
,−1
2
)
with integers (L′1, L
′
2, L
′
3, l
′
1, l
′
2). Then Ψ
[L1,L2,L3]
[l1,l2]
appears as the representation with the
highest weights in the product
Ψ
[L′1,L
′
2,L
′
3]
[l′1,l
′
2]
Ψ
[L′′1 ,L
′′
2 ,L
′′
3 ]
[l′′1 ,l
′′
2 ]
= Ψ
[L1,L2,L3]
[l1,l2]
+ . . . (3.21)
In particular, the highest powers of (Y −2, α, β, x, y) in the left–hand side must match the
highest powers of Ψ
[L1,L2,L3]
[l1,l2]
. This shows that relations (3.14) and (3.15)–(3.16) extend
to representations with all allowed values of (3.20).
The procedure presented here gives an algorithmic prescription for finding Ψ
[L1,L2,L3]
[l1,l2]
,
but its explicit implementation involves complicated combinatorics, and the resulting
expressions are rather unwieldy. On the other hand, the eigenvalues (3.2) are very simple,
and they can be easily extracted from looking at a particular limit of the wavefunctions,
which will be discussed in the next subsection. Since in the deformed case we are mostly
interested in the eigenvalues, and since the group–theoretic arguments presented here
break down, we expect that the limit discussed in the next subsection would be the
easiest path towards finding the spectrum on the lambda–deformed spacetimes.
3.2 Rescaled solution
Let us use the properties 1-7 listed on page 9 to define a simple limit of the wavefunctions
(3.3), which will eventually allow us to find the spectrum of the Helmhotlz equation (2.7)
on the deformed geometry (2.4).
Given the structure (3.11) of the wavefunction, it is convenient to isolate the highest
power of Y −2. This can be accomplished by looking at the limit of small Y in the metric,
while keeping the remaining coordinates (α, β, x, y) fixed. The resulting geometry turns
out to be regular, although it describes an analytic continuation from the physical branch
to imaginary values of X3: according to (3.8), small values Y correspond to
X3 → ±i
√
1 +X21 +X
2
2 .
The limit of the wavefunction is given by (3.15), then the scaling (3.16) suggests sending
(α, β) to infinity with fixed (x, y). The final sequence of limits can be summarized as
Y → 0, then α→∞, then β →∞, fixed (x, y). (3.22)
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The resulting metric reads
ds2 = −dY
2
Y 2
+
dxdα
2xα
+
dydβ
2yβ
− dα
2
4α2
[
1 +
1
x
+
2y
x
]
− dβ
2
4β2
[
1 +
1
y
]
, (3.23)
and it is invariant under separate rescalings of α, β and Y .
In the limit (3.22), the solution (3.11) simplifies to
Ψ
[L1,L2,L3]
[l1,l2]
=
1
Y 2p
αL2βL3Q(x, y), (3.24)
where Q is some polynomial. Writing it as
Q(x, y) = xλg0(y) + x
λ−1g1(y) + . . . (3.25)
and looking at the differential equation in the leading order in x, we find that
g0(y) = F
[
− ν, 1 + 2L3 + ν, 1,−y
]
, (3.26)
Λ = 4p(p+ 4) + 4L23 + 4L2(L2 + 1)− 4(L2 + λ)(L2 + λ+ 3)− 4(L3 + ν)(L3 + ν + 1)
For polynomial solution, both λ and ν must be non–negative integers. Equations for the
polynomials (g1(y), g2(y), . . . ) can be solved as well, but the resulting expressions are not
very illuminating. The eigenvalue Λ in (3.26) agrees with (3.2) upon identification
l1 = L2 + λ, l2 = L3 + ν. (3.27)
While the arguments presented in subsection 3.1 guarantee that the eigenfunctions of the
Helmholtz equation (2.7) become polynomials in the limit (3.22), not every polynomial
solution of the differential equation for Q(x, y) in the metric (3.23) corresponds to an
eigenvector of the full problem. Some such polynomials are just artifacts of the limit,
and they come from non–normalizable solutions of the equation (2.7) on the full coset.
Let us identify the values of (λ, ν) that lead to the relevant solutions.
By comparing the relations (3.27) with ranges (3.2) for (l1, l2), we conclude that there
is a one–to–one correspondence between the positive values of (λ, ν) and the set of (l1, l2)
allowed by group theory, as long as L3 ≥ 0. For negative values of L3, relations (3.27)
reproduce the ranges (3.2) only if
ν ≥ −2L3. (3.28)
Polynomials with positive values of ν that do not satisfy this condition are artifacts of
the limiting procedure. Rewriting the solution (3.26) as
g0(y) = (1 + y)
−2L3F
[
− ν − 2L3, 1 + ν, 1,−y
]
, (3.29)
we observe that for ν from the range (3.28), the hypergeometric function appearing in
the last relation is again a polynomial, and this property distinguishes the allowed values
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(3.28) from the artifacts of the limit. Furthermore, equation (3.29) can be rewritten in a
very suggestive form:
g0(y) = (1 + y)
−2L3F
[
− ν ′, 1− 2L3 + ν, 1,−y
]
, ν ′ = ν + 2L3 (3.30)
We conclude that hypergeometric functions appearing in (3.26) and (3.30) are related by
a simple map:
ν → ν ′, L3 → −L3 , (3.31)
which also transforms equations (3.27) into their counterparts involving ν ′.
It turns out that, for negative values of L3, factorization into (1 + y)
−2L3 and a
polynomial extends from (3.30) to the entire Q(x, y). To see this, we observe that the
metric (3.23) is invariant under a coordinate transformation
β → (1 + y)
2
β
, (3.32)
which maps (3.24) into
Ψ
[L1,L2,L3]
[l1,l2]
=
1
Y 2p
αL2
(1 + y)2L3
βL3
Q(x, y) =
1
Y 2p
αL2β−L3
[
(1 + y)2L3Q(x, y)
]
, (3.33)
with the same function Q(x, y). The expression in the square brackets can be interpreted
as function Q for the opposite value of L3. Then for L3 < 0 we find
Q(L3)(x, y) = (1 + y)−2L3Q(−L3)(x, y). (3.34)
This extend the relation (3.30) to the entire polynomial Q(x, y). The last relation implies
that to find the full spectrum of the coset model (but not all polynomial solutions of the
field equations in the metric (3.23) since they include some artifacts of the limit), it
is sufficient to focus only on non–negative values of L3. The remaining states can be
obtained using the map (3.31), (3.33). As we will see in the next section, restriction to
non–negative L3 gives the entire spectrum on the deformed geometry as well.
The expressions (3.24)–(3.26) for the limit of the wavefunction are very simple, and
in the next section they will be extended to the deformed geometry, which will also allow
us to determine the eigenvalues in that case.
4 Scalar field on the deformed SO(6)/SO(5) coset
Let us now apply the lessons we learned in the last section to the study of solutions of
equation (2.7) on the deformed background (2.4). Specifically, we will demonstrate that
even in the deformed case the eigenvectors must be polynomial functions in a particular
coordinate system, and we will show that all eigenvalues can be found by solving certain
algebraic equations. We begin with restricting the form of wavefunctions using group
theory and the relation between the Laplace operator appearing in (2.7) and the Hamil-
tonian of the sigma model (2.3). The differential equations for wavefunctions and the
resulting algebraic relations for the eigenvalues will be studied in sections 4.2 and 4.3.
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4.1 Properties of the Laplace equation
Our goal is to find the spectrum of the Helmholtz equation (2.7) on the lambda–deformed
geometry (2.4). The undeformed wavefunctions discussed in the last section had a simple
polynomial structure, and we will now demonstrate that the deformation mixes such
solutions in a controlled way. This would imply that the deformed wavefunction is still
a polynomial (although the power counting slightly differs from the one presented in
the last section), so one can use the limit introduced in section 3.2 along with a simple
modification of the ansatz (3.24) to determine the spectrum of the deformed theory.
We begin with writing the metric (2.4) for the SO(6)/SO(5) coset in the (a,X)
coordinates introduced by (3.5)–(3.7). The result reads
ds2 = Gµνdx
µdxν =
k
2π
1 + λ2
1− λ2 (e(0)e(0) + κe(0)Je(0)), κ =
2λ
1 + λ2
,
gµν ≡ (e(0)e(0))µν , hµν = (e(0)Je(0))µν , e−2Φ = a
2b2X21X
2
2 (a
2 − b2)2
(a2 + 1)3 (b2 + 1)3 Y 8
(4.1)
Here e(0) are the frames of the original gauged WZW model:
e1(0) =
X3da
a(1 + a2)
+
X3db
b(1 + b2)
+
1
Y 2
[(Y 2 −X23 )dX3 −X3(X1dX1 +X2dX2)],
e2(0) =
da
X1(1 + a2)
, e40 =
db
X2(1 + b2)
, (4.2)
e3(0) =
(b2 − 1)X23 − a2(1 + b2)X22
X1a(1 + a2)(a2 − b2) da−
(1 + a2)bX1
(1 + b2)(a2 − b2)db
+dX1 +
1
Y 2
[X1(X1dX1 +X2dX2 +X3dX3)],
e5(0) =
(1 + b2)aX2
(1 + a2)(a2 − b2)da−
(a2 − a)X3 − b2(1 + a2)X21
X2b(1 + b2)(a2 − b2) db
+dX2 − 1
Y 2
[X2(X1dX1 +X2dX2 +X3dX3)].
The deformation parameter λ appears only in the overall factor of the metric and as a
part of the matrix J :
J =

1 0 00 W (a) 0
0 0 W (b)

 , W (x) =
[
x2−1
x2+1
2x
x2+1
2x
x2+1
1−x2
x2+1
.
]
(4.3)
Using the expressions for the inverse metric and the determinant,
Gµν =
2π
k
1 + λ2
1− λ2 (g
µν − κhµν) ,
√
G =
[
k
2π
]5/2
(κ− 1)(κ+ 1)3/2
(a2 + 1) (b2 + 1)X1X2Y 2
,
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we can decompose the Laplace operator into the undeformed part ∆0 and the deformation
∆1:
∆ =
1
e−2Φ
√
G
∂µ(e
−2Φ√GGµν∂ν) = 2π
k
1 + λ2
1− λ2 [∆0 − κ∆1] , (4.4)
∆0 =
1
e−2Φ
√
g
∂µ(e
−2Φ√ggµν∂ν), ∆1 = 1
e−2Φ
√
h
∂µ(e
−2Φ√hhµν∂ν).
It is instructive to compare the last expression with the Hamiltonian of the sigma model
(2.3) [13]:
H = −2π
k
1 + λ2
1− λ2
(LαLα + 2λ
1 + λ2
LαRα) ≡ −2π
k
1 + λ2
1− λ2 (H0 − κH1), (4.5)
Here L and R are the Kac-Moody currents of gauged WZW model. In the undeformed
case, the Hamiltonian H0 has been identified with the Laplace operator (−∆0) [28],
and the comparison between (4.4) and (4.5) suggests a similar map between H1 and
(−∆1) in the deformed model. Let us now explore the effects of H1 on the undeformed
wavefunctions constructed in section 3.1.
In the absence of deformation, the spectrum of the scalar field is determined by the
eigenvalues of the Casimir operators for G and H (see (3.1)). The deformation
H1 = LαRα (4.6)
commutes with the Casimir operator C2(R),
12 but not necessarily with C2(r). This
implies that the Hamiltonian (4.5) can mix only eigenfunctions (3.9) that correspond to
the same values of (L1, L2, L3). Then properties listed on page 9 guarantee that deformed
wavefunctions must be polynomials similar to (3.11) and (3.12):
Ψˆ =
1
Y 2p
P
(p)
mp;k
+
1
Y 2(p−1)
P
(p−1)
mp−1;k
+ · · ·+ P (0)m0;k, p = L1, mp = L2 +M ,
Ψ˜ =
γ
Y 2p
P˜
(p)
mp;k
+
γ
Y 2(p−1)
P˜
(p−1)
mp−1;k
+ · · ·+ γP˜ (0)m0;k, γ = iabX3. (4.7)
Note that the quantum numbers (p,mp) do not specify the state completely: even in
the undeformed case, (k, np) were also needed, but they are no longer available since
the deformation H1 does not commute with C2(r). We will now discuss the structure of
mixing between wavefunctions (3.11), (3.12) with different values of (k, np).
Let us denote a matrix element of the coset in a representation R by gRMN . Then the
deformation operator H1 acts on the vector space of gRMN as
LαRαgRMN = TRαMPgRPQTRαQN , (4.8)
12Recall that C2(R) can be written either in terms of LM or in terms of RM : C2(R) = LMLM =
RMRM .
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where TRα are the generators of the coset in the representation R. Since any tensor
representation R can be constructed from a product of q copies of the fundamental one,
each of the indices (M,N, P,Q) appearing in the last expression can be viewed as a set of
q fundamental indices. Thus to understand the structure of H1, it is sufficient to analyze
(4.8) in the fundamental representation. In this case, the generators corresponding to
the SO(6)/SO(5) coset are13
(T1a)ij = δ1iδaj − δ1jδai, a = 2, . . . , 6 , (4.9)
and their action on the group matrix g is given by
LαRαgij =
6∑
a=2
(T1a)imgmn(T1a)nj
=
6∑
a=2
(δ1iδajga1 + δiaδ1jg1a − δaiδajg11 − δ1iδ1jgaa). (4.10)
Thus there are four possible transformations under the deformation H1:
g1a → ga1, ga1 → g1a, g11 → −
6∑
a=2
gaa, gaa → −g11 .
Effectively, the deformation removes or adds 1 in some boxes of the Young tableau.
For example, in the case of the fundamental representation, only two diagrams will
mix, leading to a 2× 2 matrix for the deformed SO(6)/SO(5):
1
: H [1,0,0] =
[
20 −4κ
−20κ 4
]
. (4.11)
The eigenvalues of the matrix H [1,0,0] give the spectrum of Λ in this sector. The unde-
formed result agrees with (3.2):
Λ
[1,0,0]
[0,0] = 20, Λ
[1,0,0]
[1,0] = 4. (4.12)
Another interesting set of examples is given by a family
L1 = L2 = |L3|. (4.13)
Such states are protected due to the kinematical restriction (3.2), so the wavefunctions
on the deformed geometry must be equal to Ψ
[L1,L1,L3]
[L1,L1]
, and the eigenvalues are given by
Λ = 4(1− κ) [L1(L1 + 4) + L1(L1 + 2) + L21 − L1(L1 + 3)− L1(L1 + 1)] .
13Extension to the SO(N)/SO(N − 1), which will be used in sections 5 and 6, is straightforward:
index n takes values from 2 to N .
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This is a product of (1− κ) and (3.2) with l1 = l2 = L1.
More examples are presented in the Appendix B.2, but it is clear that the group–
theoretic method becomes rather cumbersome when the dimension of the representation
grows. However, the construction presented in this subsection guarantees that all wave-
functions with given (L1, L2, L3) are linear combinations of polynomials (4.7). Further-
more, the wavefunctions with fixed L3 constructed from (4.7) using the definition (3.9)
satisfy the scaling (3.15)–(3.16), which does not rely on values of (l1, l2):
Ψ[L1,L2,L3] ∼ 1
Y 2p
Q(α, β; x, y), Q(α, β; x, y) ∼ AL2+L3 . (4.14)
These properties allow one to determine the spectrum by applying the rescaling intro-
duced in section 3.2 and solving some simple differential equations14. We will do this in
the next subsection.
4.2 Scalar on the rescaled geometry
To find the analytic expressions for eigenvalues, we apply the limits (3.22) to the deformed
geometry (4.1). The resulting counterpart of the metric (3.23) reads
ds2 =
k
2π
1 + λ2
1− λ2
{
−dY
2
Y 2
+
dxdα
2xα
+
dydβ
2yβ
− dα
2
4α2
[
1 +
1
x
+
2y
x
]
− dβ
2
4β2
[
1 +
1
y
]}
+
k
2π
2λ
1− λ2
{
2dXdY
Y
− 2XdY
2
Y 2
− dαdy
α
− dy
2
2y
− dx
2
2x
+
ydxdα
αx
− Xydα
2
2xα2
}
(4.15)
Here we introduced a convenient variable X = x + y, which will be used below. The
metric (4.15) is invariant under independent rescalings of Y , α, and β. This implies that
polynomial solutions of the Helmholtz equation (2.7) must have the form
Ψ =
1
Y 2L1
αL2βL3G[X, y], X ≡ x+ y. (4.16)
The powers of (Y, α, β) in terms of (L1, L2, L3) parameterizing the shape of the Young
tableaux were determined in the last subsection. We have also shown that function
G[X, y] must be polynomial in both of its arguments. The eigenvalue problem (2.7) for
the function (4.16) leads to a differential equation for G[X, y]:
X(e1 + e2X + e3X
2)∂2XG+ y(f1 + f2y + f3y
2)∂2yG+ (c1 + c2y + c3y
2)∂yG+
+y(d1 + d2y + d3X + d4Xy)∂
2
XyG + (b1 + b2X + b3y + b4X
2 + b5Xy)∂XG
+(a1 + a2X + a3y)G = 0 (4.17)
14The rescaling modifies the boundary conditions, so the new eigenvalue problemmay not be equivalent
to the old one. However, combination of the rescaling and the knowledge that the eigenfunction is a
polynomial of a certain degree (as proven in this subsection) leads to the desired result.
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Various constants appearing above are given by
a1 = E + 4(L2 + L3)− 4L1(4 + L1) + 4κ(L21 + L2 + L3), a2 = 8(L1 − L2)2κ,
a3 = −8(L2 − L3)(−1 − 2L1 + L2 + L3)κ,
b1 = d1 = d2 = 2c1 = 2e1 = 2f1 = 8(1 + κ), (4.18)
b2 = 8[2 + L2 + κ(1− 2L1 + L2)], b3 = 8(L3 − L2)(1 + κ), b4 = 8(1− 2L1 + 2L2)κ,
b5 = 16(L3 − L2)κ, c2 = 8[1 + L3 + κ(L3 − 2L1)], c3 = 16(L3 − L1)κ,
d3 = d4 = 2e3 = 2f3 = 16κ, e2 = f2 = 4(1 + 3κ).
Every polynomial solution of (4.17) has some highest power p of X and some highest
power q of y, to keep track of these numbers, we write
G = Q(p,q)(X, y). (4.19)
Let us now discuss some properties of the polynomials Q(p,q)(X, y).
Isolating the coefficient in front of the highest power of X in Q(p,q),
Q(p,q)(X, y) = Xpgp(y) +O(X
p−1), (4.20)
and looking at the coefficient in front of Xp+1 in (4.17), we find a relation
κ(L1 − L2 − p)gp(y) = 0,
This determines the power p in terms of (L1, L2, L3):
p = L1 − L2 . (4.21)
Similarly, writing
Q(p,q)(X, y) = yqhq(X) +O(y
q−1)
and looking at the coefficient in front of yq+1 in (4.17), we find
q = L2 − L3 . (4.22)
Although equations (4.21) and (4.22) were derived assuming nonzero κ, it is instruc-
tive to compare them with similar relations (3.25) and (3.27) in the undeformed case. In
particular, expression (3.25) can be rewritten as
Q(X, y) = Xλg0(y) +X
λ−1g1(y) + . . . , (4.23)
where g0 is a polynomial of degree ν. According to (3.27), λ = l1 − L2 for a fixed value
of l1. As we showed in subsection 4.1, in the deformed case, function Q
(p,q)(X, y) is a
mixture of polynomials with all values of l1 allowed by the inequalities (3.2), and the
corresponding powers λ satisfy the relation
λ = l1 − L2 ≤ L1 − L2 . (4.24)
18
Then p must be equal to the largest allowed value of λ, and saturation of the last in-
equality indeed reproduces (4.21). Similarly, the second equation in (3.27) leads to an
inequality for all allowed values of l2:
ν = l2 − L3 ≤ L2 − L3, (4.25)
and saturation reproduces the highest power in the linear combination (4.22). This serves
as a nice consistency check of the group theoretic construction introduced in section 3.1.
Note, however, that, as discussed in the end of section 3.2, only wavefunctions with
ν ≤ L2 − |L3| correspond to physical states. In the undeformed case, the easiest way to
construct all relevant eigenfunctions involved solving the problem for non–negative values
of L3 and using the map (3.31), (3.34). Remarkably, the symmetry (3.32) responsible for
this simplification is preserved by the deformation (4.15), so the sectors with quantum
numbers (L1, L2, L3) and (L1, L2,−L3) have identical spectra. Then, without loss of
generality, in the rest of this section we will focus only on non–negative values of L3.
Once the conditions (4.21) and (4.22) are imposed, the left–hand side of equation
(4.17) becomes a polynomial of degree p in X and degree q in y. Then (4.17) reduces to
N = (p + 1)(q + 1) homogeneous linear equations for (p + 1)(q + 1) coefficients of the
polynomial Q(p,q)(X, y), and the resulting system has a nontrivial solution if and only if
the appropriate matrix (which will be denoted byM [L1,L2,L3]) has vanishing determinant.
This leads to a characteristic equation of degree N for Λ, which always has N solutions.
For example, (L1, L2, L3) = (1, 0, 0) has p = 1, q = 0, and Λ is an eigenvalue of the 2× 2
matrix (4.11). Thus the question of finding the eigenvalues of the Helmholtz equation
(2.7) is reduced to a straightforward linear algebra problem, and the next subsection is
devoted to the detailed analysis of matrices M [L1,L2,L3] and their eigenvalues.
4.3 Spectrum from algebraic equations
Let us determine the structure of the matrices M [L1,L2,L3] and explore the properties of
their eigenvalues. It is convenient to specify the (L1, L2, L3) sector by (L1, p, q), where
(p, q) are given by (4.21) and (4.22):
p = L1 − L2, q = L2 − L3 . (4.26)
As discussed after equation (4.25), to eliminate unphysical states we focus only on non–
negative values of L3,
15 then p and q are arbitrary non–negative integers subject to one
constraint:
p+ q ≥ 0. (4.27)
15To find the full spectrum, one should to assign double degeneracy to the eigenvalues Λ corresponding
L3 6= 0. This amounts to including states with both L3 and (−L3), whose wavefunction are mapped
into each other by the coordinate transformation (3.32) that leaves the metric (4.15) invariant.
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To derive the matrix elements, we start with a polynomial ansatz
G =
p∑
m
q∑
n=0
cmnX
myn, (4.28)
and substitute it into (4.17). This leads to a system of linear equations with constant
coefficients:
cmnC
00
mn + cm+1,nC
10
mn + cm,n+1C
01
mn + cm+1,n−1C
11¯
mn + cm−1,nC
1¯0
mn + cm,n−1C
01¯
mn = 0.(4.29)
Here we introduced a set of numbers:
C00mn = Λ− 4(1− κ)(L1 + 1−m− n)2 + 8
+4(1 + κ)
[
2(m2 + n2 +mn)−m(2p− 1)− n(2p+ 2q + 1)− 2p− q − 1] ,
C10mn = 4(κ+ 1)(m+ 1)(m+ 2n+ 2),
C01mn = 4(κ+ 1)(n+ 1)
2, (4.30)
C11¯mn = 8(κ+ 1)(m+ 1)(n− q − 1),
C 1¯0mn = 8κ(−m+ p+ 1)2,
C01¯mn = 8κ(n− q − 1)(2m+ n− 2p− q − 2).
As expected, there are (p+ 1)(q + 1) homogeneous linear equations for cmn. To simplify
the form of the corresponding matrix, it is convenient to order the variables as
{c00, c01, . . . , c0q; c10, c11, . . . , c1q, . . . } .
With this convention, the matrix describing the system (4.29) can be written in terms of
(q + 1)× (q + 1)–blocks:
M [L1,L2,L3] =


C0 B0 0 0 . . .
D1 C1 B1 0 . . .
0 D2 C2 B2 . . .
...
...
. . .
. . .
. . .
0 0 0 Dp Cp

 (4.31)
Using the freedom of scaling and shifting X and y, one can cancel the coefficients C11¯mn.
Then, remarkably, both Bm and Dm transform into constant diagonal matrices. Specifi-
cally, changing (X, y) as
X → 2κX + 1 + κ, y → y, (4.32)
we find
Bm = 4
(
κ2 − 1) (m+ 1)(2L1 −m+ 3)I(q+1)×(q+1),
Dm = 4(1−m+ p)2I(q+1)×(q+1). (4.33)
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The central blocks Cm also simplify:
Cm =


C00m0 C
01
m0 0 0 . . .
C01¯m1 C
00
m1 C
01
m1 0 . . .
0 C01¯m2 C
00
m2 C
01
m2 . . .
...
...
. . .
. . .
. . .
0 0 0 C01¯mq C
00
mq


(q+1)×(q+1)
(4.34)
Here
C00mn = Λ− 4(1− κ)
[
(L1 −m− n+ 1)2 − 1
]
+4(1 + κ)[2n2 + 2mn−m2 + 2m(1 + p)− n(1 + 2p+ 2q)− p2 − 2p− q].
C01mn = 4(1 + κ)(n+ 1)
2, (4.35)
C01¯mn = 4κ(n− q − 1)(2m+ n− 2p− q − 2),
To summarize, we have arrived at a simple algebraic procedure for constructing the
eigenvalues of the differential equation (2.7):
(i) Start with a set of SO(6) quantum numbers (L1, L2, L3) and define the parameters
(p, q) using (4.26).
(ii) Construct the corresponding matrix M [L1,L2,L3] using (4.31), (4.33), (4.34), (4.35).
(iii) Eigenvalues Λ in a particular (L1, L2, L3) sector are determined by solving equation
detM [L1,L2,L3] = 0. (4.36)
The left–hand side is a polynomial of degree (p+ 1)(q + 1) in Λ.
Several examples of matrices M [L1,L2,L3] and the resulting polynomials are presented in
the Appendix B.2.
5 Scalar field on the deformed SO(4)/SO(3) coset
While we are mostly interested in the spectrum of the Helmholtz equation (2.7) on the
deformed five–sphere16, and all relevant results were presented in the last section, it might
also be interesting to look at a deformed S3. Let us briefly discuss the properties of this
geometry.
Our starting point is the gauged WZW model for SO(4)/SO(3). To construct the
spectrum of the scalar field on this geometry we follow the logic outlined in section 3.1.
16Strictly speaking, the metric (4.1)–(4.2) is a lambda–deformation of the non–abelian T–dual of S5,
but we refer to it as a deformed five–sphere since this shortcut is used in the literature. Similarly, we
will refer to the lambda–deformation of the SO(k + 1)/SO(k) coset as a deformed Sk.
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Representations of SO(4) are characterized by two numbers (L1, L2), which can be either
integers or half–integers, while representations of SO(3) are characterized by one such
number. Then in the geometric limit of large k, the general relation (3.1) gives
SO(4)/SO(3) : Λ = 4
[
L1(L1 + 2) + L
2
2 − l1(l1 + 1)
]
, L1 ≥ l1 ≥ |L2|. (5.1)
We will denote the corresponding wavefunction by
Ψ
[L1,L2]
[l1]
. (5.2)
We parameterize the SO(4)/SO(3) coset using a low–dimensional version of (3.5) and
impose an obvious counterpart of the gauge condition (3.7):
A =

0 0 00 0 a
0 −a 0

 , X = (X2, X1, 0) . (5.3)
The deformed metric is still given by (4.1), but now J is a 3× 3 matrix,
J =
[
1 0
0 W (a)
]
, W (x) =
[
x2−1
x2+1
2x
x2+1
2x
x2+1
1−x2
x2+1
]
, (5.4)
and the frames e(0) are given by
e1(0) =
daX2
a(1 + a2)
+
dX2 + dX2X
2
1 − dX1X1X2
Y 2
,
e2(0) = dX1 −
daX22
aX1(1 + a2)
− X1(dX1 +X2dX2)
Y 2
, (5.5)
e3(0) = −
da
X1(1 + a2)
, Y 2 ≡ 1 +X21 +X22 .
The discussion of section 3.1 can be repeated after introduction of coordinates (α, x)
defined by (3.8), and now we summarize the results.
Properties of the eigenfunction Ψ
[L1,L2]
[l1]
for the tensor representations:
1. The wavefunction Ψ
[L1,L2]
[l1]
corresponding to a given representation of the SO(4)/SO(3)
coset is given by a sum of two expressions:
Ψ
[L1,±M ]
[l2]
= Ψˆ
[L1,M ]
[l1]
± Ψ˜[L1,M ][l1] , M = |L2| . (5.6)
Here Ψˆ and Ψ˜ are polynomials of degree p = L1 in Y
−2:
Ψˆ =
1
Y 2p
P
(p)
mp,np;k
+
1
Y 2(p−1)
P
(p−1)
mp−1,np−1;k
+ · · ·+ P (0)m0,n0;k, (5.7)
Ψ˜ =
γ
Y 2p
P˜
(p)
mp,n˜p;k
+
γ
Y 2(p−1)
P˜
(p−1)
mp−1,n˜p−1;k
+ · · ·+ γP˜ (0)m0,n˜0;k, γ = aX2 .
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2. Expressions P
(q)
mq,nq;k
and P˜
(q)
mq ,nq;k
are polynomials in (α, x) that have degree mq in
α, degree nq in x, and degree k in (x, α). The powers in the leading polynomials
(P
(p)
mp,np;k
, P˜
(p)
mp,n˜p;k
) are given by
p = L1, k = l1, mp = L2 +M, np = l1, n˜p = l1 − 1 . (5.8)
3. For large values of α and fixed x, two useful combinations of expressions (5.7) scale
as [
P
(p)
mp,np;k
− γP˜ (p)mp,n˜p;k
]
Y=0
∼ α−M ,
[
P
(p)
mp,np;k
+ γP˜
(p)
mp,n˜p;k
]
Y=0
∼ αM .
4. The three properties listed above imply that in the Y = 0 limit, the wavefunction
can be written as
Ψ
[L1,L2]
[l1]
∼ 1
Y 2L1
[
Q(α, x) +O(Y 2)
]
, Q(α, x) = αL2
[
Q˜(x) +O(α−1)
]
(5.9)
This scaling will play a crucial role in our study of eigenfunctions and eigenvalues.
5. Although the expressions (P
(p)
mp,np;k
, P˜
(p)
mp,np;k
) with q < p will not be needed for our
discussion, we note that as q decreases, only the following options are possible:
nq−1 = {nq, nq − 1}, mq−1 = {mq, mq + 1} (5.10)
As in the SO(6)/SO(5) case discussed in section 3, the SO(4)/SO(3) coset also admits
the “spinor representations”, which are not described by the Young tableaux, and which
correspond to half–integer values of (L1, L2, l1). The counterparts of the elementary
building blocks (3.19) are
Ψ
[ 1
2
, 1
2
]
[ 1
2
]
=
√
α
Y
[1 + γ], Ψ
[ 1
2
,− 1
2
]
[ 1
2
]
=
√
α
Y
[1− γ], Λ = 3
2
. (5.11)
Clearly these wavefunctions satisfy the counting (5.9). An arbitrary representation must
have either integer of half–integer values of (L1, L2, l1), and all wavefunctions can be
constructed using the logic that led to (3.21). In particular, all eigenfunctions satisfy the
scaling (5.9).
After establishing the five properties listed above, we can determine the eigenvalues
using the rescaling similar to (3.22):
Y → 0, then α→∞, fixed x. (5.12)
To shorten the discussion we apply the scaling (5.12) directly to the deformed geometry.
This leads to the metric and the dilaton
ds2 =
k
2π
1 + λ2
1− λ2
[
− dY
2
Y 2
− dα
2
4xα2
(1 + x) +
dαdx
2xα
]
(5.13)
+
k
2π
2λ
1− λ2
[
− (1 + 2x)dY
2
Y 2
− dα
2
4xα2
(1 + x) +
dαdx
2xα
− dx
2
2x
+
2dxdY
Y
]
,
e−2Φ =
x
Y 4
.
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Symmetries of these expressions imply that equation (2.7) is invariant under rescalings
of Y and α, so the eigenfunctions are simple powers of (Y, α). Then (5.9) relates the
resulting exponents with the shape of the Young tableau17:
Ψ
[L1,L2]
l1
=
1
Y 2L1
αL2Q(−x) . (5.14)
Substitution of the last expression into the field equation (2.7) with the metric (5.13)
leads to a second order ODE for the polynomial Q(z):
Q′′(z) +
[1
z
+
1 + 2L2
z − 1 −
1 + 2L1
z − c
]
Q′(z) +
(L1 − L2)2(z − h)
z(z − 1)(z − c) Q(z) = 0 . (5.15)
This is the well-known Heun’s equation [29]18, and its parameters (c, h) are given by
c =
1 + κ
2κ
, h =
(1− 2c)L1 + (1− c)L21 + cL2
(L1 − L2) 2 +
Λ
8κ(L1 − L2)2 . (5.16)
Equation (4.17) encountered for the deformed S5 can be viewed as a counterpart of the
Heun’s equation for functions of two variables.
Let us recall the procedure for finding polynomial solutions of the Heun’s equation.
Starting with the ansatz Qp(z) that truncates at power p,
Qp(z) =
p∑
n=0
anz
n, ap 6= 0, (5.17)
one arrives at the recursion relation for the coefficients:
an+1 = Anan +Bnan−1,
An =
(1 + c)n2 + [(1 + 2L2)c− (1 + 2L1)]n
c(n+ 1)2
+
(L1 − L2)2h
c(n + 1)2
, (5.18)
Bn = −(n− 1 + L2 − L1)
2
c(n+ 1)2
Then the truncation condition (5.17) implies that
p = L1 − L2 (5.19)
and
det(Mp+1) = 0, where Mp+1 =


A0 −1 0 0 0 . . . . . . . . .
B1 A1 −1 0 0 . . . . . . . . .
0 B2 A2 −1 0 . . . . . . . . .
...
...
...
...
... . . .
...
...
. . . . . . . . . . . . . . . . . . Ap−1 −1
0 0 0 0 0 . . . Bp Ap


. (5.20)
17Recall that for tensor representations, L1 and |L2| represent the lengths of the rows of the Young
tableau.
18Note that we wrote Q(−x) in the ansatz (5.14) to ensure that (5.15) reproduces the standard form
of the Heun’s equation for Q(z).
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As in the SO(6)/SO(5) case, we find that for positive values of L2, all polynomial solu-
tions found here represent limits of eigenfunctions on the full deformed coset. In contrast
to this, some polynomial solutions with negative L2 are just artifacts of the limit, so the
eigenvalues corresponding to them do not contribute to the physical spectrum. We refer
to the end of section 3.2 for the detailed discussion of this point, and here we just for-
mulate the result adjusted to the SO(4)/SO(3) coset. To find the physical eigenvalues,
one solves equation (5.20) only in sectors with L2 ≥ 0. The subspaces with negative L2
affect only the degeneracies: every value of Λ with non–zero L2 should be counted twice.
The physical eigenfunctions with (L1, L2) and (L1,−L2) are mapped into each other by
a counterpart of the coordinate transformation (3.32)
α→ (1 + x)
2
α
, (5.21)
which leaves the metric (5.13) invariant.
To summarize, we conclude that any pair of (half–)integers (L1, L2) that satisfy an
inequality
L1 ≥ |L2|, (5.22)
gives rise to (L1 − |L2|+ 1) eigenvalues of the Helmholtz’ differential equation (2.7). For
non–negative L2, the values of Λ are determined by solving an algebraic equation (5.20)
of degree (L1 − L2 + 1). The contributions from negative L2 are added by observing
that the sectors with (L1, L2) and (L1,−L2) lead to the same physical eigenvalues. Some
explicit examples are presented in the Appendix B.3.
We conclude this section by recovering the undeformed eigenvalues (5.1). For κ = 0,
the number of poles in the Heun’s equation (5.15) reduces to two, and the result reads
z(z − 1)Q′′(z)− [1− 2(1 + L2)z]Q′(z) +
[
Λ
4
− L1(L1 + 2) + L2
]
Q(z) = 0 (5.23)
Only one solution of this hypergeometric equation is regular at z = 0,
Q(z) = F [−ν, 1 + 2L2 + ν, 1; z] ,
Λ = 4(L1 + 1)
2 + 4L22 − (2ν + 2L2 + 1)2 − 3. (5.24)
and Q(z) becomes a polynomial if ν is a non–negative integer. The expected result (5.1)
is reproduced upon identification ν = l1−L2. The parameter ν is indeed a non–negative
integer due to the inequality (5.1).
Rather than going through the hypergeometric equation, one can also determine the
undeformed spectrum by taking κ to zero (or c to infinity) in the Heun’s recurrent
relations (5.18):
an+1 = Anan, An =
n2 + (1 + 2L2)n− 2L1 − L21 + L2 − Λ4
(n+ 1)2
(5.25)
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The solution becomes a polynomial of degree p if and only if Ap = 0, then
Λ = 4(L1 + 1)
2 − 4− 4p2 − 4(1 + 2L2)p− 4L2 (5.26)
Again, one recovers the expected spectrum (5.1) on the undeformed S3 upon identification
p = l1 − L2.
6 Extensions to other cosets
Although from the string theory prospective, the integrable lambda–deformations are
interesting only for S3 and S5, the construction presented in this article can be formally
extended to arbitrary odd–dimensional spheres19, and in this short section we briefly
discuss such extensions.
We begin with analyzing the spectrum of the Helmholtz equation (2.7) on the unde-
formed coset SO(2n)/SO(2n− 1). The eigenvalues are given by the general expression
(3.1) discovered in [1], and to write Λ in a more explicit form, we recall that repre-
sentations of SO(2n) are characterized by n numbers (L1, . . . Ln), which can be either
integers or half–integers. Representations of SO(2n−1) are characterized by (n−1) such
numbers, (l1, . . . , ln−1), and the embedding into SO(2n) implies a set of inequalities [26]:
L1 ≥ l1 ≥ L2 ≥ · · · ≥ ln−1 ≥ |Ln| . (6.1)
For tensor representations, which are specified by integer values of (Lk, lk), one can
interpret (L1, . . . , |Ln|) as the lengths of the rows in the appropriate Young tableau20,
and (L1 − l1, . . . , Ln−1 − ln−1) as numbers of the label 1 is such rows (see the discussion
leading to the examples (3.4)).
The Casimir operators entering (3.1) can be expressed in terms of (L1, . . . Ln, l1, . . . , ln−1),
and in the geometric limit of large k, the eigenvalues become
G
H
=
SO(2n)
SO(2n− 1) : Λ = 4
[ n∑
k=1
Lk(Lk + 2n− 2k)−
n−1∑
k=1
lk(lk + 2n− 2k − 1)
]
. (6.2)
Following the notation adopted for n = (2, 3), we denote the corresponding wavefunction
by
Ψ
[L1,...,Ln]
[l1,...ln−1]
. (6.3)
Note that the eigenfunctions (6.3) for the special values of parameters
L1 = 1, L2 = · · · = Ln = ln = · · · = ln−1 = 0
19See footnote on page 21.
20Unless Ln = 0, a given Young tableau describes two representations, which are dual to each other,
and which differ by the sign of Ln. We refer to the Appendix A.3 for the detailed discussion of the
duality.
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were used in [30] to get important insights into integrable structures associated with
gWZW models. The solutions of [30] corresponded to eigenvalues Λ = 4(2n− 1). Here
we are interested in the general set of quantum numbers (6.1).
Parameterization of the G/H coset is obtained by a straightforward generalization
of (3.5)–(3.7), and the appropriate coordinates are (a1, . . . an−1, X1, . . .Xn). We further
define the counterparts of variables (3.8):
αk =
1
1 + a2k
, xk =
a2kX
2
k
1 + a2k
, Y =
[
1 +
N∑
k=1
X2k
]1/2
. (6.4)
As in the cases of n = (2, 3) analyzed in previous sections, one can show that the
wavefunctions describing tensor representations are polynomials in (ak, xk, γ), where
γ = iXn
n−1∏
k=1
ak .
We will be particularly interested in the generalization of the limits (3.22), (5.12):
Y → 0, then α1 →∞, then α2 →∞, . . . , then αN−1 →∞, fixed xk. (6.5)
Then the wavefunction (6.3) takes the form
Ψ
[L1,...,Ln]
[l1,...ln−1]
=
1
Y 2L1
αL21 α
L3
2 . . . α
Ln
n−1G[x1 . . . xn−1]. (6.6)
One can further determine the powers of all arguments in the polynomial G in terms
of (l1, . . . , ln−1), as we did for S5 and S3 in the earlier sections. We will not discuss
this further since our main goal is the study of the lambda deformation, which mixes
polynomials with all allowed values of (l1, . . . , ln−1).
Substitution of the ansatz (6.6) into the Helmholtz equation (2.7) for the deformed
SO(2n)/SO(2n− 1) coset leads to a PDE for the polynomial G. The result is a higher–
dimensional counterpart of the Heun’s equation (5.15) and its generalization (4.17). Fol-
lowing the pattern found for S3 and S5, we introduce new variables
y1 = x1 + · · ·+ xN−1, y2 = x2 + · · ·+ xN−1, . . . , yN−1 = xN−1 , (6.7)
and assume that the polynomial G has degrees (p1, . . . , pN−1) in (y1, . . . , yN−1):
G =
p1∑
k1=0
p2∑
k2=0
· · ·
pN−1∑
kN−1=0
ck1...kN−1y
k1
1 . . . y
kN−1
N−1 . (6.8)
The number of undetermined coefficients is given by
C =
∏
k
(pk + 1). (6.9)
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The consistency conditions for the equation (2.7) lead to generalizations of relations
(4.21), (4.22):
p1 = L1 − L2, p2 = L2 − L3, . . . pn−1 = Ln−1 − Ln (6.10)
With these powers, the left–hand side of the Helmholtz equation (2.7) becomes a poly-
nomial of degrees (p1, . . . , pn−1) in (y1, . . . , yn−1). Then relation (2.7) reduces to a ho-
mogeneous system of C linear equations for C variables ck1...kn−1. The determinant of the
corresponding square matrix must vanish, leading to an algebraic equation of degree C
for the eigenvalue Λ. This equation generalizes (4.36) and (5.20).
We conclude this section by summarizing the procedure for finding the eigenvalues of the
Helmholtz equation (2.7) that can be applied to any deformed SO(2n)/SO(2n−1) coset.
(i) Start with a set of SO(2n) quantum numbers (L1, . . . , Ln), which are either all
integers or all half–integers, and determine the corresponding parameters pk using
(6.10).
(ii) Substitute the ansatz (6.6), (6.8) into the Helmholtz equation (2.7), and extract the
C × C matrix M [L1,...,Ln] describing the resulting homogeneous system of algebraic
equations21.
(iii) Determine the eigenvalues Λ in the (L1, . . . , Ln) sector by solving an algebraic equa-
tion
detM [L1,...,Ln] = 0. (6.11)
The left–hand side is a polynomial in Λ, and its degree C is given by (6.9).
Group–theoretic arguments presented in section 4 guarantee that this procedure recovers
all eigenvalues of the Helmholtz equation (2.7). Note that our construction replaces a
complicated differential equation by a simple algebraic problem.
7 Discussion
In this paper we have proposed a new method for finding spectra of scalar fields on a
large class of backgrounds without isometries. We extended the construction introduced
in article [1], which served as the main inspiration for our work, from gauged WZW
models on cosets to their integrable deformations. While none of these backgrounds
posses geometric isometries, the gauged WZW systems have rich symmetries at the level
21As in the n = 2, 3 cases, which were discussed in detail in previous sections, one finds that for
negative values of Ln not all C states can be viewed as limits of eigenfunctions. To cure this problem,
one should focus only on sectors with Ln ≥ 0 and observe that subspaces with (L1, . . . Ln−1, Ln) and
(L1, . . . Ln−1,−Ln) lead to the same physical eigenvalues.
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of the sigma model, and these structures are destroyed by the deformations. As the result
of this, the group–theoretic procedure of [1] is not sufficiently powerful to determine the
spectrum, so we had to combine it with some insights from studying the structures
associated with the deformation and with the differential equation for the scalar field.
Remarkably, we were able to find the spectrum of the Helmholtz equation by solving
simple algebraic equations.
In this paper we focused on integrable deformations of the gauged WZW models only
because such solutions of string theory are known explicitly, but it is not clear whether
integrability has played any role in the success of our construction. It would be very
interesting to see whether the methods developed here are applicable to scalar fields on
non–integrable deformations of the gauged WZW models, but unfortunately construction
of such solutions of string theory or supergravity is challenging due to lack of isometries.
It would also be very interesting to see whether our methods can be extended to vector
fields and other excitations.
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A Properties of tensor representations
In this appendix we justify the seven properties of wavefunctions for tensor representa-
tions listed on page 9. In section A.1 we establish the map between the Young tableaux
and wavefunctions, then in section A.2 we perform the power counting for function Ψˆ
that justifies its properties listed on page 9. In section A.3 these results are extended to
function Ψ˜ involving “dual representations” and to the full wavefunction Ψ
[L1,L2,L3]
l1,l2
.
A.1 Wavefunctions and Young tableaux
In this subsection we provide some details of the construction (3.9). We begin with
reviewing the correspondence between SO(6) tensors and Young tableaux, paying special
attention to transformation of such tensors under the subgroup SO(5). In the second
part of this subsection these group–theoretic properties will be used to construct the
wavefunctions for the SO(6)/SO(5) coset.
An irreducible tensor representation of SO(6) is characterized by a Young tableau
with three rows, and we use integers (L1, L2, |L3|) to denote the number of boxes in these
rows. The total number of boxes will be denoted by L (L = L1+L2 + |L3|). An element
of a given representation can be written in terms of the basis tensors θa1...aL ,
[θa1...aL ]
i1...iL = δi1a1 . . . δ
iL
aL
, (A.1)
29
by performing antisymmetrization of indices within every column, followed by sym-
metrization within every row. Application of this prescription to representations of SU(3)
would have led to irreducible tensors22, but since action of SO(6) commutes with con-
traction of indices, one encounters a further reduction into the traceless part and the
trace. Some examples will be given below.
We will be interested in transformations of the irreducible SO(6)–tensors Sa1...aL under
the SO(5) rotations that leave a = 1 invariant. Using Greek letters23 to denote a 6= 1,
we conclude that S1...1 is a scalar, Sα1...1 is a vector, and so on. However, Sαβ1...1 is a
reducible tensor since it contains a contribution from trace. The irreducible object is
Tαβ1...1 ≡ Sαβ1...1 − 1
5
δαβδ
γδSγδ1...1 . (A.2)
The counterparts of Tαβ1...1 will play the central role in our construction. Let us summa-
rize the procedure for building these objects:
(i) Apply the symmetrizations corresponding to a given Young tableau to the basis
(A.1). This produces a tensor Ra1...aL .
(ii) Construct the irreducible SO(6)–tensor Sa1...aL corresponding a given representation
by subtracting traces:
Sa1...aL = Ra1...aL −
∑
i,j
δaiajR
(aiaj)
a1...ai−1ai+1...aj−1aj+1...aL
(A.3)
The objects R
(aiaj)
a1...ai−1ai+1...aj−1aj+1...aL are chosen to ensure that∑
b,c
δbcSa1...ai−1bai+1...aj−1caj+1...aL = 0 (A.4)
for all pairs of (i, j).
(iii) Decompose Sa1...aL into irreducible representations Ta1...aL of SO(5) using modifica-
tions of (A.3)–(A.4):
Ta1...aL = Sa1...aL −
∑
i,j
δˆaiajS
(aiaj)
a1...ai−1ai+1...aj−1aj+1...aL
,
∑
b,c
δˆbcTa1...ai−1bai+1...aj−1caj+1...aL = 0, δˆab = δˆ
ab = δab − δa1δb1 (A.5)
22Recall that for SO(6) the indices in (A.1) take six possible values, while for SU(3) there are only
three options.
23In this subsection we denote the SO(6) indices by (a, b, c, . . . ) and the SO(5) indices by (α, β, γ, . . . ).
The rest of this article uses only the SO(5) indices which are denoted by (a, b, c . . . ). This change of
notation makes the formulas cleaner, and we hope that it does not lead to confusions.
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(iv) A Young tableau with L3 6= 0 gives rise to two inequivalent irreducible tensors, T
described above and (⋆T ) obtained using the definition (A.12).
Let us now present some details of this construction along with several examples.
We begin with recalling the standard correspondence between the Young tableaux
and symmetrizations that allows one to construct tensors Ra1...aL from the basis (A.1).
Starting with a Young tableau with marked boxes, one first antisymmetrizes the elements
of every column, and then applies symmetrization within every row. For example24,
a
b
: R
[110]
ab = Yˆθab =
1√
2
[θab − θba] , a b : R[200]ab = Yˆθab =
1√
2
[θab + θba] ,
a c
b
: R
[210]
abc = Yˆθabc =
1
2
{[θabc − θbac] + [θcba − θbca]} , (A.6)
a b c : R
[300]
abc = Yˆθabc =
1√
6
{θabc + perm} .
Note that a given diagram may correspond to several equivalent representations which
are related by permutation of indices {i1 . . . iL} in (A.1). For example, the diagram in
the second row of (A.6) gives rise to two equivalent but distinct representations:
a c
b
: R
[210]
abc = Yˆθabc, Yˆθacb =
1
2
{[θacb − θbca] + [θcab − θbac]} . (A.7)
Clearly the second tensor is obtained from the first one by the interchange of i2 and
i3 (see (A.1)). The main goal of this section is the group–theoretic construction of the
wavefunction for SO(6)/SO(5) coset, and as we will see below, only one representation
with a given Young tableau (e.g., only R
[210]
abc in the last example) is needed for that. Thus
we will focus on the prescription (A.6) and will not discuss the ambiguity (A.7) in detail.
The irreducible SO(6)–tensors are obtained by imposing the tracelessness condition
(A.4). For the examples (A.6)–(A.7) the results are25
S
[110]
ab = R
[110]
ab , S
[200]
ab = R
[200]
ab −
1
2n
δabR
[200]
cc ,
S
[300]
abc = R
[300]
abc − δabV [300]c − δacV [300]b − δbcV [300]a , V [300]a =
1
2n+ 2
R[300]aee , (A.8)
S
[210]
abc = R
[210]
abc − δabV [210]c − δbcV [210]a − δacW [210]b ,
V [210]a =
2nR
[210]
eea −R[210]eae
2n(2n+ 1)− 2 , W
[210]
a =
−2R[210]eea + (2n + 1)R[210]eae
2n(2n+ 1)− 2 .
24Following notation of [26], we denote an operator corresponding to a given Young tableau by Yˆ .
25While most of this appendix is dedicated to SO(6), expressions (A.8) are written for SO(2n). The
answers for n 6= 3 will be used in the Appendix B.
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The irreducible SO(5) tensors are labeled by Young tableaux with specified locations
of index one. Such tables are parameterized by five integers:
(L1, L2, |L3|, l1, l2). (A.9)
The first three entries give the lengths of the rows, while l1 and l2 specify the numbers
of empty boxes in the first and the second rows. Some examples are given in equation
(3.4). Every irreducible representation (L1, L2, |L3|) of SO(6) can be split into several
blocks with fixed numbers (A.9) by specifying the locations of index one and imposing
the tracelessness condition (A.5). For example, S [200] from (A.8) gives rise to three sets
of T
[L1L2L3]
[l1l2]
:
[T
[200]
[00] ]11 = S
[200]
11 , [T
[200]
[10] ]α1 = S
[200]
α1 , [T
[200]
[20] ]αβ = S
[200]
αβ −
1
5
δαβδ
γδS
[200]
γδ (A.10)
Under the SO(5) rotations, these objects transform as a scalar, a vector, and an irre-
ducible rank-two tensor. Note that R
[200]
11 contributes to S
[200]
11 , but cancels from [T
[200]
[20] ]αβ :
[T
[200]
[20] ]αβ = R
[200]
αβ −
1
5
δαβδ
γδR
[200]
γδ (A.11)
This is an example of a general feature: expression for tensor T with k SO(5) indices
contains only components of R with k SO(5) indices.
Let us now discuss the duality operation. For every tensor R we can define26
(⋆R)a1...amam+1...aL =
i
(6−m)!
∑
b
εa1...amb1...b6−mRb1...b6−mam+1...aL (A.12)
The right–hand side vanishes unless a Young tableau for R has at least (6 − m) rows.
This duality allows one to focus only on the Young tableaux with less than four rows, and
every diagram with three rows has a dual contribution which is also covered by (A.6).
For example,
R
[111]
123 =
1√
6
{θ123 − perm} ⇒ (⋆R[111])123 = i√
6
{θ456 − perm} = iR[111]456 . (A.13)
Since the Levi–Civita symbol is invariant under SO(6), the duality operation (A.12)
commutes with rotations. This implies that the SO(6) tensors can be decomposed into
self–dual and anti–self–dual ones, and such objects never mix. Similar decomposition
works for tensors S and T defined by (A.4) and (A.5).
After this brief review of the correspondence between the irreducible tensors and
Young tableaux, we now turn to the wavefunctions for the SO(6)/SO(5) coset. The
26For simplicity we assume that indices (b1, . . . b6−m) appear in the same column in Rb1...b6−mam+1...aL .
In general, to get a nontrivial (⋆R), one has to add a sum over all possible positions of (b1, . . . b6−m) in
R, but the resulting expression is not illuminating.
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relevant eigenvalues are given by (3.2), and to build the eigenfunctions, we need to
evaluate the matrix elements of the product gL, with g given by (3.5), in the basis of
irreducible tensors. Such elements can be found by writing the irreducible tensors Ta1...aL
as linear combinations of θa1...aL and using the rule
〈θa1...aL |gL|θb1...bL〉 ≡ ga1b1 . . . gaLbL . (A.14)
Furthermore, we define the “trace” terms by the relation
〈Ta1...aL |gL|T ′b1...bL〉trace ≡ 〈Ta1...aL |gL|T ′b1...bL〉 − 〈Ra1...aL |gL|R′b1...bL〉 , (A.15)
where (R,R′) are the standard tensors associated with a given Young tableaux, and
(T, T ′) are traceless versions of the same tensors constructed using (A.5). The matrix
elements
〈Ra1...aL |gL|R′b1...bL〉, 〈Ta1...aL |gL|T ′b1...bL〉 (A.16)
are equal to zero unless R and R′ correspond to Young tableaux with the same shape. We
will now show that the eigenfunctions of the Helmholtz equation (2.7) can be obtained
by contracting indices in the matrix elements (A.16).
Starting with a particular Young tableau, we construct a set of diagonal matrix ele-
ments
〈Ta1...aL |gL|Ta1...aL〉 (A.17)
These objects with different values of (a1 . . . aL) transform into each other under SO(6)
rotations, in particular, the individual matrix element (A.17) is not invariant under
SO(5) unless all indices are equal to one. Since in the gauged WZW model, SO(5) is
a redundancy, only singlets under this group are allowed in the spectrum, so all indices
not equal to one must be summed over. In other words, the wavefunction must have the
form
Ψˆ =
∑
αk=2...6
〈Tα1...αn11αn1+2...αn21αn1+2...|gL|Tα1...αn11αn1+2...αn21αn1+2...〉 (A.18)
The insertions of index one are controlled by the “marked” Young tableau. By separating
the trace contributions introduced in (A.15), we define
Φˆ =
∑
αk=2...6
〈Rα1...αn11αn1+2...αn21αn1+2...|gL|Rα1...αn11αn1+2...αn21αn1+2...〉 . (A.19)
Note that due to the summation of indices, the equivalent but distinct representations,
such as ones given by the example (A.7), lead to the same wavefunction. This justifies
our focus on a single R and T for every class of equivalent representations. Equations
(A.18) and (A.19), along with definitions of S and T introduced earlier in this section,
reproduce the expressions for Ψˆ and Φˆ from (3.9).
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So far we have focused on wavefunctions constructed from the matrix elements (A.17),
but for Young tableaux with nontrivial third row, one can define the dual irreducible
tensors by (A.12) with m = 3 and consider additional matrix elements
〈(⋆T )a1...aL |gL|Ta1...aL〉, 〈(T )a1...aL |gL|⋆T a1...aL〉, 〈(⋆T )a1...aL |gL|(⋆T )a1...aL〉 (A.20)
The SO(5)–invariant states can be constructed by contacting indices in each of these
expressions, as in (A.18). Since the dual states (⋆T ) are obtained by re-arranging the
components of the original states27 T , contraction of the last expression in (A.20) leads to
a linear combination of wavefunctions (A.18). Furthermore, contractions of the first two
expressions in (A.20) lead to the same set of wavefunctions, so without loss of generality,
we can focus on contributions from the first term:
Ψ˜ =
∑
αk=2...6
〈(⋆T )α1...αn11αn1+2...αn21αn1+2...|gL|Tα1...αn11αn1+2...αn21αn1+2...〉
Φ˜ =
∑
αk=2...6
〈(⋆R)α1...αn11αn1+2...αn21αn1+2...|gL|Rα1...αn11αn1+2...αn21αn1+2...〉 (A.21)
This is the second and the last set of eigenfunctions appearing in (3.9). Thus we have
demonstrated that equation (3.9) exhausts all SO(5)–invariant objects constructed from
tensors of SO(6). In addition to such tensors, one can define “spinor wavefunctions”,
which are discussed in the end of section 3. The remaining part of this appendix is
dedicated to the study of the wavefunctions (A.18) and (A.21).
A.2 Power counting from Young tableaux
In this subsection we prove that function Ψˆ has properties 1-7 listed on page 9. Function
Ψ˜ and the self–dual object (Ψˆ+Ψ˜) will be studied in the next subsection. We begin with
analyzing the expression (3.9) for the character Φˆ,
Φˆ
[L1,L2,L3]
[l1,l2]
=
∑
i1...iL
∑
P
(−1)σ(P )gi1iP [1] . . . giLiP [L] , L = L1 + L2 + L3 , (A.22)
and demonstrating that this quantity has the same seven properties listed on page 9 as
Ψˆ. The contribution of traces to Ψˆ will be discussed in the end of this subsection.
To verify the properties of the eigenfunction Φˆ, we rewrite the expression (3.5) for g
in terms of coordinate Y :
g =
[
1 0
0 qab
] [
2
Y 2
− 1 2Xb
Y 2
−2Xa
Y 2
δab − 2XaXbY 2
]
, qab = [(1 + A)(1− A)−1]ab. (A.23)
27This was illustrated by the example (A.13), but the statement is true in general.
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Here we defined28
X3 =
√
Y 2 − 1−X21 −X22 . (A.24)
It is clear that the scaling of (A.22) with (α, β, Y ) does not depend on the values of
(X1, X2) so to make the proof of properties 1-3 more transparent, we set X1 = X2 = 0.
29
Then matrix g becomes block–diagonal,
g =
[
gˆ 0
0 ga˙b˙
]
, gˆ =
[
2
Y 2
− 1 2
√
Y 2−1
Y 2
−2
√
Y 2−1
Y 2
2
Y 2
− 1
]
, (A.25)
where dotted indices take values (3, 4, 5, 6). The eigenvalues of the symmetric 4×4 block
ga˙b˙ are given by
eig(ga˙b˙) =
{ i+ a
i− a,
i− a
i+ a
,
i+ b
i− b ,
i− b
i+ b
}
.
Every term in the right–hand side of (A.22) has the structure
[g11]
t
[∏
(Tr[hk])sk
]
[
∏
(g1a[h
k]abgb1)
rk
]
, (A.26)
where
hab =
[
2
Y 2
− 1 0
0 ga˙b˙
]
, g1a =
2
√
Y 2 − 1
Y 2
[1, 0, 0, 0, 0] .
In particular, this implies that the expression (A.26) is a polynomial in Y −2 since g12 is
always multiplied by g21. Furthermore, since Tr[(ga˙b˙)
n] is a polynomial in variables (α, β)
defined by (3.8), so is (A.26). This proves property 2 on page 9. Let us now determine
the degrees of the polynomials in the right hand side of (A.22).
The power of Y comes from the (1, 2) block of the matrix gij:
gˆ =
[
2
Y 2
− 1 2
√
Y 2−1
Y 2
−2
√
Y 2−1
Y 2
2
Y 2
− 1
]
, gˆgˆT = I, det(gˆ) = 1. (A.27)
The determinant condition implies that the leading power 1
Y 2q
survives symmetrization
in [gˆ11]
s[gˆ22]
q−s if and only if all gˆ11 and gˆ22 appear in the same row. Thus we conclude
that the leading power p must be equal to the length of the longest row of the Young
tableaux:
p = L1. (A.28)
28The branch with X3 = −
√
Y 2 − 1−X21 −X22 can be analyzed in the same fashion.
29This technical assumption is made just for presentational purposes.
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This proves property 1 on page 9. Furthermore, for large (α, β), the expression Tr[(ga˙b˙)
n]
scales as αn or βn, so the character of the representation corresponding to a Young
tableau with L boxes scales as
1
Y 2p
αs1βs2, p+ s1 + s2 = L. (A.29)
Combining this with property (A.28), we conclude that
mp = L2 + L3. (A.30)
The highest power of α for a given p comes from the terms proportional to [g˜22]
p[g˜33]
s
(here g˜ is the diagonalized form of the symmetric matrix ga˙b˙), and such expressions
survive symmetrization if and only if s ≤ L2. This proves property 3 on page 9.
To count the powers of (x, y) we restore (X1, X2) in (3.5), but set a = b = 1. This
makes the discussion more transparent without modifying the counting. The expression
(3.5) becomes
g = J +
2
Y 2
VW T , V = {1,−X3,−X1, 0,−X2}, W = {1, X3, X1, 0, X2} (A.31)
Here J is a constant matrix, which does not contribute to the wavefunction Φˆ in the
leading order in Y −2. This leads to drastic simplifications in (A.26), which now reduces
to a product of scalars 2
Y 2
(W TV ) and 2
Y 2
. In particular, note that while X3 contains a
square root, (W TV ) is a polynomial in (X1, X2), so Φˆ is a polynomial in (x, y).
Substituting (A.31) into (3.9), we conclude that any antisymmetrization eliminates
the Y –dependent contribution since
gmmgnn − gmngnm = JmmJnn − JmnJnm (no summation) (A.32)
Thus the power of Y −2 is equal to the maximal number of symmetrizations, and we
recover (A.28). The power counting for (X1, X2) works in the same way, but only indices
not equal to one contribute30, so the maximal power of (x, y) is
np = l1. (A.33)
This proves the property 4 for the function Φˆ, and property 5 can be demonstrated in
the same fashion, after one restores the (a, b)–dependence.
To summarize, we have shown that function Φˆ satisfies the scalings listed on page
9. As we discussed in the last subsection, the correct wavefunction is Ψˆ rather than
Φˆ, and these two expressions are related by subtraction of various traces. We will now
demonstrate that such subtraction does not affect the power counting, so the function Ψˆ
satisfies the properties listed on page 9.
30Recall the scaling V1 =W1 = 1, Va ∼ z, Wa ∼ z with large z ∼ (Y1, Y2).
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As discussed in the section A.1, functions Φˆ and Ψˆ are obtained by taking matrix
elements (A.18) and (A.19), where tensors T and R are related by subtraction of traces:
Ti1...in = Ri1...in −
∑
k,l
δikilV
(ik ,il)
i1...ik−1ik+1...il−1il+1in
−
∑
k,l
δˆikilW
(ik,il)
i1...ik−1ik+1...il−1il+1in
(A.34)
The tensors (V,W ), whose explicit form is not important for our discussion, are chosen
in such a way that Ti1...in is traceless over any pair of indices both in SO(6) and in SO(5):
6∑
j=1
Ti1...ip−1jip+1...iqjiq+1...in = 0,
6∑
a=2
Ti1...ip−1aip+1...iqaiq+1...in = 0. (A.35)
Schematically, the expression (A.18) for Ψˆ can be written as
Ψˆ = 〈T |gL|T 〉 = 〈R− δV − δˆW |gL|R− δV − δˆW 〉
= Φˆ− 〈T |gL|δV + δˆW 〉 − 〈δV + δˆW |gL|R〉 . (A.36)
Here we suppressed all indices present in (A.18) and (A.19) to focus on the structure of
the formula. According to the condition (A.35), T is traceless under contraction with
both δ and δˆ. Then the summation implied in the last expression leads to an equality
〈T |gL|δV + δˆW 〉 = 0. (A.37)
Thus the relation between Ψˆ and Φˆ can be written as
Ψˆ = Φˆ− 〈δV |gL|R〉 − 〈δˆW |gL|R〉 . (A.38)
The contraction induced by V is taken in the group, and it leads to a term
6∑
i=1
gimgin = δmn. (A.39)
In power counting for Φˆ, every instance of g contributed Y −2. Then the last equation
implies that the second term in the right–hand side of (A.38) is subleading in the small–Y
limit, so it does not affect the power counting.
The third term in the right–hand side of (A.38) involves a trace over the subgroup
(recall that δˆ is a projector that insures this), and its contribution is
6∑
i=2
gimgin = δmn − g1mg1n. (A.40)
According to the general expression (A.26), this contraction increases rk but decreases
sk, so it is subleading in (α, β). Thus the relation (A.38) ensures that the power counting
for function Φˆ derived earlier in this subsection extends to function Ψˆ as well.
To summarize, in this subsection we have demonstrated that the eigenfunction Ψˆ
defined by (3.9), (A.18) satisfies all properties listed on page 9. In the next subsection
similar features will be demonstrated for Ψ˜, completing the proof of the power counting
summarized on page 9.
37
A.3 Self–dual representations
Properties 1-7 listed on page 9 for function Ψ˜ can be proven using the arguments similar to
the ones presented in subsection A.2. Rather than following this route, in this subsection
focus on power counting in Ψˆ± Ψ˜, then the properties of Ψ˜ will follow by combining the
discussion of this and the last subsections.
We begin with considering two representations with L3 = 0. Since Ψ˜ vanishes for
L3 = 0, the corresponding wavefunctions are given by
Ψˆ
[L′1,L
′
2,0]
[l′1,l
′
2]
and Ψˆ
[L′′1 ,L
′′
2 ,0]
[l′′1 ,l
′′
2 ]
. (A.41)
The product of these two functions correspond to a reducible representation, and it can
be decomposed into irreducible pieces using the standard fusion rules. This provides an
alternative way of proving properties 1-7 for Ψˆ with L3 = 0 using induction:
(i) Perform a direct check of properties 1-7 for functions with
(L1, L2, l1, l2) = (1, 0, 0, 0), (1, 0, 1, 0), (1, 1, 1, 0), (1, 1, 1, 1), L3 = 0.
(ii) Assume that such properties hold for all allowed values of (L1, L2, l1, l2), such that
L1 < N1, L2 < N2, l1 < n1, l2 < n2, where N1 ≥ n1 ≥ N2 ≥ n2 ≥ 0.
(iii) Consider a product of two functions (A.41) with
L′1 + L
′′
1 = N1, L
′
2 + L
′′
2 = N2, l
′
1 + l
′′
1 = n1, l
′
2 + l
′′
2 = n2,
and decompose it into irreducible representations. By the assumption (ii), the
product has the structure (3.11) with
p = L′1 + L
′′
1 = N1, k = n1 + n2, mp = N2, np = n1. (A.42)
According to (ii), all irreducible representations contributing to the product, with
a possible exception of (N1, N2, n1, n2) have the structure (3.11) with
p < N1, k < n1 + n2, mp < N2, np < n1.
This implies that the wavefunction Ψˆ
[N1,N2,0]
[n1,n2]
has the structure (3.11) with powers
(A.42), completing the proof by induction.
Extension of such induction to Ψˆ with non–zero values of L3 is somewhat cumbersome,
so we will not present it here since the result was proven in the last subsection using
different logic.
For non–zero values of L3 we define
Ψ
[L1,L2,M ]
l1,l2
= Ψˆ
[L1,L2,M ]
l1,l2
+ Ψ˜
[L1,L2,M ]
l1,l2
, Ψ
[L1,L2,−M ]
l1,l2
= Ψˆ
[L1,L2,M ]
l1,l2
− Ψ˜[L1,L2,M ]l1,l2 , (A.43)
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where M = |L3|. Let us now use the induction to demonstrate that
Ψ
[L1,L2,L3]
l1,l2
=
1
Y 2p
[P
(p)
mp,np;k
+ γP˜
(p)
mp,n˜p;k
] +
1
Y 2(p−1)
[P
(p−1)
mp−1,np−1;k
+ γP˜
(p−1)
mp−1,n˜p−1;k
] + . . .
· · ·+ [P (0)m0,n0;k + γP˜
(0)
m0,n˜0;k
], (A.44)
where the powers of the polynomials obey (3.14), and γ is defined by
γ = iab
√
Y 2 − 1−X21 −X22 (A.45)
Furthermore, for large values of (α, β) ∼ A and fixed (x, y), there is a scaling[
P
(p)
mp,np;k
+ γP˜
(p)
mp,n˜p;k
]
Y=0
∼ AL2+L3 (A.46)
Before starting the proof by induction, we observe that unlike other quantum number
which have complicated fusion rules, L3 just adds as a simple U(1) charge when two
wavefunctions are multiplied. We also present two explicit wavefunctions, which will be
used as a starting point of the induction:
Ψ
[11±1]
[11] = −5 + 6(α + β)− 8αβ +
2
Y 2
[3− 4(α+ β) + (3− 4β)x+ (3− 4α)y]
+
16αβ
Y 2
(1± γ). (A.47)
Now the induction procedure follows the same steps as before:
(i) Perform a direct check of properties (A.44), (3.14) (A.46) for functions with[
L1, L2, L3
l1, l2
]
=
[
1, 0, 0
0, 0
]
,
[
1, 0, 0
1, 0
]
,
[
1, 1, 0
1, 0
]
,
[
1, 1, 0
1, 1
]
,
[
1, 1,±1
1, 1
]
.
(ii) Assume that such properties hold for all allowed values of (L1, L2, L3, l1, l2), such
that
L1 < N1, L2 < N2, |L3| < N3, l1 < n1, l2 < n2, where N1 ≥ n1 ≥ N2 ≥ n2 ≥ N3.
(iii) Consider a product of two functions
Ψ
[L′1,L
′
2,L
′
3]
[l′1,l
′
2]
Ψ
[L′′1 ,L
′′
2 ,L
′′
3 ]
[l′′1 ,l
′′
2 ]
(A.48)
with
L′1 + L
′′
1 = N1, L
′
2 + L
′′
2 = N2, L
′
3 + L
′′
3 = N3, l
′
1 + l
′′
1 = n1, l
′
2 + l
′′
2 = n2,
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and decompose it into irreducible representations. By the assumption (ii), the
product (A.48) has the structure (A.44) with
p = L′1 + L
′′
1 = N1, k = n1 + n2, mp = N2, np = n1 (A.49)
and power N2 + N3 in (A.46). According to (ii), all irreducible representations
contributing to the product (A.48), with a possible exception of (N1, N2, n1, n2)
have the structure (A.44) with
p < N1, k < n1 + n2, mp < N2, np < n1.
This implies that the wavefunction Ψ
[N1,N2,N3]
[n1,n2]
has the structure (A.44) with powers
(3.14), completing the inductive proof of relations (A.44), (3.14).
(iv) Since L3 charges simply add, every irreducible term contributing to the product
(A.48) has
L3 = L
′
3 + L
′′
3. (A.50)
This implies that all irreducible representations contributing to the product (A.48),
with a possible exception of (N1, N2, N3, n1, n2), obey the scaling[
P
(p)
mp,np;k
+ γP˜
(p)
mp,n˜p;k
]
Y=0
∼ AQ, Q = L2 + L3 < N2 +N3
Since the product itself has such scaling with Q = N2 +N3, we conclude that the
ingredients of the function Ψ
[N1,N2,N3]
[n1,n2]
must obey[
P
(p)
mp,np;k
+ γP˜
(p)
mp,n˜p;k
]
Y=0
∼ AN2+N3 .
The last relation completes the inductive proof of the scaling (A.46).
After completing the proof of properties (A.44), (3.14) (A.46) of the function Ψ
[N1,N2,N3]
[n1,n2]
,
let us now analyze the implications for Ψˆ
[L1,L2,M ]
[l1,l2]
and Ψ˜
[L1,L2,M ]
[l1,l2]
. First we observe that
in the physical domain of coordinates31 polynomials P and P˜ in (A.44) are real and γ is
imaginary. Also, due to i in the definition (A.12) of the dual tensor real wavefunctions Ψˆ
from (A.18) give rise to imaginary Ψ˜ in (A.21). Then taking a real and imaginary parts
of Ψ
[L1,L2,M ]
l1,l2
, we find
Ψˆ
[L1,L2,M ]
l1,l2
=
P
(p)
mp,np;k
Y 2p
+
P
(p−1)
mp−1,np−1;k
Y 2(p−1)
+ · · ·+ P (0)m0,n0;k, (A.51)
Ψ˜
[L1,L2,L3]
l1,l2
=
γ
Y 2p
P˜
(p)
mp,n˜p;k
+
γ
Y 2(p−1)
P˜
(p−1)
mp−1,n˜p−1;k
+ · · ·+ γP˜ (0)m0,n˜0;k .
This justifies the expansions (3.11), (3.12) and completes the proof of properties 1-7 listed
on page 9.
31Note that the scaling (A.46) explores an unphysical regime since large values of (αβ) with fixed
(x, y) give imaginary X3 =
√
Y 2 − 1−X21 −X22 →
√
Y 2 − 1 at Y = 0. In this regime both Ψˆ[L1,L2,M ][l1,l2]
and Ψ˜
[L1,L2,M ]
[l1,l2]
are real, but the relations (A.51) still hold due to their analyticity.
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B Examples of wavefunctions on deformed cosets
In section 4 and 5 we discussed the structure of eigenstates of the Helmholtz equation
(2.7) on deformed spheres, and in this appendix we present some explicit examples to
demonstrate that they fit the general pattern. We begin with constructing the wave-
functions for the standards SO(6)/SO(5) coset and showing that they satisfy the seven
properties listed on page 9. Then in section B.2 we discuss the effect of the deformation
and show that it fits into the general structure uncovered in section 4. Some examples
of wavefunctions on the deformed three–dimensional sphere are discussed in section B.3.
B.1 Eigenfunctions for the SO(6)/SO(5) gauged WZW model
Let us present some solutions of the Helmholtz equation (2.7) on the SO(6)/SO(5) coset
and demonstrate that all examples fit into the general pattern discussed on page 9. As we
demonstrated in section 3, the eigenvalues of the Helmholtz equation are given by (3.2),
and they are characterized by five (half–)integer numbers (L1, L2, L3, l1, l2) satisfying
inequalities listed in (3.2). Most examples presented in this appendix correspond to
small values of all five parameters.
Let us begin with an infinite set of examples with arbitrary L1 and with
L2 = L3 = l1 = l2 = 0. (B.1)
According to the discussion presented in section 3, the corresponding wavefunction de-
pends only on one argument Y , so we impose an ansatz:
Ψ
[L1,0,0]
[0,0] = f(z), z ≡
1
Y 2
. (B.2)
Substitution into the the Helmholtz equation (2.7) leads to an ODE:
4z(1− z)f ′′ + 10(1− 2z)f ′ + Λf = 0, (B.3)
and the solution regular at z = 0 can be expressed in terms of the hypergeometric
function:
Ψ
[L1,0,0]
[0,0] = F
[
−ν, ν + 4; 5
2
; z
]
, Λ = 4ν(ν + 4). (B.4)
Normalizable solutions are described by polynomials in z, then ν must be a non–negative
integer, and the relation (3.2) is recovered upon identification L1 = ν. Here are some
explicit examples of the wavefunctions (B.4):
Ψ
[100]
[00] =
2
Y 2
− 1, Ψ[200][00] =
5
24
− 1
Y 2
+
1
Y 4
, Ψ
[300]
[00] =
1
Y 6
− 3
2Y 4
+
21
32Y 2
− 5
64
. (B.5)
Note that the condition (B.1) restricts to tensor representations where all five parameters
(3.20) are integers.
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Continuing with tensor representations, we now look at small values of [L1, L2, L3].
The [1, 0, 0] block contains only two states:
1 : Ψ
[100]
[00] =
2
Y 2
− 1,
: Ψ
[100]
[10] =
2
Y 2
(1 + 2x+ 2y)− 5 + 4(α + β). (B.6)
To verify that all seven properties listed on page 9 are satisfied, we observe that the
second state in (B.6) has
P
(p)
mp,np,k
= 2(1 + 2x+ 2y) ⇒ p = 1, mp = 0, np = 1, k = 1, (B.7)
in agreement with (3.14). For the [2, 0, 0] block we find:
1 1 : Ψ
[200]
[00] =
1
Y 4
− 1
Y 2
+
5
24
, (B.8)
1 : Ψ
[200]
[10] = −
16
Y 4
(1 + 2x+ 2y) +
8
Y 2
(4− 2α− 2β + x+ y)− 10 + 8(α + β),
: Ψ
[200]
[20] =
256
5Y 4
[1 + 5(x+ y)(x+ y + 1)] + 32[7(1− 2α− 2β) + 8(α2 + αβ + β2)]
+
64
5Y 2
[5α + 5β − 7 + (8α + 4β − 7)x+ (4α + 8β − 7)y].
Again, relations (3.14) are satisfied for all three states. The remaining Young tableaux
with two boxes give rise to the following states:
1
: Ψ
[110]
[10] =
4
Y 2
[2(α+ β − 1)− (x+ y)] + 5− 4(α + β), (B.9)
: Ψ
[110]
[11] =
32
Y 2
[2(1− α− β) + (3− 4β)x+ (3− 4α)y]− 16(5− 6α− 6β + 8αβ).
Note that all examples discussed so far had L3 = 0, so the wavefunctions were polyno-
mials in (α, β, x, y), and Ψ˜ defined by (3.9) vanished. The simplest Young tableau with
nontrivial Ψ˜ contains three boxes arranged in a column, and as discussed in section 3.1,
one such diagram gives rise to two states:
1
: Ψ
[11±1]
[11] =
16αβ
Y 2
(1± γ) + 2
Y 2
[3− 4(α + β) + (3− 4β)x+ (3− 4α)y]
− 5 + 6(α + β)− 8αβ. (B.10)
Recall that variable γ was defined by (3.12):
γ = iabX3 = iab
√
Y 2 −X22 −X22 − 1 .
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As expected, power counting in (B.10) agrees with (3.14). Furthermore, the structure
Ψ
[L1,L2,±M ]
[l1,l2]
= A± γB . (B.11)
follows from the properties 1-7 discussed on page 9.
All examples presented so far correspond to Young tableaux which are shaped either
as rows or as columns, and we conclude this subsection by writing some wavefunctions
coming from Young tableaux with mixed symmetry:
1
1
: Ψ
[210]
[10] =
48
Y 4
[2(−1 + α+ β)− (x+ y)]
+
96
5Y 2
(
11
2
− 5α− 5β + x+ y) + 24
5
(−5 + 4α + 4β),
1
: Ψ
[210]
[11] =
96
Y 4
[2(−1 + α+ β) + (−3 + 4β)x+ (−3 + 4α)y] (B.12)
+
32
Y 2
[9 + 8αβ − 10(α + β) + (3− 4β)x+ (3− 4α)y]− 16[5 + 8αβ − 6(α + β)],
1
: Ψ
[210]
[20] =
24
Y 4
[2(−1 + α+ β) + (−7 + 8α + 4β)x+ (−7 + 4α + 8β)y − 4(x+ y)2]
+
24
Y 2
[7(1− 2α− 2β) + 8(α2 + αβ + β2)− (−7 + 8α + 4β)x− (−7 + 4α+ 8β)y],
−12[7(1− 2α− 2β) + 8(α2 + αβ + β2)]
: Ψ
[210]
[21] = −
8 · 96
Y 4
[
(−3 + 4β)x2 + 2(−3 + 2α + 2β)xy + (−3 + 4α)y2
]
− 96
Y 4
[
27(x+ y) + 16[(α+ 2β)x+ (2α+ β)y] + 6(−1 + α + β)
]
− 96
Y 2
[(2α + 2β − 3)(8α+ 8β − 7)]
−192
Y 2
[(4β − 3)(8α+ 4β − 7)x+ (4α− 3)(4α+ 8β − 7)y]
−48[64αβ(α+ β)− 16(3α2 + 10αβ + 3β2) + 84(α+ β)− 35]
In the next subsection we will show how the wavefunctions presented here should be
combined to solve the Helmholtz equation (2.7) on the deformed geometry.
B.2 Eigenfunctions for the deformed SO(6)/SO(5) coset
As we demonstrated in section 4.1, the solutions of the Helmholtz equation (2.7) on the
deformed SO(6)/SO(5) coset must come from linear combinations of the undeformed
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eigenfunctions corresponding to Young tableaux with the same shape. In this subsection
we present the examples of such mixtures coming from the four families (B.6), (B.9),
(B.10), (B.12) discussed earlier. After writing the exact results, we will focus on simpli-
fications that arise in the rescaling limit introduced in section 4.2.
Each member of the families (B.6), (B.9), (B.10), (B.12) solves the Helmholtz equation
(2.7) on the SO(6)/SO(5) coset, but deformation mixes the members of a given family.
Using relations (4.4), we write the deformed equation as
[∆0 − κ∆1] Ψ + Λ1− λ
2
1 + λ2
Ψ = 0 (B.13)
It is the differential operator ∆1 that leads to the mixing. Writing the wavefunction Ψ
as a linear combination of the undeformed solutions with fixed (L1, L2, L3),
Ψ =
∑
l1,l2
cl1,l2Ψ
[L1,L2,L3]
[l1,l2]
, (B.14)
we find that equation (B.13) reduces to a system of algebraic relations for constants
cl1,l2. Note that summation in (B.14) extends only over the allowed values of (l1, l2)
which satisfy inequalities (3.2). Let us now present some explicit examples.
The family (B.6) contains only two members, then equation (B.13) in the relevant
sector becomes
:
[
20 −4κ
−20κ 4
] [
c00
c10
]
= Λ
[
c00
c10
]
(B.15)
The functions Ψ
[100]
[00] and Ψ
[100]
[10] are given by (B.6). In the absence of deformation (i.e.,
for κ = 0), the last equation reproduces the expected result, Λ = (20, 4). For non–
zero values of κ, one can find the two eigenvalues and two eigenfunctions by solving the
system (B.15). In particular, the eigenvalues satisfy a quadratic equation with constant
coefficients.
The families (B.6) (B.8), (B.9), and (B.12) lead to the following systems of linear
equations:
:

 48 κ 02304
5
κ 32 −κ
0 896
5
κ 8



c00c10
c11

 = Λ

c00c10
c11


:
[
16 κ
128κ 8
] [
c10
c11
]
= Λ
[
c10
c11
]
(B.16)
:


44 −9κ −4κ 0
−50κ 36 0 κ
−35
2
κ 0 20 3
4
κ
0 126κ 120κ 12




c10
c11
c20
c21

 = Λ


c10
c11
c20
c21


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The values of Λ are determined by solving the appropriate characteristic equations, and
as a consistency check, we observe that the expressions (3.2) are recovered for κ =
0. This can be seen by focusing on the diagonal elements of three matrices in (B.16).
The wavefunctions Ψ[1,1,±1] are given by the undeformed expressions (B.10), and the
corresponding eigenvalue is Λ = 12(1 − κ), as expected from the general discussion
surrounding equation (4.13).
Although the matrices with constant coefficients are relatively simple, the functional
form of Ψ
[L1,L2,L3]
[l1,l2]
becomes rather complicated as parameters become larger, as can be
seen from (B.6), (B.9), (B.10), (B.12). Interestingly, the eigenvalues Λ can be extracted
without using the explicit form of Ψ
[L1,L2,L3]
[l1,l2]
. The relevant procedure was developed in
section 4.3 and summarized in steps (i)–(iii) on page 21. Specifically the problem is
reduced to finding eigenvalues of some matrix M [L1,L2,L3], which is related to matrices
appearing in (B.16) by a change of basis. We refer to section 4.3 for the details, and here
we just present the results for the families (B.6), (B.9), (B.10), (B.12):
: M [100] =
[
Λ− 24 20(κ2 − 1)
4 Λ
]
: M [200] =

Λ− 64 28 (κ2 − 1) 016 Λ− 24 48 (κ2 − 1)
0 4 Λ


: M [110] =
[
Λ + 8(κ− 2) 4(κ+ 1)
16κ Λ− 8(κ+ 1)
]
(B.17)
: M [210] =


Λ + 16(κ− 3) 4(κ+ 1) 28 (κ2 − 1) 0
32κ Λ− 8(2κ+ 5) 0 28 (κ2 − 1)
4 0 Λ + 8(κ− 2) 4(κ+ 1)
0 4 16κ Λ− 8(κ+ 1)


The eigenvalues for every family are determined by solving the characteristic equation
(4.36), which has degree (L1 − L2 + 1)(L2 − L3 + 1) in Λ.
B.3 Eigenfunctions for the deformed SO(4)/SO(3) coset
In this appendix we present the counterparts of the last two subsections for the deformed
SO(4)/SO(3) coset. Since the logic is identical to the one used before, we only quote the
results.
The eigenfunctions of the Helmholtz equation on the undeformed three–sphere are
characterized by three (half-) integer quantum numbers (L1, L2, l1), and the eigenvalues
are given by (5.1). The wavefunctions (5.2) become rather complicated for large values
of the quantum numbers, but one infinite family (the counterpart of (B.4)) can be easily
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constructed:
Ψ
[L1,0]
[0] = F
[
−L1, L1 + 2, 3
2
; z
]
, z ≡ 1
Y 2
Λ = 4L1(L1 + 2) . (B.18)
Here are some explicit examples:
Ψ
[10]
[0] = 1−
2
Y 2
, Ψ
[20]
[0] = −
8
Y 4
+
8
Y 2
− 3
2
, Ψ
[30]
[0] = −
32
Y 6
+
48
Y 4
− 20
Y 2
+ 2. (B.19)
Next we discuss wavefunctions with small values of (L1, L2, l1) and show how they
combine under the deformation via a counterpart of (B.14):
Ψ =
∑
l1
cl1Ψ
[L1,L2]
[l1]
, (B.20)
We begin with the block (L1, L2) = (1, 0). The undeformed wavefunction are
1 : Ψ
[10]
[0] =
2
Y 2
− 1,
: Ψ
[10]
[1] =
2
Y 2
(2x+ 1)− 3 + 4α , (B.21)
and they clearly satisfy the properties 1-5 listed on page 22. The mixing comes from the
counterpart of equation (B.15):
:
[
12 −4κ
−12κ 4
] [
c0
c1
]
= Λ
[
c0
c1
]
(B.22)
For the [20] block we find:
1 1 : Ψ
[20]
[0] =
16
3Y 4
− 16
3Y 2
+ 1, (B.23)
1 : Ψ
[20]
[1] =
8
Y 4
(1 + 2x)− 43 + x− 2α
Y 2
+ 3− 4α,
: Ψ
[20]
[2] =
8
3Y 4
(1 + 6x+ 6x2) +
4
Y 2
[2α− 5
3
+ (8α− 5)x] + 5− 20α + 16α2 .
and the counterpart of the first equation in (B.16) is
 32 −32κ3 0−32κ 24 −8κ
0 −40κ
3
8



c0c1
c2

 = Λ

c0c1
c2

 (B.24)
There are two one–column representations:
1
: Ψ
[1,±1]
[1] = 3− 4α−
4
Y 2
[1 + x− 2α(1± γ)]. (B.25)
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and the wavefunctions do not mix after the deformation. Functions Ψ[1,1,±1] in the
SO(6)/SO(5) case had the same property.
We conclude this appendix by giving explicit form of two matrices appearing in (5.20):
M [10] =
[
Λ+4κ−12
4κ+4
−1
− κ
2(κ+1)
Λ−4(κ+1)
16(κ+1)
]
, M [20] =


Λ+16κ−32
4κ+4
−1 0
− 2κ
κ+1
Λ−8(κ+3)
16(κ+1)
−1
0 − 2κ
9(κ+1)
Λ−8(κ+1)
36(κ+1)

 . (B.26)
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