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a b s t r a c t
In this paper, a class of time-variant fuzzy systems is designed and analyzed. Firstly, a
novel model of dynamic fuzzy inference (DFI) is proposed, and the corresponding DFI
method is obtained. Then, the response abilities of time-variant fuzzy systems constructed
by the DFI method are analyzed. Some sufficient conditions for time-variant fuzzy systems
as step functions, fitted functions and interpolation functions are derived. Furthermore,
a sufficient and necessary condition for time-variant fuzzy systems as interpolation
functions is also deduced. In addition, the approximation problem of time-variant fuzzy
systems is discussed. It is proved that time-variant fuzzy systems constructed by the
DFI method are universal approximators to a class of nonlinear systems. In addition, the
approximation accuracy of the corresponding time-variant fuzzy systems is investigated.
Finally, a simulation experiment is provided to demonstrate how to design a time-variant
fuzzy system in order to approximate a given nonlinear system to a desired accuracy.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, research on fuzzy systems has attracted the general attention of scholars; see [1–9]. For instance, fuzzy
system modeling is an aspect of interest. For any given crisp input, we can translate it to fuzzy input by a fuzzifier method.
Then, based on the fuzzy rules and fuzzy inference method, the corresponding fuzzy input can be obtained. Finally, crisp
output can be got by the defuzzifiermethod. In this way, we think that themathematicalmodel of fuzzy systemhas basically
been mastered. Obviously, fuzzy inference is the key technology of fuzzy system modeling. At present, fuzzy inference
methods, which are used commonly in fuzzy system modeling and fuzzy control, include the CRI method [1–3], similarity-
based fuzzy inference method [10,11], interpolation inference [12,13], triple I method [14,15], reverse triple I method [16],
variable weighted synthesis inference method [17], fuzzy similar inference method [18,19], and so on.
On the other hand, from amathematical point of view, fuzzy systemmodeling is in fact finding amapping from the input
universe to the output universe which can approximate the desired model (or function) within a given accuracy. This is the
study of the universal approximation property of fuzzy systems. It is important for the design and interpretation of a fuzzy
system. If fuzzy systems are proved to be universal approximators, then we can deem that the corresponding modeling
methods are effective. If not, then these systems and the corresponding modeling methods have no applicable value except
certain theoretical signification. Thus, research on the approximation theory of fuzzy systems has become a hot topic of fuzzy
system modeling. In [20–23], the authors prove that Mamdani fuzzy systems can be capable of approximating a wide class
of functions, such as continuous functions and integrable functions. Furthermore, the approximation accuracy of Mamdani
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fuzzy systems is analyzed in [24,25]. Compared with the Mamdani fuzzy systems, TS fuzzy systems are another type of
famous fuzzy systems which are widely applied in fuzzy systemmodeling and control. In [26–28], the authors prove that TS
fuzzy systems are universal approximators to a class of functions. Besides, many scholars have investigated other types of
fuzzy systems. In [29,30], the authors prove that Boolean-type fuzzy systems are universal approximators. In [17,19,31,32],
the authors investigate the approximation properties of fuzzy systems constructed by the fuzzy inference methods used
commonly.
However, the above fuzzy inference methods and universal approximation properties of fuzzy systems are only suitable
for time-invariant fuzzy system modeling. In other words, they take no account of the impact of time on the system’s
performance. It should be noted that many practical systems, such as the economic model and the control model, operate in
an environmentwhich includes time-variant and fuzziness characteristics. So, many scholars have investigated the dynamic
fuzzy inference method and the measurement of dynamic uncertain information. In [33], fuzzy time is described through
fuzzy sets of time intervals. In [34], the concept of a dynamic fuzzy set is proposed. In [35] a dynamic fuzzy reasoningmethod
that has a time delay is introduced.
In practice, many continuous control models are represented by nonlinear dynamic systems. How to construct fuzzy
systems to simulate nonlinear dynamic systems is an important issue. Until now, few achievements related to time-variant
fuzzymodeling and approximation theory of time-variant fuzzy systems have beenmade. Motivated by these, in this paper,
we concentrate on two important items related to time-variant fuzzy system modeling. These are dynamic fuzzy inference
and approximation theory of time-variant fuzzy systems.
The paper is organized as follows. In Section 2, a dynamic fuzzy set is used to depict the dynamic uncertain information.
And, based on an implication operator, themembership functions of dynamic fuzzy sets are defined. In Section 3, a novel DFI
model is constructed, and the corresponding inference method is also obtained. In Section 4, the DFI method is applied to
the construction of time-variant fuzzy systems, and a novel modeling method, called the dynamic fuzzy inference modeling
(DFIM) method, is obtained. In Section 5, the response abilities of the time-variant fuzzy systems which are obtained by the
DFIM method are discussed. It is pointed out that the response properties of time-variant fuzzy systems are determined by
implication operators. Accordingly, some sufficient conditions for time-variant fuzzy systems being step functions, fitted
functions and interpolation functions are derived. Furthermore, a sufficient and necessary condition for fuzzy systems
possessing the interpolation property is deduced. In Section 6, it is proved that time-variant fuzzy systems constructed
by the DFIMmethod are universal approximators to a class of nonlinear systems, and the approximation accuracy of a time-
variant fuzzy system is analyzed. In Section 7, a simulation example is proposed to illustrate the validity of the conclusion.
In Section 8, some concluding remarks and further problems related to the subjects are presented. In the Appendix, the
expressions of some implication operators, which are used in this paper, are introduced.
2. Dynamic fuzzy set
In this section, we will give a new definition of a dynamic fuzzy set. In practice, when time cannot be represented due to
lack of precise or certain information, the authors propose the concept of fuzzy time. This can be seen as a fuzzy set in the
time universe U = [ 0,+∞). In this paper, we introduce a definition for a dynamic fuzzy set based on fuzzy time.
Definition 1. Let A× T : X ×U → [0, 1] be a continuous function on X ×U . We call A× T a dynamic fuzzy set with regard
to fuzzy time T , where A× T (x, t) denotes the membership degree that (x, t) belongs to A× T at crisp time t .
From Definition 1, we can observe that the dynamic fuzzy set A × T is just a fuzzy relation on X × U . How does
one determine the membership function of it? In the real world, the dynamic information can always be represented by
some causal relationships. For example, the sentence ‘‘If it is summer, then the temperature of outdoors is high’’ describes
some dynamic information, i.e., ‘‘the temperature of outdoors is high in summer’’. In [35], the authors use an implication
operator to express the relationship between the event and its fuzzy time interval. Motivated by this, we use an implication
operator to determine the membership function of the dynamic fuzzy set A × T ∈ F (X × U). For any (x, t) ∈ X × U ,
A × T (x, t) , T (t) → A(x), where ‘‘→’’ is the implication operator. In this paper, T (t) → A(x) can also be denoted by
R(T (t), A(x)). In particular, when T = t0 is a crisp time, then T can be defined as a singleton fuzzy set, i.e.,
T (t) = 1{t0}(t) =
{
1, t = t0,
0, t 6= t0.
Let the implication operator be chosen as a t-norm⊗, such as the min operator and the product operator; then
A× T (x, t) = 1{t0}(t)⊗ A(x) =
{
A(x), t = t0,
0, t 6= t0.
In the following discussion, the dynamic fuzzy set on universe X × U at a crisp time t0 is denoted by A(t0), and the
membership function of A(t0) is defined as
A(t0)(x, t) =
{
A(t0)(x), t = t0,
0, t 6= t0, (1)
where A(t0) is a fuzzy set on universe X at crisp time t0.
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Fig. 1. SISO time-variant fuzzy system.
3. Dynamic fuzzy inference method
In this section,wewill construct a novel inferencemodelwhich is suitable forDFI, and give the correspondingDFImethod.
The DFI model can be represented as
suppose that A× T → B× T
and given A∗(t0)
calculate B∗(t0),
(2)
where A× T , A∗(t0) and B× T , B∗(t0) are fuzzy sets of X × U and Y × U , respectively.
Remark 1. Let T = t0; then A× T = A(t0) and B× T = B(t0). It follows from (1) that (2) can be transformed into
suppose that A(t0) → B(t0)
and given A∗(t0)
calculate B∗(t0).
That is to say, when T is the crisp time, model (2) can be transformed to a fuzzy modus ponens (FMP) problem. In other
words, the dynamic fuzzy inference model (2) is a generalization of the FMP model in fuzzy inference.
Considermodel (2); we can regard the DFI rule A×T → B×T as a fuzzy relationship R¯ on (X×U)×(Y×U), determined
by implication operators R(1) and R(2), i.e.,
R¯((x, t), (y, t)) , R(1)(R(2)(T (t), A(x)), R(2)(T (t), B(y))), x ∈ X, t ∈ U, y ∈ Y .
Accordingly, the conclusion at crisp time t0 can be calculated by making a composition from the input A∗(t0) and the
fuzzy relation R¯, i.e.,
B∗(t0)(y, t) = sup
(x,t)∈X×U
(A∗(t0)(x, t) ∧ R(1)(R(2)(T (t), A(x)), R(2)(T (t), B(y)))). (3)
By the definition of A∗(t0) and B∗(t0), (3) can be transformed into
B∗(t0)(y) = sup
x∈X
(A∗(t0)(x) ∧ R(1)(R(2)(T (t0), A(x)), R(2)(T (t0), B(y)))). (4)
In the following, B∗(t0) ∈ F (Y ) determined by (4) is called the conclusion of model (2) at crisp time t0.
Furthermore, we consider themulti-input–single-output (MISO) DFI problem. Suppose that X1×· · ·×Xn×U is the input
universe and Y × U is the output universe; then the corresponding DFI model can be expressed as
suppose that A1 × · · · × An × T → B× T
and given (A∗1 × · · · × A∗n)(t0)
calculate B∗(t0),
(5)
where A1 × · · · × An × T and (A∗1 × · · · × A∗n)(t0) are the fuzzy sets of X1 × · · · × Xn × U , and B× T and B∗(t0) are the fuzzy
sets of Y × U . Let A1 × · · · × An × T , ⊗ni=1 Ai × T and (A∗1 × · · · × A∗n)(t0) , (⊗ni=1 A∗i )(t0). Obviously, the above MISO DFI
problem can be transferred to a single-input–single-output (SISO) DFI problem. And the conclusion of (5) is expressed as
B∗(t0)(y) = sup
(x1,...,xn)∈X1×···×Xn
((
n⊗
i=1
A∗(t0)i (xi)
)
∧ R(1)(R(2)(T (t0),
n⊗
i=1
Ai(xi)), R(2)(T (t0), B(y)))
)
.
4. Dynamic fuzzy inference modeling method
In this section,wewill take a SISO time-variant system as an example to discuss the problemof time-variant fuzzy system
modeling. Fig. 1 shows a SISO time-variant fuzzy system.
Input variable (x, t) takes values in the input universe X×U and output variable (y, t) takes values in the output universe
Y × U . The system S can be seen as a correspondence relation between X × U and Y × U , i.e., F : X × U → Y × U ,
(x, t) 7→ (F(x, t), t). Obviously, this correspondence relationship can be simplified as F : X × U → Y , (x, t) 7→ F(x, t).
In this paper, we use the latter approach to depict a SISO time-variant fuzzy system. Without loss of generality, we assume
that X , Y and U are real number intervals, i.e., X = [a, b], Y = [c, d], and U = [ta, tb].
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For convenience, we will introduce some concepts.
Given a universe X ,A = {Ai|1 ≤ i ≤ n} is a family of normal fuzzy sets on X , i.e., (∀i ∈ {1, · · · , n})(∃xi ∈ X)(Ai(xi) = 1),
where xi is called the peak point of Ai.A is called a fuzzy partition of X if it meets the condition
(∀x ∈ X)
(
n∑
i=1
Ai(x) = 1
)
.
Now, we introduce the modeling method for time-variant fuzzy systems based on DFI.
First, we make a partition of the time interval U as ta = t1 < · · · < tk < · · · < tm = tb. Based on the node
tk (k = 1, . . . ,m), we can get a fuzzy partition of U = [ta, tb] as T , {Tk}1≤k≤m, where Tk is the normal fuzzy set with
continuous membership function and tk is the peak point of Tk. Then, for every index k (k = 1, . . . ,m), we make a partition
of interval X = [a, b]: a = xk1 < · · · < xki · · · < xkn = b. Using partition nodes xki (i = 1, . . . , n), we construct n
normal fuzzy sets Aki (i = 1, . . . , n) with continuous membership functions on [a, b] such that xki is the peak point of Aki
and A(k) , {Aki}1≤i≤n (k = 1, . . . ,m) are the fuzzy partitions of [a, b], respectively. Again, by test or observation, we can
obtain yki ∈ Y corresponding to (xki, tk) (k = 1, . . . ,m; i = 1, . . . , n). Furthermore, based on the above partition nodes
yki, we construct normal fuzzy sets Bki (k = 1, . . . ,m; i = 1, . . . , n) on Y = [c, d] such that yki is the peak point of Bki and
B , {Bki}16i6n,16k6m is the fuzzy partition of Y . Regarding A, T and B as linguistic variables, mn rules of dynamic fuzzy
inference can be made as follows:
If (x, t) is Aki × Tk then (y, t) is Bki × Yk, i = 1, . . . , n, k = 1, . . . ,m. (6)
In (6), the kith rule forms a fuzzy relation R¯ki ∈ F (([a, b]×[ta, tb])×([c, d]×[ta, tb]))which is determined by implications
R(1) and R(2). These mn rules should be joined by ‘‘OR’’ (which corresponds to set operation ‘‘
⋃
’’) naturally, so the total
relation of dynamic fuzzy inference R¯ , ∪mk=1 ∪ni=1 R¯ki is formed, i.e.,
R¯((x, t), (y, t)) =
m∨
k=1
n∨
i=1
R(1)(R(2)(Tk(t), Aki(x)), R(2)(Tk(t), Bki(y))).
For any input (x′, t ′) ∈ X × U , in order to use fuzzy inference rules, it should be changed into a fuzzy set. We define a
singleton fuzzy set A∗(t ′) ∈ F (X × U) as follows:
A∗(t ′)(x, t) ,
{
1, x = x′ and t = t ′,
0, else.
With the DFI method, the conclusion determined by A∗(t ′) and rules (6) can be expressed as
B∗(t ′)(y, t) =

n∨
i=1
m∨
k=1
R(1)(R(2)(Tk(t ′), Aki(x′)), R(2)(Tk(t ′), Bki(y))), t = t ′,
0, else,
i.e., B∗(t ′)(y) = ∨ni=1 ∨mk=1 R(1)(R(2)(Tk(t ′), Aki(x′)), R(2)(Tk(t ′), Bki(y))).
Since B∗(t ′) is a fuzzy set, we choose the centroid defuzzifier method which is used commonly in applications to obtain
the exact output F(x′, t ′), i.e.,
F(x′, t ′) =
n∑
i=1
m∑
k=1
B∗(t ′)(yki) · yki
n∑
i=1
m∑
k=1
B∗(t ′)(yki)
=
n∑
i=1
m∑
k=1
(
n∨
l=1
m∨
r=1
R(1)
(
R(2)(Tr(t ′), Arl(x′)), R(2)(Tr(t ′), Brl(yki))
)) · yki
n∑
i=1
m∑
k=1
(
n∨
l=1
m∨
r=1
R(1)
(
R(2)(Tr(t ′), Arl(x′)), R(2)(Tr(t ′), Brl(yki))
)) . (7)
In this way, we derive the mathematical representation of the time-variant fuzzy system. In this paper, this modeling
method is called the dynamic fuzzy inference modeling (DFIM) method.
5. Analysis of the response abilities of time-variant fuzzy systems
In this section, we will also take a SISO time-variant fuzzy system as an example to analyze the response abilities of
time-variant fuzzy systems determined by the DFIM method. For multi-input–multi-output (MIMO) time-variant systems,
there are analogous conclusions.
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By the introduction of DFIM method, we can find that both the output of time-variant fuzzy systems and membership
functions of dynamic fuzzy sets are determined by the implication operators. How does one choose appropriate implication
operators in time-variant fuzzy system modeling? What is the theoretical foundation for the selection of implication
operators? We will answer these questions by the following theorems.
Theorem 1. Suppose that the implication operators R(1) and R(1) satisfy the following condition: R(1)(a, 1) = 1 and R(2)(a, 1) =
1 for any a ∈ [0, 1]; then the time-variant fuzzy system obtained by the rules (6) and the DFIM method is a step function.
Proof. By using R(1)(a, 1) = 1 and R(2)(a, 1) = 1, (7) can become
F(x′, t ′) = 1
mn
·
(
n∑
i=1
m∑
k=1
yki
)
= const.
That is to say, the output of a time-variant fuzzy system is a step function. 
Remark 2. Implication operators θ0, . . . , θ7, θ9, . . . , θ12, θ17, . . . , θ24, θ28, . . . , θ30, θ40, θ101, θ109, θ113, . . . , θ121, θ134, θ140,
θ142, θ143, θ175, θ181, . . . , θ183, θ185, θ186, θ190, . . . , θ194, θ196, θ237, . . . , θ239, θ241, θ244, . . . , θ246, θ248, . . . , θ251, θ253, . . . ,
θ255, θ326, . . . , θ330, θ332, θ366, . . . , θ374, θ377, θ384, . . . , θ387, θ391, . . . , θ395, θ404, θ414 satisfy the condition of Theorem 1. The
expressions for these implication operators are given in the Appendix.
Theorem 2. Suppose that the implication operators R(1) and R(2) satisfy the following condition: for any a ∈ [0, 1], R(1)(a, 0) = a,
R(1)(a, 1) = 0, R(2)(a, 0) = 0, R(2)(a, 1) = 1; then the time-variant fuzzy system obtained by the rules (6) and the DFIMmethod
is a piecewise fitted function.
Proof. Because {Brl}1≤r≤m,1≤l≤n is a fuzzy partition of Y , Brl (r = 1, . . . ,m; l = 1, . . . , n) have the Kronecker property, i.e.,
Brl(yki) =
{
1, l = i and r = k,
0, else.
Thus for any (x′, t ′) ∈ X × U , (7) becomes
F(x′, t ′) =
n∑
i=1
m∑
k=1
(∨
r 6=k
∨
l6=i
R(2)(Tr(t ′), Arl(x′)) ∨
(∨
l6=i
R(2)(Tk(t ′), Akl(x′))
)
∨
(∨
r 6=k
R(2)(Tr(t ′), Ari(x′))
))
· yki
n∑
i=1
m∑
k=1
(∨
r 6=k
∨
l6=i
R(2)(Tr(t ′), Arl(x′)) ∨
(∨
l6=i
R(2)(Tk(t ′), Akl(x′))
)
∨
(∨
r 6=k
R(2)(Tr(t ′), Ari(x′))
)) .
Let
φki(x′, t ′) ,
(∨
r 6=k
∨
l6=i
R(2)(Tr(t ′), Arl(x′)) ∨
(∨
l6=i
R(2)(Tk(t ′), Akl(x′))
)
∨
(∨
r 6=k
R(2)(Tr(t ′), Ari(x′))
))
n∑
i=1
m∑
k=1
(∨
r 6=k
∨
l6=i
R(2)(Tr(t ′), Arl(x′)) ∨
(∨
l6=i
R(2)(Tk(t ′), Akl(x′))
)
∨
(∨
r 6=k
R(2)(Tr(t ′), Ari(x′))
)) ;
then F(x′, t ′) = ∑ni=1∑mk=1 φki(x′, t ′) · yki, where ∑ni=1∑mk=1 φki(x′, t ′) = 1. And it is easy to prove that, for any
l ∈ {1, . . . , n}, r ∈ {1, . . . ,m}, F(xrl, tl) 6= yrl. So F(x, t) is a binary piecewise fitted function taking {φki}1≤i≤n,1≤k≤m as
its base functions. 
Remark 3. When the implication operator R(1) chooses θ60, . . . , θ63, θ74, θ79, . . . , θ83, θ86, θ88, θ90, θ91, θ279 respectively, and
the implication operator R(2) chooses θ143, θ193, θ327, θ391 respectively, it is easy to prove that they satisfy the condition of
Theorem 2, where the expressions for these implication operators are given in the Appendix.
Theorem 3. For any a ∈ [0, 1], if the implication operators R(1) and R(2) satisfy one of the following conditions:
(a− 1) R(1)(a, 0) = 0, R(1)(a, 1) = 1− a;
(a− 2) R(2)(a, 0) = a, R(2)(a, 1) = 0;
(b− 1) R(1)(a, 0) = a, R(1)(a, 1) = 1− a;
(b− 2) R(2)(a, 0) = 1− a, R(2)(a, 1) = 0;
(c − 1) R(1)(a, 0) = a, R(1)(a, 1) = a ∧ (1− a);
(c − 2) R(2)(a, 0) = a, R(2)(a, 1) = a ∨ (1− a),
then the corresponding time-variant fuzzy system obtained by the rules (6) and the DFIM method is a piecewise fitted function.
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Proof. The proof is analogous to that for Theorem 2, and is omitted. 
Remark 4. Implication operators θ102, . . . , θ105, θ110, θ247, θ257, . . . , θ260, θ263, θ265, θ267, θ268, θ321, θ323, θ363, θ365 satisfy
the condition (a − 1); implication operators θ60, . . . , θ63, θ74, θ79, . . . , θ83, θ86, θ88, θ90, θ91, θ279 satisfy the condition
(a − 2); implication operators θ161, . . . , θ165, θ188, θ389, θ390, θ418 satisfy the condition (b − 1); implication operators
θ207, . . . , θ209, θ217, θ222, . . . , θ226, θ229, θ231, θ233, θ234, θ274, θ282, θ283 satisfy the condition (b − 2); implication operator
θ151 satisfies the condition (c − 1); implication operators θ242, θ379 satisfy the condition (c − 2). The expressions for these
implication operators are given in the Appendix.
Theorem 4. For any a ∈ [0, 1], if the implication operators R(1) and R(2) satisfy one of the following conditions:
(i) R(1)(a, 0) = R(2)(a, 0) = a ∧ (1− a), R(1)(a, 1) = R(2)(a, 1) = a;
(ii) R(1)(a, 0) = R(2)(a, 0) = 0, R(1)(a, 1) = R(2)(a, 1) = 1− (1− ap) 1p , p ≥ 1;
(iii) R(1)(a, 0) = R(2)(a, 0) = a(1− a), R(1)(a, 1) = R(2)(a, 1) = a2;
(iv) R(1)(a, 0) = R(2)(a, 0) = 0, R(1)(a, 1) = R(2)(a, 1) = a2;
(v) R(1)(a, 0) = 0, R(1)(a, 1) = a, R(2)(a, 0) = 0, R(2)(a, 1) = a,
then the corresponding time-variant fuzzy system obtained by the rules (6) and the DFIM method is a piecewise interpolation
function.
Proof. We only take condition (v) as an example to give the proof of Theorem 4. For the other conditions, the proofs are
analogous.
Suppose that condition (v) holds; then (7) becomes
F(x′, t ′) =
n∑
i=1
m∑
k=1
R(1)(R(2)(Tk(t ′), Aki(x′)), Tk(t ′)) · yki
n∑
i=1
m∑
k=1
R(1)(R(2)(Tk(t ′), Aki(x′)), Tk(t ′))
.
Because {Aki}1≤i≤n (k = 1, . . . ,m) and {Tk}1≤k≤m are fuzzy partitions of X and U , respectively, for any l ∈ {1, . . . , n} and
r ∈ {1, . . . ,m}, we have
F(xrl, tr) =
n∑
i=1
m∑
k=1
R(1)(R(2)(Tk(tr), Aki(xrl)), Tk(tr)) · yki
n∑
i=1
m∑
k=1
R(1)(R(2)(Tk(tr), Aki(xrl)), Tk(tr))
= R
(1)(R(2)(1, 1), 1) · yrl
R(1)(R(2)(1, 1), 1)
= yrl.
Furthermore, we let γki(x′, t ′) , R
(1)(R(2)(Tk(t ′),Aki(x′)),Tk(t ′))∑n
i=1
∑m
k=1 R(1)(R(2)(Tk(t ′),Aki(x′)),Tk(t ′))
; then
F(x′, t ′) =
n∑
i=1
m∑
k=1
γki(x′, t ′) · yki.
Thus we prove that F(x, t) is a piecewise interpolation function taking {γki}1≤i≤n,1≤k≤m as its base functions. 
Remark 5. Implication operators θ96 and θ125 satisfy condition (i); implication operator θ107 satisfies condition (ii);
implication operator θ122 satisfies condition (iii); Implication operator θ130 satisfies condition (iv); Implication operators
θ13, . . . , θ16, θ27, θ32, . . . , θ36, θ39, θ41, θ43, θ44, θ97, θ111, θ112, θ129, θ131, θ437 satisfy condition (v). The expressions for these
implication operators are given in the Appendix.
Theorem 5. The time-variant fuzzy system obtained by the rules (6) and the DFIMmethod is an interpolation function if and only
if
(a) For any (x, t) ∈ X × U, there exits i ∈ {1, . . . , n} and k ∈ {1, . . . ,m} such that
R(1)(R(2)(Tk(t), Aki(x)), R(2)(Tk(t), 1)) ∨
(∨
l6=i
∨
r 6=k
R(1)(R(2)(Tr(t), Arl(x)), R(2)(Tr(t), 0))
)
∨
(∨
l6=i
R(1)(R(2)(Tk(t), Akl(x)), R(2)(Tk(t), 0))
)
∨
(∨
r 6=k
R(1)(R(2)(Tr(t), Ari(x)), R(2)(Tr(t), 0))
)
> 0,
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(b) R(1)(R(2)(1, 1), R(2)(1, 1)) > 0 and
R(1)(R(2)(1, 1), R(2)(1, 0)) = R(1)(R(2)(0, 0), R(2)(1, 0)) = 0,
R(1)(R(2)(0, 0), R(2)(0, 0)) = R(1)(R(2)(1, 0), R(2)(1, 0)) = 0,
R(1)(R(2)(0, 0), R(2)(0, 1)) = R(1)(R(2)(1, 0), R(2)(1, 1)) = 0.
Proof. Denote F(x, t) as the time-variant fuzzy system obtained by the rules (6) and the DFIM method. If F(x, t) is a
piecewise interpolation function, then the following conclusions hold:
(I) the denominator of F(x, t) determined by (7) is not equal to zero;
(II) F(xpq, tp) = ypq (p = 1, . . . ,m; q = 1, . . . , n).
By (I), it is easy to prove that condition (a) holds. And for any p ∈ {1, . . . ,m} and q ∈ {1, . . . , n}, we have
F(xpq, tp) =
B∗(tp)(ypq) · ypq +∑
i6=q
B∗(tp)(ypi) · ypi +∑
k6=p
n∑
j=1
B∗(tp)(ykj) · ykj
B∗(tp)(ypq)+∑
i6=q
B∗(tp)(ypi)+∑
k6=p
n∑
j=1
B∗(tp)(ykj)
, (8)
where
B∗(tp)(ypq) = R(1)(R(2)(0, 0), R(2)(0, 0)) ∨ R(1)(R(2)(1, 0), R(2)(1, 0)) ∨ R(1)(R(2)(1, 1), R(2)(1, 1));
B∗(tp)(ypi) = R(1)(R(2)(0, 0), R(2)(0, 0)) ∨ R(1)(R(2)(1, 1), R(2)(1, 0))
∨ R(1)(R(2)(1, 0), R(2)(1, 0)) ∨ R(1)(R(2)(1, 0), R(2)(1, 1)) (i 6= q);
B∗(tp)(ykj) = R(1)(R(2)(0, 0), R(2)(0, 1)) ∨ R(1)(R(2)(1, 1), R(2)(1, 0))
∨ R(1)(R(2)(1, 0), R(2)(1, 0)) ∨ R(1)(R(2)(0, 0), R(2)(0, 0)) (k 6= p, j = 1, . . . , n).
It follows from (II) that B∗(tp)(ypq) > 0, B∗(tp)(ypi) = B∗(tp)(ykj) = 0 (i 6= q, k 6= p), i.e., R(1)(R(2)(1, 1), R(2)(1, 1)) > 0,
R(1)(R(2)(1, 1), R(2)(1, 0)) = R(1)(R(2)(0, 0), R(2)(1, 0)) = 0,
R(1)(R(2)(0, 0), R(2)(0, 0)) = R(1)(R(2)(1, 0), R(2)(1, 0)) = 0,
R(1)(R(2)(0, 0), R(2)(0, 1)) = R(1)(R(2)(1, 0), R(2)(1, 1)) = 0.
Thus, condition (b) holds.
(Converse) Suppose that conditions (a) and (b) hold. It follows from condition (a) that the denominator of F(x, t)
determined by (7) is not equal to zero. For any (xpq, tp) ∈ X × U (p = 1, . . . ,m, q = 1, . . . , n), (7) becomes
F(xpq, tp) =
B∗(tp)(ypq) · ypq +∑
i6=q
B∗(tp)(ypi) · ypi +∑
k6=p
n∑
j=1
B∗(tp)(ykj) · ykj
B∗(tp)(ypq)+∑
i6=q
B∗(tp)(ypi)+∑
k6=p
n∑
j=1
B∗(tp)(ykj)
.
By condition (b), we have B∗(tp)(ypq) = R(1)(R(2)(1, 1), R(2)(1, 1)) > 0, B∗(tp)(ypi) = 0 (i 6= q) and B∗(tp)(ykj) = 0 (k 6= p).
Thus,
F(xpq, tp) = R
(1)(R(2)(1, 1), R(2)(1, 1))ypq
R(1)(R(2)(1, 1), R(2)(1, 1))
= ypq, p = 1, . . . ,m; q = 1, . . . , n.
Therefore, we prove that F(x, t) determined by (7) is an interpolation function. 
Remark 6. According to the above conclusions, we know that the time-variant fuzzy system obtained by the DFIMmethod
can be regarded as one of the following three types: step function, fitted function and interpolation function. By numerical
approximation theory, we know that if a fuzzy system is expressed as a fitted function or interpolation function, then it has
the approximation property. In other words, the corresponding modeling method is effective. Conversely, if a fuzzy system
has only one step output, then it is undoubtedly a trivial system and has no applicable value except certain theoretical
significance. The conclusions obtained by Theorems 2–5 provide the theoretical foundation for the selection of implication
operators in time-variant fuzzy system modeling.
6. Approximation accuracy analysis of time-variant fuzzy systems for a class of nonlinear dynamic systems
In this section, we will investigate the approximation accuracy of time-variant fuzzy systems for a class of nonlinear
dynamic systems.
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Consider a class of nonlinear dynamic systems as follows:
x˙ = g(x, t), (9)
where x = (x1, . . . , xn)T is the state vector and xi (i = 1, . . . , n) are state variables. X1 × · · · × Xn and X˙1 × · · · × X˙n
are the universe of x and x˙, respectively, and g = (g1, . . . , gn) is a vector-valued function on X1 × · · · × Xn × U . Without
loss of generality, we assume that Xi, X˙i (i = 1, . . . , n) and U are real number intervals, i.e., Xi = [ai, bi], X˙i = [ci, di] and
U = [ta, tb].
Obviously, the approximation question of the above nonlinear dynamic systems can be transferred into MIMO time-
variant fuzzy system modeling. The construction of MIMO time-variant fuzzy systems is similar to the construction of SISO
time-variant fuzzy systems.
Firstly, making a partition as ta = t1 < · · · < tm = tb on [ta, tb], we can obtain fuzzy sets Tk ∈ F ([ta, tb]) (k = 1, . . . ,m)
such that the membership function Tk(t) is continuous on [ta, tb], tk is the peak point of Tk and T = {Tk}16k6m is a fuzzy
partition of [ta, tb]. For every index k ∈ {1, . . . ,m}, make a partition as ai = xk1 < · · · < xkiji < · · · < xkipi = bi on[ai, bi] (i = 1, . . . , n), respectively. Then, we can get fuzzy sets Akiji ∈ F (Xi) (ji = 1, . . . , pi) such that the membership
function Akiji(xi) is continuous on [ai, bi], xkiji is the peak point of Akiji and A(tk)i , {Akiji}16ji6pi is a fuzzy partition of
Xi (i = 1, . . . , n). Furthermore, by test or observation, we can obtain x˙(i)kj1...jn ∈ X˙i (i = 1, . . . , n) corresponding to
(xk1j1 , . . . , xknjn , tk) (k = 1, . . . ,m; ji = 1, . . . , pi; i = 1, . . . , n). Similarly, we can obtain a group of normal fuzzy sets
Bkij1···jn (k = 1, . . . ,m; ji = 1, . . . , pi; i = 1, . . . , n) on X˙i = [ci, di] such that x˙(i)kj1···jn is the peak point of Bkij1···jn and
B
(tk)
i , {Bkij1···jn}16k6m,16j16p1,...,16jn6pn (i = 1, . . . , n) are fuzzy partitions of X˙i, respectively. The above fuzzy sets Akiji , Tk
and Bkij1···jn are called linguistic values. T , A
(tk)
i and B
(tk)
i (k = 1, . . . ,m; i = 1, . . . , n) are regarded as linguistic variables
taking linguistic values. With them, a group of rules of dynamic fuzzy inference is formed as follows:
If (x1, . . . , xn, t) is Ak1j1 × · · · × Aknjn × Tk then (x˙i, t) is Bkij1···jn × Tk,
i = 1, . . . , n, ji = 1, . . . , pi, k = 1, . . . ,m. (10)
Similar to SISO time-variant fuzzy systemmodeling, the time-variant fuzzy systems obtained by rules (10) and the DFIM
method can be expressed as follows:
x˙1 =
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
H1j1···jn(x1, . . . , xn, t) · x˙(1)kj1···jn
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
H1j1···jn(x1, . . . , xn, t)
· · ·
x˙n =
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
Hnj1···jn(x1, . . . , xn, t) · x˙(n)kj1···jn
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
Hnj1···jn(x1, . . . , xn, t)
,
(11)
where
Hij1···jn(x1, . . . , xn, t) ,
(
m∨
r=1
p1∨
l1=1
· · ·
pn∨
ln=1
R(1)(R(2)(Tr(t),⊗nj=1 Arjlj(xj)), R(2)(Tr(t), Bril1···ln(x˙(i)kj1···jn)))
)
,
i = 1, . . . , n.
For convenience, we denote fi(x1, . . . , xn, t) (1, . . . , n) as the right-hand side of the ith equation of equation set (11), i.e.,
fi(x1, . . . , xn, t) ,
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
Hij1···jn(x1, . . . , xn, t) · x˙(i)kj1···jn
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
Hij1···jn(x1, . . . , xn, t)
. (12)
Before discussing the approximation properties of time-variant fuzzy systems, we need to introduce some notations and
lemmas.
Let Cn(X) be the space of all n-times continuously differentiable functions on X . In particular, C(X) , C0(X) denotes the
space of continuous functions on X . If f ∈ C(X1 × · · · × Xn × U), then the∞ norm of f is defined as
‖f ‖∞ , sup
(x1,...,xn,t)∈X1×···×Xn×U
|f (x1, . . . , xn, t)| .
In general, if f = (f1, . . . , fn) is a continuous vector-valued function on [a1, b1] × · · · × [an, bn] × [ta, tb], then
‖f ‖∞ , ∨ni=1 {‖fi‖∞}. Besides, we denote αi , ∨mk=1 ∨piji=2
{∣∣xkiji − xki(ji−1)∣∣} (i = 1, . . . , n) and β , ∨26k6m {|tk − tk−1|}.
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Lemma 1. Under the above conditions, suppose that g = (g1 · · · gn) ∈ C1([a1, b1] × · · · × [an, bn] × [ta, tb]) satisfies the
conditions gi(xk1j1 , . . . , xknjn , tk) = x˙(i)kj1···jn(k = 1, . . . ,m; ji = 1, . . . , pi; i = 1, . . . , n), and that the conditions of Theorem 4
are satisfied; then
‖f − g‖∞ 6
n∑
r=1
∥∥∥∥ ∂g∂xr
∥∥∥∥∞ · αr +
∥∥∥∥∂g∂t
∥∥∥∥∞ · β,
where f = (f1, . . . , fn) is determined by (12).
Proof. When the implication operators R(1), R(2) satisfy condition (v) of Theorem 4, we give the proof of Lemma 1 as an
example. The others can be proved similarly.
Since {Bkij1···jn}16k6m,16j16p1,...,16jn6pn is a fuzzy partition of [ci, di] (i = 1, . . . , n) and condition (v) of Theorem4 is satisfied,
expression (12) can be transferred into
fi(x1, . . . , xn, t) =
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
Ckj1···jn(x1, . . . , xn, t) · x˙(i)kj1···jn , i = 1, . . . , n,
where
Ckj1···jn(x1, . . . , xn, t) =
R(1)(R(2)(Tk(t),
n⊗
i=1
Akiji(xi)), Tk(t))
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
(
R(1)(R(2)(Tk(t),
n⊗
i=1
Akiji(xi)), Tk(t))
) .
It is obvious that
∑m
k=1
∑p1
j1=1 · · ·
∑pn
jn=1 Ckj1···jn (x1, . . . , xn, t) = 1.
For any (x1, . . . , xn, t) ∈ [a1, b1] × · · · × [an, bn] × [ta, tb], without loss of generality, suppose that t ∈ [tk, tk+1] and
xi ∈ [xkili , xki(li+1)] ∩ [x(k+1)il′i , x(k+1)i(l′i+1)], where li, l′i ∈ {1, . . . , pi}.
Notice that {Akiji}16ji6pi(k = 1, . . . ,m) and {Tk}16k6m are fuzzy partitions of [ai, bi] (i = 1, . . . , n) and [ta, tb], respectively,
and gi(xk1j1 , . . . , xknjn , tk) = x˙(i)kj1···jn . So, for any i ∈ {1, . . . , n}, we have
fi(x1, . . . xn, t) =
l1+1∑
j1=l1
· · ·
ln+1∑
jn=ln
Ckj1···jn(x1, . . . , xn, t) · gi(xk1j1 , . . . , xknjn , tk)
+
l′1+1∑
j′1=l′1
· · ·
l′n+1∑
j′n=l′n
C(k+1)j′1···j′n(x1, . . . , xn, t) · gi(x(k+1)1j′1 , · · · , x(k+1)nj′n , tk+1).
Thus,
|fi(x1, . . . , xn, t)− gi(x1, . . . , xn, t)| 6
l1+1∑
j1=l1
· · ·
ln+1∑
jn=ln
Ckj1···jn(x1, . . . , xn, t)
× ∣∣gi(xk1j1 , . . . , xknjn , tk)− gi(x1, . . . xn, t)∣∣+ l
′
1+1∑
j′1=l′1
· · ·
l′n+1∑
j′n=l′n
C(k+1)j′1···j′n(x1, . . . , xn, t)
×
∣∣∣gi(x(k+1)1j′1 , . . . , x(k+1)nj′n , tk+1)− gi(x1, · · · , xn, t)∣∣∣ . (13)
By g ∈ C1([a1, b1]×· · ·×[an, bn]×[ta, tb]), so for any i ∈ {1, . . . , n}, it is easy to verify by the differential mean theorem
that 
gi(xk1j1 , . . . , xknjn , tk)− gi(x1, . . . , xn, t) 6
n∑
r=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞ · ∣∣xkr(lr+1) − xkrlr ∣∣+
∥∥∥∥∂gi∂t
∥∥∥∥∞ · |tk+1 − tk| ,
gi(x(k+1)1j′1 , . . . , x(k+1)nj′n , tk+1)− gi(x1, . . . , xn, t) 6
n∑
r=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞ · ∣∣xkr(l′r+1) − xkrl′r ∣∣+
∥∥∥∥∂gi∂t
∥∥∥∥∞ · |tk+1 − tk| .
(14)
It follows from (13) and (14) that
|fi(x1, . . . , xn, t)− gi(x1, . . . , xn, t)| 6
l1+1∑
j1=l1
· · ·
ln+1∑
jn=ln
Ckj1···jn(x1, . . . , xn, t)
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×
(
n∑
r=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞ · ∣∣xkr(lr+1) − xkrlr ∣∣+
∥∥∥∥∂gi∂t
∥∥∥∥∞ · |tk+1 − tk|
)
+
l′1+1∑
j′1=l′1
· · ·
l′n+1∑
j′n=l′n
C(k+1)j′1···j′n(x1, . . . , xn, t) ·
(
n∑
r=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞ · ∣∣xkr(l′r+1) − xkrl′r ∣∣
)
+
l′1+1∑
j′1=l′1
· · ·
l′n+1∑
j′n=l′n
C(k+1)j′1···j′n(x1, . . . , xn, t) ·
∥∥∥∥∂gi∂t
∥∥∥∥∞ · |tk+1 − tk|
≤
l1+1∑
j1=l1
· · ·
ln+1∑
jn=ln
Ckj1···jn(x1, . . . , xn, t) ·
(
n∑
r=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞ αr +
∥∥∥∥∂gi∂t
∥∥∥∥∞ β
)
+
l′1+1∑
j′1=l′1
· · ·
l′n+1∑
j′n=l′n
C(k+1)j′1···j′n(x1, . . . , xn, t) ·
(
n∑
r=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞ αr +
∥∥∥∥∂gi∂t
∥∥∥∥∞ β
)
6
n∑
r=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞ · αr +
∥∥∥∥∂gi∂t
∥∥∥∥∞ · β.
Therefore, we have ‖fi − gi‖∞ 6
∑n
r=1
∥∥∥ ∂gi∂xr ∥∥∥∞ · αr + ∥∥∥ ∂gi∂t ∥∥∥∞ · β, i = 1, . . . , n.
The above inequalities imply that
‖f − g‖∞ =
n∨
i=1
‖fi − gi‖ 6
n∑
r=1
(
n∨
i=1
∥∥∥∥ ∂gi∂xr
∥∥∥∥∞
)
· αr +
(
n∨
i=1
∥∥∥∥∂gi∂t
∥∥∥∥∞
)
· β
6
n∑
r=1
∥∥∥∥ ∂g∂xr
∥∥∥∥∞ · αr +
∥∥∥∥∂g∂t
∥∥∥∥∞ · β.
In order to achieve higher-order accurate universal approximators, we assume that the membership functions of fuzzy
sets Akiji (k = 1, . . . ,m; ji = 1, . . . , pi; i = 1, . . . , n) and Tk (k = 1, . . . ,m) are triangle-shaped functions, i.e.,
Aki1(xi) =
{
(xi − xki2)/(xki1 − xki2), xki1 6 xi 6 xki2,
0, else.
Akiji(xi) =
{
(xi − xki(ji−1))/(xkiji − xki(ji−1)), xki(ji−1) 6 xi 6 xkiji ,
(xi − xki(ji+1))/(xkiji − xki(ji+1)), xkiji 6 xi 6 xki(ji+1),
0, else.
ji = 2, 3, . . . , pi − 1,
Akipi(xi) =
{
(x− xki(pi−1))/(xkipi − xki(pi−1)), xki(pi−1) 6 xi 6 xkipi ,
0, else.
(15)

T1(t) =
{
(t − t2)/(t1 − t2), t1 6 t 6 t2,
0, else.
Tk(t) =
{
(t − tk−1)/(tk − tk−1), tk−1 6 t 6 tk,
(t − tk+1)/(tk − tk+1), tk 6 t 6 tk+1,
0, else.
k = 2, . . . ,m− 1,
Tm(t) =
{
(t − tm−1)/(tm − tm−1), tm−1 6 t 6 tm,
0, else,
(16)
where k = 1, . . . ,m, ji = 1, . . . , pi; i = 1, . . . , n. 
Lemma 2. Suppose that g ∈ C2([a, b]) and
f (x) = b− x
b− a · (g(x)− g(a))+
x− a
b− a · (g(x)− g(b));
then ‖f ‖∞ 6 18 · (b− a)2 ·
∥∥g ′′∥∥∞.
Proof. See in [36]. 
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Lemma 3. Suppose that (1) g ∈ C2([a1, b1] × · · · × [an, bn] × [ta, tb]) satisfies the conditions gi(xk1j1 , . . . , xknjn , tk) =
x˙(i)kj1···jn (ji = 1, . . . , pi, i = 1, . . . , n, k = 1, . . . ,m); (2) vector-valued function f = (f1, . . . , fn) is determined by (12), where
t-norm ‘‘⊗’’ is chosen as the product operator, and implication operators R(1) and R(2) are chosen as the min operator and the
product operator, respectively; (3) the membership functions of fuzzy sets Akiji (k = 1, . . . ,m; ji = 1, . . . , pi; i = 1, . . . , n) and
Tk (k = 1, . . . ,m) are determined by (15) and (16), respectively; then
‖f − g‖∞ 6 18 ·
(
n∑
r=1
∥∥∥∥ ∂g∂xr
∥∥∥∥∞ · α2r
)
+ 1
8
·
∥∥∥∥∂g∂t
∥∥∥∥∞ · β2.
Proof. Since {Bkij1···jn}16k6m,16j16p1,...,16jn6pn is a fuzzy partition of [ci, di] (i = 1, . . . , n) and condition (2) is satisfied,
expression (12) becomes
fi(x1, . . . , xn, t) =
m∑
k=1
p1∑
j1=1
· · ·
pn∑
jn=1
(
n∏
r=1
Akrjr (xr) · Tk(t)
)
· x˙(i)kj1···jn , i = 1, . . . , n.
For any (x′1, . . . , x′n, t ′) ∈ [a1, b1] × · · · × [an, bn] × [ta, tb], without loss of generality, suppose that t ∈ [tk, tk+1] and
xi ∈ [xkili , xki(li+1)] ∩ [x(k+1)il′i , x(k+1)i(l′i+1)], where li, l′i ∈ {1, . . . , pi}.
Notice that {Akiji}16ji6pi (k = 1, . . . , p) and {Tk}16k6m are fuzzy partitions of [ai, bi] (i = 1, . . . , n) and [ta, tb], respectively,
and gi(xk1j1 , . . . , xknjn , tk) = x˙(i)kj1···jn . So, we have
fi(x′1, . . . , x
′
n, t
′) =
l1+1∑
j1=l1
· · ·
ln+1∑
jn=ln
(
n∏
r=1
Akrjr (x
′
r) · Tk(t ′)
)
· gi(xk1j1 , . . . , xknjn , tk)
+
l′1+1∑
j′1=l′1
· · ·
l′n+1∑
j′n=l′n
(
n∏
r=1
A(k+1)rj′r (x
′
r) · Tk+1(t ′)
)
· gi(x(k+1)1j′1 , . . . , x(k+1)nj′n , tk+1). (17)
By (15), we know that Akiji (xi) (ji = li, li + 1) and A(k+1)ij′i (xi) (j′i = l′i, l′i + 1) are affine functions on [xkili , xki(li+1)] and[x(k+1)il′i , x(k+1)i(l′i+1)], respectively. Similarly, by (16), we know that Tk(t) and Tk+1(t) are also affine functions on [ta, tb],
respectively. Thus, for every index i (i = 1, . . . , n), we can define the corresponding linear operators on [xk1l1 , xk1(l1+1)] ×· · · × [xknln , xkn(ln+1)] × [tk, tk+1] as follows:
(L(i)(k,t)gi)(x1, . . . , xn, t) = Tk(t) · gi(x1, . . . , xn, tk)+ Tk+1(t) · gi(x1, . . . , xn, tk+1). (18)
(L(i)kr gi)(x1, . . . , xn, tk) =
lr+1∑
jr=lr
Akrjr (xr) · gi(x1, . . . , xr−1, xkrjr , xr+1, . . . , xn, tk), r = 1, . . . , n. (19)
(L(i)k gi)(x1, . . . , xn, tk) =
l1+1∑
j1=l1
· · ·
ln+1∑
jn=ln
(
n∏
r=1
Akrjr (xr) · Tk(t)
)
· gi(xk1j1 , . . . , xknjn , tk). (20)
Obviously, (19) and (20) imply that L(r)k = L(r)k1 · · · L(r)kn .
In addition, for the above index i (i = 1, . . . , n), we can also define the linear operators on [x(k+1)1l′1 , x(k+1)1(l′1+1)]× · · ·×[x(k+1)nl′n , x(k+1)n(l′n+1)] × [tk, tk+1] as follows:
(L(i)(k+1)rgi)(x1, . . . , xn, tk+1) =
l′r+1∑
j′r=l′r
A(k+1)rj′r (xr) · gi(x1, . . . , xr−1, x(k+1)rj′r , xr+1, . . . , xn, tk+1), r = 1, . . . , n. (21)
(L(i)k+1gi)(x1, . . . , xn, tk+1) =
l′1+1∑
j′1=l′1
· · ·
l′n+1∑
j′n=l′n
(
n∏
r=1
A(k+1)rj′r (xr) · Tk+1(t)
)
· gi(x(k+1)1j′1 , . . . , x(k+1)nj′n , tk+1). (22)
Furthermore, (21) and (22) imply that L(i)k+1 = L(i)(k+1)1 · · · L(i)(k+1)n. From (17), (18), (20) and (22), we can prove that∣∣fi(x′1, . . . , x′n, t ′)− gi(x′1, . . . , x′n, t ′)∣∣ 6 Tk(t ′) · ∣∣∣(L(r)k gi)(x′1, . . . , x′n, tk)− gi(x′1, . . . , x′n, tk)∣∣∣
+ Tk+1(t ′) ·
∣∣∣(L(r)k+1gi)(x′1, . . . , x′n, tk+1)− gi(x′1, . . . , x′n, tk+1)∣∣∣
+
∣∣∣(L(r)(k,t)gi)(x′1, . . . , x′n, t ′)− gi(x′1, . . . , x′n, t ′)∣∣∣ . (23)
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Inequality (23) implies that
‖fi − gi‖∞ 6 Tk(t ′) ·
∥∥∥(L(i)k gi)− gi∥∥∥∞ + Tk+1(t ′) · ∥∥∥(L(i)k+1gi)− gi∥∥∥∞ + ∥∥∥(L(i)(k,t)gi)− gi∥∥∥∞ , i = 1, . . . , n. (24)
Since
{
Akiji
}
16ji6pi
and
{
A(k+1)iji
}
16ji6pi
are fuzzy partitions of Xi (i = 1, . . . , n), for any r ∈ {1, . . . , n}, we have
∥∥∥L(i)kr gi∥∥∥∞ 6 lr+1∑jr=lr Akrjr (xr) · ‖gi‖∞ = ‖gi‖∞ , i = 1, . . . , n. (25)∥∥∥L(i)(k+1)rgi∥∥∥∞ 6
l′r+1∑
j′r=l′r
A(k+1)rj′r (xr) · ‖gi‖∞ = ‖gi‖∞ , i = 1, . . . , n. (26)
By (25) and (26), it is easy to verify that∥∥∥L(i)k1 · · · L(i)kr gi∥∥∥∞ 6 ‖gi‖∞ , ∥∥∥L(i)(k+1)1 · · · L(i)(k+1)rgi∥∥∥∞ 6 ‖gi‖∞ , r = 1, . . . , n; i = 1, . . . , n. (27)
Furthermore, it follows from (27) that∥∥∥L(i)k gi − gi∥∥∥∞ = ∥∥∥L(i)k1gi − gi∥∥∥∞ + · · · + ∥∥∥L(i)k gi − L(i)k1 · · · L(i)k(n−1)gi∥∥∥∞
6
n∑
r=1
∥∥∥L(i)kr gi − gi∥∥∥∞ . (28)∥∥∥L(i)k+1gi − gi∥∥∥∞ 6 n∑r=1
∥∥∥L(i)(k+1)rgi − gi∥∥∥∞ . (29)
Noticing that gi ∈ C2([a1, b1] × · · · × [an, bn] × [ta, tb]) (i = 1, . . . , n), from Lemma 2, we can prove that∥∥∥L(i)kr gi − gi∥∥∥∞ 6 18
∥∥∥∥∂2gi∂x2r
∥∥∥∥
∞
· α2r , r = 1, . . . , n. (30)
∥∥L(k+1)rgi − gi∥∥∞ 6 18
∥∥∥∥∂2gi∂x2r
∥∥∥∥
∞
· α2r , r = 1, . . . , n. (31)
∥∥(L(k,t)gi)− gi∥∥∞ 6 18
∥∥∥∥∂2gi∂t2
∥∥∥∥∞ β2. (32)
By (24) and (28)–(32), we have
‖fi − gi‖∞ 6 18 ·
(
n∑
r=1
∥∥∥∥∂2gi∂x2r
∥∥∥∥
∞
· α2r
)
+ 1
8
∥∥∥∥∂2gi∂t2
∥∥∥∥∞ · β2.
These inequalities imply that
‖f − g‖∞ =
n∨
i=1
‖fi − gi‖∞ 6 18 ·
(
n∑
r=1
∥∥∥∥ ∂g∂xr
∥∥∥∥∞ · α2r
)
+ 1
8
·
∥∥∥∥∂g∂t
∥∥∥∥∞ · β2.
Lemma 4 ([37]). Consider two initial-value problems of first-order differential equations,{
x˙(t) = f (x, t)
x(0) = x0 (33){
x˙(t) = g(x, t)
x(0) = x0, (34)
where
f (x, t) = (f1(x1, . . . , xn, t), . . . , fn(x1, . . . , xn, t)),
g(x, t) = (g1(x1, . . . , xn, t), . . . , gn(x1, . . . , xn, t)).
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Suppose that the n-dimensional vector-valued functions f and g are continuous on the region D = {(x, t) ∈ Rn×R||t− t0| 6
a, ‖x− x0‖ 6 b} and satisfy the Lipschitz condition for variable x. The common Lipschitz constant of f and g is denoted by L. Let
M , max{sup(x,t)∈D ‖f (x, t)‖, sup(x,t)∈D ‖g(x, t)‖}, h , min{a, bM }.φ andψ are the solutions of initial-value problem (33) and
(34) on interval I , [t0 − h, t0 + h], respectively. Hence, for any δ > 0, as long as ‖f − g‖∞ < δ on D, then ‖φ − ψ‖∞ 6 δL eLh
holds on I.
Remark 7. In Lemma 4, ‖·‖ represents the norm of a vector in n-dimensional Euclidean space.
Theorem 6. Take a nonlinear dynamic system determined by (9), where g ∈ C1([a1, b1] × · · · × [an, bn] × [ta, tb]) and
gi (i = 1, . . . , n) satisfy the conditions
gi(xk1j1 , . . . , xknjn , tk) = x˙(i)kj1···jn (ji = 1, . . . , pi; i = 1, . . . , n; k = 1, . . . ,m).
Denote M1 , ‖f ‖∞, M2 , ‖g‖∞, δ1 , |tb−ta|2 , δ2 , max16i6n
{ |bi−ai|
2
}
and h0 , min
{
δ1,
δ2
M1
,
δ2
M2
}
. For the time-variant fuzzy
systems determined by (11), if the implication operators R(1), R(2) satisfy the conditions of Theorem 4 and the initial value of
system (9) and Eq. (11) are the same, then the following conclusions hold.
(i) For any given initial value, system (9) and Eq. (11) have a sole solution on [t0− h0, t0+ h0], where the solutions of (9) and
(11) are denoted as φ and ψ , respectively.
(ii) ‖φ − ψ‖∞ 6 eL0h0L0
(∑n
i=1
∥∥∥ ∂g∂xi ∥∥∥∞ · αi + ∥∥ ∂g∂t ∥∥∞ · β), where L0 ,∨ni=1 ∥∥∥ ∂g∂xi ∥∥∥∞.
Proof. Let D0 , {(x, t) ∈ Rn × R| |t − t0| 6 δ1, ‖x − x0‖ 6 δ2}. Because the implication operators R(1), R(2) satisfy the
conditions of Theorem 4, it is easy to verify that f is continuous on D0. This implies that f satisfies the Lipschitz condition.
On the other hand, it follows from g ∈ C1([a1, b1] × · · · × [an, bn] × [ta, tb]) that g satisfies the Lipschitz condition. Then,
by the uniqueness theorem for the initial-value problem, we can prove that (i) holds.
Next, we give the proof of conclusion (ii).
Since g ∈ C1([a1, b1] × · · · × [an, bn] × [ta, tb]), from the mean value theorem, it is easy to prove that, for any
(y1, t), (y2, t) ∈ [a1, b1] × · · · × [an, bn] × [ta, tb],
‖f (y1, t)− f (y2, t)‖ 6
(
n∨
i=1
∥∥∥∥ ∂g∂xi
∥∥∥∥∞
)
· ‖y1 − y2‖
‖g(y1, t)− g(y2, t)‖ 6
(
n∨
i=1
∥∥∥∥ ∂g∂xi
∥∥∥∥∞
)
· ‖y1 − y2‖ .
Choose L0 = ∨ni=1
∥∥∥ ∂g∂xi ∥∥∥∞ as the common Lipschitz constant of f and g . By Lemmas 1 and 4, we have
‖φ − ψ‖∞ 6
eL0h0
L0
· ‖f − g‖∞ 6 e
L0h0
L0
·
(
n∑
i=1
∥∥∥∥ ∂g∂xi
∥∥∥∥∞ · αi +
∥∥∥∥∂g∂t
∥∥∥∥∞ · β
)
. 
Remark 8. Theorem6 shows thatwhen the implication operators R(1) and R(2) satisfy the conditions of Theorem4, the time-
variant fuzzy systems determined by (11) are first-order accurate universal approximators to a class of nonlinear dynamic
systems. Similarly, we can prove that when R(1) and R(2) satisfy the conditions of Theorems 2, 3 and 5, the corresponding
time-variant fuzzy systems are also first-order accurate universal approximators to a class of nonlinear dynamic systems.
Theorem 7. Assume that the conditions of Theorem 6 are satisfied. If the implication operators R(1) and R(2) are chosen as the
min operator and the product operator, respectively, the t-norm is chosen as the product operator, and the membership functions
A(tk)kiji (xi) and Tk(t) (ji = 1, . . . , pi; i = 1, . . . , n; k = 1, . . . , p) are determined by (15) and (16), then
‖φ − ψ‖∞ 6
eL0h0
L0
(
1
8
·
(
n∑
i=1
∥∥∥∥ ∂g∂xi
∥∥∥∥∞ · α2i
)
+ 1
8
·
∥∥∥∥∂g∂t
∥∥∥∥∞ · β2
)
.
Proof. Based on Lemmas 3 and 4, similar to the proof of Theorem 6, we can prove that Theorem 7 holds immediately. 
Remark 9. Theorem 7 shows that when the implication operators R(1) and R(2) are chosen as the min operator and the
product operator, respectively, the t-norm ‘‘⊗’’ is the product operator, and the membership functions are triangle-shaped
functions, then the corresponding time-variant fuzzy systems constructed by the DFIM method are second-order accurate
approximators to a class of nonlinear dynamic systems.
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Fig. 2. Simulation curves of variable x1 underm = 15, p = 8 and q = 10.
7. Simulation test
Example 1. Take a Duffing equation as follows:{
x˙1 = x2
x˙2 = −0.1x2 − x31 + 12 cos t, (35)
where the simulation time is 10 s and the initial value is (x1(0), x2(0)) = (2, 2).
The program of the simulation is listed as follows.
Step 1. Construct fuzzy sets on the time universe. We make equidistant partitions on [0, 10] as tk = (10k/m) , k =
0, . . . ,m. Let tk (k = 1, . . . ,m) be the peak point of fuzzy set Tk such that {Tk}16k6m is a fuzzy partition of [0, 10], where the
membership function Tk(t) on [0, 10] is chosen to be a triangle-shaped function.
Step 2. Determine the universes of variables x1 and x2. With respect to index k (k = 1, . . . ,m), using Eq. (35), we can
respectively compute the maximum and minimum of x1 and x2: x1,min = a1k, x1,max = b1k, x2,min = a2k, x2,max = b2k. In this
way, we can obtain the corresponding universe with respect to every index k: X1k = [a1k, b1k], X2k = [a2k, b2k].
Step 3. Construct fuzzy sets on X1k and X2k. First, we make equidistant partitions on [a1k, b1k] and [a2k, b2k] respectively
as xk1i = i(b1k−a1k)p and xk2j = j(b2k−a2k)q , where i = 1, . . . , p; j = 1, . . . , q. Then, we take xk1i (i = 1, . . . , p) as the peak points
of fuzzy sets Aki (i = 1, . . . , p; k = 1, . . . ,m) on [a1k, b1k] such that {Aki}16i6p is a fuzzy partition of [a1k, b1k]. Similarly, we
take xk2j (j = 1, . . . , q) as the peak points of fuzzy sets Bkj (j = 1, . . . , q; k = 1, . . . ,m) on [a2k, b2k] such that {Bkj}16j6q is a
fuzzy partition of [a2k, b2k]. Themembership functions Aki(x1) and Bkj(x2) are chosen to be triangle-shaped functions, where
i = 1, . . . , p; j = 1, . . . , q; k = 1, . . . ,m.
Step 4. Calculate the peak points. By Eq. (35), the peak points x˙(1)kij and x˙
(2)
kij are respectively counted as follows:
x˙(1)kij = xk2j, x˙(2)kij = −0.1xk2j − x3k1i + 12 cos tk,
where i = 1, . . . , p; j = 1, . . . , q; k = 1, . . . ,m.
Step 5. Deduce the time-variant fuzzy system by the DFIMmethod. The implication operators R(1) and R(2) are chosen to
be the min operator and the product operator, respectively, and the t-norm is chosen to be product operator. Based on the
DFIM method, the corresponding time-variant fuzzy system can be expressed as follows:
x˙1 =
m∑
k=1
p∑
i=1
q∑
j=1
Aki(x1) · Bkj(x2) · Tk(t) · x˙(1)kij
x˙2 =
m∑
k=1
p∑
i=1
q∑
j=1
Aki(x1) · Bkj(x2) · Tk(t) · x˙(2)kij .
(36)
Letm = 15, p = 8, q = 10; the solution curve of system (36), the phase plane curve of system (36) and the comparison
with the corresponding curves on real system (35) are shown in Figs. 2–4, respectively, where ‘‘· · ·’’ denotes the curve of
system (35) and ‘‘− ’’ denotes the curve of (36).
If more fuzzy inference rules are used in the simulation, then the error will be smaller. For example, letm = 30, p = 15,
q = 16, and let the other parameters be the same. The simulation results are shown in Figs. 5–7, respectively. We can find
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Fig. 3. Simulation curves of variable x2 underm = 15, p = 8 and q = 10.
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Fig. 4. Simulation curves of the phase plane underm = 15, p = 8 and q = 10.
0 1 2 3 4 5 6 7 8 9 10
-4
-3
-2
-1
0
1
2
3
4
t
x
1(t
)
Fig. 5. Simulation curves of variable x1 underm = 30, p = 15 and q = 16.
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Fig. 6. Simulation curves of variable x2 underm = 30, p = 15 and q = 16.
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Fig. 7. Simulation curves of phase plane underm = 30, p = 15 and q = 16.
that the curves of system (36) almost coincide with the one of system (35). This means that time-variant fuzzy systems
can approximate a class of nonlinear dynamic systems with higher precision. In other words, the DFIM method is quite
credible.
8. Conclusions
In this paper, we have investigated the design and approximation theory of time-variant fuzzy systems and we have
obtained the following results.
1. A novel reasoning model for dynamic fuzzy inference is proposed, and the corresponding dynamic fuzzy inference
method is also obtained.
2. We introduce a novel modeling method for time-variant fuzzy systems, called the DFIM method. The research on the
DFIM method points out that the membership function of a dynamic fuzzy set and the expression of time-variant fuzzy
systems relate to the selection of the implication operators. Theorems 2–4 respectively give some sufficient conditions
for time-variant fuzzy systems possessing fitted functions and interpolation functions. Furthermore, Theorem 5 gives a
sufficient and necessary condition for time-variant fuzzy systems possessing interpolation functions. Indeed, these results
can provide some sufficient conditions for time-variant fuzzy systems possessing universal approximation properties. In
other words, these results construct the theoretical foundation for the selection of implication operators in time-variant
fuzzy system modeling.
3. The approximation accuracy of time-variant fuzzy systems to a class of nonlinear dynamic systems is analyzed in detail.
Theorem 7 points out that when the implication operators R(1) and R(2) are the min operator and the product operator,
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and the membership functions are chosen to be triangle-shaped functions, the corresponding time-variant fuzzy systems
determinedby theDFIMmethod are second-order accurate universal approximators to a class of nonlinear dynamic systems.
From the above conclusions obtained in this paper, we see that if adequate information about an unknown system can
be obtained and can be transformed into a dynamic fuzzy inference rules base, then the approximate model obtained by the
DFIM method is very close to the corresponding real (or ideal) model. In future research, we will use the DFIM method as a
tool to investigate the design and control of complex systems.
Appendix
θ0(a, b) =
{
1, a ≤ b,
(1− a) ∨ b, a > b.
θ1(a, b) = (1− a) ∨ b
θ2(a, b) = 1− a+ ab
θ3(a, b) =
{
1, a ≤ b,
1− a+ b, a > b.
θ4(a, b) =
{
1, a = 0,
b
a
∧ 1, a > 0.
θ5(a, b) =
{
1, a ≤ b,
b, a > b.
θ6(a, b) =
{
(1− a) ∨ b, (1− a) ∧ b = 0,
1, else.
θ7(a, b) =
{
1, a < 1,
b, a = 1.
θ9(a, b) = (1− a+ 2ab− a2b) ∧ 1
θ10(a, b) =
{
1, a < 1 or b = 1,
0, else.
θ11(a, b) =
{
1, a ≤ b,
0, a > b.
θ12(a, b) =
{
1, a > 0 and b = 0,
ba, else .
θ13(a, b) = a ∧ b
θ14(a, b) = ab
θ15(a, b) = 0 ∨ (a+ b− 1)
θ16(a, b) =
{
a ∧ b, a ∨ b = 1,
0, a ∨ b < 1.
θ17(a, b) = a ∨ b
θ18(a, b) = a+ b− ab
θ19(a, b) = 1 ∧ (a+ b)
θ20(a, b) =
{
a ∨ b, a ∧ b = 0,
1, a ∧ b > 0.
θ21(a, b) =
{1, a ≤ b,
1− a
1− b , a > b.
θ22(a, b) =
{
1, a = 0,
b, a > 0.
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θ23(a, b) =

1, a ≤ b,
log a
log b
, a > b > 0,
0, a > b = 0.
θ24(a, b) = (1− ap + bp)1/p ∧ 1(p ≥ 1)
θ28(a, b) = a+ b1+ ab
θ29(a, b) =
{
1, a ≤ b,
1− a+ ab, a > b.
θ30(a, b) =

1, a ≤ b,
(1− a) ∨ b ∨ 1
2
, 0 < b < a < 1,
(1− a) ∨ b, else.
θ32(a, b) =
{
0, a+ b ≤ 1,
a ∧ b, a+ b > 1.
θ33(a, b) =
{
0, a+ b ≤ 1,
a, a+ b > 1.
θ34(a, b) =
{
0, a+ b ≤ 1,
a+ b− 1
b
, a+ b > 1.
θ35(a, b) =
{0, a+ b ≤ 1,
a, b = 1,
1, else .
θ36(a, b) =
{
0, b < 1,
a, b = 1.
θ39(a, b) =
{
0, b = 0,
a
1
b , b > 0.
θ40(a, b) =
{
1, a = 0,
a+ b− 1
a
∨ 0, a > 0.
θ41(a, b) =
{
0, b = 0,
a, b > 0.
θ43(a, b) = [(ap + bp − 1) ∨ 0] 1p (p ≥ 1)
R44(a, b) =

0, a+ b ≤ 1,
b, a+ b > 1 and a+ b− b2 ≥ 1,
a+ b− 1
b
, a+ b > 1 and a+ b− b2 < 1.
θ60(a, b) = a ∧ (1− b)
θ61(a, b) = a(1− b)
θ62(a, b) = 0 ∨ (a− b)
θ63(a, b) =
{
a ∧ (1− b), a ∨ (1− b) = 1,
0, a ∨ (1− b) < 1.
θ74(a, b) = a− ab1+ b− ab
θ79(a, b) =
{
a ∧ (1− b), a > b,
0, a ≤ b.
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θ80(a, b) =
{
a, a > b,
0, a ≤ b.
θ81(a, b) =
{0, b = 1,
a− b
1− b ∨ 0, b < 1.
θ82(a, b) =
{
0, a ≤ b or a > b > 0,
a, a > b = 0.
θ83(a, b) =
{
0, b > 0,
a, b = 0.
θ86(a, b) =
{
0, b = 1,
a
1
1−b , b < 1.
θ88(a, b) =
{
0, b = 1,
a, b < 1.
θ90(a, b) = [(ap + (1− b)p − 1) ∨ 0]1/p (p ≥ 1)
θ91(a, b) =

0, a ≤ b,
a− b
1− b , a > b and a− b < (1− b)
2,
1− b, a > b and a− b ≥ (1− b)2.
θ96(a, b) = a ∧ [(1− a) ∨ b]
θ97(a, b) = (a2 + 2ab− a− a2b) ∨ 0
θ101(a, b) =
{
(1− a) ∨ b, a ∨ (1− b) = 1,
1, a ∨ (1− b) < 1.
θ102(a, b) = (1− a) ∧ b
θ103(a, b) = b(1− a)
θ104(a, b) = 0 ∨ (b− a)
θ105(a, b) =
{
(1− a) ∧ b, a ∧ (1− b) = 0,
0, a ∧ (1− b) > 0.
θ107(a, b) = [1− (1− ap + (1− b)p) 1p ] ∨ 0 (p ≥ 1)
θ109(a, b) = 1− a+ b1+ b− ab
θ110(a, b) = b− ab1+ a− ab
θ111(a, b) =
{
0, a+ b ≤ 1,
ab, a+ b > 1.
θ112(a, b) =

0, a+ b ≤ 1,
a ∧ b ∧ 1
2
, 0 < 1− b < a < 1,
a ∧ b, else.
θ113(a, b) =
{
1, a ≤ b or a > b > 0,
1− a, a > b = 0.
θ114(a, b) =
{
1, b > 0,
1− a, b = 0.
θ115(a, b) =
{
0, a > 0 and b = 0,
1, else.
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θ116(a, b) =
{
1, b = 1,
1− a 11−b , b < 1.
θ117(a, b) =
{
1, b = 1,
1− a, b < 1.
θ118(a, b) =
{
1, a = 0,
1− (1− b) 1a , a > 0.
R119(a, b) = 1− [(ap + (1− b)p − 1) ∨ 0] 1p (p ≥ 1)
θ120(a, b) =

1, a ≤ b,
1− a
1− b , a > b and a− b < (1− b)
2,
b, a > b and a− b ≥ (1− b)2.
θ121(a, b) =

1, a ≤ b or a > b and b < 1
2
and a ≤ 1
2
,
1− a, a > b and a > 1
2
and a 6= 1,
b, a > b and a = 1.
θ122(a, b) = a(1− |a− b|)
θ125(a, b) = a ∧ (1− |a− b|)
θ129(a, b) =
{
a, a ≤ b,
0, a > b.
θ130(a, b) =
{
a, a = b,
a2 ∧ ab, a 6= b.
θ131(a, b) =
{
a, a = b,
(2a) ∧ [(a+ b− 1) ∨ 0], a 6= b.
θ134(a, b) =
{1, a ≤ b,
2b− ab
a+ b− ab , a > b.
θ140(a, b) =
{
b, a ≤ b,
0, a > b.
θ142(a, b) =

1, a ≤ b and ab = 1,
b− a
1− ab , a ≤ b and ab < 1,
0, a > b.
θ143(a, b) =
{1, b = 1,
b, a = 0,
0, else.
θ151(a, b) = a ∧ (1− |a+ b− 1|)
θ161(a, b) = a+ b− 2ab
θ162(a, b) = n
√
(a− ab)n + (b− ab)n (n ∈ N)
θ163(a, b) = 1− |a+ b− 1|
θ164(a, b) = |a− b|
θ165(a, b) = a− ab1+ b− ab +
b− ab
1+ a− ab
θ175(a, b) = 1 ∧ (1− a+ |a+ b− 1|)
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θ181(a, b) =
{
1− a, a+ b = 1,
(1− a) ∨ b, a+ b 6= 1.
R182(a, b) =
{
1− a, a+ b = 1,
(1− a2) ∨ (1− a+ ab), a+ b 6= 1.
R183(a, b) =
{
1− a, a+ b = 1,
(1− 2a) ∨ ((1− a+ b) ∧ 1), a+ b 6= 1.
θ185(a, b) =

1− a, a+ b = 1,
1+ b− a
1+ b− ab , a+ b > 1,
2(1− a)
1+ (1− a)2 , a+ b < 1.
θ186(a, b) =
{1, a = 0 or b = 1,
a+ b− 1
1− b+ ab ∨ 0, else.
R188(a, b) = 1− n
√
(a− ab)n + (b− ab)n (n ∈ N)
θ190(a, b) =
{
b, a+ b ≤ 1,
1, a+ b > 1.
θ191(a, b) =

0, a+ b ≤ 1 and a = 1,
b
1− a , a+ b ≤ 1 and a < 1,
1, a+ b > 1.
R192(a, b) =

0, a+ b ≤ 1 and a(1− b) = 1,
ab+ b
1− a+ ab , a+ b ≤ 1 and a(1− b) < 1,
1, a+ b > 1.
θ193(a, b) =
{0, b = 0,
b, a = 0,
1, else .
θ194(a, b) =
{1, a ≤ b,
b, a+ b ≤ 1 and a > b,
0, a+ b > 1 and a > b.
θ196(a, b) =

0, a ∨ b = 0,
b
a+ b− ab , a ∨ b 6= 0.
θ207(a, b) = (1− a) ∧ (1− b)
θ208(a, b) = (1− a)(1− b)
θ209(a, b) = (1− a− b) ∨ 0
θ217(a, b) = 1− a− b+ ab1+ ab
θ222(a, b) =
{
0, a+ b ≥ 1,
(1− a) ∧ (1− b), a+ b < 1.
θ223(a, b) =
{
0, a+ b ≥ 1,
1− a, a+ b < 1.
θ224(a, b) =

0, a+ b ≥ 1,
1− a− b
1− b , a+ b < 1.
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R225(a, b) =
{
0, a+ b ≥ 1 or a+ b < 1 and b > 0,
1− a, a+ b < 1 or b = 0.
θ229(a, b) =
{
0, b = 1,
(1− a) 11−b , b < 1.
θ231(a, b) =
{
0, b = 1,
1− a, b < 1.
θ233(a, b) = {[(1− a)p + (1− b)p − 1] ∨ 0}1/p (p ≥ 1)
R234(a, b) =

0, a+ b ≥ 1,
1− a− b
1− b , a+ b < 1 and b
2 + a− b > 0,
1− b, a+ b < 1 and b2 + a− b ≤ 0.
θ237(a, b) =
{
1, a+ b ≥ 1,
a ∨ b, a+ b < 1.
θ238(a, b) =
{1, a = 1,
b
1− a ∧ 1, a < 1.
θ239(a, b) =
{
1, a+ b ≥ 1,
b, a+ b < 1.
θ241(a, b) =
{
1, a > 0,
b, a = 0.
θ242(a, b) = a ∨ [(1− a) ∧ b]
θ244(a, b) =
{
1, a > 0 or b = 1,
0, else.
θ245(a, b) =
{
1, a+ b ≥ 1,
0, a+ b < 1.
θ246(a, b) =
{
1, a = 1 and b = 0,
b(1−a), else.
θ247(a, b) =
{
(1− a) ∧ b, (1− a) ∨ b = 1,
0, (1− a) ∨ b 6= 1.
θ248(a, b) =
{
1, a+ b ≥ 1,
a
1− b , a+ b < 1.
θ249(a, b) =
{
1, a = 1,
b, a < 1.
θ250(a, b) =

1, a+ b ≥ 1,
log(1− a)
log b
, 1− a > b > 0,
0, 1− a > b = 0.
θ251(a, b) = (1− (1− a)p + bp) 1p ∧ 1(p ≥ 1)
θ253(a, b) =
{
1, a+ b ≥ 1,
a+ b− ab, a+ b < 1.
θ254(a, b) =

1, a+ b ≥ 1,
a ∨ b ∨ 1
2
, 0 < b < 1− a < 1,
a ∨ b, else.
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θ255(a, b) =
{
1, a+ b ≥ 1,
a, a+ b < 1.
θ257(a, b) =
{
0, a ≥ b,
1− a, a < b.
θ258(a, b) =
{
0, a ≥ b,
b− a
b
, a < b.
θ259(a, b) =
{
0, a ≥ b or a < b < 1,
1− a, a < b = 1.
θ260(a, b) =
{
0, b < 1,
1− a, b = 1.
θ263(a, b) =
{
0, b = 0,
(1− a) 1b , b > 0.
θ265(a, b) =
{
0, b = 0,
1− a, b > 0.
θ267(a, b) = [((1− a)p + bp − 1) ∨ 0] 1p (p ≥ 1)
θ268(a, b) =

0, a ≥ b,
b, a < b and b− b2 ≥ a,
b− a
b
, a < b and b− b2 < a.
θ274(a, b) = (1− a)(1− b− ab) ∨ 0
θ279(a, b) =
{
a ∧ (1− b), (1− a) ∧ b = 0,
0, (1− a) ∧ b 6= 0.
θ282(a, b) =
{
0, a+ b ≥ 1,
1− a− b+ ab, a+ b < 1.
θ283(a, b) =

0, a+ b ≥ 1,
(1− a) ∧ (1− b) ∧ 1
2
, 0 < b < 1− a < 1,
(1− a) ∧ (1− b), else.
θ321(a, b) =
{
1− a, a+ b = 1,
(1− a) ∧ b, a+ b 6= 1.
θ323(a, b) =
{
1− a, a+ b = 1,
2(1− a) ∧ [(b− a) ∨ 0], a+ b 6= 1.
θ326(a, b) =
{1, a+ b ≥ 1,
b+ ab
1− a+ ab , a+ b < 1.
θ327(a, b) =
{
b, a+ b ≥ 1,
0, a+ b < 1.
θ328(a, b) =

b, a+ b ≥ 1 and a = 0,
a+ b− 1
a
, a+ b ≥ 1 and a > 0,
0, a+ b < 1.
θ329(a, b) =

1, a+ b ≥ 1 and a(1− b) = 1,
a+ b− 1
1− b+ ab , a+ b ≥ 1 and a(1− b) < 1,
0, a+ b < 1.
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θ330(a, b) =

1, b = 1,
b, a = 1,
0, else.
θ332(a, b) =
1, a ∧ b = 1,b− ab
1− ab , a ∧ b 6= 1.
θ363(a, b) =
{
0, a ≥ b,
b− ab, a < b.
θ364(a, b) =

0, a ≥ b,
(1− a) ∧ b ∧ 1
2
, 0 < a < b < 1,
(1− a) ∧ b, else.
θ365(a, b) =
{
0, a ≥ b,
1− a, a < b.
θ366(a, b) =
{
1, a+ b ≥ 1 or a+ b < 1 and b > 0,
a, a+ b < 1 and b = 0.
θ367(a, b) =
{
1, b > 0,
a, b = 0.
θ368(a, b) =
{
0, a < 1 and b > 0,
1, else.
θ369(a, b) =
{
1, b = 1,
1− (1− a) 11−b , b < 1.
θ370(a, b) =
{
1, b = 1,
a, b < 1.
θ371(a, b) =
{
1, a = 1,
1− (1− b) 11−a , a < 1.
θ372(a, b) = 1− [((1− a)p + (1− b)p − 1) ∨ 0] 1p (p ≥ 1)
R373(a, b) =

1, a+ b ≥ 1,
b, a+ b < 1 and b2 + a− b ≤ 0,
a
1− b , a+ b < 1 and b
2 + a− b > 0.
R374(a, b) =

1, a+ b ≥ 1 or a+ b < 1 and b < 1
2
and a ≥ 1
2
,
a, a+ b < 1 and a < 1
2
and a 6= 0,
b, a+ b < 1 and a = 0.
θ377(a, b) = 1 ∧ (a+ |a− b|)
θ379(a, b) = a ∨ |a− b|
θ384(a, b) =
{
a, a = b,
a(2− a) ∨ (a+ b− ab), a 6= b.
θ385(a, b) =
{
a, a = b,
(2a− 1) ∨ [(a+ b) ∧ 1], a 6= b.
θ386(a, b) =

0, a = b = 0,
b, a 6= b and a = 0,
1, a 6= b and a 6= 0.
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θ387(a, b) =

a+ b
1+ ab , a < b,
a, a = b,
2a
1+ a2 , a > b.
θ389(a, b) = 1− n
√
(ab)n + (1− a)n(1− b)n (n ∈ N)
θ390(a, b) = a+ b1+ ab −
ab
1+ (1− a)(1− b)
θ391(a, b) =
{
b, a ≥ b,
1, a < b.
θ392(a, b) =

0, a ≥ b and a = 0,
b
a
, a ≥ b and a > 0,
1, a < b.
θ393(a, b) =

0, a ≥ b and a ∨ b = 0,
2b− ab
a+ b− ab , a ≥ b and a ∨ b > 0,
1, a < b.
θ394(a, b) =
{0, b = 0,
b, a = 1,
1, else.
θ395(a, b) =
{1, a+ b ≥ 1,
b, a+ b < 1 and a ≥ b,
0, a+ b < 1 and a < b.
θ404(a, b) = [a ∧ (1− a)] ∨ b
θ414(a, b) =
{
1, a = b,
b, a 6= b.
θ418(a, b) = [b ∧ (1− a)] ∨ [a ∧ (1− b)]
R437(a, b) =
{
0, a+ b ≤ 1 or a+ b > 1 and b < 1,
b, a+ b > 1 and b = 1.
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