Abstract-The automated and unattended design of balanced microstrip wideband bandpass filters by means of aggressive space mapping (ASM) optimization is reported in this paper. The proposed filters are based on multisection mirrored stepped impedance resonators (SIRs) coupled through quarter-wavelength transmission lines, acting as admittance inverters. Such resonant elements provide transmission zeros useful for the suppression of the common mode in the region of interest (differential filter pass band) and for the improvement of the differential-mode stopband (rejection level and selectivity). Due to the limited functionality of the inverters, related to the wide fractional bandwidths, the automated filter design requires a two-step process. With the first ASM, the filter schematic satisfying the required specifications (optimum filter schematic) is determined. Then, the layout is synthesized by means of a second ASM algorithm. Both algorithms are explained in detail and are applied to the synthesis of two filters, as illustrative (and representative) examples. With this paper, it is demonstrated that the two-step ASM optimization scheme (first providing the optimum schematic and then the layout), previously applied by the authors to wideband single-ended filters, can be extended (conveniently modified) to common-mode suppressed differential-mode bandpass filters. Thus, the value of this two-step ASM approach is enhanced by demonstrating its potential for the unattended design of complex filters, as those considered in this paper.
I. INTRODUCTION
I N recent years, many efforts have been dedicated to the design of compact common-mode suppressed balanced wideband and ultrawideband (UWB) bandpass filters [1] - [16] . This interest is justified by the increasing demand of balanced circuits and systems (e.g., high-speed digital circuits), related to their inherent high immunity to noise, electromagnetic interference (EMI), and crosstalk. In some reported balanced filters, efficient common-mode suppression in the region of interest (differential-mode pass band) is achieved at the expense of filter size, by cascading additional stages specifically designed to reject the common mode [17] , [18] . To reduce the device size, filter topologies able to intrinsically reject the common mode, and simultaneously providing the filtering functionality for the differential mode, are needed. This is indeed the case of most of the reported wideband and UWB balanced filters. However, frequency selectivity and stopband rejection level and bandwidth for the differential mode are typically limited in such filters. Exceptions are the filters reported in [10] , [13] , and [16] , where good stopband behavior for the differential mode above the passband of interest, mainly due to the presence of transmission zeros for that mode, is demonstrated. Nevertheless, the filters reported in [13] are implemented by means of three metal layers (i.e., increasing fabrication complexity), whereas the design and synthesis of the filters presented in [10] is not straightforward, since open split-ring resonators (OSRRs) in microstrip technology cannot be described by a simple circuit model. This paper is focused on the balanced filters first reported in [16] . These filters exhibit good performance (i.e., wide differential-mode bandwidth, good stopband rejection level, bandwidth and selectivity, and intrinsic common-mode suppression), small size, and simple fabrication process (two metal levels and via free), and they can be accurately described through a circuit schematic that combines lumped and distributed elements (important for design purposes). Specifically, the considered filters are inspired by the highly selective single-ended filters reported in [19] . By mirroring such single-ended filters and by adding central capacitive patches in the bisecting symmetry plane, a highly selective wideband bandpass response for the differential-mode and common-mode suppression over a wide band are simultaneously achieved [16] . As compared with [16] , in this paper, we provide a systematic design procedure of these filters, able to provide the filter layout following a completely unattended scheme. Moreover, we report two design examples, a comparison to many other wideband balanced filters, and a discussion on bandwidth limitations for the differential mode.
The resulting filters are thus composed of transverse multisection stepped impedance resonators (SIRs) [20] coupled through admittance inverters (implemented by means of quarter wavelength transmission lines). As it is well known, these lines are not able to provide the inverter functionality over wide bands. Thus, to compensate for the bandwidth degradation associated to the limited functionality of the inverters, a design method based on aggressive space mapping (ASM) optimization [21] - [24] is reported here. Several efficient methods have been developed since ASM, such as response correction techniques [25] , manifold mapping [26] feature-based optimization [27] , or faster techniques based on SM [28] . However, the ASM optimization technique has been chosen to develop the design method presented due to the good results obtained in previous works [29] - [31] . This method provides the filter schematic (optimum schematic) able to satisfy the specifications for the differential-mode and common-mode responses. Then, once the schematic is determined, a second ASM algorithm is applied to the determination of the filter layout. Hence, the proposed unattended design tool follows a two-step ASM process, similar to the one reported in [32] for the design of the single-ended counterparts. However, the balanced (symmetric) topologies considered force us to substantially modify the two-step ASM algorithm reported in [32] . The details of such algorithm are the essential part of this paper.
The paper is organized as follows. The topology and general circuit schematic of the considered balanced filters, including the schematics for the differential and common modes, are presented in Section II. Section III is devoted to give the details of the first ASM algorithm, providing the optimum filter schematic. A succinct review of the general formulation of ASM, necessary for coherence and completeness, is also included in this section. The next section (Section IV) is focused on the second ASM, where the details to generate the filter layout are provided. Sections III and IV include a conducting case example of an order-5 balanced filter, for better understanding of the proposed two-step ASM algorithm. Nevertheless, an additional synthesis example (an order-7 filter) is reported in Section V, in order to demonstrate the potential and versatility of the approach. A comparative analysis of the proposed filters, in the context of other solutions for balanced filters reported in the literature, is presented in Section VI. Section VII is devoted to discuss the bandwidth limitations of the reported filters. Finally, the main conclusions are highlighted in Section VIII.
II. TOPOLOGY AND CIRCUIT SCHEMATIC
The proposed balanced wideband bandpass filters are implemented by combining semi-lumped and distributed elements [ Fig. 1(a) ]. The semi-lumped elements are transverse multisection mirrored SIRs, described by means of a combination of capacitances and inductances, as indicated in Fig. 1(b) . The distributed elements are quarter-wavelength differential transmission lines acting as admittance inverters.
The circuit schematic of these filters is depicted in Fig. 1(b) . The symmetry plane is an electric wall for the differential mode. Hence, the capacitances do not play an active role for that mode since they are grounded. Thus, the equivalent circuit schematic for the differential mode is the one depicted in Fig. 1(c) . Conversely, the symmetry plane for the common mode is a magnetic wall (open circuit), and the equivalent circuit schematic is the one depicted in Fig. 1(d) . The resonators provide transmission zeros that are useful for the suppression of the common mode in the region of interest (differential filter passband). According to the schematics of Fig. 1(c) and (d), the position of the common-mode transmission zeros does not affect the differential-mode response. Similarly, the resonators provide transmission zeros for both the differential and common modes. By allocating these transmission zeros above the differential-mode passband, frequency selectivity and stopband rejection for the differential mode can be enhanced.
III. DETERMINATION OF THE OPTIMUM FILTER SCHEMATIC
As indicated in the introduction, wideband bandpass filters based on resonant elements coupled through admittance inverters (in practice, quarter-wavelength transmission line sections), designed by means of the classical formulas [33] from the lowpass filter prototype, are subjected to a fundamental limitation related to the narrowband functionality of the real inverters: bandwidth reduction (as compared with the nominal value). It is obvious that by overdimensioning the bandwidth, such inherent bandwidth degradation can be compensated. However, the in-band return loss level (or ripple) is also modified as a consequence of the limited functionality of the inverters. Thus, a systematic procedure to guarantee that the required filter specifications (central frequency , fractional bandwidth (FBW), and ripple ) can be satisfied is needed.
Such a procedure was reported in [32] , where it was successfully applied to the automated design of wideband single-ended filters. In this paper, the method is adapted for its application to the unattended design of common-mode suppressed balanced wideband bandpass filters of the type depicted in Fig. 1 . The main hypothesis of the method is that there exists a set of filter specifications ( , FWB, and ), different than the target, that provide a filter response (after application of the synthesis formulas and replacement of the inverters with quarter wavelength transmission lines) satisfying the target specifications. If these specifications (different than the target) are known, the resulting filter schematic (composed of lumped elements, i.e., the resonators, plus distributed elements, namely, the quarter-wavelength transmission lines) is the one that must be synthesized by the considered layout. Thus, filter design is a two-step process, where first the filter schematic providing the required specifications (optimum filter schematic) is determined, and then the layout is generated. For the two design steps, an ASM algorithm is developed. The first one is detailed in this section, whereas the second one is left for Section IV. Nevertheless, the general formulation of ASM is first reported for completeness and for better comprehension of the reported ASM algorithms.
A. General Formulation of ASM
Space mapping (SM) [21] - [24] uses two simulation spaces: i) the optimization space , where the variables are linked to a coarse model, which is simple and computationally efficient, although not accurate, and ii) the validation space , where the variables are linked to a fine model, typically more complex and CPU intensive, but significantly more precise. In each space, a vector containing the different model parameters can be defined. Such vectors are denoted as and for the fine and coarse model spaces, respectively, and their corresponding responses are and . In a typical SM optimization algorithm involving a planar microwave circuit described by a lumped element model, the variables of the optimization space are the set of lumped elements, and the response in this space is inferred from the circuit simulation of the lumped element model. The variables of the validation space are the set of dimensions that define the circuit layout (the substrate parameters are usually fixed and hence they are not optimization variables), and the response in this space is obtained from the electromagnetic simulation of the layout.
In this paper, we consider the so-called ASM [22] , where the goal is to find a solution of the following system of nonlinear equations where (1) and is the coarse model solution that gives the target response, , and is a parameter transformation mapping the fine model parameter space to the coarse model parameter space. In reference to the two spaces considered above, provides the coarse model parameters from the fine model parameters typically by means of a parameter extraction procedure [34] , [35] .
Let us assume that is the th approximation to the solution in the validation space, and the error function corresponding to . The next vector of the iterative process is obtained by a quasi-Newton iteration according to (2) where is given by (3) and is an approach to the Jacobian matrix, which is updated according to the Broyden formula [22] (4)
In (4), is obtained by evaluating (1), and the super-index stands for transpose.
B. ASM Applied to the Synthesis of the Optimum Filter Schematic
The differential-mode response of the proposed filters is described by a circuit schematic consisting of shunt resonators coupled through admittance inverters [ Fig. 1(c) ]. The circuit is identical to the one reported in [32] , in reference to the single-ended balanced filters of that work. Thus, a similar ASM approach to the one reported in [32] to determine the optimum filter schematic has been developed. Note that the capacitances
do not have any influence on the differential-mode response. Indeed, the first ASM applies only to the schematic corresponding to the differential mode. Thus, the capacitances are independently determined in order to set the common-mode transmission zeros to the required values, and thus achieve an efficient common-mode suppression in the region of interest (differential-mode pass band). Nevertheless, the second ASM involves the whole filter cell, hence including the patches corresponding to the capacitances . There is, however, an important difference between the filter schematic (differential-mode) of this work, and the one considered in [32] for the single-ended counterparts. In [32] , the admittance of the inverters (quarter wavelength transmission line sections) were forced to be identical (0.02 S), resulting in different resonators from stage to stage. In this paper, we have considered identical resonators and different admittances of the inverters [note that this is the case of the topology shown in Fig. 1(a) ]. The reason is that by considering identical resonators, the synthesis of the layout is simpler since it is guaranteed that the distance between the pair of lines is uniform along the whole filter. Otherwise, if we deal with different resonators, the inductances may be different, resulting in different lengths if the widths are considered identical, as is the case (see Section IV-A). Note that these widths are identical in order to reduce the number of geometrical parameters in the second ASM. Hence, different length means that the distance between the bi-section plane and the lines is not uniform unless meanders are used, which is not considered to be the optimum solution.
Considering that the filter order is set to a certain value that suffices to achieve the required filter selectivity, the filter specifications (differential-mode) are the central frequency , the fractional bandwidth (FBW), and the in-band ripple level (or minimum return loss level). The transmission zero frequencies provided by the resonators are set to , since this provides spurious suppression, and good filter selectivity above the upper band edge [32] . From the well-known impedance and frequency transformations from the lowpass filter prototype [33] , and assuming a Chebyshev response, the reactive elements of the shunt resonators ( , , and ), identical for all stages for the explained reasons, can be easily inferred. The three conditions to unequivocally determine , , and are i) the filter central frequency, given by (5) and ii) the transmission zero frequency (6) and iii) the susceptance slope at (7) Considering that the target is an order-5
Chebyshev response with 2.4 GHz, FBW = 40% (corresponding to a 43.91% 3-dB fractional bandwidth) and 0.2 dB, and setting the susceptance slope to 0.067 S, the element values of the shunt resonators are found to be 0.4401 nH, 2.4983 pF, and 1.3202 nH, and the admittance of the inverters 0.0200 S, 0.0200 S, and 0.0157 S. This susceptance slope value has been chosen in order to obtain an admittance value of 0.02 S for the inverters of the extremes of the device. It is worth to mention that for Chebyshev bandpass filters the fractional bandwidth is given by the ripple level and is hence smaller than the 3-dB fractional bandwidth. However, in this paper we will deal with the 3-dB fractional bandwidth since the ripple level is not constant in the optimization process (to be described). From now on, this 3-dB fractional bandwidth is designated as FBW, rather than FBW (as usual), for simplicity, and to avoid an excess of subscripts in the formulation.
The quasi-Chebyshev filter response (i.e., the one inferred from the schematic of Fig. 1 (c), but with ideal admittance inverters), depicted in Fig. 2 , is similar to the ideal (target) Chebyshev response in the pass band region, and it progressively deviates from it as frequency approaches , as expected. The discrepancies are due to the fact that the shunt resonator is actually a combination of a grounded series resonator (providing the transmission zero) and a grounded inductor. The quasi-Chebyshev response satisfies the specifications to a rough approximation. Hence, the target is considered to be the ideal Chebyshev response (except for the transmission zero frequency), also included in the figure. If the ideal admittance inverters are replaced with quarter wavelength transmission lines, the response is further modified. Thus, our aim is to find the filter schematic for the differential-mode [ Fig. 1(c) ] able to satisfy the specifications. To this end, an ASM algorithm, similar to the one reported in [32] , that carries out the optimization at the schematic level has been developed. As mentioned before, the key point in the development of this first iterative ASM algorithm is to assume that there is a set of filter specifications, different from the target, that leads to a filter schematic (inferred by substituting the ideal admittance inverters with quarter wavelength transmission lines), whose response satisfies the target specifications. In brief, the optimization (coarse model) space is constituted by the set of specifications, , FBW, , being its response the ideal Chebyshev response(target response) depicted in Fig. 2 . The validation space is constituted by the same variables, but their response is inferred from the schematic of Fig. 1(c) , with element values calculated as specified above, and quarter-wavelength transmission lines at , where is the considered value of this element in the validation space (not necessarily the target filter central frequency). The variables of each space are differentiated by a subscript. Thus, the corresponding vectors in the coarse and fine models are written as FBW , and FBW , respectively. The coarse model solution (target specifications) is expressed as FBW . The transmission zero frequency, set to , as indicated before, is not a variable in the optimization process.
As it was done in [32] , the first vector in the validation space is set to . From , the response of the fine model space is obtained (using the schematic with quarter wavelength transmission lines), and from it, we directly extract the parameters of the coarse model by direct inspection of that response, i.e.,
. Applying (1), we can thus obtain the first error function. The Jacobian matrix is initiated by slightly perturbing the parameters of the fine model, , FBW , and , and inferring the effects of such perturbations on the coarse model parameters, , FBW , and . Thus, the first Jacobian matrix is given by (8) Fig. 3 . Evolution of the error function of the first ASM algorithm for the considered example.
Once the first Jacobian matrix is obtained, the process is iterated [obtaining from (2), using (3), and so on] until convergence is obtained. At each iteration, the elements of the coarse space vector are compared with the target (filter specifications), , and the error function is obtained according to (9) The flow diagram of this first ASM algorithm, able to provide the optimum filter schematic, can be found in [32] , and, hence, it is not reproduced here. Applying the developed ASM algorithm to the considered example FBW 2.4 GHz 43.91 0.2 , we have found that the error function rapidly decreases, with the error being smaller than 0.02% after 3 iterations. The evolution of the error function is depicted in Fig. 3 . The fine model parameters for the last iteration are FBW 2.4703 GHz 65.3 0.2786 dB , and the coarse model parameters are FBW 2.400 GHz 43.91 0.199987 dB . Note that is appreciably different than . The optimum filter schematic is the one that gives the last fine model response (which provides an error below a predefined value). The elements of the shunt resonators for this optimum filter schematic are 0.5935 nH, 1.7486 pF, and 1.7804 nH, whereas the admittances of the inverters (quarter-wavelength transmission line sections at 2.4703 GHz are 0.02 S, 0.0211 S, 0.0168 S. The response of the optimum schematic is compared with the target response in Fig. 2 . The agreement in terms of central frequency, bandwidth, and in-band ripple is very good, as expected on account of the small error function that has been obtained after 3 iterations. However, the position of the reflection zero frequencies are different in both responses, since we have not considered these frequency positions as goals in the optimization process. Nevertheless, the synthesized circuit fulfills the target specifications for the differential mode. To complete the circuit schematic of Fig. 1(b) , valid for both modes, the capacitances need to be determined. As mentioned before, such capacitances are determined by the position of the transmission zeros for the common mode according to (10) where the superindex indicates that these transmission zeros correspond to the common mode, and the subindex indicates the filter stage. Note that there is no reason, a priori, to set the transmission zeros to the same value. Nevertheless, for the considered example, all the transmission zeros have been set to 2.717 GHz (i.e., 1.1 ), and, hence, 1.9268 pF (the resulting response for the common mode is also depicted in Fig. 2) . Thus, the schematic resulting from this first ASM process, including , is the optimum filter schematic used as the starting point in the ASM algorithm developed to obtain the filter layout, to be described in the next section.
IV. LAYOUT SYNTHESIS
The layout synthesis involves the determination of i) the dimensions of the resonant elements (multi-section mirrored SIRs), ii) the width of the transmission line sections (inverters), and iii) their lengths. Hence, three specific ASM subprocesses are developed for the automated synthesis of the filter layout, following a scheme similar to that reported in [32] for the synthesis of single-ended filters. However, there are important differences, mainly relative to the synthesis of the resonant elements, since these elements are made of multisection SIRs. Nevertheless, the resonant elements are all identical (for the reasons explained before), and, hence, the ASM devoted to the determination of resonator dimensions is applied only once. Let us now discuss in detail these three independent ASM subprocesses.
A. Resonator Synthesis
In the ASM process devoted to the resonator synthesis, the variables in the optimization space are the resonator elements, i.e.,
, and the coarse model response is obtained through circuit simulation. The validation space is constituted by a set of four geometrical variables. The other geometrical variables necessary to completely define the resonator layout are set to fixed values and are not variables of the optimization process. By this means, we deal with the same number of variables in both spaces, necessary for the inversion of the Jacobian matrix. Specifically, the variables in the validation space are the lengths of the narrow (inductive) and wide (capacitive) sections of the multisection mirrored SIRs, i.e., . The fine model response is obtained through electromagnetic simulation of the layout, inferred from the fine model variables plus the fixed dimensions, namely the widths of the narrow and wide sections of the mirrored SIRs, and substrate parameters. The Agilent Momentum commercial software has been used to obtain the electromagnetic response of the structures, and the considered substrate parameters are those of the Rogers RO3010 with thickness 635 m and dielectric constant
. Concerning the fixed dimensions, the values are set to 0.2 mm, and there are two bounded values (i.e., a square shaped geometry for the external patch capacitors is chosen), and 4 mm, where is the guided wavelength at the central frequency of the optimum filter schematic. The value of 0.2 mm for the narrow inductive strips is slightly above the critical dimensions that are realizable with the available technology (LPKF HF100 milling machine). Concerning the square geometry of the external capacitive patches, with this shape factor the patches are described by a lumped capacitance to a very good approximation. Finally, the width of the central patches has been chosen with the above criterion in order to avoid overlapping between adjacent patches.
In order to initiate the ASM algorithm it is necessary to obtain an initial layout for the multisection SIR. This is obtained from the following approximate formulas [36] , [37] :
where and are the phase velocities of the high-and lowimpedance transmission lines sections, respectively, and and the corresponding characteristic impedances. Once the initial layout (i.e., ) is determined, the four circuit elements can be extracted from the electromagnetic response using (5)- (7) and (10) . The specific procedure is as follows: the four-port S-parameters (considering 50 ports) of the multisection SIR is obtained by means of the Agilent Momentum electromagnetic solver. From these results, the S-parameters corresponding to the differential and common mode are inferred from well-known formulas [38] . Then, from , , and [expressions (5)- (7)] of the differential-mode response, the element values , , and are extracted, whereas is determined from the transmission zero (expression 10) corresponding to the common-mode response. This provides , and using (1), the first error function can be inferred. To iterate the process using (2), with derived from (3), a first approximation of the Jacobian matrix is needed. Following a similar approach to the one explained in Section III-B, we have slightly perturbed the lengths , and we have obtained the values of resulting after each perturbation from parameter extraction. This provides the first order-4 Jacobian matrix. By means of this procedure, the layouts of the multisection mirrored SIRs are determined.
B. Determination of the Line Width
The widths of the quarter-wavelength (at ) transmission lines are determined through the one-variable ASM procedure explained in [32] , where the fine model variable is the linewidth , whereas the variable of the coarse model is the characteristic impedance (the details of this simple ASM procedure are given in [32] ). However, it has to be taken into account that this ASM must be repeated as many times as different admittance inverters are present in the filter. It is also important to bear in mind that the pair of differential lines are widely separated so that the differential-and common-mode impedances take the same value, i.e., identical to that of the isolated line.
C. Optimization of the Line Length (Filter Cell Synthesis)
To determine the length of the inverters, the procedure is to consider the whole filter cell, consisting of the resonator cascaded in between the inverter halves (not necessarily of the same width, or admittance). As it was pointed out in [32] , optimization of the whole filter cell is necessary since the resonators may introduce some (although small) phase shift. In [32] , the whole filter cell was forced to exhibit a phase shift of 90 at the central frequency of the optimum schematic. However, the fact that the inverters at both sides of the resonator have different admittance means that the phase of is no longer 90 at the central frequency of the optimum schematic. Nevertheless, the phase shift of the cell can be easily inferred from circuit simulation, and the resulting value is the goal of this third ASM subprocess. Thus, the ASM optimization consists of varying the length of the lines cascaded to the resonator until the required phase per filter cell is achieved (the other geometrical parameters of the cell are kept unaltered). The phase is directly inferred from the frequency response of the cell obtained from electromagnetic simulation at each iteration step.
Once each filter cell is synthesized, the cells are cascaded, and no further optimization is required. The flow diagram of the complete ASM process able to automatically provide the layout from the optimum filter schematic, consisting of the three independent quasi-Newton iterative algorithms described, is very similar to the one presented in [32] , and, hence, it is not reproduced here.
Using the mirrored SIR element values and inverter admittances corresponding to the optimum filter schematic of the example reported in Section III, we have applied the developed ASM algorithm to automatically generate the filter layout (depicted in Fig. 4 ). Resonator dimensions are 0.9075 mm, 2.4136 mm, 2.5262 mm and 1.0986 mm, and the lengths of the filter cells give admittance inverter lengths of 11.4 mm for all the inverters (the slight variations take place at the third decimal) and the widths are 0.6015 mm, 0.6704 mm, and 0.4087 mm [see Fig. 4(a) ] for inverters , , and , respectively.
The electromagnetic simulations (excluding losses) of the differential and common modes of the synthesized filter are compared with the response of the optimum filter schematic (also for the differential and common modes) in Fig. 4 inaccuracies in the dielectric constant provided by the substrate supplier, fabrication related tolerances, substrate anisotropy and foil roughness, among others, may be the cause of the slight discrepancies between the measured responses and the lossy electromagnetic simulations. Nevertheless, the objective of synthesizing the layout of the considered differential-mode bandpass filters subjected to given specifications, following a completely unattended scheme, has been achieved.
V. SYNTHESIS OF A SEVENTH-ORDER FILTER
Let us now consider the synthesis of a seventh-order filter with significantly wider (as compared with the previous case example) differential-mode bandwidth. In this case, the specifications (differential mode) are 3 GHz, FBW 60 (corresponding to 63.43% 3-dB fractional bandwidth) and 0.15 dB. Since the differential-mode bandwidth is wide, a single common-mode transmission zero does not suffice to completely reject this mode over the differential filter passband. Thus, in this case, several transmission zeros for the common mode are generated. Such transmission zeros must be (roughly) uniformly distributed along the differential-mode passband for an efficient common-mode rejection over that band. The fact that several (10) to completely determine the elements of the optimum filter schematic. Since the capacitances determine the area of the central patches, it follows that the second ASM, for the determination of the layout, must be slightly modified (i.e., the mirrored SIRs are not identical in this case). However, the procedure is very simple (to be described next).
First of all, the layout of the mirrored SIR providing the lower common-mode transmission zero is determined according to the procedure explained in Section IV-A. For the determination of the layout of the other resonant elements, we apply the ASM subprocess described in Section IV-A, but considering as optimization variables of the validation space the widths for the inner sections (the ones between the pair of transmission lines), and the lengths for the outer sections. By this means, the distance between the pair of lines is kept unaltered. Notice that since the element values of the resonators are all identical (except ), we do not expect significant variations in the widths from cell to cell, except for the central patch. Indeed, for the optimization of resonator dimensions (layout determination) by applying the ASM, we consider as layout of the first iteration the one corresponding to the synthesis of the first resonator. It has been found that this provides faster convergence. The other two ASM sub-processes (described in Section IV-B and IV-C) are identical.
Application of the first ASM algorithm (optimum filter schematic) has provided the following element and admittance values: 0.8836 nH, 2.6507 nH, 0.7114 pF, and 0.02 S, 0.0199 S, 0.0154 S, 0.0148 S with 3.1739 GHz. Convergence has been achieved after 5 iterations, with an error function as small as 0.021%. On the other hand, by considering seven common-mode transmission zeros distributed in order to cover the bandwidth, the corresponding patch capacitances take the values given in Table I .
Application of the second ASM algorithm, considering the substrate used for the seventh-order filter (Rogers RO3010 with thickness 635 m and dielectric constant ), provides the filter geometry indicated in Table II (where all dimensions are given in mm). Note that the lengths and widths of the inverters ( and ) are those corresponding to the inverter to the right of the resonant element (the inverter to the left of the first resonator is identical to the last one). Moreover, the following dimensions in the mirrored SIRs are all identical:
3.58 mm, 1.2 mm and 2.92 mm. On the other hand,
. Note that the optimization variables are those of Table II.   TABLE II  GEOMETRY PARAMETERS OF THE SYNTHESIZED ORDER-7 DIFFERENTIAL FILTER Fig. 6 shows the layout of the designed filter and the lossless electromagnetic simulation, compared to the optimum filter schematic and target responses (differential and common-modes). The fabricated differential-mode filter is depicted in Fig. 7 , together with the measured response and the lossy electromagnetic simulation. Very good agreement between the different responses can be observed, and it is found that the filter responses satisfy the considered specifications, including an efficient common-mode rejection over the differential filter passband, with a common-mode rejection ratio better than CMRR 30 dB in the whole the differential filter passband.
Note that the agreement between the lossless electromagnetic simulation and the response of the optimum filter schematic for both the differential and common modes is excellent in this order-7 filter (Fig. 6 ). For the order-5 filter reported before, there is also very good agreement between these responses for the differential mode, but the agreement is not so good for the common-mode (Fig. 4) . The reason is that parameter extraction uses three conditions for the differential mode [expressions (5)- (7)], whereas only one for the common mode (expression (10)). However, for the seventh-order filter, seven different common-mode transmission zeros are set in order to efficiently cover the (wider) differential filter passband, i.e., much more conditions as compared to the fifth-order filter (where only one common-mode transmission zero was considered). The synthesis method guarantees that the common-mode transmission zeros are identical for the lossless electromagnetic simulation and for the response of the optimum schematic, and, hence, one expects a very good agreement if the number of transmission zero is high (as it actually occurs with the order-7 filter). Nevertheless, the aim of the paper is to satisfy the specifications for the differential mode and reject the common mode over the differential filter passband, and this objective has been reached in both examples.
VI. COMPARISON TO OTHER APPROACHES
In order to appreciate the competitiveness, in terms of performance and dimensions, of the proposed filters, a comparison to other wideband differential bandpass filters (with comparable FBW) is summarized in Table III . In this table, the commonmode rejection ratio (CMRR) is the ratio between for the common mode and the differential mode at , expressed in decibels, and are the lower and upper differentialmode cutoff frequencies, respectively, and and are the 3-dB common-mode cutoff frequencies. The filters reported in this work exhibit a common-mode rejection comparable to that of the filters reported in [4] , [10] , [12] , [16] , [40] , [42] , and [43] . However, the rejection level at for the differential mode is larger in our filters, with the exception of the filter of [16] , which is indeed the same order-5 filter as the one reported here (same specifications) although the layout was not inferred automatically in [16] . Thus, Table III reveals that our filters are competitive in terms of CMRR and out-of-band rejection level (specifically at ) for the differential mode. Despite the fact that the CMRR at is a figure of merit, it is interesting to compare the filters proposed in this work with other filters with regard to the worst CMRR within the differential filter passband. This makes sense if the differential-mode passbands are comparable. Thus, the comparison is made between the filters reported in [10] and [12] and the filter of Fig. 5 (with comparable fractional bandwidth). The worst CMRR in the whole differential filter passband is 18 and 63 dB for the filters of [10] and [12] , respectively. In our approach, the measurement shows a CMRR better than 35 dB in the differential filter passband. Moreover, the filter of Fig. 5 has better differential out-of-band rejection (58 dB at ), as compared with the filters of references [10] and [12] . The filters reported in [1] and [39] , with comparable fractional bandwidth to the filter of Fig. 7 , have a CMRR in the whole differential passband better than 22 and 14.5 dB, respectively. In our approach, the measurement shows a CMRR better Fig. 7 has better differential out-of-band rejection (63 dB at ) as compared with the filters of references [1] and [39] . Concerning size, the filters reported in references [10] , [14] , [39] , [41] , [44] are smaller than our filters, but at the expense of obtaining a lower CMRR and rejection level for the differential mode (at ). From the fabrication point of view, the filters reported here are very simple since only two metal levels are needed and vias are not present. Additionally, the considered filter topologies, consisting of multi-section mirrored SIRs coupled through quarter wavelength differential lines, are accurately described by a mixed distributed-lumped model (schematic) over a wide frequency band, and this is very important for design purposes, as has been demonstrated in this paper.
VII. DISCUSSION ON BANDWIDTH LIMITATIONS
The synthesis technique presented in Sections III and IV is able to provide the filter layout able to satisfy the specifications, as demonstrated by the guide example (order-5 differential filter) and by the example reported in Section V, corresponding to a seventh-order balanced filter. The bandwidth for the differential mode in this second example is quite wide (i.e., the filter exhibits a 3-dB fractional bandwidth of 63.43%), and an efficient rejection of the common mode over that band has been achieved. Thus, it is clear that wideband balanced filters with common-mode suppression are achievable with this approach, and filter design is simple since the determination of the filter layout does not need any external aid during the whole synthesis process. However, it does not mean that any combination of bandwidth and in-band ripple level (or return loss level) for the differential mode can be achieved. Indeed, it has been found that for a bandwidth as wide as FBW 120 , ripple level of 0.45 dB (corresponding to a very reasonable 10-dB in-band return loss level), central frequency 3 GHz, and order , the first ASM converges. The response of the optimum filter schematic (differential mode), compared with the target Chebyshev response, is depicted in Fig. 8 . Note that the return loss level of the optimum schematic is better than 10 dB, and the central frequency and bandwidth are very close to the target values. Typically, the frequency selectivity of the optimum schematic is somehow better than the one of the Chebyshev response at the upper transition band (due to the transmission zero), but it is worst at the lower transition band (see also Fig. 2 ). This occurs because the selectivity is not a variable in the optimization process, but, certainly, the discrepancies at the lower band edge increase as bandwidths widens.
It may be accepted that a response like the one of the optimum filter schematic of Fig. 8 is reasonable. However, it has been found that the second ASM algorithm does not converge, at least by considering the same substrate used in the two reported examples. The reason is that the element values of the resonators (capacitances) are so small that the resulting impedance contrast of the mirrored SIRs (by considering square shaped capacitors) is small, and the model is not valid (note that the impedance contrast in the example of Fig. 7 is lower than the one of Fig. 5 ). Moreover, it should be also taken into account that for wide bandwidths, the lumped element approximation of the patch capacitors and narrow inductive strips is not necessarily valid over the whole differential band, and more complex models are required for an accurate description of the structures [45] . Thus, with the present approach, bandwidth is limited by layout generation, rather than by the schematic. Nevertheless, significant bandwidths have been demonstrated in the reported examples. Work is in progress in order to modify the second ASM algorithm, particularly the square shaped geometry of the external capacitors, and try to design wider differential-mode bandpass filters with common-mode suppression.
VIII. CONCLUSION
In conclusion, a design tool for the unattended synthesis of common-mode suppressed differential-mode bandpass filters based on multisection mirrored SIRs coupled through admittance inverters has been proposed. The tool consists of a two-step ASM algorithm, where the filter schematic satisfying the specifications is first determined, and then the layout of the filter is automatically generated. It has been demonstrated that for moderate differential-mode bandwidths, a single common-mode transmission zero suffices to achieve efficient common-mode suppression over the differential filter pass band. However, for wideband balanced bandpass filters implemented by this approach, several common-mode transmission zeros distributed along the differential-mode pass band are necessary. Two case examples, namely, an order-5 balanced filter with a single common-mode transmission zero, and a seventh-order filter with several common-mode transmission zeros, have been reported. In both cases, the two-step ASM algorithm has provided the filter layouts after few iterative steps, and the synthesized filter layouts provide the filter specifications to a good approximation. The measured responses of the fabricated filters are also in good agreement with the electromagnetic simulations and with the circuit simulations of the optimum schematics, and the measured common-mode rejection ratios at the central filter frequency are as high as 65 and 50 dB for the order-5 and order-7 balanced filters, respectively.
Finally, by comparing the proposed filter with other approaches, it has been found that the combination of size, performance, and easy fabrication (vias are not present and only two metal levels are required) makes the approach very competitive. This fact is worth highlighting since the reported filters can be automatically synthesized by means of a completely unattended ASM process. 
