In this paper the classical convergence theorems byŚleszyński-Pringsheim, Worpitzky and Van Vleck for ordinary continued fractions will be generalized to continued fractions generalizations (along the lines of the Jacobi-Perron algorithm) with four-term recurrence relations.
Introduction
This paper is part of a project to extend some 'classical' convergence theorems for continued fractions, due toŚleszyński-Pringsheim, Worpitzky and Van Vleck, to the case of so-called n-fractions.
In order to understand the difficulties arising in the extension of the methods of proof, we consider in this paper the case n = 2: so-called 2-fractions. The paper is organized as indicated below.
In Section 2 the definition of these 2-fractions will be given, introducing the different types of approach: the Jacobi-Perron algorithm angle, a 4-term recurrence relation for the sequence of denominators and the two sequences of numerators, and the method of linear fractional transformations.
After this, extensions of three classical results will be given in Section 3, followed by the proofs in Section 4. After some concluding remarks in Section 5 a short list of references is given.
Before starting with the theoretical framework for 2-fractions, the classical results to be studied will be formulated here in the forms as they appear in [9] : Theorem 1 (Śleszyński-Pringsheim) The continued fraction K(a n /b n ) converges if for all n ≥ 1 |b n | ≥ |a n | + 1.
(
1)
Under the same conditions
holds for all approximants f n , and
for the value of the continued fraction.
Theorem 2 (Worpitzky)
Let for all n ≥ 1
Then K(a n /1) converges. All approximants are in the disk
and the value f is in the disk |w| ≤ 
for all n. Then all aproximants of K(1/b n ) are finite and in the angular domain
Furthermore, the sequences { f 2m } and { f 2m+1 } converge to finite values.
If (and only if), in addition
∞ n=1 |b n | = ∞,(8)then K(1/b n ) converges.
Definition of a 2-fraction
Let (a i,k ), i = 1, 2, and (b k ) be given sequences of complex numbers satisfying
The symbol
is used to denote a so-called 2-fraction, given by its sequences of pairs of approximants of 'rational numbers' with a common denominator
The calculation of these approximants can be done in different manners that will be discussed below. Because we are dealing with approximation, the following will not come as a surprise: Definition 1 A 2-fraction (10) for which both limits
exist and are finite, is called convergent. Otherwise it is called divergent.
Jacobi-Perron algorithm approach
The 'construction' of these approximant pairs, apart from f i,0 = 0 (i = 1, 2), can be seen from
, . . .
In each step the replacement of the final entries in the form for f i,k to find the form for f i,k+1 is given by
Remark This construction, already present in the original introduction of the Jacobi-Perron algorithm in [1] , has been used before in [3] . There is a fundamental difference with the approach used in branched continued fractions, [2, 5, 8, 10 ].
Recurrence relation approach
The numerator-and denominator-sequences all satisfy the same recurrence relation
with initial values
The proof of (15) follows easily from (16), (13) and the 'replacement rules' in (14).
Remark In [3] these formulae and the 'iterated matrix approach', already present in [1] , have been used to study generalized C-fractions: a type of continued fractions that appear in a multi-dimensional Padé table.
Linear fractional transformation approach
Using the coefficients indicated in the array (10) introduce the LFT-s, cf. [4] :
and for i = 1, 2, k ≥ 1 the iterated transforms
Using induction ((16) for S (i)
1 and (15) for the induction step) it is easy to prove
Remark Thus for i = 1, 2:
(20)
Convergence results
As a generalization of the famousŚleszyński-Pringsheim theorem (Theorem 1) for ordinary continued fractions (see [9] ) we have
Theorem 5
Given real numbers α 1 , α 2 > 0 with
and let the coefficients of the 2-fraction (10) satisfy
Then the approximant pairs satisfy
Moreover, the 2-fraction is convergent and the limits satisfy
Remark The form of the conditions in (22) arises naturally from the connection between the approximants in (13) and the linear fractional transformations (17).
As a simple corollary of this, we find a generalization of a result due to Worpitzky (Theorem 2; see also [9] ).
Theorem 6
Let the positive real numbers α 1 , α 2 and ρ satisfy
Then a 2-fraction of the form
with
is convergent and its approximants and limits satisfy
N.B. D(a, R) = {z ∈ C | |z − a| < R} and the overline indicates the closed disk.
Remark A different generalization of Theorem 5 has been given in [7] . The conditions (22) above are replaced by
Letting α 1 , α 2 range over (0, ∞) in Theorem 5, it can be seen that (29) 
Let the half-plane H and parabolic region P be given by
Then the approximants f i,n are all finite and satisfy
Proofs
The following quantities play (as was to be expected) an important role:
They satisfy
Lemma 1
The i,k satisfy the recurrence relation
Proof The initial values (36) follow from the values (16) immediately and equation (35) follows from application of the recurrence relation (15) twice in the following manner. Combine
for a fixed k ≥ 1 with
for k − 1 ≥ 1, i.e. k ≥ 2 and we find (35).
Remark Equation (35) is called the adjoint of (15); cf. [6] . Now introduce the quantities δ i,k by
and
then Lemma 2 Let the sequence (c j ) j be given by
then the quantities δ i,n satisfy
Proof Put
then (40) can be written as
Thus
is a solution of the recurrence relation
This immediately implies from (41)
and then the formulae
lead to (42, 43).
Proof of Theorem 5
The bounds (22) on the coefficients of the 2-fraction can be written as
The pairs of approximations from (13) then satisfy
Because of the construction of approximations, see (14), we find (23).
For convergence we apply the usual approach
As
an upper bound for the numerator is needed (this will be derived using Lemma 2) and a lower bound for |b n |. First the numerator: it follows easily from (41) that
Now the reciprocals of the zeros of the denominator
lead with partial fraction decomposition of (54) to
From (57) we find the bounds
Using d n from (45), the recurrence relation
has solution
Now (15) and (49) imply
leading to
from which induction leads to
where the coefficients c j are the quantities defined in Lemma 2. Using |b k | ≥ α 1 /α 2 (from (22)), (34), (36), (42), (43), (44), (58), (62) and
and the theorem follows from the conditions (21).
Proof of Theorem 6
This follows in the same manner as for ordinary continued fractions from Theorem 5 and a multiplier method for generalized continued fractions from [3] . Denote the numerators and denominators of
by
Then the denominators of the 2-fraction
where ρ k > 0 (k ≥ −1), are given bŷ
With (27) and ρ n = ρ, n ≥ −1, the coefficients of (66) satisfy
and Theorem 5 implies that the 2-fraction (64) converges witĥ
Then (68) implies (28).
Proof of Theorem 7
We start with real numbers
and define the half-planes and parabolic region
i.e.
the proof consists of showing
The conditions (31) and the form of the sets in (32) will become clear 'on the run'.
A. The image of H
. From the theory of linear fractional transformations it is known that the image of the half plane Re y 2 > −δ is a circle with center M k and radius R k given by:
-M k is the image of the point z k that forms together with the pole −b k a pair of symmetric points with respect to the boundary of the half-plane, -R k is the distance from M k to the image of an arbitrary point on the boundary of the half-plane; for instance
To find that the image belongs to H −δ again, we use (71):
B. The image of H −δ ∩ P under s (1) k (y 1 , y 2 ) = 1/(b k + y 2 ). As we just saw that H −δ is mapped into itself, it is sufficient to prove that the boundary of the image (a disk) derived under A already satisfies:
or, equivalently
Taking the minimal value (as a function of ϕ) on the left hand side and the maximum on the right hand side, we find the condition on x k by dropping the equality sign as we actually only need to consider the interior of the sets involved:
. For fixed y 1 we find the image as under A, (75); multiplying by 1 + y 1 this gives the image as a disk with center and radius as below
and to find a value in H −δ again, we need 
Using the bound following from y 1 ∈ P this implies
Putting the conditions together, we have to find δ > 0, A > 0 for which (80), (84) are satisfied, but give a lower bound (73) for the real value of b k that is as small as possible. The conditions
can be 'optimized' in the following way. The second inequality is, for fixed A, a function of δ > 0 having a global minimum at
and it turns out that a lower bound for x k can be given by
Because A/2 is strictly increasing and 1/(2 √ A 2 + 2A) strictly decreasing for A > 0, the optimal choice is found for
i.e. This cubic equation has a unique positive root and inserting the values found for δ and A, we arrive at (31), (32).
Concluding remarks
Most of the calculations given above can be generalized to the case of n-fractions with n ≥ 3. The extension of Lemma 2, however, seems to be more difficult and of course there is still the question whether the continued fraction in Theorem 7 does converge or not. This will be studied in a forthcoming paper. Furthermore, the author is indebted to the anonymous referee, whose remarks led to clarification of some obscure steps in the proofs.
