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Abstract
Recent state-of-the-art autoencoder based gen-
erative models have an encoder-decoder struc-
ture and learn a latent representation with a
pre-defined distribution that can be sampled
from. Implementing the encoder networks of
these models in a stochastic manner provides
a natural and common approach to avoid over-
fitting and enforce a smooth decoder function.
However, we show that for stochastic encoders,
simultaneously attempting to enforce a distri-
bution constraint and minimising an output dis-
tortion leads to a reduction in generative and
reconstruction quality. In addition, attempting
to enforce a latent distribution constraint is not
reasonable when performing disentanglement.
Hence, we propose the variance-constrained au-
toencoder (VCAE), which only enforces a vari-
ance constraint on the latent distribution. Our
experiments show that VCAE improves upon
Wasserstein Autoencoder and the Variational
Autoencoder in both reconstruction and gen-
erative quality on MNIST and CelebA. More-
over, we show that VCAE equipped with a total
correlation penalty term performs equivalently
to FactorVAE at learning disentangled repre-
sentations on 3D-Shapes while being a more
principled approach.
1 Introduction
A common generative model is the variational autoen-
coder (VAE) (Kingma & Welling, 2014; Rezende et al.,
2014). In recent papers, VAE was shown not to learn
meaningful latent representations, i.e., the latent repre-
sentation z becomes statistically independent of the data
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x, if a sufficiently powerful probabilistic decoder is used
(Bowman et al., 2016; Chen et al., 2017; Higgins et al.,
2017a; Alemi et al., 2018). A focus of many recent works
has been to develop generative models based on VAE
that learn meaningful latent representations (Tolstikhin
et al., 2018; Braithwaite & Kleijn, 2018; Zhao et al., 2019;
Alemi et al., 2018; Razavi et al., 2019). Of these systems,
the state-of-the-art Wasserstein Autoencoder (WAE) (Tol-
stikhin et al., 2018) and Bounded Information Rate Vari-
ational Autoencoder (BIR-VAE) (Braithwaite & Kleijn,
2018), are conceptually relatively straightforward as they
do not involve the explicit optimisation of information-
theoretical measures. Consider an encoder QZ|X;φ and
a decoder PX|Z;θ, with parameters φ and θ respectively,
and let X ∼ PD be the data distribution. WAE and BIR-
VAE then minimise a mean output error c and, addition-
ally, attempt to drive the aggregate posterior distribution
qφ(z) =
∫
qφ(z|x)pX(x)dx to a pre-defined prior p(z),
typically an isotropic Gaussian.
WAE authors advocated the use of deterministic encoders,
where the variance of QZ|X;φ is zero. However, (Braith-
waite & Kleijn, 2018) show that using a fixed amount of
encoder stochasticity (e.g., additive white gaussian noise)
in the latent layer during training can be used to prevent
overfitting in situations where limited data is available.
Additionally, in section 3, we discuss how using stochas-
tic encoders during training results in the data-domain
reconstruction cost c encouraging neighbourhoods in the
data domain to remain connected in the latent space. In
contrast, the natural continuity of the encoder network is
the only reason for such preservation of neighbourhood
connectivity when the encoder is deterministic. This ar-
gument suggests that latent space noise is beneficial for
generative modelling tasks, allowing for better sampling.
Stochastic encoders, however, lead to some interesting
challenges.
Consider an extension of WAE that uses stochastic en-
coders implemented by fixed variance additive noise in the
latent layer. We view the stochastic WAE as transmitting
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latent codes, given by the function µφ(x), through a noisy
communication channel. The output of the channel, has
the form z = µφ(x) + , where  ∼ P is a user-defined
distribution. The learned latent representation is jointly
optimised to encode the most important information in
the data (source coding (Cover & Thomas, 2012)) and be
robust to errors introduced by the noisy communication
channel (channel coding (Cover & Thomas, 2012)), so as
to minimise the distortion at the output.
WAE attempts to enforce a pre-specified shape on the
aggregate posterior, QZ;φ, by minimising the divergence
D[QZ;φ||PZ ] (Tolstikhin et al., 2018). In the case of
stochastic encoders, the learned aggregate posterior is
a compromise between PZ and the distribution corre-
sponding to the optimal code that minimises the expected
distortion. This attempt to enforce the desired prior dis-
tribution, PZ , prevents the optimal joint source-channel
code from being learned, negatively effecting reconstruc-
tion performance. This behaviour also affects generative
performance because QZ;φ 6= PZ , and, therefore, an in-
correct distribution is assumed when sampling from the
generative model. In addition, the regularisation of the
aggregate posterior to match PZ is contrary to the objec-
tives of disentanglement. In general, the true generative
latent features for a dataset are not necessarily Gaussian.
In section 6, we observe that when disentangled features
are learnt on 3D-Shapes (Burgess & Kim, 2018), they
do not have a Gaussian distribution. Despite this, many
state-of-the-art disentanglement methods (Higgins et al.,
2017b; Chen et al., 2018; Kim & Mnih, 2018) regularise
the aggregate posterior to have a Gaussian distribution.
Our Contributions:
• In section 3, we demonstrate theoretically that in
the case of the stochastic WAE, the compromise
between the user-defined distribution PZ and the
optimal code that minimises the expected distortion
causes sub-optimal reconstruction and generative
performance.
• In section 4, we propose the Variance Constrained
Autoencoder (VCAE) which applies only a variance
constraint to the aggregate posterior rather than addi-
tionally constraining the shape (like WAE). Then, in
section 6, we demonstrate that VCAE outperforms
the stochastic WAE (a state-of-the-art method) and
VAE in terms of reconstruction quality and genera-
tive modelling on MNIST and CelebA.
• In section 6, we show that VCAE equipped with a
total correlation penalty (TC-VCAE) has equivalent
performance to FactorVAE for the task of disentan-
glement on 3D-Shapes, while also a more principled
disentanglement approach than FactorVAE.
2 Constrained Wasserstein Autoencoder
In this section, we introduce two state-of-the-art latent
variable generative models, the Wasserstein Autoencoder
(WAE) (Tolstikhin et al., 2018) and Bounded Information
Rate Variational Autoencoder (BIR-VAE) (Braithwaite
& Kleijn, 2018). Despite WAE and BIR-VAE being de-
rived from different perspectives, in practice, they are
equivalent. This relationship leads us to the constrained
Wasserstein Autoencoder (cWAE), an information-rate
limited WAE.
Throughout the remainder of this paper, we denote ran-
dom variables by capital letters, e.g., X , and their real-
isations as lower-case letters, e.g., x. Probability den-
sity functions P (X = x) = pX(x) are abbreviated to
p(x), and probability distributions are denoted as PX .
We will primarily deal with data and latent variables
x ∈ Rxdim and z ∈ Rzdim , respectively, where gener-
ally xdim >> zdim.
Both WAE and BIR-VAE have the same setup, with two
stochastic mappings, QZ|X;φ and PX|Z;θ implemented
by neural networks with parameters φ and θ respectively.
QZ|X;φ and PX|Z;θ are referred to as the encoder and
decoder, respectively. The aggregated posterior distribu-
tion is QZ;φ = EX∼PX;D [QZ|X;φ], where PX;D is the
distribution ofX defined by the data. The aggregated gen-
erative distribution is PX;θ = EZ∼QZ;φ [PX|Z;θ]. Lastly,
let PZ be a user-selected distribution.
WAE optimises this aforementioned model by minimis-
ing the Wasserstein distance between PX;D and PX;θ.
In general, the Wasserstein distance is not easily com-
putable. However, when the decoder is implemented by
a deterministic function, denoted µθ(z), the Wasserstein
distance can be written as (Bousquet et al., 2017):
inf
QZ|X;φ: QZ;φ=PZ
EX∼PD EZ∼QZ|X;φ [c(X,µθ(Z))],
(1)
where c(·, ·) can be any distance metric, and QZ;φ is con-
strained to match the user-defined distribution PZ (e.g.,
N (0, Izdim)). WAE takes advantage of this convenient
form of the Wasserstein distance.
The distribution constraint in (1), thatQZ;φ = PZ , cannot
be enforced directly, and must be relaxed using a penalty
function. Hence, (1) is written as the following uncon-
strained optimisation problem for WAE (Tolstikhin et al.,
2018) objective:
minimise
φ,θ
EX∼PD EZ∼QZ|X;φ [c(X,µθ(Z)]
+ λDz[QZ;φ||PZ ],
(2)
where Dz is a divergence and λ (a hyper-parameter) con-
trols the trade-off between minimising the expected dis-
tortion and attempting to enforce the constraint.
We now discuss two motivations for stochastic encoders.
Firstly, it was shown that fixed-variance stochastic en-
coders could be used to prevent overfitting when limited
data is available (Braithwaite & Kleijn, 2018). Secondly,
stochastic encoders explicitly prioritise the local structure
in the data domain to be expressed in the latent structure,
improving generalisation. We expand on this in section 3.
One approach for implementing the stochastic encoders
is using fixed additive noise (Braithwaite & Kleijn, 2018).
In this case, for a given x, Z ∼ QZ|x;φ has the form
z = µφ(z) +  where  ∼ P and P is a user-defined
distribution. WAEs with stochastic encoders can also be
implemented (Rubenstein et al., 2018a) using the repa-
rameterisation trick (Kingma & Welling, 2014; Rezende
et al., 2014). In this case, QZ|X;φ is a diagonal Gaussian
and both the mean and variance of QZ|X;φ are a function
of X . A disadvantage with the latter approach is that in
practice, the variance of QZ|X;φ can decay to 0 (Ruben-
stein et al., 2018a), removing any noise in the latent layer.
We chose to implement the stochastic encoders using the
method of (Braithwaite & Kleijn, 2018), primarily be-
cause fixing the variance of the noise means it cannot
decay to 0. Additionally, the method of (Braithwaite &
Kleijn, 2018) is simpler than the of approach (Rubenstein
et al., 2018b) and, as discussed below, allows the mutual
information between X and Z to be explicitly controlled.
A constrained optimisation problem for WAE with Gaus-
sian stochastic encoders can now be formulated. Let
P = N (0, σ2 · Izdim), where σ2 is a hyper-parameter.
Additionally, let PZ = N (0, Izdim), as is commonly
done. Then, an extended version of WAEs objective (2)
that includes stochastic encoders can be written as:
minimise
φ,θ
EX∼PD EZ∼QZ|X;φ [c(X,µθ(Z)]
+ λDz[QZ;φ‖N (0, Izdim)]
subject to EQZ|X;φ [(Z − EQZ|X;φ [Z])2] = σ2 Izdim .
(3)
We now introduce concepts relating to source and channel
coding. Let X be a set of data-points, then the func-
tion C : X → Σ is a code, where Σ is an alphabet
of codewords. For x ∈ X , C(x) is the codeword asso-
ciated with x. A communication channel is defined as
p(z|C(x)), where z is the output of the channel. The
objective of channel coding is to minimise the overall
distortion (e.g., L1 or L2 error) between the input and
reconstructed data points after the channel. The chan-
nel capacity, M, is the theoretical maximum amount of
information that can be transmitted through the channel.
Only in the case of infinite-delay does the optimal code
achieve the maximum channel capacity. In the cases of
finite-delay, the optimal code will not necessarily reach
this bound. To computeM , first we construct the joint dis-
tribution PX,C(X) = PX|C(X) · PC(X), then M is given
by:
M = sup
PC(X)
I(X;C(X)), (4)
under a constraint on the power of transmission, i.e.,
the summed variance of each dimension of Z = C(X)
is constrained to be v, a hyper-parameter. Since
Iφ(Z;C(X)) = H(C(X)) − H(Z|C(X)), for a fixed
channel P, M corresponds to choosing QZ;φ with maxi-
mum entropy. Therefore, for infinite-delay, the optimal
distribution of codewords is a symmetric Gaussian.
A stochastic WAE can be interpreted as transmitting a
code, given by µφ(x), through a noisy AWGN chan-
nel. The channel is defined by z = µφ(x) + , where
 ∼ N (0, σ2 ) and σ2 is a hyper-parameter. Hence, for
a fixed Qφ(Z), increasing σ2 decreases the theoretical
channel capacity, limiting the number of bits that can be
transmitted by the latent layer. We denote this model
the constrained Wasserstein Autoencoder (cWAE), as it
is information rate limited. cWAE is equivalent to the
Bounded Information Rate Variational Autoencoder.
cWAE attempts to enforce a Gaussian distribution on the
output of the encoder, which in the infinite-delay case
would correspond to the optimal specification of the la-
tent code. However, this situation has finite-delay, and as
a consequence, this attempt to specify the shape of the ag-
gregate posterior causes a reduction in reconstruction and
generative performance. We discuss the disadvantages of
cWAE in the following section.
3 Drawbacks of cWAE
In this section, we introduce and discuss the drawbacks
of cWAE. Primarily, this section looks at how the spec-
ification of a desired latent distribution causes a higher
expected distortion at the output.
We first build on concepts introduced in the previous
section with the following definitions. A source coder
compresses the input dataset, removing redundancy to
express data points in as few bits as possible. On the
other hand, a channel coder introduces redundancies to
make the codewords robust to transmission over a noisy
communication channel. Lastly, a joint source-channel
coder performs both source and channel coding simulta-
neously. The separation theorem (Shannon, 1948) proves
that source and channel codes can be optimised indepen-
dently. However, this theorem relies on infinitely long
codes, something that does not hold in practice. Con-
sequently, using a joint source-channel coder can lead
to lower expected distortion compared with performing
source and channel coding individually.
We now return to the interpretation of cWAE as trans-
mitting latent codes across a communication channel and
minimising the expected distortion. In this interpreta-
tion, the encoder function µφ(x) represents the code and
z = µφ(x) +  represents its noisy transmission through
the channel, where  ∼ P is a zero-mean distribution de-
fined by the user. Hence, cWAE is a joint source-channel
coder. Learning binary joint source-channel codes has
previously been explored (Choi et al., 2018).
Typically, cWAE attempts to enforce a Gaussian distribu-
tion on its aggregate posterior, maximising the amount
of information being transmitted across the channel for a
given restriction on the transmission power. In the case
of infinite delay, this would correspond to the optimal
distribution of codewords. However, the situation we are
considering is not infinite-delay, but rather finite-delay.
For transition over an AWGN communication channel
with finite-delay, a Gaussian distribution at the output of
the encoder is optimal (results in minimum mean square
error) only if the input data are Gaussian. In general, the
optimal distribution of codewords is dependent on the
data distribution (Akyol et al., 2010). In the following
arguments, we first decompose the mean reconstruction
cost used as the objective function for cWAE, revealing
why stochastic encoders cause preservation of data do-
main connectivity in the learned representation. These
observations then lead to the result that the latent repre-
sentation depends on the data distribution. Hence, the
conclusion that attempting to enforce a distribution on the
aggregate posterior negatively affects reconstruction and
generative performance.
Proposition 1. Let µφ : X → Z and µθ : Z → X be
differentiable functions, and let  ∼ P be a zero-mean
distribution with variance σ2 . The encoding operation is
defined as Z = µφ(X) + , and the decoding operation
is Xˆ = µθ(Z). Then, for sufficiently small σ2 :
E[‖x− xˆ‖22] = ‖x− µθ(µφ(x))‖22
+ σ2 ‖Jµθ (µφ(x))‖2F , (5)
where Jµθ is the Jacobian of the decoder function µθ.
Proposition 1 (proof in section A.1 of the appendix) shows
that minimising the mean square reconstruction cost un-
der the imposed conditions results in an objective regu-
larised by the Jacobian of the decoder. A similar idea
has been previously explored twice. The first case is
the de-noising autoencoder (Vincent et al., 2008), where
adding noise in the input domain results in an objective
similar to (5), but minimises ‖Jµθ◦µφ(X)‖2F , instead of
‖Jµθ (µφ(x))‖2F (Bishop, 1995). The second case is the
Contractive Autoencoder (CAE) (Rifai et al.), which ex-
plicitly adds the Frobenius norm of the decoder’s Jaco-
bian to the standard autoencoder objective. The authors
of CAE find this regularisation results in a learned repre-
sentation that better represents the data and is robust to
perturbations in the input domain.
The squared Frobenius norm of a matrix is equal to the
sum of the squared singular values. Additionally, the
Lipschitz norm of a matrix is given by its largest singular
value. Therefore, for a matrix A, we have the following:
‖A‖2F =
∑
si(A) ≥ max si(A) = ‖A‖Lip,
where si is the ith singular value. Consequently,
‖Jµθ (µφ(x))‖2F is an upper bound on the Lipschitz value
of the local transform defined by the Jacobian of µθ. This
analysis affords the interpretation of the objective as regu-
larising the local Lipschitz value of µθ(z) for the neigh-
bourhood of each µφ(x). The expressive power of µθ(z)
is restricted by this regularisation. This argument also
demonstrates why VCAE preserves data-domain connec-
tivity in the latent representation: optimising the mean
squared error resulting from a small noise addition  in Z
means that the system attempts to make a neighbourhood
of any realisation of Z correspond to a neighbourhood
of Xˆ = µ−1φ (Z). The final result is that nearby points in
Z are nearby points in X and that the mapping is, there-
fore, smooth. If the latent distribution is left entirely
unconstrained, then its variance will grow without bound.
Hence, at minimum, a constraint on the variance is re-
quired. If both PD and the variance of Z are specified,
then an optimisation problem for QZ;φ is obtained.
Preservation of data-domain connectivity in the latent rep-
resentation necessarily means that the structure of the ag-
gregate posterior depends on the data distribution. There-
fore, we see that when enforcing a pre-specified distribu-
tion, PZ , on the aggregate posterior, QZ;φ, the resultant
learned shape will be a compromise between PZ and
what is optimal for minimising the mean reconstruction
cost. Hence, causing degradation in both reconstructive
and generative performance. Reconstruction performance
is affected because the mean reconstruction cost is not
minimised. On the other hand, generative performance
is affected because the latent distribution is not equal to
what was enforced. Thus, when sampling from the model,
an incorrect latent distribution is assumed.
4 Variance Constrained Autoencoder
In this section, we introduce the Variance Constrained
Autoencoder (VCAE), a generative model with the same
structure as cWAE, but which applies a variance constraint
to the aggregate posterior QZ;φ, rather than constraining
its shape. The motivation for this change in constraints
is the argument presented in section 3, where we discuss
issues with enforcing a shape on the latent distribution
x µφ(x) +
 ∼ p;φ
z NF (z) w NF−1(w) z PX|Z;θ xˆ
Figure 1: VCAE Architecture. In the diagram the normalising flows are given by NF (z) = fw(. . . f1(z) . . . ).
when using stochastic encoders.
The Variance Constrained Autoencoder (VCAE) is made
up of two probabilistic mappings,QZ|X;φ andPX|Z;θ, the
encoder and decoder, respectively. QZ|X;φ and PX|Z;θ
are implemented by neural networks with parameters
φ and θ, respectively. The probabilistic encoder is im-
plemented by adding noise to a deterministic mapping:
z ∼ QZ|x;φ has the form z = µφ(x) + , where  ∼ P is
a user-defined distribution. It is common to use the mean
of the decoder as output (Braithwaite & Kleijn, 2018;
Tolstikhin et al., 2018) denoted xˆ = µθ(z), and we do
so here as well. The aggregate posterior and generative
distributions are defined as before.
The principle of VCAE is to maximise the likelihood of
the data while constraining the variance of the aggregate
posterior. This is in contrast to WAE (and BIR-VAE),
where QZ;φ is regularised to be a pre-specified distribu-
tion. We write VCAE’s objective as:
maximize
φ,θ
EX∼PD EQZ|X;φ [log pX|Z;θ(X|Z)]
subject to EZ∼QZ;φ [||Z − EZ∼QZ;φ [Z]||22] = v,
(6)
PD is the data distribution and v a hyper-parameter speci-
fying the desired total variance. We relax the constraint
in (6) using a penalty function, giving:
maximize
φ,θ
EX∼PD EZ∼QZ|X;φ [log pθ(X|Z)]
− λ |EZ∼QZ;φ [||Z − EZ∼QZ;φ [Z]||22]− v|, (7)
an unconstrained optimisation problem where λ is a hyper-
parameter controlling the trade-off between maximising
the likelihood and approximating the variance constraint.
The variance penalty is computed per batch.
We can similarly view VCAE as transmitting datapoint
encodings over a noisy communication channel. The
code is given by µφ(x) and the channel is defined by
the choice of the distribution P, where the output from
the channel is z = µφ(x) + . Therefore, like cWAE,
this affords the interpretation of VCAE as a joint source-
channel coder. However, in this case, only the variance of
the aggregate posterior is constrained. This is in contrast
to the cWAE which restricts the shape to be that of a
pre-defined distribution PZ . This change in constraints
means that the learned latent distribution is no longer
a compromise between the desired prior, PZ , and the
optimal distribution of the joint source-channel code that
minimises the expected distortion. Consequently, for
VCAE, a lower distortion can be achieved.
For WAE, the aggregate posterior QZ;φ is regularised to
be the user-defined distribution PZ , which theoretically
allows for easy sampling from the generative model. In
the case of VCAE, the aggregate posterior QZ;φ is not
known and therefore sampling from the trained generative
model is not directly possible. To facilitate sampling, a
chain of normalising flows transforms QZ;φ into a known
distribution (selected by the user before training). Since
normalising flows are invertible, this transform can be
undone before the decoder. Consequently, this operation
does not affect the training of the encoder or decoder and
thus can be trained as a subsequent step. Moreover, if
sampling is not required, then these normalising flows
need not be trained.
Let PW be a user-defined distribution (e.g. unit Gaussian),
which will be transformed into our aggregate posterior
QZ;φ using a chain of normalising flows. Let f1, ..., fm
be the set of invertible and continuous functions. Denote
wn = fn(wn−1), where w0 ∼ PW , this induces the p.d.f
qˆψ(wm) (where ψ represents the parameters of the fi’s),
which we can write as:
qˆψ(wm) = pw(w0)
m∏
k=1
|det ∂fk
∂wk−1
|−1. (8)
We wish to optimise the functions f1, ..., fm so that
QˆWm;ψ = QZ;φ, something that can be achieved by max-
imising the log-likelihood of samples mapped inversely
though the normalising flows, given by:
maximize
ψ
EZ∼QZ;φ [log pW (f
−1
1 (· · ·f−1m (Z) · ··))].
(9)
We choose normalising flows to implement this trans-
formation because they are well defined and provide a
convenient method for constructing an invertible trans-
form from a known p.d.f p(w) to the unknown p.d.f that
describes our learned latent representation qz;φ(z). How-
ever, it is important to note that the VCAE system is not
restricted to normalising flows, and any method of approx-
imating the aggregate posterior can be used. Figure 1 is a
diagram of the VCAE architecture and Algorithm 1 (given
in section B of the supplementary material) describes an
implementation of the VCAE, where we assume PX|Z;θ
is a symmetric Gaussian permitting the use of the mean
squared error (MSE) at the decoder output.
While not immediately knowing QZ;φ is a limitation of
VCAE, this issue is often also present for cWAE. In the
case of cWAE, the aggregated posterior QZ;φ is regu-
larised to be PZ . However, after training, QZ;φ is a com-
promise between PZ and the distribution of latent vectors
that is optimal with respect to minimising the expected
reconstruction error. Therefore, the aggregate posterior is
also not known in the case of cWAE. This result is demon-
strated experimentally in section C.4 of the supplementary
material, and by the discrepancy between the FID scores
for WAE with the assumed prior PZ and approximated
aggregate posterior (shown in table 2).
Similarly to cWAE, (4) shows that there exists an up-
per bound on the mutual information between X and
Z for VCAE. In the experimental section of this pa-
per, we choose P = N (0, σ2 · Izdim) and v = zdim,
where σ2 ≤ 1 is user-defined. In this case, the up-
per bound on the information rate can be computed as:
Ibits =
zdim
2 log2(
1
σ2
). For a fixed v, increasing σ2 de-
creases the maximum information rate. On the other
hand, decreasing σ2 allows higher information through-
put. However, setting σ2 too low can allow overfitting
(Braithwaite & Kleijn, 2018).
As previously mentioned, VCAE is a natural model for
learning disentangled representations. This is because:
1) VCAE allows a flexible latent distribution; 2) Using
stochastic encoders enforces a smooth latent represen-
tation, in which local neighbourhoods of points in the
data domain are maintained in the latent space. To fa-
cilitate disentanglement, a penalty term can be added to
VCAE’s objective which enforces independence between
z1, ..., zzdim , the different latent features. The penalty
term used will be a total correlation (TC) penalty term:
DKL[QZ;φ||
∏
iQZi;φ], following (Kim & Mnih, 2018;
Chen et al., 2018). To implement the TC penalty, we use
the method of (Kim & Mnih, 2018). We denote VCAE
equipped with the TC penalty as Total Correlation VCAE
(TC-VCAE). The impossibility result of (Locatello et al.,
2019) states that disentanglement is, in general, impossi-
ble for factorised priors and that the reason many disen-
tanglement methods work in practice is because of their
implicit assumptions of the model. VCAE also enforces
a factorised prior, but optimises for the conserving of
data-domain connectivity in the latent space.
5 Related Work
VAE + NF (Rezende & Mohamed, 2015) and VAE + IAF
(Kingma et al., 2016) are two extensions on VAE which
apply normalising flows to the distribution QZ|X;φ dur-
ing training, to allow a more flexible latent distribution.
VCAE relies on normalising flows to facilitate sampling
from the trained generative model. However, these flows
can be trained as a secondary process and are only neces-
sary when sampling is required; this is in contrast to VAE
+ NF/IAF, where the flows are always needed and must
be trained along with the rest of the system.
Two recent disentanglement models, FactorVAE (Kim &
Mnih, 2018) and β-TCVAE (Chen et al., 2018) extend
VAE with a total correlation penalty term. These afore-
mentioned methods have been shown to perform well on
disentanglement tasks. However, both methods maximise
the ELBO, which can be seen as actively working against
the task of disentanglement because the KL-divergence
term is at a minimum when X and Z are independent.
WAE has been used for disentanglement by enforcing a
factorised prior (Rubenstein et al., 2018a). In addition,
these aforementioned methods all attempt to enforce a
user-defined shape on the aggregate posterior. In section
6.4, we show that this constraint does not align with the
objectives of disentanglement. TC-VCAE is, therefore,
a more principled disentanglement approach as it allows
the shape of the aggregate posterior to vary.
(Ghosh et al., 2020) implement VAE’s encoder determin-
istically instead applying L2 regularisation, spectral nor-
malisation (Miyato et al., 2018), or gradient penalty (Gul-
rajani et al., 2017) to the decoder function. The proposed
model was shown to outperform the VAE and WAE in
terms of reconstruction and generative performance. How-
ever, unlike VCAE, the method proposed in (Ghosh et al.,
2020) still enforces a prior distribution, and does not con-
sider the associated information-theoretic disadvantages.
Generative Latent Flow (GLF) (Xiao et al., 2019) was also
developed concurrently to VCAE. In GLF, a deterministic
autoencoder is trained and regularised by a normalising
flow mapping from the AE latent space to a unit Gaussian.
While GLF is similar in structure to VCAE, (Xiao et al.,
2019) do not address the importance of latent noise, the
relationships to cWAE and information theory nor is a
connection to disentanglement made.
6 Experiments
In this section, we compare VCAE against VAE, VAE
+ IAF and WAE. A complete description of the experi-
mental setup, including network architectures and hyper-
parameters, is given in Appendix B. A description of how
the models are compared fairly is also given in the ap-
pendix. To summarise, we select the VCAE variance
constraint such that it has the same maximum encoding
channel capacity as cWAE. Additionally, we select hyper-
parameter settings for all models, which result in the
respective constraints being sufficiently enforced. Sample
implementations for VCAE are available.1
We first give two toy examples in section 6.1, demon-
strating the efficacy of VCAE over cWAE. Then, in sec-
tion 6.2, we experiment with preventing overfitting using
stochastic encoders. In section 6.3, we evaluate VCAE’s
generative modelling performance. Next, in section 6.4,
we equip VCAE with a total correlation penalty term
(denoted TC-VCAE) and evaluate its disentanglement
performance. An auxiliary experiment in section C.4 of
the supplementary material investigates the structure of
the latent space for VCAE and cWAE on MNIST, before
and after applying the normalising flows.
6.1 Toy Experiments
In this section, we present two toy experiments that show
specific situations where VCAE outperforms cWAE. First,
we consider a dataset generated from a mixture of four
two-dimensional Gaussians (MoG)(shown in figure 2a)
and projected into a 100-dimensional space. Secondly, we
look at models trained on MNIST with a two-dimensional
latent space. These toy examples demonstrate the need for
and utility of VCAE. In both cases, attempting to enforce
a Gaussian distribution on QZ;φ causes a degradation in
performance.
Figures 2b & 2c show the representations learned by
VCAE and cWAE respectively, when trained on this MoG
dataset. cWAE enforces a Gaussian distribution, but this
comes at the cost of performance, cWAE and VCAE
achieve 0.13 and 0.067 MSE, respectively.
For the second experiment, we look at how these methods
perform on the MNIST dataset, with two latent features
to facilitate analysis. We find that a large regularisation
parameter is required to ensure the desired distribution
is enforced for cWAE. Moreover, this prior regularisa-
tion negatively affects performance. VCAE achieves
training/testing reconstruction errors of 25.52/27.67, and
cWAE achieves 30.09/31.50. Figures 2d & 2e show the
latent representations learned by VCAE and cWAE, re-
spectively. Histograms of the features learned by VCAE
and cWAE are provided in section C.1 of the appendix.
These histograms confirm that cWAE’s distribution is
close to a unit Gaussian, while VCAE’s is not.
1See supplementary material for code.
6.2 Overfitting
In this section, we trained VCAE, (c)WAE and VAE on
the ReducedMNIST problem, a 600 element subset of
the MNIST training data, to demonstrate that the use of
stochastic encoders can prevent overfitting. For these ex-
periments let dVCAE refer to VCAE with a deterministic
encoder. The experimental setup for the following experi-
ments is in section B.1 of the supplementary material.
Table 1 show the results from these experiments, demon-
strating that using stochastic encoders does indeed reduce
the degree of overfitting as both VCAE and cWAE im-
prove on WAE and dVCAE. Additionally, VCAE further
reduces the amount of overfitting when compared to an
equivalent (c)WAE. Lastly, we see the benefit of fixed
rather than variable latent noise by observing that VCAE
and cWAE improve upon VAE. In this case, VAE had a
larger degree of overfitting because the variance in the
latent dimension can be driven to zero, maximising per-
formance on the training set but reducing generalisation.
Table 1: Training/testing errors for several models trained
on the ReducedMNIST dataset. The noise distribution is
given in brackets next to the model name.
Model Train Err Test Err
VCAE ( ∼ N (0, 0.2)) 22.16 41.96
cWAE ( ∼ N (0, 0.2)) 18.06 44.56
VCAE ( ∼ N (0, 0.1)) 17.02 47.39
cWAE ( ∼ N (0, 0.1)) 15.19 47.39
dVCAE ( = 0) 16.56 53.16
WAE ( = 0) 14.79 58.50
VAE 10.45 53.32
6.3 Generative Quality: MNIST & CelebA
In this section, we compare the generative and reconstruc-
tive performance of VCAE, cWAE, VAE, and VAE + IAF
on the two datasets MNIST and CelebA. These models
are compared using training set errors, testing set errors,
and Fréchet Inception Distance (FID) scores (Heusel et al.,
2017). When reporting FID scores for WAE and VAE, we
investigate two situations, one where the assumed prior
is used (N (0, 1)), and the other where the true latent dis-
tribution is learned using normalising flows. The latter
allows for a fair comparison with VCAE. Sections B.3
& B.4 of the appendix give the experimental setup for
the MNIST and CelebA experiments, respectively. These
sections contain results for different settings of λ for both
cWAE and VCAE.
Table 2 shows a quantitative comparison between VCAE,
cWAE, VAE and VAE + IAF. The results show that both
in the case of MNIST and CelebA, VCAE achieves the
(a) Data. (b) VCAE. (c) cWAE. (d) VCAE. (e) cWAE.
Figure 2: Left three figures are the underlying MoG data and representations learned by VCAE and cWAE on a Mixture
of Gaussians dataset. Right two figures are representations learned by VCAE and cWAE on MNIST.
Table 2: Experimental results show training/testing error and FID scores (smaller is better) for models trained on
MNIST and CelebA. In the case of FID scores, the column labelled PZ refers to assuming the latent distribution is
N (0, Izdim) and the column QˆZ;φ refers to when the latent distribution is learned using normalising flows. FID scores
are computed using 10000 testing set images and sampled images.
MNIST CelebA
Reconstruction (L2) Samples (FID) Reconstruction (L2) Samples (FID)
Train Err Test Err PZ QˆZ;φ Train Err Test Err PZ QˆZ;φ
VAE 6.16 8.72 23.20 23.03 85.45 100.16 58.84 54.19
VAE + IAF 6.65 7.91 29.30 96.18 120.82 50.73
cWAE 1.36 5.36 30.08 8.22 63.22 96.04 61.29 47.09
cVCAE 1.36 5.15 7.68 62.76 94.40 43.14
lowest testing set (mean square) error and the lowest FID
score (lower is better) out of all other models. Figure
3 displays samples from each of the generative models
trained on CelebA. A qualitative comparison of figure 3
shows that VCAE and WAE consistently produces higher
quality samples than both VAE and VAE + IAF. In section
C.3, nearest neighbours (in the training set) of generations
for these models trained on CelebA are displayed, show-
ing that overfitting has not occurred. Figure 7, which is
found in section C.2 of the supplementary material, gives
a qualitative comparison of the models trained on MNIST.
Analysis of figure 7 yields the same results as were found
for CelebA.
6.4 Disentanglement on Shapes3D
In this section, we evaluate VCAE’s ability to learn disen-
tangled representations when equipped with a total cor-
relation penalty term. This extended model is called TC-
VCAE. As a reference system, we used cWAE equipped
with the same total correlation penalty term, denoted TC-
cWAE. Additionally, we compare against the state-of-
the-art FactorVAE (Kim & Mnih, 2018). A complete
description of the setup for these experiments is given
in section B.5 of the supplementary material. We eval-
uate these models on the 3D-Shapes (Burgess & Kim,
2018) dataset. The disentanglement metric used to give
the following results is from (Kim & Mnih, 2018).
Table 3 shows the final errors and disentanglement scores
Table 3: Error and disentanglement score for best per-
forming (score) TC-VCAE, TC-cWAE and FactorVAE
TC-VCAE TC-cWAE FactorVAE
Error 3538 3531 3522
Score 0.93 0.58 0.93
for the best performing models. TC-VCAE and Factor-
VAE had very similar results, both outperforming TC-
cWAE. Careful examination of the latent traversals in
figure 4 shows that both TC-VCAE and FactorVAE have
captured room orientation, wall hue and floor hue. TC-
cWAE fails to capture any. It is important to note that
FactorVAE (Kim & Mnih, 2018) achieves a higher dis-
entanglement score, of 1.0 in (Kim & Mnih, 2018) than
what was obtained here. In (Locatello et al., 2019), the
authors discuss that the initialisation is more important for
successfully performing disentanglement than the hyper-
parameter configuration. In section C.5 of the appendix,
we display results from five runs of these models, demon-
strating the variation in performance.
In section C.6 of the supplementary material, further anal-
ysis is given, in the form of histograms of the learned
representations as well as a larger traversal. Examining
the feature histograms shown in the supplementary ma-
terial demonstrate that the features which are closer to
Gaussian, do not correspond to a disentangled feature. In
general, the underlying factors of generation for a dataset
(a) Original Test Set (b) VCAE (c) cWAE (QˆZ;φ) (d) VAE + IAF (e) VAE (QˆZ;φ)
Figure 3: Samples taken from generative models trained on the CelebA dataset.
(a) TC-VCAE (b) TC-cWAE (c) FactorVAE
Figure 4: Reconstructions and latent traversals models trained on 3D-Shapes. The first two rows show original images
and their reconstructions, respectively. The remaining rows show a latent traversal of each feature.
will not be Gaussian. Consequently, attempting to enforce
a Gaussian, or any other shape on the aggregate posterior
does not align with the task of disentanglement.
The objectives of both TC-cWAE and FactorVAE are
enforcing Gaussianity on the aggregated posterior, but
are relying on Gaussianity not being enforced to perform
disentanglement. On the other hand, VCAE does not
enforce any shape on QZ;φ. Consequently, where the
objectives of TC-cWAE and FactorVAE are contradictory
for disentanglement, VCAE’s objectives are not.
7 Conclusion
Enforcing a desired prior distribution on the aggregate
posterior of a generative model such as the Wasserstein
Autoencoder (WAE) facilitates sampling. However, when
stochastic encoders are used, this latent distribution con-
straint negatively affects the model’s reconstruction and
generative quality. This issue arises because achieving the
minimum expected reconstruction error corresponds to a
particular specification of the aggregate posterior QZ;φ.
By attempting to enforce QZ;φ = PZ , the optimisation
process must find a compromise between PZ and the
optimal specification.
This paper proposed the Variance Constrained Autoen-
coder (VCAE), which only constrains the variance of
the aggregate posterior rather than constraining its shape.
This change in constraints means that the shape of the
latent distribution is no longer regularised to conflict with
the expected distortion. After training, the distribution
of the aggregate posterior QZ;φ is not known. Therefore,
to facilitate sampling from the trained VCAE, a chain of
normalising flows can be optimised as a secondary stage,
learning an invertible transform from a user-defined dis-
tribution PW to the aggregate posterior QZ;φ.
Our experimental results showed that VCAE outperforms
VAE, VAE + IAF and cWAE in terms of reconstruc-
tion and generative performance on MNIST and CelebA.
Moreover, VCAE is a more principled approach for learn-
ing disentangled representations as it does not assume
a prior. Observing histograms of learned features from
FactorVAE and TC-WAE demonstrated that a constraint
on the latent distribution shape was counterproductive
for disentanglement. Hence, providing evidence that the
objectives of TC-cWAE and FactorVAE are contrary to
disentanglement, whereas VCAE objective facilitates the
task. When VCAE is equipped with a total correlation
penalty term, it performs as well as FactorVAE for the
task of disentanglement on 3D Shapes.
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A Proofs
A.1 Proof of Proposition 1
Proof. Let µφ : X → Z and µθ : Z → X , the encoding
and decoding operations respectively, be differentiable
functions. Let  ∼ P be a zero-mean distribution with
variance σ2 . For sufficiently small , we can approximate
the decoding operation as:
µθ(µφ(x)) + Jµθ (µφ(x)),
where Jµθ (µφ(x)) is the Jacobian of the decoder at point
µφ(x). The reconstruction cost can therefore be written
as:
c(x, xˆ) = E[‖x− xˆ‖22]
= E[‖(x− µθ(µφ(x))) + Jµθ (µφ(x))‖22].
To facilitate analysis of this objective, let a = x −
µθ(µφ(x)) and b = Jµθ (µφ(x)). Then:
E[(ai + bi)
2] = a2i + E[b
2
i ] + E[aibi]∑
i a
2
i is simply the square error between x and
µθ(µφ(x)). Now consider the second term, bi is the dot
product between the ith row of Jµθ (µφ(x)) (denote as Ji
for simplicity) and :
E[b
2
i ] = E[(Ji · )2]
= E[(Ji · )(T · JTi )]
= σ2
∑
k
[Jk · JTk ]
= σ2 ‖Jµθ (µφ(x))‖22.
The final term is zero because P is a zero-mean distribu-
tion. Therefore, as required, we have:
E[‖x− xˆ‖22] = ‖x− µθ(µφ(x))‖22
+ σ2 ‖Jµθ (µφ(x))‖2F .
B Experimental Setup
In this section, we give a complete description of the
setups for all experiments that were run in section 6. The
models evaluated are VAE, VAE + IAF, WAE and VCAE.
We chose VAE + IAF over VAE + NF because it uses a
more powerful class of functions which perform better in
higher dimensions.
The implementation of VCAE follows Algorithm 1, and
the implementation of WAE, VAE and VAE + IAF follow
from their respective papers. In the case of WAE, we only
consider the MMD-WAE, where the Maximum Mean
Discrepancy (MMD) Gretton et al. (2012) is implemented
using the inverse multi-quadratic (IMQ) kernel, k(x, y) =
C/(C + ‖x − y‖22), as used in Tolstikhin et al. (2018),
where kernel parameterC is given by 2·zdim·σ2z . For each
given experiment, all models use the same neural network
structure, the only exception being in the case of VAE
and VAE + IAF, where the encoder outputs additional
information. In the case of VAE, a final linear layer of
the encoder outputs two vectors of length zdim, µφ(x)
and Σφ(x), representing the mean and standard deviation
of QZ|X;φ. Additionally, in the case of VAE + IAF, the
encoder outputs another vector of zdim length (for a total
of three) which is provided as an additional input to the
normalising flows, as per the standard implementation
Kingma et al. (2016).
We note that table 4 describes the neural network architec-
tures used in each experiment. The encoder/decoder struc-
ture for MNIST and CelebA follows that of Tolstikhin
et al. (2018), and the structure for 3D shapes follows that
of Kim & Mnih (2018).
Algorithm 1 VCAE algorithm with the assumption that
PX|Z;θ is a symmetric Gaussian. Let Lm and Ln be the
number of minibatches used to train the encoder/decoder
and normalising flows respectively.
Input signal data xi
Output Optimised parameters θ∗, φ∗
set noise distribution P;φ
set weight λ
set paramater v
initialise parameters θ, φ
for each minibatch l ∈ Lm do
x¯l ← current minibatch
z¯ ← µφ(x¯l) + ¯, ¯ ∼ P;φ % encoder
xˆ← µθ(z¯) % decoder
L←MSE(xˆ, x¯l) + λ |var(z¯)− v|
(θ, φ)← +Adam update of θ, φ to minimise L
end for
initialise f1, ..., fm
qψ(w)← p(w) ·
∏m
i=1 |det ∂fi(wi−1)∂wi−1 |−1
for each minibatch l ∈ Ln do
x¯l ← current minibatch
z¯ ← µφ(x¯l) + ¯, ¯ ∼ P;φ % encoder
Lnf ← − 1|x¯l|
∑|x¯l|
j=1[log qψ(z¯j)]
ψ ← +Adam update of ψ to minimise Lnf
end for
Table 4: Description of neural network architectures used by the experiments in this paper. Conv refers to a 2D
convolutional layer with parameters nf (number of filters), ks (kernel size) and s (stride). Similarly TConv refers to a
2D transpose convolutional layer with the same parameters. BN refers to a batch normalisation layer and ReLU refers
to the non-linear Rectified Linear Unit activation function.
MNIST
Encoder Decoder
x ∈ R28×28
Conv[nf=128, ks=4, s=2], BN, ReLU
Conv[nf=256, ks=4, s=2], BN, ReLU
Conv[nf=512, ks=4, s=2], BN, ReLU
Conv[nf=1024, ks=4, s=2], BN, ReLU
Flatten
Dense[16]→ µφ(x)
z ∈ R16
Dense[7× 7× 1024]
Reshape[(-1, 7, 7, 1024)]
TConv[nf=512, ks=4, s=2], BN,ReLU
TConv[nf=256, ks=4, s=2], BN,ReLU
TConv[nf=1, ks=4, s=1]→ xˆ
CelebA
Encoder Decoder
x ∈ R64×64×3
Conv[nf=128, ks=5, s=2], BN, ReLU
Conv[nf=256, ks=5, s=2], BN, ReLU
Conv[nf=512, ks=5, s=2], BN, ReLU
Conv[nf=1024, ks=5, s=2], BN, ReLU
Flatten
Dense[64]→ µφ(x)
z ∈ R64
Dense[8× 8× 1024]
Reshape[(-1, 8, 8, 1024)]
TConv[nf=512, ks=5, s=2], BN,ReLU
TConv[nf=256, ks=5, s=2], BN,ReLU
TConv[nf=128, ks=5, s=2], BN,ReLU
TConv[nf=3, ks=5, s=1]→ xˆ
3D Shapes
Encoder Decoder
x ∈ R64×64×3
Conv[nf=32, ks=4, s=2], ReLU
Conv[nf=32, ks=4, s=2], ReLU
Conv[nf=64, ks=4, s=2], ReLU
Conv[nf=64, ks=4, s=2], ReLU
Flatten
Dense[256]
Dense[6]→ µφ(x)
z ∈ R6
Dense[256], ReLU
Dense[4× 4× 64], ReLU
Reshape[(-1, 4, 4, 64)]
TConv[nf=64, ks=4, s=2], ReLU
TConv[nf=32, ks=4, s=2], ReLU
TConv[nf=32, ks=4, s=2], ReLU
TConv[nf=3, ks=4, s=2]→ xˆ
Table 5: Description of normalising flow architectures used by the experiments in this paper. MAF stands for Masked
Autoregressive Flow Papamakarios et al. (2017). There is a Permutation layer in-between each MAF as this improves
performance Papamakarios et al. (2017).
MNIST CelebA
z ∈ R16
MAF[64, 64], 5× {Permutation,MAF[64, 64]}
LinearScale,LinearShift→ w ∼ N (0, 1)
z ∈ R64
RealNVP[256, 256, 256], 7× {Permutation,
RealNVP[256, 256, 256]}
→ w ∼ N (0, 1)
B.1 Overfitting
For these experiments, we used the encoder/decoder struc-
ture outlined in table 4 under the MNIST heading. To
outline the effect of overfitting we train on a reduced
version of MNIST dataset (we denote this dataset Re-
ducedMNIST), which consists of a 600 sample subset of
the training data. For VCAE we select λV CAE = 2, and
v = 2. In the case of WAE, we select λWAE = 100, and
PZ = N (0, I2). A number of experiments were run with
different choices for P (for VCAE and WAE), these are
N (0, 0.2 · I2), N (0, 0.1 · I2) and  = 0 (no noise).
During the training of these models, the Adam optimiser
was used with an initial learning rate of 1× 10−4 and no
learning rate schedule. A batch size of 200 was used in
all cases.
B.2 Latent Space Analysis
For these experiments, we used the encoder/decoder struc-
ture outlined in table 4 under the MNIST heading. For
VCAE we select λV CAE = 1, and v = 2. In the case of
WAE, we select λWAE = 100, and PZ = N (0, I2). We
selected P = N (0, 0.01 · I2).
During the training of these models, the Adam optimiser
was used with an initial learning rate of 1× 10−4 and no
learning rate schedule. A batch size of 200 was used in
all cases.
B.3 MNIST
In this section, we describe the setup for the experiments
comparing the generative and reconstructive quality of
VCAE, cWAE, VAE and VAE+IAF on MNIST.
B.3.1 Model Setup
For this experiment we use the encoder/decoder setup
described under the MNSIT heading in table 4. For all
experiments we chose zdim = 16. In the case of VCAE
and cWAE, chose P = N (0, 0.05·I16). The normalising
flow architecture used for these experiments is given in
table 5 under the MNIST heading.
During training, we used a batch size of 100 in all cases.
For VCAE, WAE and VAE we used an Adam optimiser
with an initial learning rate of 1× 10−3, for VAE + IAF
we used an Adam optimiser with the initial learning rate
1× 10−4. For all experiments, the learning rate schedule
was the same: after 30 epochs, cut the learning rate in half;
after 50 epochs, reduce the learning rate by a factor of
five. For VAE, WAE and VCAE, the encoder and decoder
are trained for 100 epochs. VAE + IAF is trained for 200
epochs as it has a lower learning rate (because it does not
converge for a larger learning rate) and extra parameters
(the normalising flows).
When training the normalising flows as a secondary stage,
we train for 100 epochs of the dataset using the Adam
optimiser with an initial learning rate of 1× 10−3 and no
learning rate schedule. The batch size used was 100.
B.3.2 Hyper-paramater Selection
For VCAE and WAE the hyper-parameter λ must be cho-
sen, this parameter controls the tradeoff between min-
imising output distortion and enforcing the variance or
distribution constraint. To ensure a fair comparison, we
would like to find a parameter setting that sufficiently
enforces the desired constraint while performing as op-
timally as possible. In tables 6 & 7 we explore various
settings of λ for VCAE and WAE respectively. Under
both constraints, we should find that the sum of variances
in the latent dimension should equal 16, hence, we choose
the setting of λ for which the summed latent variance is ap-
proximately 16. The hyper-parameters for VCAE are: 1)
λV CAE = 0.1; 2) v = zdim = 16. The hyper-parameters
for WAE are: 1) λWAE = 50; 2) PZ = N (0, I16).
λ Train Test Σ var(zi)
0.05 1.35 5.19 17.29
0.1 1.36 5.15 16.05
0.5 1.47 5.01 16.40
1.0 1.52 5.60 16.86
1.5 1.56 5.76 16.70
Table 6: Exploration of VCAE performance on MNIST
(zdim = 16) with different settings of the hyper-parameter
λ.
Error FID
λ Train Test PZ Σ var(zi)
5 1.24 5.17 27.27 23.45
10 1.27 5.15 26.26 19.85
25 1.28 5.33 27.38 17.55
50 1.36 5.56 30.08 16.51
75 1.43 6.023 33.46 15.78
100 1.48 6.26 33.57 15.67
150 1.53 6.67 34.27 15.55
Table 7: Exploration of cWAE performance on MNIST
(zdim = 16) with different settings of the hyper-parameter
λ.
B.4 CelebA
In this section, we describe the experimental setup
for experiments performed on CelebA. We used a pre-
processsed version of the CelebA dataset, obtained via
the following steps:
• Take a 140× 140 pixel centre crop of each image.
• Down scale each cropped image to 64× 64 pixels.
The CelebA data set is pre-processed in the same way for
the experiments conducted in Tolstikhin et al. (2018).
B.4.1 Model Setup
For these experiment we used the encoder/decoder setup
described in table 4 under CelebA. For all experiments we
chose zdim = 64. In the case of VCAE and cWAE, chose
P = N (0, 0.05 · I64). The normalising flow architecture
used for these experiments is given in table 5 under the
CelebA heading.
During training, we used a batch size of 100 in all cases.
For VCAE, WAE and VAE we used an Adam optimiser
with an initial learning rate of 1× 10−3, for VAE + IAF
we used an Adam optimiser with the initial learning rate
1× 10−4. For all experiments, the learning rate schedule
was the same: after 30 epochs, cut the learning rate in half;
after 50 epochs, reduce the learning rate by a factor of
five. For VAE, WAE and VCAE, the encoder and decoder
are trained for 70 epochs. VAE + IAF is trained for 140
epochs as it has a lower learning rate (because it does not
converge for a larger learning rate) and extra parameters
(the normalising flows).
When training the normalising flows as a secondary stage,
we train for 100 epochs of the dataset using the Adam
optimiser with an initial learning rate of 1× 10−3 and no
learning rate schedule. The batch size used was 100.
B.4.2 Hyper-paramater Selection
For these experiments we must also select lambdaV CAE
and λWAE which control the tradeoff between minimis-
ing the reconstruction cost and enforcing the constraint
on the aggregate posterior QZ;φ. To ensure a fair com-
parison, we would like to find a parameter setting that
sufficiently enforces the desired constraint while perform-
ing as optimally as possible. In tables 8 & 9 we explore
various settings of λ for VCAE and WAE respectively.
Under both constraints, we should find that the sum of
variances in the latent dimension should equal 64, hence,
we choose the setting of λ for which the summed latent
variance is approximately 16. The hyper-parameters for
VCAE are: 1) λV CAE = 0.5; 2) v = zdim = 64. The
hyper-parameters for WAE are: 1) λWAE = 750; 2)
PZ = N (0, I64).
λ Train Test Σ var(zi)
0.05 59.98 97.82 65.24
0.1 60.26 96.63 64.64
0.5 62.77 94.40 63.47
Table 8: Exploration of VCAE performance on CelebA
(zdim = 64) with different settings of the hyper-parameter
λ.
Error FID
λ Train Test PZ Σ var(zi)
100 60.63 97.78 61.99 73.52
250 61.59 99.25 61.70 68.32
500 61.24 98.81 59.05 66.93
750 63.22 96.04 61.29 65.70
1000 65.94 98.22 64.63 65.72
Table 9: Exploration of cWAE performance on CelebA
(zdim = 64) with different settings of the hyper-parameter
λ.
B.5 Disentanglement on 3D Shapes
For these experiments, we follow the setup described
in Kim & Mnih (2018). However, to make this paper
self-contained, we will reiterate the setup here. The en-
coder/decoder setup is described in table 4 under the 3D
shapes heading. The same structure is used for all experi-
ments except for the implementation differences outlined
at the start of this section.
The implementation of the total correlation (TC) penalty
term requires an additional discriminator network which
consists of six fully-connected layers, each with 1000 hid-
den units and used the LeakyReLU (α = 0.2) activation.
The discriminator network outputs two logits.
Each model was trained for a total of 5 × 105 batches,
with a batch size of 64. Six latent dimensions were
used. Adding the total correlation penalty introduces an-
other hyper-parameter γ, which controls how strongly
the constraint is enforced. For all experiments, we
choose γ = 7, as this was reported to be the opti-
mal setting for FactorVAE Kim & Mnih (2018). For
VCAE we choose λV CAE = 1 and for cWAE we choose
λWAE = 2500. For both VCAE and cWAE we choose
P = N (0, 0.1 · I6).
C Auxiliary Experiments
C.1 Toy MNIST Example
In this section we give further figures to complement the
analysis given in section 6.1. Figure 7 gives histograms
of the latent features learned by cWAE and VCAE for
the MNIST toy experiment. In this experiment, we chose
P = N (0.03, I). We progressively increased the regular-
isation parameter for cWAE, resulting in λcWAE = 3000.
Increasing λcWAE resulted in a model that could not
train.
C.2 Generative Modeling on MNIST
C.3 Nearest Neighbour Analysis on CelebA
C.4 Latent Space Analysis
In this section, we develop a better understanding of the
learned latent distributions and the effects that applying
a normalising flow transform has on them. We trained
VCAE and WAE on MNIST with a two-dimensional la-
tent space, as this facilitates visualisation of QZ;φ. Ad-
ditionally, we train a chain of normalising flows to trans-
form PW (selected to be a unit Gaussian) into QZ;φ for
both models, we can then display the distribution QˆZ;φ
inversely mapped through the normalising flow denoted
NF−1(QZ;φ) = PW .
Figure 8 shows four latent embedding plots, showing both
QˆZ;φ and PW for VCAE and WAE. We observed that for
both VCAE and cWAE QˆZ;φ contains gaps between the
different classes, in these regions, the decoder behaviour
is undefined. The Gaussian representation for both models
does not include these gaps, meaning we avoid sampling
from these undefined regions.
C.5 Variability Analysis
Table 10 shows the error and scores from five runs of
FactorVAE, TC-VCAE and TC-WAE. The results demon-
strate how varied performance was for different random
initialisations.
C.6 Traversal and Latent Space Analysis
In this section, we display further results from the disen-
tanglement experiments presented in section 6.4. Figure
10 shows a histogram of each latent feature learned by
TC-VCAE, of which we first focus on Features 1, 2 and 5
which correspond to the room orientation, wall hue and
floor hue respectively. This correspondence can be seen
by inspecting figure 9a. The histograms show that features
1,2 and 5 have distributions with 15, 10 and 10 modes
respectively. The number of modes for each distribution
corresponds to the number of settings of that parameter
when generating the data set. For example, there are 15
different settings of the room orientation in the dataset,
which corresponds to the 15 modes in feature 1. Similarly,
for wall and floor hue, there are ten possible settings in
the dataset, again represented by ten modes in features 2
and 5 respectively. Careful inspection of the histograms
and traversal in figures 12 & 9c respectively, reveals that
the same holds true for FactorVAE. However, the same
does not hold true for TC-WAE, as seen by the histograms
and traversal in figures 11 & 9b
Figure 9 shows three enlarged traversals, one for the best
(a) cWAE Feature 1 (b) cWAE Feature 2 (c) VCAE Feature 1 (d) VCAE Feature 2
Figure 5: Comparison of feature histograms for cWAE and VCAE in the case of the toy MNIST experiment.
(a) Original Test Set (b) VCAE (c) cWAE (QˆZ;φ) (d) VAE + IAF (e) VAE (QˆZ;φ)
Figure 6: Samples taken from generative models trained on the MNIST dataset.
(a) VCAE (b) cWAE (c) VAE (d) VAE + IAF
Figure 7: Training set nearest neighbours of generations from four models trained on CelebA. VCAE, cWAE and VAE
have had their aggregate posteriors approximated with normalising flows.
(a) VCAE: QZ;φ (b) VCAE: PW (c) WAE: PW (d) WAE: QZ;φ
Figure 8: Figures showing QZ;φ and NF−1(QZ;φ) for a VCAE and WAE.
(a) TC-VCAE
(b) TC-WAE
(c) FactorVAE
Figure 9: A traversal of the latent features from the best performing TC-VCAE, TC-WAE and FactorVAE for
disentanglement on 3D Shapes.
Table 10: Error and disentanglement scores obtained from five runs of FactorVAE, TC-VCAE and TC-WAE.
Run 1 Run 2 Run 3 Run 4 Run 5
FactorVAE
Error 3518.21 3517.20 3507.24 3521.96 3508.93
D-Score 0.78 0.90 0.60 0.93 0.67
TC-WAE
Error 3518.62 3516.12 3517.69 3513.09 3522.99
D-Score 0.53 0.55 0.56 0.58 0.49
TC-VCAE
Error 3538.53 3578.88 3549.36 3529.74 3538.55
D-Score 0.93 0.69 0.64 0.91 0.87
(a) Feature 1 (Orientation) (b) Feature 2 (Wall Hue) (c) Feature 3
(d) Feature 4 (e) Feature 5 (Floor Hue) (f) Feature 6
Figure 10: Histograms of each latent feature for best performing TC-VCAE for disentanglement on 3D Shapes.
(a) Feature 1 (b) Feature 2 (c) Feature 3
(d) Feature 4 (e) Feature 5 (f) Feature 6
Figure 11: Histograms of each latent feature for best performing TC-WAE for disentanglement on 3D Shapes.
(a) Feature 1 (b) Feature 2 (Floor Hue) (c) Feature 3 (Floor Hue)
(d) Feature 4 (e) Feature 5 (Orientation) (f) Feature 6
Figure 12: Histograms of each latent feature for best performing FactorVAE for disentanglement on 3D Shapes.
performing TC-VCAE, TC-WAE and FactorVAE. These
results demonstrate that both TC-VCAE and FactorVAE
can generalise to settings of orientation, wall hue and
floor hue that were not present in the dataset as in this
case, we have 30 settings.
