A fast intra-prediction method is proposed for High Efficiency Video Coding (HEVC) using a fast intra-mode decision and fast coding unit (CU) size decision. HEVC supports very sophisticated intra modes and a recursive quadtree-based CU structure. To provide a high coding efficiency, the mode and CU size are selected in a ratedistortion optimized manner. This causes a high computational complexity in the encoder, and, for practical applications, the complexity should be significantly reduced. In this paper, among the many predefined modes, the intra-prediction mode is chosen without rate-distortion optimization processes, instead using the difference between the minimum and second minimum of the rate-distortion cost estimation based on the Hadamard transform. The experiment results show that the proposed method achieves a 49.04% reduction in the intra-prediction time and a 32.74% reduction in the total encoding time with a nearly similar coding performance to that of HEVC test model 2.1.
I. Introduction
As video resolutions increase and the available bandwidth to transfer high-resolution video remains limited, a new video compression standard with a high coding performance is desirable. ISO-IEC/MPEG and ITU-T/VCEG recently formed the Joint Collaborative Team on Video Coding (JCT-VC) [1] , aiming to develop the next-generation video coding standard, High Efficiency Video Coding (HEVC). As HEVC focuses on achieving a high coding efficiency [2] , [3] , its computational complexity dramatically increases. For use in practical applications such as high-resolution video services, HEVC requires a significant complexity reduction while maintaining a high coding performance.
For the previous coding standard, AVC/H.264, several methods [4] - [6] have been proposed to reduce the encoding complexity, which are classified into two approaches. The first approach uses fast intra-prediction methods [7] - [9] . For intra prediction, mainly fast intra-mode decision methods and fast block-size decision methods [10] - [15] have been proposed. The second approach is the use of fast inter-prediction methods [16] - [19] . For inter prediction, many fast motion search methods have been proposed, as motion estimation is the most time-consuming procedure in inter prediction.
The proposed method is relevant to the first category, a fast intra-prediction method using a fast mode decision and fast coding unit (CU) size decision. For a fast intra-mode decision, we propose a method to reduce the number of candidates. There have been several methods to reduce the number of candidates for AVC/H.264 intra prediction. An edge detection technique was employed in [15] to determine the edge direction, and, based on the direction, the number of candidate modes for the best mode was limited. Other approaches for limiting the number of candidates were based on filters [20] , [21] , a directional mask [22] , the intensity gradient [23] , and statistical properties [24] . Although these approaches reduce the encoding complexity, such preprocessing as detecting the edges or classifying their directional patterns requires an additional computational burden on the encoder. Our method limits the number of candidates without additional preprocessing by using rate-distortion cost estimation based on the Hadamard transform during the encoding processes.
The remainder of this paper is organized as follows. The HEVC test model (HM) encoding processes [25] are briefly described in section II, while the proposed method is presented in section III. Finally, experiment results and some concluding remarks are given in sections IV and V, respectively.
II. Overview of HM Encoding Processes 1. Coding Structure
HEVC has adopted three kinds of tree-structured unit representations: a CU, prediction unit (PU), and transform unit (TU). CU is the basic unit of region splitting for intra and inter predictions, PU is the basic unit of the prediction processes, and TU is the basic unit of the transform and quantization processes [25] . For each CU, the rate-distortion (RD) costs for the possible prediction mode (Intra, Skip, Inter) are calculated, and the mode having the minimum RD cost is selected as the best prediction mode at the current CU size. If the current CU is larger than the smallest CU (for example, 8 × 8) , it is split into four equally-sized sub-CUs, as shown in Fig. 1 , and an RD cost comparison between the current CU and the sum of the four sub-CUs is then conducted to determine the CU size and prediction mode. In other words, the RD costs are recursively obtained for each quadratic part, and the mode with the minimum cost is selected. For intra prediction, the CU size is the same as the PU size, except for the smallest CU, which has four additional PUs that are sized equally.
Intra Prediction
In HM 2.1 1) intra prediction, 34 modes (33 angular modes and 1 direct current [DC] mode), as shown in Fig. 2 [26] , are considered when selecting the best mode. Although ratedistortion optimized mode selection improves the coding efficiency, it requires heavy computational complexity. HM has 1) Since our method is designed based on HM 2.1, HM specifically refers to HM 2.1 in this paper. already adopted a fast intra-mode decision scheme [27] in which some candidates are selected for the computational expensive rate-distortion optimization (RDO) process, and the RD cost is calculated in two ways: simplified RD cost calculation and full RD cost calculation. In the simplified RD cost calculation, the RD cost is calculated with only one fixedsized TU, where the TU size is equal to the current PU size. The best mode is decided based on the simplified RD cost. On the other hand, in the full RD cost calculation, the RD cost is calculated using various-sized TUs, from 4 × 4 to the current PU size. The CU size is decided based on the full RD cost. The detailed HM intra-mode decision processes follow three steps. First, each cost based on the sum of the absolute transformed differences (SATD) between the current PU and the predictions using a Hadamard transform for all predefined modes is calculated, and N candidates along the ascending order of costs (denoted as HAD cost) are selected. The initial N is assigned differently according to the PU size: 3, 3, 3, 8, and 8 for 64 × 64, 32 × 32, 16 × 16, 8 × 8, and 4 × 4 PU sizes, respectively, as proposed in [27] . In addition to N, the most probable mode (MPM) [28] is added to the N candidates if it is not already included, and N is updated to N+1.
Second, the simplified RD costs for the selected N candidates are computed, and the mode having the minimum simplified RD cost is selected. During this process, the RD cost is calculated using only one TU size, as previously described.
In the second step, the simplified RD cost calculation module is called as many as N times. Finally, the full RD cost with recursive TU partitioning is calculated using the mode selected from the second step. In the third step, the full RD cost calculation module is called only once for each PU.
Although the HM encoder already has a fast intra-mode decision scheme, as in the previously described three-step process, intra prediction in HM still takes a long time (for example, 23 seconds per frame for a 2,560 × 1,600 resolution sequence), as shown in Table 1 , and HM intra prediction further requires a reduction in complexity.
Complexity Analysis of Intra prediction in HM
The profiling of HM intra prediction is conducted using the standard C clock function to find the most time-consuming module. The analysis is conducted using the all intra high efficiency configuration defined in the HEVC configurations [29] . The percentage of the total encoding time that the major intra-prediction modules spend encoding the People on Street (2,560 × 1,600) sequence is shown in Fig. 3 , and its actual execution time is shown in Table 1 . Since the results with other sequences are similar, they are not reported. As mentioned in the previous section, there are three major modules in an HM intra prediction: N candidate selection based on HAD cost, simplified RD calculation, and full RD calculation. The percentage of time spent for each module is 19.4%, 55.56%, and 22.7%, respectively. The encoder spends the most time for the simplified RD calculation because this module is called as many as times as the number of candidates, N. Our method reduces the time consumed in the simplified RD cost calculation significantly, and its simulation results are presented in section IV.
III. Proposed Fast Intra-Prediction Method
In the HM intra-mode decision, the best mode is selected 
Fast Mode Decision and Related Observations
We find that the HAD cost, which can be obtained using Hadamard-based SATD (distortion) and mode-bit (rate) estimation, has a high correlation with the RD cost, as shown in Let the mode having the minimum HAD cost be BM H and the mode having the minimum RD cost be BM R . BM H may or may not be the same as BM R . The probability of BM H being the same as BM R is 58% in our simulation. If we can distinguish the case of BM H hitting BM R , we are able to skip the second step of the intra-mode decision, which is computing N simplified RD costs for these cases.
We also find that the PU block having a large difference in value between the minimum HAD cost and second minimum HAD cost is more likely to have BM H hitting BM R . Let d be the difference between the minimum HAD cost ( HAD [1] C ) and the second minimum HAD cost ( HAD [ 2 ] C ), which is normalized by the PU block size as HAD [ 2 ] HAD [1] PU PU ,
where PU W and PU H are the width and height of PU, respectively. Figure 5 shows the relationship between d and the distance between BM H and BM R . We measure BM H hitting BM R based on the index distance in the candidate list. For example, the distance between
M and To investigate this relationship further, we group PU into hitting and non-hitting groups depending on whether BM H hits BM R . Table 2 presents the average value of d for the two groups and shows that the hitting group has a larger value of d than the non-hitting group.
Based on the above observations, we propose a fast mode 
Computation Control Using δ
Performance and computation have a trade-off relationship, and computation control can be implemented using δ in our method. Simply, a small δ allows a fast mode decision whereas a large δ allows a small performance degradation. The performance degradation comes from an incorrect mode selection, in which the RD cost of BM H is larger than that of BM R . In this section, we present the performance-computation model with respect to δ, which will help users determine the value of δ within their allowed level of performance degradation. We generate the model using statistics collected from one training sequence.
The performance degradation is estimated as
where D rd is the expected RD cost penalty from an incorrect mode selection and P w is the probability that PU has a larger d than δ but belongs to the non-hitting group. The RD cost for BM H is RD BM H , and the RD cost for BM R is RD BM R . The expected time reduction can be expressed as
where T r is the time reduction, P g is the probability that PU has a d larger than or equal to δ and belongs to the hitting group, and T srd is the time required to calculate the simplified RD cost once. In addition, P w and P g are obtained from the training sequence with a given δ. The combined cost considering the distortion and time reduction can be expressed as 
where ω 1 and ω 2 are the weighting factors.
Since T r and D rd are related to P w and P g , respectively, C is then related to both P w and P g . The statistically obtained values of T r and D rd for various δ show a trade-off model between the degradation and time reduction, as illustrated in Fig. 6 .
To test our performance-computation trade-off model, we Table 3 . The trade-off model between time saving and degradation for the given δ is constructed using statistics from the training sequence, and the model fits the experiment results fairly well, as shown in Figs. 6 and 7. The model is useful to estimate the time savings and distortion (BD-bitrate) with the given δ.
DC and MPM Modes
As previously described, in our fast mode decision, BM H is always selected as the best mode m * when d≥δ. When d＜δ, our method constructs the candidate list using only the DC mode, MPM mode, and BM H . The best mode is selected from at most three candidates using a simplified RD cost competition, and the full RD cost is calculated using the best mode selected. The HM encoder always includes the MPM mode after selecting N candidates based on the HAD cost. Therefore, in HM, the number of candidates is at most N+1, while the number is three in our proposed fast mode decision method. We forcibly include the DC mode as a candidate, based on our observation that the largest RD cost penalty occurs when BM H is in DC mode. We compute the RD cost penalties as
for each mode experimentally and find that DC mode (mode number 2 in Fig. 8 ) produces the largest penalty. MPM mode is also included because the best mode of the current block has a high correlation with its neighboring blocks. Hence, we propose to always include the DC mode, MPM mode, and BM H as candidates for simplified RD cost calculation when d＜δ. The proposed fast intra-mode decision method always includes DC and MPM modes in addition to BM H for the simplified RD cost calculation process if d＜δ.
Fast CU Size Decision
HM encodes a CU by splitting it into four sub-CUs RD cost penalty recursively and finding the best mode in terms of RD cost. However, a recursive comparison results in a high encoding complexity. We observe that a CU with a small RD cost is more likely to be encoded without further partitioning or encoded with split sub-CUs for a very small gain. Based on this observation, we propose skipping further CU splitting if the full RD cost for the best mode is less than threshold ε. To determine the threshold that rarely affects the rate-distortion performance by the proposed fast CU size decision, we calculate the expected RD cost penalties according to CU size as the threshold changes, and the result is shown in Fig. 9 . The experiment result shows that the normalized RD cost penalty of less than 0.001 is maintained as follows: set the threshold as 3.0 for CUs in depth 0 (64 × 64), 4.0 for CUs in depth 1 (32 × 32), and 8.0 for CUs in depth 2 (16 × 16), respectively. However, the hit rate for CUs in depth 0 with the threshold is 
where C R * is the full RD cost with the chosen best mode m * , and W CU and H CU are the width and height of CU, respectively. In the proposed method, further CU splitting is skipped if , c ε ≤ and ε is set as 4.0 for depth 1 CUs and 8.0 for depth 2 CUs.
We test the fast CU size decision scheme with seven test sequences (Traffic, People on Street, Kimono, Park Scene, Cactus, Basketball Drive, and BQ Terrace), and the result of the BD-bitrate and time saving with respect to ε is shown in Table 4 .
Summary of Proposed Fast Intra-prediction Method
We propose a fast intra-prediction method using a fast mode decision and fast CU-size decision. The flow chart of the proposed fast method is presented in Fig. 10 .
For a fast mode decision, BM H is selected only based on HAD cost comparisons among all intra modes. If d is greater than or equal to δ, the best mode m * for the current PU is chosen as BM H . Otherwise, the simplified RD costs of BM H , DC, and MPM modes are compared. If there is a redundant mode, the mode is removed from the RD cost calculation. The mode with the minimum RD cost is selected as m * . The full RD cost (C R * ) with m * mode is then calculated by considering the quad-tree TU structure. The second proposal is a fast CU-size decision. The full RD cost with the given best mode c is less than threshold ε, and further competition with split CUs to find the optimal CU size is skipped.
IV. Experiment Results
The proposed method has been implemented based on the HM 2.1 encoder, which is used as an anchor in the experiments. Our experiments are performed on the all intra high-efficiency encoding configuration. The conditions used in the experiments are as follows.
• System: 3.47GHz CPU with 24G RAM Owing to the trade-off relationship between the increased speed and rate-distortion performance degradation, we evaluate the time savings of our method with respect to δ from 0.2 to 3. A faster mode decision is expected with a smaller δ, while a smaller degradation is expected with a larger δ. The results for the time reduction for the major intra-prediction processes are presented in Table 5 .
As described in section II, the three major modules for HM luma intra mode decision are N candidate selections based on HAD cost, simplified RD calculation, and full RD calculation. Among the three modules, HM consumes the most time on the simplified RD calculation module, and the time is dependent on the number of N. In the proposed fast mode decision method, the average number of N is significantly reduced from 7.83 to 1.58, which results in an overall encoding time reduction. As shown in Table 5 , the proposed method reduces the 81.76% time spent on the simplified RD calculation and, as a result, achieves an average of 49.04% time reduction in the luma intra-prediction process as compared to HM. We also evaluate the performance of our method in terms of the change in average bitrate, peak signal-to-noise ratio (PSNR), and total encoding time, which are reported based on the following formula:
Time (proposed) Time (anchor) Time (%) 100. Time (anchor)
The simulation results with δ=3.0 are shown in Table 6 . Note that with the proposed method, the PSNR decrease is 0.0679 but that the bitrate decrease is 0.17%, which infers a negligible rate-distortion performance degradation of the proposed method. The rate-distortion performance is also presented using the BD-bitrate [30] . The relationship between the BDbitrate and δ and the relationship between time saving and δ are shown in Fig. 11 . In our fast encoding setting (that is, δ=0.2), a 35.46% savings in the encoding time is achieved with a BDbitrate increase of 1.9. Based on the setting of our small performance degradation (that is, δ=3.0), a 30.55% savings in the encoding time is achieved with a BD-bitrate increase of 1.2. We conduct an additional experiment for less performance degradation, denoted by no-simplified RD, in which the best mode is selected only through full RD cost competition. While in HM and our proposed method the best mode is selected using the simplified RD calculation competition and the cost is updated with the full RD cost for determining the CU partitioning, in the no-simplified RD experiment, the N candidates are selected using the proposed fast mode decision scheme, and the best mode is selected based on the full RD cost. The simulation result with no-simplified RD is shown in Table 7 . Compared to HM, a 24.42% time savings in the encoding time is achieved with a BD-bitrate increase of 0.9, which results in smaller performance degradation but less encoding time reduction, compared to our proposed method simulation shown in Table 6 .
V. Conclusion
We proposed a fast intra-mode decision method based on the difference between the minimum and second minimum Hadamard SATD-based RD cost estimation and a fast CU-size decision method based on the RD cost of the best mode. In contrast with the previous fast intra-prediction methods, our method does not require such additional preprocessing as edge detection or masking; rather, using the fast and simple computation of the Hadamard-based SATD, the mode that yields the cost most similar to that of the RD optimized best mode is selected. Our method also chooses an early termination of CU partitioning using the RD cost computed during the encoding process. The simulation results show that our proposed method achieves an average time reduction of 49.04% in luma intra prediction and an average time reduction of 32.74% in total encoding with a small drop in rate distortion compared to the HM 2.1 encoder.
