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Abstract
For a groupG, embedded in its group of permutationsB = Perm(G)
via the left regular representation λ : G → Perm(G), the normal-
izer of λ(G) in B is Hol(G), the holomorph of G. It is known that
Hol(G) is also the normalizer of ρ(G) as well, and both λ(G) and
ρ(G) are canonical examples of regular subgroups. The determination
of those regular N ≤ Perm(G), where N ∼= G with the same normal-
izer is keyed to the structure of the so-called multiple holomorph of
G, NHol(G) = NormB(NormB(λ(G))). We wish to analyze the set
of those subgroups of Hol(G) which mutually normalize each other,
but which don’t necessarily have the same normalizer. This analysis
gives rise to an object similarly containing Hol(G), but different than
NHol(G). We introduce what we call the quasi-holomorph of Gwhich
allows one to enumerate this set of mutually normalizing subgroups
of Hol(G). The quasi-holomorph will be a group properly containing
Hol(G) and is frequently a Zappa-Szep product with the holomorph.
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1 Introduction
For a finite group G, the holomorph Hol(G) is a classical object that can be
defined in two different ways. The first is as the semi-direct product
G⋊ Aut(G)
where (g, α)(h, β) = (gα(h), αβ) with G embedded as the normal subgroup
Gˆ = {(g, I) | g ∈ G}. The other formulation involves the left regular
representation ofG. IfB = Perm(G) then λ : G→ B given by λ(g)(h) = gh
is an embedding and one defines the holomorph of G to be the normalizer
NormB(λ(G)). This normalizer is isomorphic to the aforementioned semi-
direct product, by virtue of the following result [12, Theorem 6.3.2] which
can be found in Hall’s book which we paraphrase here.
Theorem 1.1: For G embedded in B = Perm(G) as λ(G)
Hol(G) = NormB(λ(G)) = ρ(G)A(G)
where ρ : G→ B is given by ρ(g)(h) = hg−1 (the right regular representation)
and A(G) = {π ∈ Hol(G) | π(eG) = eG} ∼= Aut(G) namely those elements of
the normalizer which fix the identity element of G.
There are a number of important observations to make. The first is that
both λ(G) and ρ(G) are embedded in B as regular subgroups, namely they
act transitively and the stabilizer of any g ∈ G is the identity. Also, ρ(G)
is clearly normalized by Aut(G) since (α ◦ ρ(g) ◦ α−1)[x] = ρ(α(g))[x] for
α ∈ Aut(G) and x ∈ G. Since the stabilizer of any element is trivial, in
the above formulation, Hol(G) is very naturally a split extension of ρ(G) by
A(G) since ρ(G) ∩ A(G) = {I}. One should also note that λ(G) and ρ(G)
centralize each other since λ(g)ρ(k)[x] = ghk−1 = ρ(k)λ(g)[x]. Moreover, if
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we have the inner automorphism cg for g ∈ G then cg[x] = λ(g)ρ(g)[x]. As
such, if α ∈ Aut(G) then
ρ(g) ◦ α[x] = λ(g−1) ◦ (cg ◦ α)[x]
for each x ∈ G. The end result is thatHol(G) = ρ(G)Aut(G) = λ(G)Aut(G)
which means that Hol(G) could equally well be defined to be the nor-
malizer of ρ(G). Going further, since λ and ρ are injective then clearly
λ(G) ∼= ρ(G), although they are not necessarily equal, unless G is abelian.
Indeed, it is not difficult to verify that λ(G) ∩ ρ(G) ∼= Z(G).
Beyond λ(G) and ρ(G) one can consider what other regular subgroups
of B, isomorphic to G, have the same normalizer.
Definition 1.2:
H(G) = {N ≤ B |N is regular, N ∼= G, and NormB(N) = Hol(G)}
This set is a bit less mysterious than it may look since if NormB(N) =
Hol(G) then since N is a normal subgroup NormB(N) it must also be a
normal subgroup of Hol(G). Since λ(G) ∩ Aut(G) is trivial by regularity,
then any N ∈ H(G) must also intersect Aut(G) trivially. Indeed, if we sim-
ply started with a regular subgroup N ⊳ Hol(G) which is isomorphic to G
then |NAut(G)| = |N ||Aut(G)| = |Hol(G)| so that N ∈ H(G). More gen-
erally, the class of regular subgroups is stratified according to isomorphism
class as indicated below.
Proposition 1.3:[10, p. 427] If N,N ′ are regular subgroups of Sn which are
isomorphic (as abstract groups) then they are, in fact, conjugate as subgroups
of Sn.
If now N ≤ B is regular and isomorphic to G where NormB(N) =
Hol(G), then there must exist β ∈ B such that βλ(G)β−1 = N . What this
implies is that
βNormB(λ(G))β
−1 = NormB(βλ(G)β
−1) = NormB(N)
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since the conjugate of the normalizer is the normalizer of the conjugate.
But since NormB(N) = NormB(λ(G)) by assumption, then β actually nor-
malizes Hol(G) itself as a subgroup of B. This leads to the following.
Definition 1.4: For G a group, the multiple holomorph of G is
NHol(G) = NormB(Hol(G))
the normalizer of the holomorph.
The multiple holomorph allows one to determine those regular sub-
groups of Hol(G), isomorphic to G, whose normalizer is Hol(G). We note
that if h ∈ Hol(G) and β ∈ NHol(G) then (βh)λ(G)(βh)−1 = βλ(G)β−1
and since β ∈ NHol(G) then NormB(βλ(G)β
−1) = NormB(λ(G)) so that
βλ(G)β−1 ∈ H(G). Moreover, if β is not itself in Hol(G) then βλ(G)β−1 6=
λ(G) and moreover, β1Hol(G) = β2Hol(G) if and only if β1λ(G)β
−1
1 =
β2λ(G)β
−1
2 . What we have demonstrated is the following which Miller es-
tablished in [16].
Theorem 1.5: For G a group, T (G) = NHol(G)/Hol(G) acts as a regular
permutation group on H(G).
What this implies is that
H(G) = {N ≤ B |N is regular, N ∼= G, and NormB(N) = Hol(G)}
= {N ⊳ Hol(G) | N regular,N ∼= G}
= {βiλ(G)β
−1
i | βiHol(G) ∈ T (G)}
Now T (G) and therefore H(G) has been computed for various classes of
groups in [16], [17], [14], [1], and [20], for example, but we are interested
in a class of groups larger than H(G). Indeed, there are instances when
H(G) is exactly {λ(G), ρ(G)} such as when G is a simple group as shown in
[8, Theorem 4]. Also, for abelian groups, Miller [16] showed that H(G) =
{λ(G)} if 8 6
∣∣|G|, i.e. NHol(G) = Hol(G).
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2 Normalizing vs Being Normalized
For a given G we shall start by considering two fundamental classes of
regular permutation groups.
Definition 2.1:
S(G) = {N ≤ B | N ∼= G and N ≤ Hol(G)}
R(G) = {N ≤ B | N ∼= G and λ(G) ≤ NormB(N)}
Of particular interest is the intersection S(G) ∩ R(G) above in that it
consists of those regular subgroups of Hol(G) which normalize and are
normalized by λ(G). One immediate consequence of this definition is the
following basic observation.
Lemma 2.2: For H(G) referenced earlier, and S(G), R(G) as defined above,
one has that H(G) ⊆ S(G) ∩R(G)
Proof. We observe that if N ≤ Hol(G) has normalizer equal to Hol(G) then
N⊳Hol(G) so that λ(G) ≤ Hol(G) normalizesN obviously, butN ≤ Hol(G)
means N normalizes λ(G).
There is a symmetry between S(G) and R(G), which we will explore.
The one interesting thing to observe is that the N ∈ S(G) are all subgroups
of Hol(G) and are therefore readily enumerated if one has enough infor-
mation about the structure of Hol(G). In contrast, the set R(G) is a bit
more mysterious in that it consists of groups which are not necessarily sub-
groups of Hol(G). However, the ’conjugate equals isomorphic’ property of
regular subgroups will allow us to, at least in principle, enumerate R(G)
given S(G).
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3 Classes of Regular Subgroups
Although we are focusing on the sets S(G) andR(G) and their intersection,
we shall prove a somewhat more general statement about classes of regular
subgroups of a given degree. In particular, regularity is definable for any
group N ≤ Perm(X) for a given set X, and the case of X = G and N =
λ(G), ρ(G) is a special case. (We shall return to regular representations of
a given G in the sequel.)
For X a finite set where |X| = n we can consider a representative sam-
ple from each class of groups of order n, embedded as regular subgroups of
B = Perm(X), namely {G1, . . . , Gm}. For each G ≤ B one may form the
normalizer Hol(G) = NormB(G) which is canonically isomorphic to the
classic holomorph of G, namely G ⋊ Aut(G). For G embedded as a regu-
lar subgroup of B, this is representable as GAG,z the (internal) semi-direct
product where
AG,z = {π ∈ Hol(G) | π(z) = z}
which is isomorphic to Aut(G) for any z ∈ X. As stated above, one typi-
cally views regular subgroups in the context of left regular representations
where X = G for G an abstract group where the canonical left action
λ : G → B = Perm(G), given by λ(g)(h) = gh yields a prototype regu-
lar permutation (sub)-group λ(G) ≤ B. However, regularity is completely
definable in terms of actions of a subgroup G ≤ B = Perm(X) for a set
X, namely those which act transitively and without fixed-points. For any
paring (Gj, Gi) we can define
S(Gj, [Gi]) = {M ≤ Hol(Gj) |M is regular andM ∼= Gi}
R(Gi, [Gj ]) = {N ≤ B | N is regular and Gi ≤ Hol(N) and N ∼= Gi}
which are two complementary sets of regular subgroups of B, one of which
(for a given (Gj , Gi)) is contained within a fixed subgroup of B, while the
other consists of subgroups of B which may be widely dispersed within B.
The class R(Gi, [Gj]) is of interest as it corresponds exactly to the K-Hopf
algebras H which act on a Galois extension L/K where Gal(L/K) ∼= Gi
and H = (L[N ])Gal(L/K) where N ∼= Gj. Another point of interest, is that,
by [18, Prop. A.3], every pair (Gi, [Gj]) corresponds to a skew brace B with
additive group isomorphic to Gj and circle group isomorphic to Gi.
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The enumeration of R(Gi, [Gj ]) has been the subject of many papers
in Hopf-Galois theory. In particular the fundamental relationship between
S(Gj, [Gi]) and R(Gi, [Gj]) has been explored in [9] by Childs, in [7] by
Byott, and by the author in [13]. We present the following re-capitulation
of all these ideas by showing that both sets are enumerated by the union of
a pair of sets of cosets of Hol(Gi) and Hol(Gj) which we shall refer to as
the reflection principle.
Proposition 3.1: If B = Perm(X) for |X| = n and {G1, . . . , Gk} is a set of
regular subgroups of B, one from ea ch isomorphism class of groups of order
n, then for any Gi and Gj one has
|S(Gj, [Gi])| · |Hol(Gi)| = |R(Gi, [Gj])| · |Hol(Gj)|.
Proof. If M ∈ S(Gj, [Gi]) then M ≤ Hol(Gj) and M ∼= Gi which implies
that there exists β ∈ B such that M = βGiβ
−1. We observe further that
βGiβ
−1 ≤ Hol(Gj) if and only if Gi ≤ Hol(β−1Gjβ) and therefore that
β−1Gjβ ∈ R(Gi, [Gj]). We further observe that if we replace β by βh for
any h ∈ Hol(Gi) that βhGi(βh)
−1 = βGiβ−1 = M but that (βh)−1Gjβh
are all (not necessarily distinct) elements of R(Gi, [Gj ]). In parallel, any
N ∈ R(Gi, [Gj]) is equal to αGjα
−1 for some α and that replacing α by αk
for any k ∈ Hol(Gj) yields the sameN . Moreover α
−1Giα lies in S(Gj , [Gi])
and likewise (αk)−1Gi(αk). Note that β1Giβ
−1
1 = β2Giβ
−1
2 if and only if
β1Hol(Gi) = β2Hol(Gi). As such we can parameterize the elements of
S(Gj, [Gi]) by a set of distinct cosets
β1Hol(Gi), . . . , βsHol(Gi)
and R(Gi, [Gj]) by distinct cosets
α1Hol(Gj), . . . , αrHol(Gj)
The bijection we seek is as follows:
Φ :
⋃s
k=1 βkHol(Gi)→
⋃r
l=1 αlHol(Gj)
defined by Φ(βkh) = (βkh)
−1. That Φ(βkh) lies in the union on the right
hand side is due to the analysis given above. One shows that Φ is injective
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because Φ(βk1h1) = Φ(βk2h2) if and only if βk1h1 = βk2h2 but since the
domain of Φ is a set of distinct cosets, then this means that βk1 = βk2
but then h1 = h2. We can define Φ
−1 in the obvious way by mapping αk
to (αk)−1 which must lie in some βxHol(Gi) and this too is injective. The
result then follows since the cardinality of the left hand side is |S(Gj, [Gi])| ·
|Hol(Gi)| while the right is |R(Gi, [Gj])| · |Hol(Gj)|.
Since |Hol(G)| = |G| · |Aut(G)| we have the following.
Corollary 3.2: For Gi and Gj as above one has
|S(Gj, [Gi])| · |Aut(Gi)| = |R(Gi, [Gj])| · |Aut(Gj)|.
When Gi = Gj = G is a fixed regular subgroup of B = Perm(X) then,
of course, |Hol(Gi)| = |Hol(Gj)| = |Hol(G)| and we have the following
’cancellation’ formula relating the sizes of the sets S and R.
Corollary 3.3: For Gi = Gj = G a fixed regular subgroup, giving rise to
S(G, [G]) and R(G, [G]) then
|S(G, [G])| = |R(G, [G])|
that is, the set of regular subgroups of Hol(G) that are isomorphic to G has
the same cardinality as the set of those regular subgroups of B which are
isomorphic to G and normalized by G.
We note briefly that for X = G that our S(G) = S(λ(G), [λ(G)]) and
R(G) = R(λ(G), [λ(G)]), which we shall return to in the next section.
Definition 3.4: A subset π(S(Gj, [Gi])) ⊆ B parameterizes S(Gj, [Gi]) if
{βGiβ
−1 | β ∈ π(S)} = S(Gj , [Gi]), whence |π(S(Gj, [Gi]))| = |S(Gj, [Gi])|.
Similarly π(R(Gi, [Gj])) ⊆ B parameterizes R(Gi, [Gj ]) if {αGjα
−1 | α ∈
π(R(Gi, [Gj])} = R(Gi, [Gj])where, of course, |π(R(Gi, [Gj])| = |R(Gi, [Gj])|.
Indeed, even whenGi 6∼= Gj one may have that |Aut(Gi)| = |Aut(Gj)|, in
which case, one has that|S(Gj, [Gi])| = |R(Gi, [Gj])|. In this situation, the
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cosets {β1Hol(Gi), . . . , βsHol(Gi)} which parameterize S(Gj, [Gi]) are, of
course, in direct correspondence with the cosets {α1Hol(Gj), . . . , αsHol(Gj)}.
And as we saw above, for a given βu, Φ(βu) = β
−1
u ∈ αvHol(Gj) for
some αv. We can actually choose coset representatives for these cosets
which have a direct relationship with each other via Φ.
Lemma 3.5: If |Aut(Gj)| = |Aut(Gj)| then it is possible to choose a set
of coset representatives π(S(Gj, [Gi])) = {β1, . . . , βs} for which each M ∈
S(Gj, [Gi]) is of the from βGiβ
−1 for exactly one β ∈ π(S(Gj, [Gi])), so
that Φ(π(S(Gj, [Gj]))) = π(R) = {β
−1
1 , . . . , β
−1
s } parameterizes each ele-
ment of R(Gi, [Gj]), namely that each N ∈ R(Gi, [Gj ]) is β
−1Gjβ for each
β ∈ π(S(Gj, [Gi])).
Proof. Suppose one has two cosets β1Hol(Gi) and β2Hol(Gi) where for
each βˆ1 ∈ β1Hol(Gi) and βˆ2 ∈ β2Hol(Gi) one has Φ(βˆ1),Φ(βˆ2) ∈ αHol(Gj)
for a single α. Since Φ is injective one would have then that 2|Hol(Gi)| ≤
|Hol(Gj)|which is impossible since |Aut(Gj)| = |Aut(Gi)| implies |Hol(Gj)| =
|Hol(Gi)|.
4 Loops and Zappa-Szep Extensions
4.1 Mutually Normalizing Subgroups
For the case Gj = Gi = G forX = G for G a given finite group, we consider
S = S(G) = S(λ(G), [λ(G)])
R = R(G) = R(λ(G), [λ(G)])
as introduced in section 2. The groups in these collections are conjugates
of the fixed regular subgroup λ(G) ≤ B = Perm(G) by elements of B. We
wish to explore the relationship between the sets of subgroups S(G) and
R(G) as they relate to those elements of B which conjugate G to elements
of these sets.
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As seen in the proof, the elements conjugating λ(G) to a given member
of S(G) or R(G) are not unique, but they do give rise to unique cosets of
Hol(G). In light of this, the following observation must be made. If say
π(S(G)) = {β1, . . . , βm} parameterizes S(G) and {h1, . . . , hm} ∈ Hol(G)
then {β1h1, . . . , βmhm} also parameterizes S(G). Similarly, if π(R(G)) =
{α1, . . . , αm} parameterizes R(G) then {α1h1, . . . , αmhm} also parameter-
izes R(G). Moreover, one should observe that since λ(G) clearly lies in
S(G) and R(G) then if iB is the identity of B then there exists π(S(G)) pa-
rameterizing S(G) which contains iB and similarly π(R(G)) parameterizing
R(G) which contains iB.
The members of S(G) and R(G) are not so obvious, especially R(G)
since it may contain subgroups of B outside of Hol(G). The elements of
S(G) ∩ R(G) are those regular subgroups of Hol(G) conjugate to λ(G)
which are also normalized by λ(G). That is, one has an N = βλ(G)β−1
such that N ≤ Hol(G) and λ(G) ≤ NormB(N). However, if β lies in
some π(S(G)) parameterizing S(G), then by 3.5 β−1 lies in some π(R(G))
parameterizingR(G). And symmetrically, if β lies in some π(R(G)) param-
eterizing R(G) then β−1 lies in some π(S(G)) parameterizing S(G).
As such, ifN ∈ S(G)∩R(G) thenN = βλ(G)β−1 for some β ∈ π(S(G))∩
π(R(G)). By the above we find thatN ′ = β−1λ(G)β also lies in S(G)∩R(G)
so we can assume β−1 lies in this same π(S(G)) ∩ π(R(G)). Moreover, as
observed earlier, idB certainly may be chosen to lie in π(S(G) ∩ R(G). It
makes one wonder therefore, if π(S(G) ∩ R(G)) ever forms a subgroup of
B.
This has to be treated carefully since, as observed in the paragraph
following 3.4 earlier, if N = βλ(G)β−1 then N = βhλ(G)h−1β−1 for any
h ∈ Hol(G), i.e. {α ∈ B|αλ(G)α−1 = N} = βHol(G). As such a given
set parameterizing S(G) ∩ R(G) is not uniquely defined at all. Since any
such set π(S(G) ∩ R(G)) = {β1, . . . , βm} corresponds to m distinct cosets
of Hol(G) then the natural structure to look for would be a group properly
containingHol(G). Specifically, is there is some subgroup of B acting tran-
sitively on S(G)∩R(G) which containsHol(G) as the isotropy subgroup of
λ(G)?
The analogy we have in mind is to the case of NHol(G), and in par-
ticular how the orbit of λ(G) under T (G) = NHol(G)/Hol(G) is precisely
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H(G). There are a number of issues involved with making this analogy,
and finding such a group, the principle one being that we will occasionally
need to look at those elements parameterizing a subset of S(G)∩R(G). The
necessity of this is exhibited below.
Proposition 4.1: Let Q(G) ⊆ S(G) ∩ R(G) be parameterized by π(Q(G)) =
{β1, . . . , βr} and let QHol(G) = 〈∪
r
i=1βiHol(G)〉. The following are equiva-
lent:
(a) Given βi, βj ∈ π(Q(G)) there exists βk ∈ π(Q(G)) such that βiβjλ(G)(βiβj)
−1 =
βkλ(G)β
−1
k .
(a)’ Given βi, βj ∈ π(Q(G)) there exists βk ∈ π(Q(G)) and h ∈ Hol(G) such
that βiβj = βkh.
(b) All the groups in Q(G) normalize each other.
(c) OrbQHol(G)(λ(G)) = Q(G)
(d) |QHol(G)| = |Q(G)| · |Hol(G)|
Proof. (a) is obviously equivalent to (a)’ in that any element which conju-
gates λ(G) to an element of Q lies in some coset βkHol(G).
(a)↔ (b): Let βi, βj ∈ π(Q(G)) then βiλ(G)β
−1
i , βjλ(G)β
−1
j ∈ Q and simi-
larly β−1i λ(G)βi and β
−1
j λ(G)βj are inQ. We observe then that βiβjλ(G)β
−1
j β
−1
i
is in Q if and only if λ(G) ≤ NormB(βiβjλ(G)β
−1
j β
−1
i ) which is equivalent
to β−1i λ(G)βi ≤ NormB(βjλ(G)β
−1
j ) and βiβjλ(G)β
−1
j β
−1
i ≤ Hol(G) which
is equivalent to βjλ(G)β
−1
j ≤ NormB(β
−1
i λ(G)βi).
(a)’ implies (c): Since QHol(G) is generated by products of elements from
the cosets βiHol(G) we need to show that for βi, βj in π(Q(G)) and h1, h2
in Hol(G) that βih1βjh2 conjugates λ(G) to an element of Q. It is easy to
show that h1βjλ(G)β
−1
j h
−1
1 lies in Q since
h1βjλ(G)β
−1
j h
−1
1 ≤ Hol(G)←→ βjλ(G)β
−1
j ≤ h
−1
1 Hol(G)h1 = Hol(G)
and
λ(G) ≤ NormB(h1βjλ(G)β
−1
j h
−1
1 )←→ λ(G) = h
−1
1 λ(G)h1 ≤ Hol(βjλ(G)β
−1
j )
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and as such βih1βjh2 = βiβ
′
jh3 for some β
′
j ∈ π(Q(G)) which (by (a)’)
equals βkh4 for βk ∈ π(Q(G)) and h4 ∈ Hol(G).
(c) implies (a): Since QHol(G) contains all possible products of the ele-
ments of π(Q(G)) then if OrbQHol(G)(G) = Q then for any βi, βj ∈ π(Q(G))
then βiβjλ(G)β
−1
j β
−1
i = βkλ(G)β
−1
k for some βk ∈ π(Q(G)).
(c) implies (d): Given β ∈ π(Q(G)) and h ∈ Hol(G), hβλ(G)β−1h−1 ∈
Q(G) and so there exists β ′ ∈ π(Q(G)) and h′ ∈ Hol(G) such that hβ =
β ′h′. As such, since QHol(G) is generated by elements of the left cosets
βiHol(G) then a typical element of QHol(G) is a product ζ = Π
t
k=1βikhk for
βik ∈ π(Q(G)) and hk ∈ Hol(G) and by the above observation this can be
rewritten as βh for some β ∈ π(Q(G)) and h ∈ Hol(G). If βih1 = βjh2 then
βih1h
−1
2 = βj and since the cosets βiHol(G) are all distinct this implies that
i = j which implies that h1 = h2. Therefore |QHol(G)| = |Q| · |Hol(G)| =
|Q| · |Hol(G)|.
(d) implies (c): If |QHol(G)| = |π(Q(G))|·|Hol(G)| then sinceQHol(G) con-
tains {βh|β ∈ π(Q(G)) and h ∈ Hol(G)} then if all these products are dis-
tinct then QHol(G)must equal this set. However this was already observed
above and so, since βhλ(G)h−1β−1 = βλ(G)β−1 then clearlyOrbQHol(G)(λ(G)) =
Q.
The need for this is the fact that, as it turns out, it’s not always the
case that S(G) ∩ R(G) satisfies the conditions of 4.1. For a given Q(G) ⊆
S(G) ∩ R(G) we wish π(Q(G)) to (ideally) have the structure of a group
in and of itself, and more broadly to give rise to a group QHol(G) which
satisfies conditions (c)/(d) of 4.1. Moreover, we will want QHol(G) to
contain NHol(G), and also we want QHol(G) to be an invariant of the
group just as NHol(G) is an invariant. As such our construction will be
of a Q(G) ⊆ S(G) ∩ R(G) (which normalize and are normalized by λ(G)
of course), but to also mutually normalize each other. And since QHol(G)
should contain NHol(G), then this implies quite readily that we must have
H(G) ⊆ Q(G).
Definition 4.2: LetQ(G) =
⋂
N∈S(G)∩R(G)
{M ∈ S(G)∩R(G) |N normalizesM}.
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Another way to view this is as follows. For a given M ∈ S(G) ∩ R(G),
sinceM is regular, it makes sense to define
S(M) = {regular A ≤ NormB(M) | A ∼= M}
which is the direct analogue of S(G) = S(λ(G)) = S(λ(G), [λ(G)]) so here,
S(M) = S(M, [M ]), and so
Q(G) =
⋂
N∈S(G)∩R(G)
{M ∈ S(G) ∩R(G) | N ∈ S(M)}
which is a subset of S(G) ∩ R(G) which we shall show has the properties
we want. The first most important fact is the following.
Lemma 4.3: The set Q(G) defined above satisfies the conditions of 4.1.
And as we wish to have a true generalization of the multiple holomorph,
we observe the following.
Lemma 4.4: For Q(G) defined above, one has H(G) ⊆ Q(G).
Proof. If M ∈ H(G) then NormB(M) = NormB(λ(G)) = Hol(G), so for
any M ∈ S(G) ∩ R(G) one has N ≤ Hol(G) = NormB(M) for all N ∈
S(G) ∩R(G). That is, N ∈ S(M) automatically.
We now define the following.
Definition 4.5: For π(Q(G)) = {β1, . . . , βm} which parameterizesQ(G), let
the quasi-holomorph of G be QHol(G) = 〈∪mi=1βiHol(G)〉.
The usage of the term ’quasi’ is meant to be suggestive of the notions of
quasigroup and loop. We remind the reader of some basic definitions, but
the terminology in this area is far from consistent throughout the literature,
although a standard reference for these systems is [5] for example.
Definition 4.6: A set with a binary operation (T, ∗) is a left (resp. right)
quasigroup if the equation a ∗ x = b (resp. y ∗ a = b) has a unique solution
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for every a, b ∈ T . And (T, ∗) is a quasigroup if it is simultaneously a left
and right quasigroup.
If, in addition, a left (resp. right) quasigroup (T, ∗) has right (resp. left)
identity, namely an element 1 ∈ T such that a∗1 = a (resp. 1∗a = a) for all
a ∈ T then it is a left (resp. right) loop. And it is a loop if it is quasigroup
with a simultaneous left and right identity.
Note, the pair (T, ∗) being a quasigroup (two sided) is equivalent to the
Cayley table for it being a Latin square, and if it has an identity then it
contains a column and row which are identically ordered. Unlike a group,
however, a quasigroup/loop need not be associative, but an associative loop
is a group.
One of the simplest examples of a left quasigroup (T, ∗) is when T is a
left transversal for a subgroup H ≤ G where a ∗ b = c if ab ∈ cH. And if
h ∈ T ∩H then clearly a∗h = a, so, in fact, (T, ∗) is a left loop. Now, by con-
ditions (a),(a)’,(d) in 4.1, QHol(G) is a group containingHol(G) where the
elements of any π(Q) are patently a left transversal, so are therefore auto-
matically a left loop. What one also derives from 4.1 is that one may define
the binary operation on π(Q) in terms of Q(G). Specifically, if one defines
βi ∗ βj = βk if βiβjλ(G)β
−1
j β
−1
i = βkλ(G)β
−1
k then this is the same as the
transversal structure. In addition, we pointed out that any π(Q(G)) con-
tains exactly one element of Hol(G), which corresponds to λ(G) ∈ Q(G),
and this element acts as a right identity.
It turns out, however, that group transversals are not necessarily quasi-
groups, but there do exist many examples where for a given H ≤ G,
there are transversals that are quasigroups, but some which aren’t, such
as G = D4 = 〈t
ixj | i ∈ Z2; j ∈ Z4〉 with H = {1, t}. And there also
exist examples of H ≤ G where no transversals are quasigroups, such as
G = S4 and H = 〈(1, 4)(2, 3)〉. We will not pursue the quasigroup analogy
much further since our interest is in finding π(Q(G)) which are actually
subgroups of QHol(G). However, there is computational evidence that for
many different G, there exist many π(Q(G)) which are loops that are not
subgroups of QHol(G).
There is one other implication of 4.1 to mention which is fairly in-
teresting. Recall that we defined S(G) = S(λ(G), [λ(G)]), the collection
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of regular subgroups of NormB(λ(G)) that are isomorphic to λ(G), and
R(G) = R(λ(G), [λ(G)]) the collection of regular subgroups of B, iso-
morphic to λ(G) and normalized by λ(G). For a given G with associated
Q(G) = S(G) ∩ R(G), since each N ∈ Q(G) is regular, and isomorphic
to λ(G) then it makes sense to consider Q(N) = S(N, [N ]) ∩ R(N, [N ]),
namely the regular subgroups N of NormB(N), isomorphic to N , that are
normalized by N . With this in mind, we have the following consequence of
4.1.
Proposition 4.7: If G is a group and N ∈ Q(G), one has Q(N) = Q(G).
Proof. This follows directly from (d) 4.1 since if N ∈ Q then N normal-
izes, and is normalized by, all other elements of Q. But since all such
N are isomorphic regular subgroups then NormB(N) ∼= NormB(λ(G)) so
|Q(N)| = |Q(G)|, so Q(N) = Q(G).
We see that 4.1 implies thatQHol(G) is the maximal subgroup of B such
that the orbit of λ(G) under conjugation is Q(G). If we look at QHol(N)
as similarly the maximal subgroup of B for which the orbit of N is all of
Q(N) then since Q(G) = Q(N) for all N ∈ Q(G) we have that QHol(N) =
QHol(G).
4.2 Zappa-Szep Extensions
We saw above that H(G) is the orbit of λ(G) under the action of NHol(G),
where, since Hol(G) is the isotropy subgroup for this action, |H(G)| =
|T (G)| = |NHol(G)/Hol(G)|. For H(G) one has that NHol(G) is an exten-
sion of Hol(G), namely
Hol(G) →֒ NHol(G)։ T (G)
and indeed it is the maximal subgroup of Perm(G) which is an extension
of Hol(G). As H(G) ⊆ Q(G) the quasi-holomorph QHol(G) is potentially
larger than NHol(G) and therefore not an extension of Hol(G) in the usual
sense. As we observed earlier, we may assume that π(Q(G)) contains the
identity and is closed under the taking of inverses. This is suggestive of
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the possibility that QHol(G) is a Zappa-Szep extension of Hol(G), namely
that QHol(G) = π(Q(G))Hol(G) an internal product (also called the knit-
product or Zappa-Szep product) of Hol(G) and some π(Q(G)) if π(Q(G))
happens to form a subgroup of QHol(G).
The term ’Zappa-Szep Extension’ appears in [2] for the category of semi-
groups, and the view of such internal products as extensions analogous
to traditional split extensions appears in [3]. Early references to such in-
ternal products (of subgroups of a given group) appears, for example, in
Szep’s original paper [19] on the subject, but was studied by others as well,
around the same time.
Looking back to the case of H(G) and NHol(G) for a moment, we note
that, although NHol(G) is an extension of Hol(G), it need not necessarily
be a split extension in that NHol(G) = Hol(G)M for some M ≤ NHol(G)
where OrbM(λ(G)) = H(G) and M ∩ Hol(G) = {id}. Indeed, using GAP
[11] and the SmallGroups library [4] we can exhibit specific examples. For
two groups of order 40, specifically G ∼= 〈a, b | a5 = b8 = 1, bab−1 = a2〉
and G ∼= Hol(C5) × C2, T (G) is isomorphic to the Klein-4 group, but for
both, NHol(G) contains no subgroups M isomorphic to V such that M
parameterizes H(G) and NHol(G) = Hol(G)M .
However, upon examination of other low order groups, it seems that it’s
generally the case thatNHol(G) is a split extension ofHol(G). For example,
in [14, Thm 2.11], for the dihedral groups Dn = 〈x, t | x
n = 1, t2 = 1, xt =
tx−1〉 we have:
Theorem 4.8:[14, 2.11] For the n-th dihedral groupDn, of order 2n we have:
H(Dn) = {〈ρ(x)φu+1,1, ρ(t)φ(0,u)〉 | u ∈ Υn}
where T (Dn) ∼= Υn, and φ(i,j)(t
axb) = taxia+jb ∈ Aut(Dn).
As QHol(G) is not an extension in the usual sense, split or otherwise,
the analog is precisely the representation of QHol(G) as a Zappa-Szep ex-
tension of Hol(G), if possible. When NHol(G) is split, and QHol(G) is a
Zappa-Szep product, then we have a natural consequence of 2.2 which,
even if there are many different isomorphism classes of π(Q(G)), places
some restrictions.
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Proposition 4.9: IfNHol(G) ∼= Hol(G)⋊M is a split extension andQHol(G) =
π(Q(G))Hol(G) is a Zappa-Szep product for a π(Q(G)) which is a group, then
π(Q(G)) contains a subgroup isomorphic to M .
Proof. If π(Q(G)) is a subgroup of QHol(G) then, since it parameterizes
Q(G) then, by regularity of the action onQ(G), it intersectsHol(G) trivially
and contains a unique subset M˜ which parameterizesH(G). Since π(Q(G))
is a group, then 1 ∈ M˜ and if βM˜ parameterizes N ∈ H(G) then so does
β−1 and so β−1h ∈ M˜ for some h ∈ Hol(G) but then ββ−1h = h ∈ π(Q(G))
which implies h = 1. So the only check that needs to be made is that M˜ is
closed. However, this follows from 4.1 since if α, β ∈ M˜ then by definition
of H(G), αβ = γh for some γ ∈ M˜ and h ∈ H. However this would imply
γ−1αβ = h ∈ π(Q(G)) implying that, again, h = 1. Thus M˜ ∼= M where,
by assumption, NHol(G) contains a subgroup isomorphic to M . Note that
M ∼= T (G) of course.
As mentioned earlier, Miller [16] showed that for G = Cpn for p an
odd prime, one has that H(G) = {λ(G)} only, i.e. T (G) is trivial. As we
shall see in the next section, the situation is quite different for Q(Cpn) and
QHol(Cpn).
5 Mutually Normalizing Subgroups of Hol(Cpn)
5.1 Odd p
The subgroups of the holomorph of a cyclic group of odd prime power
order were studied in [13] as part of the enumeration of the Hopf-Galois
structures on radical extensions of degree pn. We will utilize some of the
technical information therein, in particular to establish 5.1 and 5.2. We
shall also (temporarily) use the notational conventions in [13].
Let 〈σ〉 be the cyclic group of order pn and let 〈δ〉 be its automorphism group
where σδ = σpi where π is a primitive root mod pn. As such, Hol(〈σ〉) con-
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sists of order pairs of the form (σr, δs) where, of course, (σr1 , δs1)(σr2, δs2) =
(σr1+pi
s1r2, δs1+s2).
Lemma 5.1: For 〈σ〉 as given above, an element of S ∩ R is generated by
(σi, δp
k(p−1)) for i ∈ Upn−1−k where n ≤ 2k + 2 i.e. k = r−1..n−1 where
r = [n
2
].
Proof. A consequence of Lemma 3.2 in [13].
As such, we have the following.
Proposition 5.2: For G = Cpn we have that Q(G) = S(G) ∩R(G).
Proof. Direct calculation using the above lemma.
Going forward we shall study Q(Cpn) for Cpn embedded in the ambient
symmetric group Spn as the regular subgroup 〈(1, . . . , p
n)〉 and look at reg-
ular subgroups of Hol(Cpn) that are also cyclic of order p
n. For n = 2, by
5.1 above, we have that S(Cp2, [Cp2]) ∩ R(Cp2, [Cp2]) contains p subgroups.
We can be rather explicit in the enumeration of these subgroups and also
those β which conjugate G to eachM ∈ Q.
Consider first the simple case of p = 3, where weG = 〈(1, 2, 3, 4, 5, 6, 7, 8, 9)〉.
We can show that Q(C9) consists of the following groups
〈(1, 2, 3, 4, 5, 6, 7, 8, 9)〉 = G0 i.e. G itself
〈(1, 2, 6, 4, 5, 9, 7, 8, 3)〉 = G1
〈(1, 2, 9, 4, 5, 3, 7, 8, 6)〉 = G2
the verification of which can be done by direct computation. If one focuses
on the ’columns’ in the above list, one can see that the element β = (3, 6, 9)
conjugates G = G0 to G1 and that β
2 conjugates G0 to G2. One can think
of the elements {1, 2, 4, 5, 7, 8} as being ’fixed points’ in that when mapping
one 9-cycle to the other by some β that the support of that β does not
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include these fixed points. To help establish the pattern, consider the case
of p = 5 where we have Q = {G = G0, . . . , G4} where
〈(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25)〉= G0
〈(1, 2, 8, 19, 10, 6, 7, 13, 24, 15, 11, 12, 18, 4, 20, 16, 17, 23, 9, 25, 21, 22, 3, 14, 5)〉= G1
〈(1, 2, 13, 9, 15, 6, 7, 18, 14, 20, 11, 12, 23, 19, 25, 16, 17, 3, 24, 5, 21, 22, 8, 4, 10)〉= G2
〈(1, 2, 18, 24, 20, 6, 7, 23, 4, 25, 11, 12, 3, 9, 5, 16, 17, 8, 14, 10, 21, 22, 13, 19, 15)〉= G3
〈(1, 2, 23, 14, 25, 6, 7, 3, 19, 5, 11, 12, 8, 24, 10, 16, 17, 13, 4, 15, 21, 22, 18, 9, 20)〉= G4
and here too we look at the columns and observe that {1, 2, 6, 7, 11, 12, 16, 17, 21, 22}
will be fixed by any β conjugating G = G0 to any others in the list. In this
case we have powers of
β = (3, 8, 13, 18, 23)(4, 19, 9, 24, 14)(5, 10, 15, 20, 25)
where a pattern can be seen by considering that 3 + 5 = 8,8 + 5 = 13,
13+5 = 18, 18+5 = 23 and 23+5 = 28 ≡ 3 (mod 5), namely 3+ k∆ where
∆ = 5 and for the other two 5-cycles, we have 4 + k∆ where ∆ = 15 and
5 + k∆ for ∆ = 5 again. For p = 7 we have the following β
(3, 10,17, 24, 31, 38, 45)(4, 25, 46, 18, 39, 11, 32)(5, 47, 40, 33, 26, 19, 12)
(6, 27, 48, 20, 41, 13, 34)(7, 14, 21, 28, 35, 42, 49)
which can be written as
(3 + k · 1 · 7)(4 + k · 3 · 7)(5 + k · 6 · 7)(6 + k · 3 · 7)(7 + k · 1 · 7)
where k runs from 0 to p − 1. To make the pattern more obvious we note
one more case, namely p = 11, where if G = G0 = 〈(1 . . . 121)〉 then the
other elements of Q are conjugates of G by powers of
β =(3 + k · 1 · 11)(4 + k · 3 · 11)(5 + k · 6 · 11)(6 + k · 10 · 11)
(7 + k · 4 · 11)(8 + k · 10 · 11)(9 + k · 6 · 11)(10 + k · 1 · 11)
The reader will observe that 1, 3, 6, 10 are the first few terms of the triangu-
lar numbers sequence tm =
m(m+1)
2
, but the successive terms 4, 10, 6, 3, 1 are
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puzzling until you realize that this is still the triangular numbers sequence,
but with the higher terms reduced mod p = 11 in this case. The triangular
numbers motif appears in the theorem below, but a modification is needed
in order to provide a parameterization π(Q(G)) which we can prove is a
parameterization.
Theorem 5.3: If G = 〈(1, 2, . . . , pn)〉 for p ≥ 3 and n ≥ 2 then Q(G) is
parameterized by powers of the following element
β =
pn−r∏
i=1
(i, i+ ti−1 · p
n−r, i+ 2 · ti−1 · p
n−r, . . . , i+ (pr − 1) · ti−1 · p
n−r)
where r = [n
2
] and tj = 1 +
j(j+1)
2
.
Proof. To give a sense of how β arises, we observe that if σ = (1, . . . , pn)
then σp
n−r
= σ1σ2 · · ·σpn−r where σi = (i, i+ p
n−r, i+ 2 · pn−r, . . . , i+ (pr −
1) · pn−r) and therefore that
β =
pn−r∏
i=1
σ
ti−1
i
Now, to show that βGβ−1 lies in Q, we first show that βσβ−1 generates
another element of Hol(〈σ〉), namely that
βσβ−1σβσ−1β−1 = σm
for some m. We shall show that, in fact, m = pn−r + 1. Observe that in
the cycle structure of β that each element in the support of a given cycle is
congruent to the same element mod pn−r. If we let δ = βσβ−1σβσ−1β−1 we
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consider
δ(i+ kti−1p
n−r) = βσβ−1σβσ−1β−1(i+ kti−1p
n−r)
= βσβ−1σβσ−1(i+ (k − 1)ti−1p
n−r)
= βσβ−1σβ(i− 1 + (k − 1)ti−1p
n−r)
= βσβ−1σβ(i− 1 + ati−2p
n−r) where a = (k − 1)ti−1t
−1
i−2
= βσβ−1σ(i− 1 + (a+ 1)ti−2p
n−r)
= βσβ−1(i+ (a+ 1)ti−2p
n−r)
= βσβ−1(i+ bti−1p
n−r) where b = (a+ 1)ti−2t
−1
i−1
= βσ(i+ (b− 1)ti−1p
n−r)
= β(i+ 1 + (b− 1)ti−1p
n−r)
= β(i+ 1 + ctip
n−r) where c = (b− 1)ti−1t
−1
i
= i+ 1 + (c+ 1)tip
n−r
= i+ 1 + [kti−1 + 1]p
n−r
= i+ kti−1p
n−r + pn−r + 1
One can also show that βGβ−1 is normalized by G, specifically that
σ(βσβ−1)σ−1 = (βσβ−1)p
n−r(pr−1)+1
and therefore that β parameterizes an element of Q. It should be verified
that no non-trivial power of β lies in Hol(G). The simplest way to do this
is to consider βkσβ−k and how it acts on the points 1 and 2 since σ =
(1, . . . , pn). Observe that
βkσβ−k(1) = βkσ(1 + (pr − k)pn−r)
= βk(2 + (pr − k)pn−r)
= βk(2 + (
(pr − k)
2
)2pn−r)
= 2 + (
(pr − k)
2
+ k)2pn−r
= 2 + (
(pr + k)
2
)2pn−r
= 2 + (pr + k)pn−r
≡ 2 + kpn−r (mod pn)
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and a similar calculation shows that βkσβ−k(2) = 3 + 2kpn−r, the point
is that if βkσβ−k were a power of σ then βkσβ−k(1) − 1 ≡ βkσβ−k(2) −
2 (mod pn) but this only happens if k is a multiple of pr, i.e. βk = id.
As we saw in 4.1, since all the elements of Q(G) normalize each other,
then the ’loop’ product of two parameters is another parameter in π(Q(G)).
Here, this product is exactly the same as the product of them as elements
of B. We have that 1 = β0, β1, . . . , βp
r−1 are all parameters and moreover
each gives rise to a distinct element of Q since if βiGβ−i = βjGβ−j then
βi−j ∈ Hol(G) and as observed above this implies that i = j. By 5.1 above
we know that there are only pr cyclic subgroups of Hol(Cpn) of order p
n
that are normalized by Cpn so these must be the ones parameterized by the
powers of β as given above.
We have therefore shown the following about QHol(G).
Corollary 5.4: For G = Cpn, the group QHol(G) is a Zappa-Szep extension
of Hol(G), namely π(Q(G))Hol(G) where π(Q(G)) = 〈β〉.
We note that the definition of tj as 1+(some triangular number) instead
of being simply a triangular number has one particular advantage in the
above proof, namely that for j = 0 . . . pn−r − 1, each tj is a unit mod pn
which is not always the case for the pure triangular numbers. And that
these are units simplified the above proof in that the values a, b, and ’c’
were readily definable for each i. Indeed, if we had defined tj to be the
j-th triangular number then we would obtain an element β ′ which would
differ from β in that β ′ = βσp
n−r
. What is interesting to note is that both β
and β ′ have order pr since σp
n−r
centralizes β ′, but that β ′ has fixed points,
in contrast with β which has none. And as far as the proof is concerned we
would have had to do separate arguments for when the triangular number
is zero mod pr versus nonzero. Moreover, and more significantly, both 〈β〉
and 〈β ′〉 are distinct sets which parameterize Q since σp
n−r
clearly lies in
Hol(Cpn). This also demonstrates quite clearly that when π(Q(G)) is a
group, the actual group of parameters need not be unique.
One might ask, how many other π(Q(G)) are there which are sub-
groups of QHol(G)? We saw above that for any a ∈ Zpr one has that σ
apn−r
centralizes β, and therefore that βσap
n−r
also has order pr and intersects
22
Hol(Cpn) trivially.
In terms of the σi we have
σap
n−r
= σ1σ2 · · ·σpn−r
β = σt01 σ
t1
2 · · ·σ
t
pn−r−1
pn−r
where we may view both as subgroups of 〈σ1, σ2, . . . , σpn−r〉 ∼= Z
pn−r
pr where
in particular
β ↔ (t0, t1, . . . , tpn−r−1)
σp
n−r
↔ (1, 1, . . . , 1)
and therefore that
σap
n−r
↔ (a, a, . . . , a)
βσap
n−r
↔ (t0 + a, t1 + a, . . . , tpn−r−1 + a)
which allows us to determine when 〈βσap
n−r
〉 = 〈βσbp
n−r
〉 for a, b ∈ Zpr .
Since t0 = 1 and t1 = 2 then the we consider when
(k(t0 + a), k(t1 + a), . . . , k(tpn−r−1 + a)) = (t0 + b, t1 + b, . . . , tpn−r−1 + b)
for some k ∈ Zpr which implies that k(1 + a) = 1 + b and k(2 + a) = 2 + b,
namely that k = 1. However, this implies that a = b and so we have the
following.
Proposition 5.5: For σ and β as above, each a ∈ Zpr yields a distinct cyclic
group 〈βσap
n−r
〉 of order pr, each of which parameterizes Q(Cpn).
We can pursue this idea a bit further by determining CentHol(Cpn )(β)
for then any element γ of exponent pr in this centralizer has the property
that βγ also generates a π(Q(G)). This centralizer is not too difficult to
determine, and we give it here.
Proposition 5.6: CentHol(Cpn )(β) = 〈σ
pr〉〈δφ(p
r)〉 where Aut(Cpn) = 〈δ〉.
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Proof. We identify σ with (1, . . . , pn) to make the argument a bit easier.
Since δσδ = σpi where π is a primitive root mod pn then δeσδ−e = σpi
e
. So
assuming δ(1) = 1 we have
δeσδ−e = (1, 1 + πe, 1 + 2πe, . . . , 1 + (pn − 1)πe)
= (1, δe(2), δe(3), . . . , δe(pn))
and so δe(k) = 1 + (k − 1)πe. As seen earlier σp
n−r
= σ1 · · ·σpn−r where
σi = (i, i+ p
n−r, i+ 2pn−r, . . . , i+ (pr − 1)pn−r) where now δe(i+ kpn−r) =
1 + (i+ kpn−r − 1)πe = 1 + (i− 1)πe + kπepn−r which lies in the support of
σ1+(i−1)pie and since δe(i+pn−r)−δe(i) = πepn−r then we find that δeσiδ−e =
σpi
e
1+(i−1)pie .
Looking at how powers of σ act, we have that
σσiσ
−1 = (σ(i), σ(i+ pn−r), σ(i+ 2pn−r), . . . , σ(i+ (pr − 1)pn−r))
= (i+ 1, i+ 1 + pn−r, i+ 1 + 2pn−r, . . . , i+ 1 + (pr − 1)pn−r)
= σi+1
and therefore that σfσiσ
−f = σi+f . So if σf centralizes β then σfσ
ti−1
i σ
−f =
σ
ti−1
i+f which must equal σ
ti+f−1
i+f .
To see that CentHol(Cpn )(β) = 〈σ
pn−r〉〈δφ(p
r)〉 we consider the action of a
typical σfδe on β and observe that we get
σfδeσ
ti−1
i δ
−eσ−f = σfσti−1pi
e
1+(i−1)pieσ
−f
= σ
ti−1pie
1+(i−1)pie+f
must
= σ
t((i−1)pie)+f
1+(i−1)pie+f
which means t((i−1)pie)+f ≡ ti−1πe(mod pr) for each i. If we let i = 1, 2, pn
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we get
1 +
f(f + 1)
2
≡ πe
1 +
(f + πe)(f + πe + 1)
2
≡ 2πe
1 +
(f − πe)(f − πe + 1)
2
≡ πe
and if we substitute in πe = 1 + f(f+1)
2
into the second and third equations,
and simplify we get
5
4
f +
7
8
f 2 +
3
4
f 3 +
1
8
f 4 ≡ 0
−
3
4
f −
1
8
f 2 −
1
4
f 3 +
1
8
f 4 ≡ 0
which (viewed in Q[x]) can be solved. The intersection of the solution sets
for each are {0,−1
2
±
√−7
2
}. If we substitute in either complex conjugate into
πe = 1+ f(f+1)
2
we obtain πe ≡ 0which is impossible. As such, f ≡ 0(mod pr)
which implies πe = 1 which therefore implies that e is a multiple of φ(pr).
As such σeδf ∈ 〈σp
r
〉〈δφ(p
r)〉.
This allows us to demonstrate quite a number of π(Q(G)) which are
subgroups of QHol(G).
Corollary 5.7: For each of the p2r elements σfδe ∈ CentHol(Cpn )(β), the group
〈βσfδe〉 parameterizes Q and all are distinct subgroups of QHol(Cpn).
Proof. The group law in Hol(Cpn) shows that
(σf , δe)m = (σf(1+pi
e+···+pi(m−1)e), δme)
and since f is a multiple of pr and e a multiple of φ(pr) the above expression
is (σ0, δ0) for m = pn−r. That these are all distinct follows from a similar to
argument to that given above to prove that the groups 〈βσap
r
〉 are distinct.
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What is rather interesting is that for n even, r = n− r and δφ(p
r) central-
izes σp
r
, so that CentHol(Cpn )
∼= Cpr × Cpr but that for n odd, r < n− r so it
does not and therefore CentHol(Cpn )
∼= Cpr⋊Cpr . However, as demonstrated
above, both groups have exponent pr.
So we see, for G = Cpn, not only do the groups in Q(G) all normalize
each other, whence |QHol(G)| = |Q| · |Hol(G)| but there exists (many)
π(Q(G)) which are subgroups of QHol(G).
5.2 Cyclic 2-Groups
For G ∼= C2n we have Aut(G) ∼= Z
∗
2n which, of course, is non-cyclic, which
contrasts with the odd prime power case studied above. However, it turns
out that the enumeration is nearly identical. In [6], Byott determined S(G)
which we give here.
Lemma 5.8:[6, Lemma 7.3] Let G = 〈σ〉 by cyclic of order 2n and for s ∈ Z∗2n
let δs ∈ Aut(G) be that automorphism such that δsσδ
−1
s = σ
s. Then Hol(G)
contains exactly 2n−2 cyclic subgroups of order 2n, namely 〈(σ, δs)〉 for each s
where s ≡ 1(mod 4).
Now, for n = 1, 2 the only cyclic subgroups of order 2n of Hol(G) are
G = 〈σ〉 itself. And for n ≥ 3 the set of those s ∈ U2n for which s ≡ 1(mod 4)
lie in the cyclic subgroup generated by 5, which has order 2n−2. That is,
S(G) = {Ns | s ∈ 〈5〉} where Ns = 〈(σ, δs)〉.
We also note that, unlike the odd prime-power case, T (C2n) ∼= C2 for n ≥ 3.
As to Q = S ∩ R we consider when Ns is normalized by G = 〈(σ, I)〉. A
straightforward calculation yields the following
Proposition 5.9: For G = 〈σ〉 ∼= C2n, for n ≥ 3, if r = [
n−3
2
] then
Q(G) = {Ns | s ∈ 〈5
2r)〉}
and all groups in Q(G) normalize each other. Also, H(G) = {N1, N52n−3}.
What we find then is that, for n ≥ 3, |Q(G)| = 2[
n
2
], and by 4.1,
π(Q(C2n)) is a quasi-group/loop.
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5.3 Cyclic groups in general
For general cyclic groups Cn where n = p
e1
1 p
e2
2 . . . p
er
r for distinct primes pi
thenHol(Cn) ∼= Hol(Cpe11 )×· · ·×Hol(Cp
er
r
). The question is what is the rela-
tionship between Q(Cn) and Q(Cpeii ), and for the purpose of enumeration,
between |Q(G)| and |Q(Cpiei )|. We note that Miller in [16] observed that
NHol(Cn) and concordantly T (Cn) also splits along the relatively prime
components. As such |H(G)| = |H(Cpe11 )| · · · |H(Cp
er
r
)| where, of course,
|H(Cpeii )| = 1 if p > 2.
For Q(G) we can show a considerably stronger result than just a state-
ment about relatively prime order cyclic groups.
Proposition 5.10: If |G1| = n1 and |G2| = n2 where gcd(n1, n2) = 1 then
|Q(G1 ×G2)| = |Q(G1)| · |Q(G2)|.
Proof. If G = G1 × G2 then λ(G) ≤ B = Perm(G) ∼= Sn1n2. Moreover,
Aut(G) ∼= Aut(G1)×Aut(G2) and therefore Hol(G) ∼= Hol(G1)×Hol(G2).
However, our argument will not explicitly require a consideration of the
structure of Hol(G), but rather is focused on the mutual normalization
property. By a slight abuse of notation, we may represent λ(G) as an inter-
nal direct product G1G2 where G1 and G2 are semi-regular subgroups.
If now N ∈ Q(G) then similarly we may write N = N1N2 where Ni ∼=
Gi. Since N ∈ Q(G) then N1N2 normalizes G1G2 and is normalized by
G1G2. What we can show is a relationship between the supports of the
cycles that make up the elements of Gi and those of Ni.
For x ∈ G let Ai = OrbGi(x) and Bi = OrbNi(x) for i = 1, 2. Since
each Gi is characteristic in G then for η ∈ Ni we have ηGiη
−1 = Gi. Thus,
since OrbηGiη−1(x) = η(Ai) and ηGiη
−1 = Gi, we have that η(Ai) = Ai
and since x ∈ Ai then η(x) ∈ Ai for all η ∈ Ni. But this means Bi =
OrbNi(x) ⊆ Ai and since |Ai| = |Gi| = |Ni| = |Bi|we conclude that Ai = Bi.
Furthermore, if g = g1g2 where gi = gi1gi2 · · · gi(n1n2/ni) ∈ Gi and η = η1η2
where ηi = ηi1ηi2 · · · ηi(n1n2/ni) ∈ Ni then we may arrange the gij and ηij
so that Supp(gij) = Supp(ηij) and Supp(gij) ∩ Supp(ηik) = ∅ for j 6= k. If
gη1η2g
−1 = η′1η
′
2 where η
′
i = η
′
i1η
′
i2 · · ·η
′
i(n1n2/ni)
we may assume therefore
that gijηijg
−1
ij = η
′
ij for j = 1 . . . n/ni and for j 6= k that gijηikg
−1
ij = η
′
ik.
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Since, G, whence the Gi are fixed at the outset, it follows that this holds
true for all N ∈ Q(G).
Suppose also that η1g2η
−1
1 = g
′
2 ∈ G2 and g2η
−1
1 g
−1
2 = η
′
1 ∈ N1 then
η1g2η
−1
1 g
−1
2 = g
′
2g
−1
2 ∈ G2
η1g2η
−1
1 g
−1
2 = η
−1
1 η
′
1 ∈ N1
which implies that g′2g
−1
2 = η
−1
1 η
′
1. But since gcd(|G2|, |N1|) = gcd(n2, n1) =
1 then we must have that g′2g
−1
2 = η
−1
1 η
′
1 = id which implies that g2 central-
izes η1, and a symmetric argument implies that g1 centralizes η2. What all
these facts imply is that λ(G) establishes a set of supports S11, S12, . . . , S1n2
for the cycles that make up g1 and similarly supports S21, S22, . . . , S2n1 for
the cycle structure of g2. Note also that each S1j intersects S2k in exactly
one point for each j ∈ {1, . . . , n1} and k ∈ {1, . . . , n2}. Moreover, these
same supports are the same for the cycles that make up η1 and η2. As such
if g = g1g2 then the action of λ(G) can be viewed as the action of g1 simulta-
neously on each S1i and g2 on each S2i where the action on the S2i permutes
the {S2i} amongst each other in blocks, and these two actions are indepen-
dent of each other. As such, if N1 is any regular subgroup of Perm(G1) that
normalizes G1 and is normalized by G1, where both are viewed as diago-
nally embedded in Perm(S11 × · · · × S1n1) and if similarly we have N2 a
regular subgroup of Perm(G2) that normalizes G2 and is normalized by G2
then both can be embedded diagonally in Perm(S21 × · · · × S2n2). As such
N1 ·N2 can be embedded as N ≤ Perm(G) where
G = S11 ∪ · · · ∪ S1n2 = S21 ∪ · · · ∪ S2n1
and is normalized by and normalizes λ(G) = G1G2. More generally, this
holds for any pair of regular subgroups which mutually normalize each
other, in particular the members of Q(G). Therefore the correspondence
Q(G1)×Q(G2) ∋ (N1, N2) 7→ N ∈ Q(G1 ×G2)
is bijective and establishes the count stated in the proposition.
As to those π(Q(G)) which are groups, we shall see in the next section,
that some are cyclic, but there are others which are not.
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6 Dihedral Groups
Our first class of examples beyond cyclic groups will be the dihedral groups
Dn of order 2n for n ≥ 3. The case of n = 3 is relatively simple in that,
since D3 = S3 which is a complete group, Hol(D3) = λ(D3)× ρ(D3) which
easily yields that S = R = {λ(D3), ρ(D3)}. As such Q(D3) = H(D3), and
that NHol(G) = QHol(G) ∼= (S3 × S3) ⋊ C2 where the C2 component is
that element conjugating λ(D3) to ρ(D3), so that π(Q(G)) is also this same
subgroup of order 2. Indeed, if we embed D3 as S3 into S6 then we have
λ(S3) = 〈(1, 3)(2, 5)(4, 6), (1, 4, 5)(2, 6, 3)〉
ρ(S3) = 〈(1, 2)(3, 5)(4, 6), (1, 4, 5)(2, 3, 6)〉
QHol(S3) = Hol(S3)〈τ〉
for any τ ∈ {(1, 4), (1, 5), (2, 3), (2, 6), (3, 6), (4, 5)}
so that all π(Q(S3)) are isomorphic, which is unsurprising given thatQ = H
and QHol(S3) = NHol(S3) so that any π(Q(G)) would be isomorphic to
T (S3). For Dn = 〈x, t | x
n = 1, t2 = 1, xt = tx−1〉 in general, in [15], we
have a complete enumeration of R(Dn) = R(Dn, [Dn]).
Theorem 6.1:[15, 4.4 4.7] For the dihedral groups Dn of order 2n
|R(Dn, [Dn])| =

(n
2
+ 2)|Υn| if 8|n
(n
2
+ 1)|Υn| if 4|n but 8 ∤ n
(n + 1)|Υn| if 2|n but 4 ∤ n
|Υn| if n odd
where Υn = {u ∈ Un | u
2 = 1}.
As such, we also, in principle, have an enumeration of S(Dn) ∩ R(Dn)
by filtering those N ∈ R(Dn, [Dn]) which normalize λ(Dn). In fact, we can
determine |Q(Dn)| but we have to separate the analysis between n being
even vs. odd.
For n odd, we can apply [14, 2.11] mentioned earlier, namely that |H(Dn)| =
|Υn|.
29
Theorem 6.2: For n odd, Q(Dn) = H(Dn).
Proof. For any group G we have
H(G) ⊆ Q(G) ⊆ S(G) ∩ R(G) ⊆ R(G)
so for Dn we note that |R(Dn, [Dn])| = |Υn| = |H(Dn)|.
For n even, we see above that |R(Dn, [Dn])| is dependent on what power
of 2 divides n. For n = 4we haveΥ4 = {±1} so thatH(D4) = {λ(D4), ρ(D4)}
and from the above, that |R(D4)| = 6 overall. It turns out to be the case
that S(D4) = R(D4) = Q(D4). Specifically, we have
Q(D4) = {
〈(1, x, x2, x3)(t, tx3, tx2, tx), (1, t)(x, tx)(x2, tx2)(x3, tx3)〉 ← λ(D4)
〈(1, x, x2, x3)(t, tx, tx2, tx3), (1, t)(x, tx3)(x2, tx2)(tx, x3)〉 ← ρ(D4)
〈(1, tx, x2, tx3)(t, x3, tx2, x), (1, t)(x, tx)(x2, tx2)(x3, tx3)〉
〈(1, tx, x2, tx3)(t, x, tx2, x3), (1, t)(x, tx3)(x2, tx2)(tx, x3)〉
〈(1, t, x2, tx2)(x, tx, x3, tx3), (1, x)(t, tx3)(x2, x3)(tx, tx2)〉
〈(1, t, x2, tx2)(x, tx3, x3, tx), (1, x)(t, tx)(x2, x3)(tx2, tx3)〉}
and one can see fairly easily that one choice of π(Q(D4)) is
〈(x, tx)(x3, tx3), (t, tx, x)(tx2, tx3, x3)〉
and that π(Q(G)) ∼= S3. Moreover, one may show that
〈(1, t, x)(x2, tx2, x3)(tx, tx3)〉
also parameterizesQ but that here π(Q(G)) ∼= C6! It turns out that, in fact,
there are 64 choices of subgroups of QHol(G) that parameterize Q, and
that the isomorphism classes of these are evenly divided between S3 and
C6.
We also note that, unlike cyclic groups, and the D4 example above, we
cannot expect Q(G) = S(G) ∩ R(G). Indeed, for larger (even) n, we see
that (generally) |Q(G)| < |S(G) ∩ R(G)| and we shall examine these in
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more detail in the next section. To look at the Dn for n even case in a bit
more detail as we need to dig deeper into the enumeration of R(Dn) in
[15] mentioned above. To avoid excess detail we highlight a few of the
essential components of this enumeration.
For Dn = 〈x, t | x
n = 1, t2 = 1, xt = tx−1〉 the left regular representation
is generated by
λ(x) = (1, x, x2, . . . , xn−1)(t, txn−1, . . . , tx)
λ(t) = (1, t)(x, tx) · · · (xn−1, txn−1)
and, similar to the analysis done in 5.10, the generators λ(x) and λ(t) gives
rise to ’blocks’ that are preserved. And for odd n one has
X0 = {1, x, . . . , x
n−1}
Y0 = {t, tx, . . . , tx
n−1}
while for even n there are two others
X1 = {1, x
2, . . . , xn−2, t, tx2, . . . , txn−2}
Y1 = {x, x
3, . . . , xn−1, tx, tx3, . . . , txn−1}
and
X2 = {1, x
2, . . . , xn−2, tx, tx3, . . . , txn−1}
Y2 = {x, x
3, . . . , xn−1, t, tx2, . . . , txn−2}
which are preserved, and this is due to the correspondence between these
sets and the number of index 2 subgroups of Dn. For n odd, there is just
one such subgroup, but for n even there are three, but only one of which
is characteristic. And in general, any regular subgroup isomorphic to Dn
yields similar block structures with respect to the action of its two gener-
ators. What turns out to be the case though is that for any N in S(Dn)
or R(Dn), N must also give rise to the same collection of blocks as does
λ(Dn). Moreover, the unique characteristic subgroup of index 2 of any such
N corresponds to exactly one of the possible blocks, {X0, Y0}, {X1, Y1}, or
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{X2, Y2}. And so the enumeration ofR(Dn) is stratified according to which
of these three blocks, corresponds to N ’s unique characteristic subgroup.
When n is odd, the only block structure is {X0, Y0} and, as seen above,
R(Dn) = S(Dn) = H(Dn) = Q(Dn). But for n even, by [15, 4.7] the
N ∈ R(Dn) are distributed between different block types, where the exact
distribution is based on whether 2, 4, or 8 divide n. For n = 6 for example,
|R(D6)| = 14 overall, where 2 correspond to {X0, Y0} which constitute
H(D6) actually, and 6 corresponding to {X1, Y1} and 6 corresponding to
{X2, Y2}.
To show which of the containments H(Dn) ⊆ Q(Dn) ⊆ S(Dn) ∩ R(Dn)
are proper for Dn when n is even, we start by recalling 4.4, namely that
H(G) ⊆ Q(G) and so, in particular ρ(G) ∈ Q(G). And so, by the very
definition of Q(G), if a given N ∈ S(G) ∩ R(G) is not normalized by
ρ(G) then N 6∈ Q(G). If a given N is such that its characteristic sub-
group of order n corresponds to the block structure {Xi, Yi} then we say
N ∈ R(G, [Dn];W (Xi, Yi)). For G = Dn for n even we have the following.
Proposition 6.3: If N ∈ R(G, [Dn];W (Xi, Yi)) for i = 1, 2 then N is not
normalized by ρ(Dn).
Proof. If N ∈ R(Dn, [Dn];W (X1, Y1)) then its characteristic subgroup of or-
der n is generated by a product of disjoint n-cycles, kXkY where Supp(kX) =
Xi and Supp(kY ) = Yi. In particular, by [15, 4.7] one has that
kX = (t
a0xb0 , . . . , tan−1xbn−1)
kY = (t
c0xd0 , . . . , tcn−1xdn−1)
where (a0, b0) = (0, 0), (c0, d0) = (0, 1), (ar, br) = (1, 0), (c0, d0) = (0, 1),
(cs, ds) = (1, 1) for some r, s ∈ Zn − 〈2〉 where s = (r − 2)v. Moreover the
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following difference equations hold:
a2e = 0 a2e+1 = 1
c2e = 0 c2e+1 = 1
b2e = 2e d2e = 2ev + 1
br+2e = −2e d(r−2)v+2e = −2ev + 1
for e ∈ Zn/2, v ∈ Υn, where Υn = {u ∈ Un |u
2 = 1}. The key observation is
that bk is even or odd depending on whether k is even or odd, and similarly
for dk.
As ρ(x) = (1, xn−1, . . . , x)(t, txn−1, . . . , tx) then one has that ρ(x)(Xi) =
Yi and ρ(x)(Yi) = Xi for i = 1, 2 since ρ(x)(x
b) = xb−1 and ρ(x)(txb) = txb−1.
As such, if ρ(x) normalizes N then
ρ(x)kXkY ρ(x)
−1 = (ρ(x)kXρ(x)
−1)(ρ(x)kY ρ(x)
−1) = kqY k
q
X
for some q ∈ Un. Therefore
(ta0xb0−1, . . . , tan−1xbn−1−1) = (tc0xd0 , tcqxdq , . . . , tcn−1xd(n−1)q )
(tc0xd0−1, . . . , tcn−1xdn−1−1) = (ta0xb0 , taqxbq . . . , ta(n−1)qxb(n−1)q)
and since (c0, d0 − 1) = (0, 0) = (a0, b0) then d1 − 1 = bq but d1 is odd,
so d1 − 1 is even, but as q ∈ Un then q is odd, so bq is odd, which is im-
possible. And since each M ∈ R(Dn, [Dn];W (X2, Y2)) is the image of an
N ∈ R(Dn, [Dn];W (X1, Y1)) under an automorphism of Dn then ρ(x) does
not normalize anyM ∈ R(Dn, [Dn];W (X2, Y2)) either.
The other determination to make is what N actually lie in Q(Dn).
Proposition 6.4: For n even or odd, Q(Dn) = R(Dn, [Dn];W (X0, Y0)).
Proof. As we saw above, Q(Dn) = H(Dn) = R(Dn, [Dn]) for n odd, so it
must be that H(Dn) = R(Dn, [Dn];W (X0, Y0)). For n even, we consider the
nature of the order n characteristic subgroup of anyN ∈ R(Dn, [Dn];W (X0, Y0)).
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Any such N has a characteristic subgroup of order n, generated by a prod-
uct of disjoint n-cycles, kX and kY , where Supp(kX) = X and Supp(kY ) =
Y . For the case of {X, Y } = {X0, Y0} we have, from [15, 4.4], that either
kX = (1, x, . . . , x
n−1)
kY = (t, tx
u, . . . , tx(n−1)u)
for u ∈ Υn, and, if 8|n an additional set,
k˜X = (1, x
i2v−1, xi3v−1 . . . , xi0−1)
k˜Y = (t, tx
i(1+u)v−1, txi(1+2u)v−1, . . . , txi(1+(n−1)u)v−1)
where i0 = 0, iv = 1, and i(1+e)v− ie = 1 for e ∈ Zn where v =
n
2
+1, u ∈ Υn.
A bit of calculation further reveals that, in fact, ib+av = a + b for a = b or
a = b + 1 for a, b ∈ {0, . . . , n
2
− 1}. What one shows then is that the kXkY
all centralize each other, as do the k˜X k˜Y mutually centralize each other.
Additionally, one can show that kXkY (k˜X k˜Y )(kXkY )
−1 = (k˜X k˜Y )v and vice
versa.
We note that the kXkY in the above proof correspond exactly to H(Dn)
which consists of |Υn| groups, and that for 8|n we have the additional |Υn|
groups k˜X k˜Y corresponding to the parameter v =
n
2
+ 1, as u varies over
Υn.
Corollary 6.5: For the group Dn we have
|Q(Dn)| =
{
|Υn| if 8 6
∣∣n
2|Υn| if 8|n
The above illustrates that H(Dn) is a proper subset of Q(Dn). As to
the containment Q(Dn) ⊆ S(Dn) ∩ R(Dn), we observe finally that for Dn
(n even) that this containment is always proper. This is established by the
following.
Proposition 6.6: There exist N ∈ R(Dn, [Dn];W (X1, Y1) that do not nor-
malize λ(Dn), that is N 6≤ Hol(Dn).
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Proof. We refer back to the enumeration of the characteristic order n sub-
groups 〈kXkY 〉 of N ∈ R(Dn, [Dn];W (X1, Y1) as described in 6.3. In par-
ticular kX = (t
a0xb0 , . . . , tan−1xbn−1) and kY = (t
c0xd0 , . . . , tcn−1xdn−1) where
the exponents are subject to the difference equations also given 6.3 pa-
rameterized by r ∈ Zn − 〈2〉 and v ∈ Υn. So suppose N = Nr,v ∈
R(Dn, [Dn];W (X0, Y0) corresponds to a pair (r, v) ∈ Zn − 〈2〉 ×Υn. If 4 6
∣∣n
then Nr,v normalizes 〈λ(x)〉 only if v = 1. And if 4|n then Nr,v normalizes
〈λ(x)〉 if v = 1, n
2
+ 1. And since Υn contains other units besides these in
either case, the result follows.
7 |H(G)| ≤ |Q(G)| ≤ |S(G) ∩R(G)|
The two containments H(G) ⊆ Q(G) ⊆ S(G) ∩ R(G) may or may not be
proper for a given group G. For G cyclic of prime power order we have
|H(Cpn)| < |Q(Cpn)| = |S(Cpn) ∩R(Cpn)| p odd
|H(C2n)| < |Q(C2n)| = |S(C2n) ∩ R(C2n)| 1 ≤ n ≤ 4
|H(C2n)| < |Q(C2n)| < |S(C2n) ∩ R(C2n)| n ≥ 5
and, as we just demonstrated above
|H(Dn)| = |Q(Dn)| = |S(Dn) ∩R(Dn)| n odd
|H(Dn)| = |Q(Dn)| < |S(Dn) ∩R(Dn)| n even, 8 6
∣∣n
|H(Dn)| < |Q(Dn)| < |S(Dn) ∩R(Dn)| n even, 8|n
for the dihedral groups Dn. And as the D4 example highlights, QHol(D4) is
a Zappa-Szep extension of Hol(D4) with respect to complements π(Q(D4))
of different isomorphism classes, C6 and S3.
What we wish to do in this section is to give tables illustrating not only
the disparity in sizes between |H(G)|, |Q(G)|, and |S(G) ∩ R(G)|, but also
indicate the different isomorphism classes of parameter groups π(Q(G))
that may arise, and also to illustrate cases where QHol(G) is not a Zappa-
Szep extension ofHol(G). We shall utilize GAP to computeQ(G) for a wide
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variety of groups of lower order. Indeed, the examples of the two groups
mentioned earlier of order 40 where NHol(G) is not a split extension were
also computed using GAP. And since we have used GAP to generate the fol-
lowing tables, we adopt the notational conventions they use, in particular
writing D2n for the n-th dihedral group for example.
The tables below consists of the values of |S(G) ∩ R(G)|, |Q(G)|, and
|H(G)| as well as the different isomorphism classes of groups formed from
parameter sets π(Q(G)), for |G| ≤ 40. We omit cyclic groups, as well as Dn
for n odd, which have been discussed above.
G |S ∩ R| |Q| |H| π(Q)
C2 × C2 1 1 1 1
S3 2 2 2 C2
C4 × C2 8 2 2 C2
D8 6 6 2 S3, C6
Q8 2 2 2 C2
C2 × C2 × C2 8 1 1 1
C3 × C3 9 1 1 1
C3 ⋊ C4 2 2 2 C2
A4 6 2 2 C2
D12 8 2 2 C2
C6 × C2 1 1 1 1
C4 × C4 24 24 1 C4 × S3, (C6 × C2)⋊ C2, C3 ×D8, S4, C2 ×A4, C2 × C2 × S3
(C4 × C2)⋊ C2 76 4 4 C2 × C2
C4 ⋊ C4 72 72 8 C3 × S4, (C3 × A4)⋊ C2
C8 × C2 10 4 4 C2 × C2
C8 ⋊ C2 10 4 4 C2 × C2
D16 16 8 4 C4 × C2, D8, C2 × C2 × C2
QD16 32 16 16 C2 ×D8
Q16 16 8 4 C4 × C2, D8, C2 × C2 × C2
C4 × C2 × C2 146 1 1 1
C2 ×D8 198 6 2 S3, C6
C2 ×Q8 66 2 2 C2
(C4 × C2)⋊ C2 224 224 2 QHol(G) is not a Zappa-Szep Extension of Hol(G)
C2 × C2 × C2 × C2 106 1 1 1
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G |S ∩ R| |Q| |H| π(Q)
C3 × S3 7 2 2 C2
(C3 × C3)⋊ C2 38 2 2 C2
C6 × C3 9 1 1 1
C5 ⋊ C4 2 2 2 C2
C20 1 1 1 1
C5 ⋊ C4 7 2 2 C2
D20 12 2 2 C2
C10 × C2 1 1 1 1
C7 ⋊ C3 9 2 2 C2
C3 ⋊ C8 4 4 4 C2 × C2
SL(2, 3) 6 2 2 C2
C3 ⋊Q8 16 4 4 C2 × C2
C4 × S3 32 8 8 C2 × C2 × C2
D24 16 4 4 C2 × C2
C2 × (C3 ⋊ C4) 20 4 4 C2 × C2
(C6 × C2)⋊ C2 32 8 8 C2 × C2 × C2
C12 × C2 8 2 2 C2
C3 ×D8 6 6 2 S3, C6
C3 ×Q8 2 2 2 C2
S4 5 2 2 C2
C2 × A4 9 2 2 C2
C2 × C2 × S3 44 2 2 C2
C6 × C2 × C2 8 1 1 1
C5 × C5 25 1 1 1
C9 × C3 33 3 1 C3
(C3 × C3)⋊ C3 78 2 2 C2
C9 ⋊ C3 63 6 2 S3, C6
C3 × C3 × C3 339 1 1 1
C7 ⋊ C4 2 2 2 C2
D28 16 2 2 C2
C14 × C2 1 1 1 1
C5 × S3 2 2 2 C2
C3 ×D10 2 2 2 C2
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G |S ∩ R| |Q| |H| π(Q)
C9 ⋊ C4 2 2 2 C2
(C2 × C2)⋊ C9 18 6 2 S3, C6
D36 20 2 2 C2
C18 × C2 3 3 1 C3
C3 × (C3 ⋊ C4) 7 2 2 C2
(C3 × C3)⋊ C4 38 2 2 C2
C12 × C3 9 1 1 1
(C3 × C3)⋊ C4 11 2 2 C2
S3 × S3 55 4 2 C4, C2 × C2
C3 ×A4 42 6 2 S3, C6
C6 × S3 19 2 2 C2
C2 × ((C3 × C3)⋊ C2) 56 2 2 C2
C6 × C6 9 1 1 1
C13 ⋊ C3 15 2 2 C2
C5 ⋊ C8 4 4 4 C2 × C2
C5 ⋊ C8 14 4 4 QHol(G) is not a Zappa-Szep Extension of Hol(G)
C5 ⋊Q8 24 4 4 C2 × C2
C4 ×D10 48 8 8 C2 × C2 × C2
D40 24 4 4 C2 × C2
C2 × (C5 ⋊ C4) 28 4 4 C2 × C2
(C10 × C2)⋊ C2 48 8 8 C2 × C2 × C2
C20 × C2 8 2 2 C2
C5 ×D8 6 6 2 S3, C6
C5 ×Q8 2 2 2 C2
C2 × (C5 ⋊ C4) 24 4 4 QHol(G) is not a Zappa-Szep Extension of Hol(G)
C2 × C2 ×D10 68 2 2 C2
C10 × C2 × C2 8 1 1 1
We observe many examples in the above tables where Q(G) is a proper
subset of S(G) ∩ R(G) and that it is frequently (but not always) the case
that Q(G) = H(G). We also note the intriguing entry for the group (C4 ×
C2)⋊C2, of order 16 (number 13 in the AllSmallGroups(16) list) for which
QHol(G) is not a Zappa-Szep product, even though NHol(G) is a Zappa-
Szep product. What is also unexpected is the size, which is much larger
than |Q(G)| for other low order groups, including those of the same order.
We note, of course, that there are instances where QHol(G) = NHol(G)
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where NHol(G) is not a Zappa-Szep extension, so, in fact, not a split exten-
sion of Hol(G).
8 Further Questions
We close with some questions which are yet unanswered, some of which
are prompted by the data in the above tables.
• When is Q(G) = S(G) ∩ R(G) ?
• When is Q(G) properly larger vs. equal to H(G)?
• What are the conditions which makeQHol(G) a Zappa-Szep product?
• When QHol(G) is a Zappa-Szep product, what are the possible iso-
morphism classes of π(Q(G))?
• As Q(G) ⊆ R(λ(G), [G]) then what are the implications for Hopf-
Galois extensions arising from N ∈ Q(G) and also the braces B with
additive and circle groups both isomorphic to G?
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