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Résumé 
Dans ce mémoire. nous présentons un système onginal de compression de séquences 
d'images stéréoscopiques basé sur un codage multi-niveaux hiérarchique. En oiitre. 
Le codec utilise la théorie de la neutralisation du système visuel humain en codast Les 
images çtéréoscopiques de manière asymétrique augmentant ainsi le taus  de comptes 
sion. Selon cette théorie empirique. lorsque les de~.u  yeus reçoivent simultanément 
dei~x images stéréoscopiques de qualité inégale. le cerveau demeure capable (dans cer- 
taines limites) de fusionner ces deux images en une image tri-dimensionnelle cle haute 
qitalité. Dans iine stratégie de codage. cette propriété se traduit par le codagc dcs 
deus sequences homologues à des résolutions différentes. La séquence à basse résolu- 
tion. notée L. est fütrée passe-bas et sous-échatUonnée par une pyramide gaussieme. 
ce qui  permet de réduire sa résolution de moitié selon les deux dimensions. Ensuite. le 
codage de la séquence à haute résolution, notée H. suit les étapes suivantes. Chaque 
trame Ht est partitionnée en blocs images 1; non superposés représentant le contenu 
de l'image ii la position i et au temps t. Une première tentative de compensation du 
mouvement sans mouvement est effectuée en ccmparant 1: avec 1;-, . le bloc situé à la 
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même position dans la trame reconstruite précédente. Seuls ies blocs 1; actifs (pour 
Lesquels l'erreur entre I: et Îi-, dépasse un seuil domé) sont codés. Le système de 
codage hybride consiste alors à appro-?cimer chaque bloc I; actif par un bloc domaine 
&, transformé provenant de la trame reconstruite précédente. Dkbord. une Ken- 
tat ive de compensation du mouvement utilisant un modèle translationne1 est rnenee 
pour coder 1;. Si l'approximation résultante n'est pas satisfaisante. 1; est codé en util- 
isant une modélisation fractale. Le codage kactal global consiste à appro'ùmer i; par 
un bloc domaine &, soumis à des transformations non Linéaires de types spatiales. 
massiques et géométriques. Le traitement est effectué dans le domaine fréquentiel aiin 
d'accélérer i'ét ape de codage par la construction d'une représentation invariante aux 
transformations fractales contrôlée par une étude de compatibilité de signes. Bien 
qu'introduisant des calculs supplémentaires. cet te étude n'augmente pas le temps de 
calcul au codeur car elle permet de réduire le nombre de blocs domaines candidats à 
considérer ce qui économise des calculs inutiles. Si I'approximation résultante n'est 
toujours pas sufhante. le bloc I; est segmenté en quatre sous-blocs de meme taille 
et Le processus complet de codage est répété pour chaque sous-bloc. Cette stnicture 
permet de coder de manière hiérarchique et adaptative (avec des taus de compression 
variables) des régions statiques. en mouvement et complexes (par exemple correspoa- 
dant à des zones d'occlusion) de la scène. En outre. le processus de codage est mené 
de manière purement inter-trame c'est-à-dire qu'une image est codée à partir de l'in- 
formation disponible dans l'image précédente. Cette propriété de causalité permet 
.A 
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d-avoir un décodage non itératif. 
La version filtrée de la séquence à basse résolution ~ f ' l  peut suivre Les mèrnes étapes 
de codage que ceiies de la séquence H ou exploiter explicitement La géométrie stéréo- 
scopiqiie. Dans ce cas. le module de compensation du mouvement est remplacé par 
im module de compensation de disparité qui consiste à appro'umer le bloc 1; par un 
bloc @ recherché à la même itération dans l'image homologue H,. Cette stratégie 
permet d'augmenter la compression mais rend le codage décodage de La séquence LI'' 
dépendant de celui de H. 
Abstract 
In this thesis. we present a new block-based method for stereoscopic video com- 
pression based on a 3-step hierarchical encoding scheme. The binocdar r i d r y  t h e o l  
is integated in the conception of the asvmetric encoding of the stcreoscopic images 
to increase the compression performance. This empiricd t h e o l  states that. provideri 
nith two stereoscopic images mith Merent  resolirtions. the brain remains abLe (m-ith 
respect to  certain constraints) to fuse them into a 3-0 high-qualit? image. In a coding 
scheme. rhis results into two sequences of Merent  qualicy. The low-quality seqiience. 
L.  is 10%--pas fi!tered and sirbsampled b>- a gaussian pymmid mhich dlows co rcrluct: 
its resolution bu a factor 2 alang each dimensicn. The high-qudlity seqiience. K. is 
encoded according to the following steps. Each f r m e  Kt is partitioued into non over- 
Laping image blocks 1; representing image data at a specific location i over time t. -4 
crude form of motion compensation without any motion is h s t  done by comparing 
1; a-ith î;-[. the block located at the same position in the previoiis reconstructed 
Irame. Oniy active 1: (for which the root mean square diEerence betveen 1; and i:-, 
is above a given threshold) are coded. The hybrid coding scheme then consists in 
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approsimating each active 1: by a transformed domain block @-, from the previous 
reconstructed kame. Firçt. an  attempt is made to encode 1; by translational motion 
compensation. If the resulting approximation is not satisfying. 1; is fractd-encoded. 
The global Eractal processing consists in approxïmating I: by a domain block @-, 
transformed b -  non linear (spatial. massic and geometric) transformations. The pro- 
cess is made in the Erequency domain to accelerate the encocling step by bdding 
invariant to fractal transformation features controlled by a stiidy of compatibility of 
signs. Although it introduces new calculations. this study does not increase the time 
coding because it d o w s  the rejection of candidate domain blocks. If the resiilting ap- 
prosimation is again not satis&ing. II is quad-tree partitionned and the entire process 
is repeated for the four corresponding sub-blocks. This structure d o m  to encode 
hierarchicdy and adaptively ( with v q i n g  compression ratios) static. moving and 
cornplex (for &tance occluded) regions of the image. Besides. the encoding process 
is entirely inter-frame whch means that a kame is encoded with the informations 
available in the previous kame. This causalit- allows a non-iteracive decoding. 
The filtered version of the low-quality sequence LI'' may follow the same scheme as 
H or esploit elrplicitely the stereoscopic geometry. In that case. the motion com- 
pensation module is replaced by a disparity compensation one which consists of ap- 
proximating 1; by a domain block a located in the reconstmcted homolog kame 
at same iteration K~. This strategy increases the compression ratio but leads to a 
coding; decoding of LI" depending upon that of H. 
Table des matières 
Dédicace..  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  iv 
Remerciements.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  v 
Résumé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  vi 
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ix 
Table des matières. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xi 
Liste des figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xii 
... Liste des tableaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  x111 
Liste des annexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xiv 
Liste des notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ?N 
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 
1 Revue bibliographique . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 
sii 
1.1 Compensation du mouvement . . . . . . . . . . . . . . . . . . . . . .  S 
1-11 Principe du codage par compensation du mouvement . . . . .  
1.1.2 Modélisation du mouvement . . . . . . . . . . . . . . . . . . .  
1.1.3 Méthode de base à modèle translationne1 . . . . . . . . . . . .  
1.2 Codage Çactal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
1.2.1 Théorie des transformées itératives . . . . . . . . . . . . . . .  
1.2.2 Structure et construction des codes par Factales . . . . . . . .  
12.3 Méthode de codage de base . . . . . . . . . . . . . . . . . . .  
1.3 Stéréoscopie et théorie de la neutralisation . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . .  1.3.1 Déh t ions  et concepts 
L . 3.2 Phénomène de rivalité binoculaire . . . . . . . . . . . . . . . .  
1.3.3 Utilisation de la théorie de la neutralisation pour le codage 
d'images steréoscopiques . . . . . . . . . . . . . . . . . . . . .  
1.4 Disciission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
2 Présentation générale du système . . . . . . . . . . . . . . . . . . . .  25 
2.1 Description des critères . . . . . . . . . . . . . . . . . . . . . . . . . .  '26 
2.2 Codage de la séquence à haute rksolution H . . . . . . . . . . . . . .  27 
2.3 Codage de la séquence à faible résolution L . . . . . . . . . . . . . . .  32 
3 Description de la méthode de codage . . . . . . . . . . . . . . . . . .  35 
. . . . . . . . . . . . . .  3.1 Codage de la séquence à haute résolution N 36 
3.1.1 Module d'estimation des blocs actifs . . . . . . . . . . . . . .  -37 
3.1.2 Module de compensation du mouvement . . . . . . . . . . . .  40 
3.1.3 Module de codage fractal . . . . . . . . . . . . . . . . . . . . .  41 
3.1.4 Module de segmentation en arbre qiiaternaire . . . . . . . . .  78 
3 2  Codage de la séquence à faible résolution L . . . . . . . . . . . . . . .  8s 
. . . . . . . . . . . . . . . . . . . . . . .  3.2.1 Pyramide gaussienne 86 
3.2.2 Module de compensation de disparité . . . . . . . . . . . . . .  S I  
3.2.3 Étude de l'iduence des seuils et parsmètres . . . . . . . . . .  80 
. . . . . . . . . . . . . . . . . . . .  3.3 Éléments constitutifs du decodeur 91 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1 Bilan 9.1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 . Z Implantation 96 
. . . . . . . . . . . . . . . . . . . . . . . .  3.5.1 'iotations utilisées 96 
. . . . . . . . . . . . . . . . . . . . .  3.5.2 Décodabilité du système 96 
. . . . . . . . . . . . . . . . . . . . . . . . . .  4 Résul tats  expérimentaux 107 
. . . . . . . . . . . . . .  4.1 Codage de séquences d'images monocula.ires 107 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  4 1  1 Méthodologie 107 
. . . . . . . . . . .  4.1.2 .Justification d'un mode de codage hybride 109 
. . . . . . . .  4.1.3 Comparaison de notre système avec hI  P EG - 1 117 
. . . . . . . . . . . . .  4.2 Codage de séquences d'images stéréoscopiques 123 
. . . . . . . . . . . . . . . . . . . . . . .  4.2.1 Dispositif d'affichage 223 
. . . . .  1.2.2 Comparaison de la performance de diverses variantes 123 
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Bibliographie 
ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Liste des figures 
1.1 Système typique de codage vidéo par compensation du mouvement . 
1.2 Processus d'estimation du mouvement . . . . . . . . . . . . . . . . . 
1.3 Illustration du point Lue. extrait de Fisher (L995) . . . . . . . . . . . 
L .A Principe du codage fractal par bloc . . . . . . . . . . . . . . . . . . . 
1.5 La. rivalité binoculaire ne détruit pas la stéréopsie . . . . . . . . . . . 
2.1 Schéma bloc du codeur . . . . . . . . . . . . . . . . . . . . . . . . . 
:3.1 Schkma bloc At1 cod~iir  . . . . . . . . . . . . . . . . . . . . . . . . . . 
3.2 SIodule de compensation du mouvement . . . . . . . . . . . . . . . . 
:3.3 Muerice du seuil de succès du module de compensation du mouvement 
rmVt sur Le rapport entre le t a m  de compression et l'erreur quadratique 
moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
3 Influence de la longleur de la spirale de recherche Xmut siu le rapport 
entre le t a u  de compression et l'erreur quadratique moyenne . . . . . 
3.S Module de codage Fractal . . . . . . . . . . . . . . . . . . . . . . . . . 
3.6 Transformations Q dans le domaine spatial et Eréquentiel . . . . . . .  
3.7 Représentation canonique d'un bloc . . . . . . . . . . . . . . . . . . .  
3.8 Exemple pathologique de la représentation invariante . . . . . . . . .  
3.9 Organigramme de l'étude de compatibilité des blocs . . . . . . . . . .  
3.10 Exemple d'étude de compatibilité de signes . . . . . . . . . . . . . . .  
3.11 Iduence de la longueur de la spirale de recherche AI,,, sur Ie rapport 
entre le taux de compression et l'erreur quadratique moyenne . . . .  
3.12 influence de la quantification du Facteur d'échelle a s i r  le rapport entre 
le taux de compression et l'erreur quadratique moyenne . . . . . . .  
3.13 Influence de la quantification du facteur de décalage h sur le rapport 
entre le taux de compressicn et l'erreur quadratique moyenne . . . .  
13-14 Influence des paramètres d'étiide de compatibiliti. ries signes T,,,, et 
1""" 
PreP sur le rapport entre le t a u  de cornpressiaa et L'erreiir q~idratiqtici 
moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .... . 
:3.1.5 Principe de segmentation en arbre quaternaire . . . . . . . . . . . . .  
:3.16 Iduence de la segmentation en arbre quaternaire des blocs actifs sur 
le rapport entre le t a u  de compression et l'erreur qiiadratiqiie moyenne 
:3.17 Infiilence de la segmentation en arbre quaternaire des blocs actifs non 
estimables par compensation du mouvement sur le rapport entre le 
taux de compression et l'erreur quadratique moyenne 1 . . . . . . . .  32 
svii 
3-18 Iduence de La segmentation en arbre quaternaire des blocs actifs non 
estimables par compensation du mouvement sur le rapport entre le 
t a u  de compression et L'erreur quadratique moyenne 2 . . . . . .  
3.19 Illustration de la théorie de la neutralisation . . . . . . . . . . . . . .  
3-20 Module de compensation de disparité . . . . . . . . . . . . . . . . . .  
3.21 Laauence du seuil rdisp sur le rapport entre le tauy de compression et 
l'erreur quadratique moyenne . . . . . . . . . . . . . . . . . . . . . .  
3.22 Inauence de Xdisp .  sur le rapport entre le tau': de compression et l'er- 
reur quadratique moyenne . . . . . . . . . . . . . . . . . . . . . . . .  
3.23 Schéma explicatif du décodeur stéréoscopique . . . . . . . . . . . . .  
3.24 Schéma bloc du codec . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . .  13-23 Flux binaires transmis selon Le mode de transmission 
3.26 Comparaison des trois modes de transmission . . . . . . . . . . . . .  
4.1 Rapport P S S R  obtenu selon les trois modes de codage . . . . . . . .  111 
4.2 T a u  de compression r obtenu selon les trois modes de codage . . . .  LI.' 
4.3 Produit r x PSNR obtenu selon les trois modes de codage . . . . . .  113 
4.4 Rapport P S Y R  obtenu avec notre système et MP EG - 1 . . . . . .  119 
. .A 1 Pyramide gaussienne . . . . . . . . . . . . . . . . . . . . . . . . . . .  170 
B . 1 Première image de chacune des séquences originales six lesquelles les 
tests ont été menés . . . . . . . . . . . . . . . . . . . . . . . . . . . .  176 
sviii 
B.? .Justification du mode hybride de codage . . . . . . . . . . . . . . . .  177 
B.3 .Justification du mode hybride de codage. suite . . . . . . . . . . . . .  178 
B . l  Comparaison du mode de codage hybride avec MPEG - 1 . . . . . .  119 
. . .  B-.S Comparaison du mode de codage hybride avec MPEG - 1.  siuse 180 
B.6 Comparaison entre les variantes de codage de la séquence ii Faible r6- 
solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18 1 
C.l  Compatibilité des signes pour 3 classes difffirentes . . . . . . . . . . .  186 
C.2 Exemple d'étiide de compatibilité de signes . . . . . . . . . . . . . . .  191 
D. 1 Infiuence du seuil de succès di1 module de compensation di1 mouvement 
rmVt sur le t a u  de compression . . . . . . . . . . . . . . . . . . . . .  L9:3 
D 2 Influence du seuil de succès du module de compensation du moiivement 
sur l'erreur quadratique moyenne . . . . . . . . . . . . . . . . .  194 
D.;3 Idilence de la longueur de la spirale de recherche A,,.+ siir le tritris rie 
compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.3 
D.4 Idluence de la longueur de la spirale de recherche XmVt siir l'erreur 
quadratique moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . .  196 
D.5 Influence de la longueur de la spirale de recherche Xf,,, sur le taus de 
compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  195 
D.6 lnfiuence de la longueur de la spirale de recherche XI,,, sur l'erreur 
quadratique moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . .  199 
D.7 Muence de la quantification di1 facteur d'échelle a sur le t a u  de 
compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
D.8 Influence de la quantification du facteur d'échelle sur l'erritiir qriaha- 
tique moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . 
D.9 influence de la quantification du facteur de décalage 6 siir le taris de 
compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
D.10 Influence de la quantification du Facteur de décalage h s i r  l'erreur 
quadratique moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . . 
D.11 Infiuence du nombre masimum de termes prépondérants 1% et du  
seuil de prépondérance l?,,,, sur le taus de compression . . . . . . . . 
D.12 Influence du nombre ma.uimum de termes prépondérants et di1 
seuil de prépondérance T, sur l'erreur quadratique moyenne . . . . 
D.13 influence du seuil de succès du module de compensation (le disparite 
Ffl i sp  sur ie t a u  de compression . . . . . . . . . . . . . . . . . . . . . 
D.14 Infiuence du seuil de succès du module de compensation de disparité 
rdisp sur l'erreur quadratique moyenne . . . . . . . . . . . . . . . . . 
D.l.3 Influence de la longueur du domaine de recherche horizontai X(iispx srir 
le t a m  de compression . . . . . . . . . . . . . . . . . . . . . . . . . . 
D.16 Infiuence de la longueur du domaine de recherche horizontal Xfii,,., sur 
l'erreur quadratique moyenne . . . . . . . . . . . . . . . . . . . . . . 
Liste des tableaux 
3.1 Classes des coefficients TCD . . . . . . . . . . . . . . . . . . . . . . .  58 
. . . . . . . . . . . . . . . . . . .  3.2 Ensemble des pâramètres du codeur 94 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.3 Notationsutilisées 97 
3.4 Catégories de blocs générés et nombre de bits moyens d'entètct avec 
chaque mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  100 
Echelle de visibilité des dégradations . . . . . . . . . . . . . . . . . .  109 
RCsultats subjectifs internes SIX la séquence "Rubic" . . . . . . . . .  iiG 
Résultats subjectifs internes sur la séquence "Taxi" . . . . . . . . . .  116 
Résultats subjectifs internes sur la séquence "N.1S.1" . . . . . . . . .  116 
Résidtats subjectifs internes sur la séquence Tapillon" . . . . . . . .  1 2 1  
Résultats subjectifs internes sur la séquence Tunnel" . . . . . . . . .  117 
Liste des tests subjectifs effectués sur chacun des sujets . . . . . . . .  120 
Résultats subjectifk externes sur la séquence "Rubic" . . . . . . . . .  2 2  
Résultats subjectifs externes sur la séquence "Taxi" . . . . . . . . . .  123 
sru 
4.10 Résultats subjectifs externes sur la séquence -';-ASA" . . . . . . . . .  123 
4.11 Résultats subjectifs externes sur la séquence "Papillonm- . . . . . . . .  123 
. . . . . . . . .  4.L- Résultats subjectifs externes sur la séquence "Tunnel" 1'24 
. . . .  4.13 Résultats subjectifs stéréoscopiques sur la séquence *-Papillon" 126 
. . . . .  4.14 Résultats subjectik stéréoscopiques sur la séquence Ttinnel'. 126 
B.I Description des séquences types sur lesquelles les tests ont @té menés 173 
Liste des annexes 
Revue Bibliographique: Compléments 
.4 . l Méthodes de codage par compensation 
. . . . . . . . . . . . . . . . .  
. . . . . . . . .  d u  mouvement 
. . 1.1 Autres méthodes de compensation du mouvement par blocs . 
A . 1.2 Compensation du mouvement par régions . . . . . . . . . . .  
.4.1.3 Compensation dense . . . . . . . . . . . . . . . . . . . .  ... 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  A.2 Codage Eractal 157 
. . . . . . . . . . . . . . . . . . .  A.2.1 Compression d'images Kves 157 
2 . 2  Extension au codage de séquences vidéo . . . . . . . . . . . .  163 
. . . . . . . . . . . . . . .  A.3 Stéréoscopie et théorie de la neutralisation 168 
. . . . . . . . . . . . . . . . . . .  A.3.1 Méthodes de codage utilisées 168 
. . . . . . . . . . . . . . . . . .  X.3.2 Techniques d'e'cpérimentations 171 
. . . . . . . . . . . . . . . . . . . . . . . . . .  B Séquences d7Mages tests 174 
. . . . . . . . . . . . . . . . . . . . . . . .  B . 1 Description des séquences 173 
. . . . . . . . . . . . . .  B.2 Première image de chaque séquence originale 173 
. . . . .  B.3 Dernière image reconstruite de chaque séquence 
C Construction d'une représentation invariante : Étude détaillée des 
compatibilités de signe . . . . . . . . . . . . . . . . . . . . . . . . . . .  182 
D Iduence des différents paramètres: Courbes complémentaires . . 192 
D . 1 Module de compensation du mouvement . . . . . . . . . . . . . . . .  19-7 
D.2 Module decodage fractal . . . . . . . . . . . . . . . . . . . . . . . . .  197 
D.3 1Iodule de codage stéréoscopique . . . . . . . . . . . . . . . . . . . .  206 
Liste des notations 
a Kt : image de la. séquence stéréoscopique à haute résolution H au temps t: 
0 Lt : image de la séquence stéréoscopique à basse résolution L au temps t ;  
.U.-LYs : largeur de t'image: 
a -LI-LYk. : hauteur de l'image: 
a B t ( x .  y )  : intensité lrrmineuse du pisel ( x .  g) du bloc B au temps t :  
. B (P. 2 )  : htemité lirmineiisc du pkcl (L. 3) dr: bloc B rcccnstnrit: 
a BJ"(x. g )  : intensité lumineuse du pixel (x. 9 )  du bloc B de l'image filtrée par 
m e  pyramide gaussienne: 
Bint(x.  y )  : intensité lumineuse du pixel (L: y )  du bloc B de I'image reconstruite 
et  interpolée: 
a L? : bloc B tramformé par TC D: 
a F" : bloc obtenu après application de l'invariance massique sur Ie bloc B: 
Btrans : bloc obtenu aprh application de I'invarîance géométrique de transposi- 
tion sur le bloc Fm: 
Bcan : bloc canonique obtenu après application de lkcariance geométrique de 
masque sur le bloc Btrans: 
Tad.Lv.r : seuil de succès du module d'estimation des blocs actifs de taille .V x -V 
de l'image au temps t: 
q : pourcentage de blocs actifs considerés dans l'image au temps f :  
T V t  : seuil de succès du module de compensation du mouvement: 
0 A,,, : longueur de la spirale du module de compensation du mouvement: 
a difrac : Longueur de la spirale du module de codage fractal: 
Xdi.sp.r : longueur de la composante r du vecteur de dispüritt du module de 
compensation de disparité: 
/\disp,ll : longueur de la composante g du vecteur de  disparité du module de 
compensation de disparité: 
r : taux de compression obtenu poix le codage de L'image coiirante: 
-1IPEG - 1 : "Motion Picture E-vert Group" 1-ère version: 
0 JPEG : "Joint Picture E-vert Group": 
0 TCD : Transformation en cosinus discrète: 
EQM : Erreur quadratique moyenne: 
MD.4 : Erreur moyenne des différences absolues: 
PS-VR: Rapport signal sur bruit maximum: 
Introduction 
L-imagerie stéréoscopique constitue im domaine de recherche actiiellement en plein 
essor. En effet. la perception de la profondeur assurée par la fiision de paires d'images 
st6rt!oscopiques constitue une information précieuse pour interpréter de manière pri- 
cise et instantanée une scène et interagir avec ses différents éléments. L'ajout de cette 
troisième dimension impossible avec des séqiiences monoculaires joue iin rde  primor- 
diid riam des domaines aussi nombreux que variés comme la m6decine (operations 
chirurgicales assist6es par l'imagerie). l'industrie des &vertissements ( je i~x vidéos) ou 
la telérobotique. Le problème majeur réside dans Ir Fait que la qiiantité d'information 
existant dans une séquence d'images stéréoscopiques est gigantesque. et un effort tout 
particulier doit être mis ii la réduction de cette information avant transmission. Dans 
cette optique. le but de la compression avec perte est de représenter des images oii 
des skquences d'images sous la Forme la plus compacte passible tout en assirrant que 
les dégradations introduites ne seront pas gênantes visuellement pour l'application 
considérée. Cette compression est généralement possible car une séquence d'images 
stéréoscopiques contient de l'information répétitive appelée redondance (Bliüskasm 
et Konstantinides 1995). 
Cne première source de redondance réside dans la structure intra-image. En effet. 
une image contient l i n  ou plusieurs objets et un pixel correspondant ;i lin objet de 
la scène voit très souvent sa luminance corrélée avec celle d'un autre pisel di1 mème 
objet. L'eqdoitation de cette redondance dite spatiale consiste à predire la Iiiminance 
d-iin pixel à partir de celle de ses voisins. La deuxième source de redondance présente 
dans ime séquence d'images provient du fait qu'au cours di1 temps. on retrouve les 
mèrnes objets ou parties d'objets à 1s mème position ou déplac& dans une autre r& 
gion de l'image. L'exploitation de cette redondance dite temporelle va alors (:onsister 
à estimer et à compenser le déplacement des pixels entre plusieurs images successives 
d'une séquence. AU niveau d'une seule image ou de plusiseurs images successives. il 
existe aussi une redondance. dite fractale. qui consiste en la répétition d'information 
à différentes échelles. Enfin. la dernière source de redondance disponible dans des 
séquences d'imhges steréoscopiques est la répétition d'inîormation entre deus images 
Liomolo~es. En effet. deux images stéréoscopiques correspondent h detrs points cie 
vile très légèrement différents d'une mème scène. -Linsi. irri objet visible dans une 
image a de grandes chances d'apparaitre. meme partiellement occillté. dans l'image 
homologue. L'exploitation de la redondance stéréoscopique peut consister à effectuer 
la mise en correspondance des deux images en évduant la différence de position- 
appelée disparité-d'un pixel correspondant à la projection du mème point physique 
de la scène dans les d e u  images. 
Outre ia répétition d'information. de la compression supplémentaire peut ctre obtenue 
en esplaitant Les Limites des capacités perceptuelles du système visiiel humain (-Arditi 
1986). Ainsi. certaines informations n'ont pas besoin d'être trmsmises pirisque. do 
tome façon. d e s  ne seront pas discernées en raison de la résolution spatiale ail tem- 
porelle limitée du système visuel humain. Pour ce qui est de la vision hinocidaire 
humaine. d'autres caracteristiqiies peuvent etre exploitees comme le fait qiic Ia prk- 
cision de la perception de la profondeur varie avec la distance entre l'obsenweiir et 
l'objet hisionné. En outre. il est communément reconnu que les inriividirs pnss6dunt 
dein 'eus d'acuité visuelle inégaie perçoivent le mode environnant avec Ia qualité rie 
leur meilleur œil. Dans ime stratégie de compression. ceci pourrait se traduire par 
rine rédiiction volontaire de la résolution d'une des deus séquences stéréoscopiqiies. 
Certains critères doivent ètre respectés lors de la conception d'un systi.mt? rie codage 
de séqiiences d'images. Ainsi. des compromis doivent ètre faits entre pltisieiirs c:»n- 
traiuws con~radic~oires: ia quaiite visueue de ia sequence reconstruite. Le taus tic 
compression obtenu. le délais de codage et la complexité dïmplantation du systhnc. 
La prévalence d'un critère par rapport à un autre dépend de l'application considkrée. 
En outre. dans le cas de la stéréoscopie. il faut de plus tenir compte de la qualit6 de 
l'image fusionnée. généralement évaluée par des critères subjectifs. 
En ce qui concerne la compression d'images et de séquences vidéos. la phpart  des 
normes établies comme JPEG. MPEG et H-261 sont basées sur un codage par 
compensation du mouvement et exploitent les redondances d'information spatiale et 
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temporelle. Nous d o n s  voir que ces méthodes présentent l'avantage d'etre tri% rapi- 
des mais ont une performance qui dépend de la complexité du mouvement rians la 
séqiience. En fait. elles demeurent limitées pour ce qui est du talis de compression 
et de la qualité visuelle obtenus. De ce fait. parallèlement i ces nomes. un grand 
effort de recherche est aujourd'hui consacré à des méthodes dternatives. En par- 
ticulier. après la popularité fulgurante des ondeIettes. c'est act.iiellement la théorie 
des transformées itératives appelée aussi théorie des fractaies qiii jouit cimiin interkt 
grandissant. Nous allons voir qu'un codage basé sur l'esploitation de la redondance 
Eractaie est libéré de certains des défauts des méthodes basées sur Li. compensation 
du moiivement. Par contre. il présente généralement un temps de cdcrd plus long. 
Pour ce qui est du codage d'images ou de séquences stéréoscopiques. cIei~1; grandes 
théories sarl$rontent conduisant à des stratégies de codage opposées (Labonti! et Lii- 
ganike 1996). La theone de lu fusion de la perception de la prnfondeiir siippose 
qiie les informations fournies par ies deus yeuu se combinent réçu1t:mt en iin rnodé- 
le mentd volumétrique du monde environnant. Cette théorie conduit donc à coder 
les dei~x images stéréoscopiques de maniére symétrique de qiii irnpliqire 1a création 
d'une représentation intermédiaire intégrant l'information cies dei~x images d'une paire 
stéréoscopique. Par opposition, la théone de lu neutralisation considL;re qir'iine rlcs 
delis images de la paire stéréoscopique doit retenir les détails de la scène tandis qiie 
la seconde image peut représenter seulement l'information de disparite. Cette théorie 
inspire donc les approches de codage dites asymétriques. où les deus images d'une 
- 
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paire stéréoscopique sont traitées différemment. généralement en utilisant une image 
comme une référence pour la prédiction de L'autre. L7ne des deus images est ainsi 
codée 11 une résolution plus faible que l'autre. 
L'objectif de ce mémoire est de déve!opper un système de codage asymétriqire de 
séquences d'images stéréoscopiques respectant les contraintes qui suivent. Le t a u  de 
compression global obtenu pour les deux séquences doit se rapprocher de celui que 
l'on obtiendrait en codant une séquence monoculaire. Pour cela. noirs utilisons la 
théorie de la neutraiisation en compressant très sévèrement une des dei~u séquences. 
La qualité de la séquence à haute résolution doit ètre comparable ou supc?rieiire ii celle 
obtenue en utilisant une méthode basée sur la norme MPEG - 1 pour des taus de 
compression comparables. E h .  nous privilégions la simplicité a igo r i thque  et la 
rapidite d'exécution du codec dans un but Futur d'implantation matitrielle en temps 
réel. Ces dernières considérations nous dirigent vers une méthode de codage I b n d e  
par compensation de mouvement, disparité et par codage hactal basée sur un parti- 
tionnement de l'image en blocs de taille variable. 
Le mémoire est organisé comme suit. Dans le chapitre 1. nous présentons la revne 
bibliographique sur laquelle s'est appuyé ce travail. Les détails de cette bibliographie 
sont présentés d m s  l'annexe A. D'abord, nous décrivons srminternent le principe 
et les principales méthodes de codage basées sur la compensation du mouvement en 
insistant tout particulièrement sur les méthodes basées-blocs. Puis. nous détaillons 
le concept du codage fractai ainsi qu'une synthèse des principales methodes de com- 
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pression d'images k e s  et de séquences vidéos. Ensuite. nous présentons les bases de 
la vision binocrrlaire humaine soutenant la théorie de la neutralisation. E n h .  noris 
décrivons les principales techniques de codage asymétrique de paires d'images sterito- 
scnpiques intégrant cette théorie. Le chapitre 2 justifie très succimement Les chois 
que nous avons faits à partir des contraintes de notre cahier des chxges pour orienter 
la conception de notre méthode. Le chapitre 3 constitue Le coeur de cri mémoire. 
Il décrit la méthode de codage que nous avons choisi en décomposant ses différents 
motliiles et en étudiant minl~tieusernent tous les paramètres q~i'il utilise. L'rnscmble 
des r6siiltats expérimentaux avec des comparaisons de performance internes et avcc 
MPEG-1 à partir de tests d'évaluation de qualité objectifs et subjectifs est regroripé 
dans le chapitre 4. Enfin. une conclusion vient résumer l'ensemble du travail effectuk 
en décrivant les caractéristiques de notre système ainsi que les résirltats obtenus et 
propose ries éventuels développements en vue d'améliorer notre méthode. 
Chapitre 1 
Revue bibliographique 
Ce chapitre est divisé en trois sections. Les deux premières sections décrivent 
les concepts de deux approches de codage que nous d o n s  utiliser pour representer 
Le mouvement dans une séquence d'images: la compensation di1 moiivement et la 
modélisation fractale. La troisième partie concerne plus sp6cifiquement le codage de 
paircs d'imagcs stErCoscopiqucs. EUc préscnte ia théorie dc la aeutralisatiùu telcttive 
à la vision stéréoscopique humaine. Cne description succinte des méthodes reiatives 
i chacune des stratégies de codage se trouve dans l'annexe A. Enfin. la section l.4 
effectue une analyse critique des approches par compensation du mouvement et codage 
frûctai esistaates. 
1.1 Compensation du mouvement 
Le codage par compensation du mouvement est la méthode la plus populaire 
pour la compression des séquences d'images. Elle permet de réduire l'information 
essentielle dans des images en éliminant une partie de la redondance temporelle. Lü 
prédiction temporelle avec compensation du mouvement consiste A obtenir un estime 
de l'image courante à partir d'une mesure des mouvements des intensités liimineiisesL 
entre celle-ci et les images qui la précèdent ou ta suivent. Ces mouvements sont 
obtenus par établissement de correspondances entre ces images. Pour ceci. il faut 
se baser sur le mouvement projeté dans ces images. il existe pliisieurs moriéles de 
mouvement utilisés à cette fin que nous décrivons dans la section 1.1.2. Dans La 
section 1.1.1. nom exposons le principe du codage par compensation du mouvement. 
Les systèmes de codage par compensation du mouvement existant peiwent etre classés 
dans plusieurs catégories et nous présentons la. méthode la plus coitrammenr; iitilisiie 
dans la scction 1.2.3. 
1.1.1 Principe du codage par compensation du mouvement 
Le schéma générique d'un système de codage vidéo par compensation du mou- 
vement est iiiustré à la figure 1.1. Dans cette Egure. la luminance d'un pixel (x. !/) 
A 
de l'image IL est prédite à partir de I t - L  (2.  g') sa luminance reconstruite à l'image 
lia contrainte du gradient suppose que la luminasce d'un pixel ne varie pas entre des images 
successives 
du l 1 
I J 
1 
I V,CX.Y) des vecreua 
1 1 de mouvement 1 
Codage ! des vecteurs Y 
! de mouvement 1 
Figure 1.1 : Système typique de codage vidéo par compensation du moirvement 
précédente et déplacée a la position (XI. y'). Pour cela. il a fallu effectuer L'estimation 
\ 
du mouvement du pixel (x. y )  en trouvant. par une mise en correspondance dans 1,-,. 
le meilleur pixel (Y. y') pouvant l'approximer. Le déplacement estime. appelé wctelir 
de mouvement est noté u ( x .  g )  et codé par quantiiication. 
Ensuite. l'erreur de prédiction et entre le piuel original et le pixel estime est codée. 
1.1.2 Modélisation du mouvement 
Pour effectuer l'estimation du mouvement. il faut mettre en correspondance un 
pisel (L .  g )  et  le même pixel déplacé à la position (XI. y'). Ce déplacement est soumis 
B différentes contraintes selon les hypothèses faites quant au vrai mouvement dans 
la scène. Ces hypothèses mènent à l'établissement d'une modélisütion p h s  ou moins 
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simpiificat rice du mouvement qui permet de dé terminer Les composantes dii veccciiir 
de déplacement c (x. y). 
Ainsi. les travaux basés sur un modèle de mouvement supposent qu'une région de 
l'image provient d'un objet de Ia scène qui subit un mouvement rigide bien des- 
criptible par le modèle. Phsieurs modèles ont été proposés. Quand le nombre de 
paramètres définissant le modèle augmente. il devient mieux représentatif du champ 
de mouvement2 mais il devient aussi plus compliqué à estimer et plus coiitei~x à 
transmettre. Les modèles les plus souvent utilisés dans la Littérature peuvent etre 
trouvés dans (Diab e t  Cohen 1996). Le modèle le plus cour;tmment utilisé dans les 
systèmes de codage actuels est le suivant: 
Ce modèle à deu-Y paramétres dit transIationne1 est empIo_vé dans les méthodes de 
compensation du  mouvement par blocs et associe un vecteur de mouvement (IL.  C )  A 
chaque bloc I ( x .  y). Ce modèle revient A ne prendre en compte que des déplacements 
translationnels fronto-parallèles par rapport a u  plan de la caméra. Ceci restreint 
très sévèrement les mouvements physiquement possibles. mais il se distingue par sa 
simplicité et permet une implantation matérielle en temps réel. 
'Le champ de mouvement représente le mai mouvement tri-dimensionnel des objets de la scéne. 
1.1.3 Méthode de base à modèle translationne1 
C'est une méthode de compensation du mouvement par blocs de taille fixe (en 
+nérd 16 x 16). L'erreur de prédiction définie dans la section précédente vaut: b 
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où I t ( x .  g) est la valeur du pixel en (x. y)  dans l'image au temps t et [t-i (s+u. !j t c )  
est la valeur du  pixel correspondant en (z + u. y + u )  dans l'image reconstniite au 
temps t - 1. Le vecteur (u.  u )  représente le mouvement relatif translatiomel d'un bloc 
d'une image à L'autre et est déterminé lors de l'étape d'estimation du mouvement. 
La technique d'estimation du mouvement est illustrée à la figure 1.2. Soit un bloc à 
coder de position (r. y )  (définie par le coin supérieur gauche du bloc) dans l'image 
au temps t. Ce bloc va ètre mis en correspondance avec un ensemble de blocs situés 
dans L'image rcconstniitc au temps t - 1 dans une région de recherche ceutrk  autour 
de la position (x. y) .  Le vecteur de mouvement ( u .  u )  représente la position relative 
du meilleur bloc trouvé dans la région de recherche. 
Il esiste plusieurs algorithmes pour déterminer les vecteurs (u .  c )  (Bhaskaran et 
Konstantinides 1995). Le plus simple à implanter mais aussi le plus long en temps de 
calcul est celui basé sur la méthode de recherche exhaustive. Cette méthode consiste à. 
parcourir uniformément selon un pas constant les deus dimensions 1 et y de la région 
de recherche pour trouver le meilleur bloc déplacé et donc le vecteur de mouvement 
Image au temps t 
( L y )  
Bloc 3 coder 
image reconstruite au temps t- l 
RCgion de recherche 
image reconstruite au temps t- l 
I 1 Vecteur de mouvement t u.v ) 
r - - - - - - - O  
1 bfeillrur bloc 
Figure 1.2 : Processus d'estimation du mouvement 
( u .  .). 
Quel que soit l'algorithme de recherche utilisé. le meilletir bloc sera celui qui minimise 
lin çritere de distorsion donné entre le bloc codé et le bloc estime. Il existe princi- 
palement d e u  critères de hstorsion: l'erreur de la moyenne des rliff6rences absoltres 
(-\ID--1) ct l'erreur quadratique moyenne (EQM) .  
La norme LIPEG (ISO 1990. Gall 1991. Bhaskaran et Konstantinides 1993) utilise 
cette méthode de codage, mais de manière plus élaborée car eue distingue plusieurs 
types d'images codées de manière intra-trame (images de mise ii jour sans compensa- 
tion du mouvement) ou inter-trame. 
1.2 Codage fractal 
La théorie par modélisation bactale esploite la redondance d'information de type 
fractale existant dans l'image. Cette théorie prend naissance avec Les t r avau  de 
Bamsley en 1987. En 1989. Jacquin (1992) met au point le premier codeur complète- 
ment automatisé basé-bloc pour les images 6-es monochromes utilisant le concept de 
transformées itératives. Depuis. les variantes et les améliorations se sont multipliées 
et se sont étendues au codage de séquences vidéos. 
Cn objet (comme une image) est considéré comme fracta1 s'il peut ètre défini par 
la simple connaissance d'une transformation mathématique particulière T définie ci- 
dessoiis. Lorsque T est appliquée récursivement à un objet de départ arbitraire et les 
résultats successifs de l'objet transformé. elle converge vers l'objet fractd. dit point 
6tie de T .  Il existe donc une relation univoque entre T et son point 6xe. 
La figure 1.3 empruntée à Fisher (1995) montre qu'une mème transformation. ap- 
pliquée à des images diff6rentes. aboutit eu un petit nombre d'i~érations ( 3 )  vers Le 
mème point 6-e. en l'occurence le triangle de Serpinski. 
T doit obéir à certaines propriétés mathématiques pour assurer la convergence 
globale de la transfomation. L'aspect mathématique du codage Fractal est siirvolé 
dans la section 1.2.1 que nous adaptons aux objets "images" dans la section 1.22. 
Enfin. la méthode de codage de base utilisant la théorie des transformées itérütives 
est présentée dans la section 1.2.3. 
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Figure 1.3 : Illustration du point Eke. extrait de Fisher (1995) 
1.2.1 Théorie des transformées itératives 
Soit (M. d) UR espace métrique pour les images digitales. où d reprkente une 
mesure de distorsion (comme l'erreur quadratique moyenne) et soit f,, I'image ori- 
ginale que nous vouions coder. Le problème inverse de la théorie des transformations 
itératives consiste à construire T une transformation d'image contractive. définie de 
l'espace (M. d )  vers Iui-même. pour laquelle f, constitii~ lin point Eue approximatif. 
La transformation T doit rempiir les conditions suivantes : 
La première relation représente la contrainte de contractivité de la trancfomation T .  
Cette contrainte est nécessaire pour assurer la convergence de la suite Tn( fo ) .  La 
deuxième relation formule l'approximation du point fixe que constitue f,. 
Si ces deux conditions sont satisfaites. la suite fn = Tn( fo),,, où fo est une image - 
initiale arbitraire. converge vers l'image originale f,. Dans l'espace des images 
quantifiées. la séquence converge exactement vers une image stable. qui. résultant 
d'une construction itérative. est dite fractale. 
1.2.2 Structure et construction des codes par fractales 
En pratique. la similarité propre rencontrée dans les images naturelles diffère 
de celle existant dans les objets Eractals. l u  Lieu d'avoir une image formée de 
copies d'elle-même (dans son ensemble). une image est formée de copies de morceaux 
adéquatement transformés d'elle-même. Par conséquent. ia classe des transforma- 
tions contractives à considérer pour exploiter cette similarité propre par  morceaux 
est définie par blocs. 
Soit 1,. ü 5 1 < .V un partitionnement du support de L'image-avec ou sans superpo- 
sition-en N cellules3. Nous avons alors : 
'Ce sont habituellement des blocs images formes de cm&s de différentes tailles. 
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O ù  Tt : Di -4 Ii. fl,, dénote la restriction de l'image f & la ceUuie 1,. Di est appelée 
une ceilule domaine et désigne un bloc appartenant à l'image mais pas nécessairement 
à la partition. T, dénote une transformation de bloc élémentaire d'une cellule Di ii 
une ceilule ri. 
Dans ce contexte. le théorème du Collage de la théorie des Çactales {Barnsley 
1988) dit que la fonction T. d é h i e  par l'ensemble des transformations elernentaires 
contractives T,, O 5 i < -V. pour laquelle l'image originale constitue un point Lxe ap- 
proximatif. possède un attracteur proche de cette image. 
P x  conséquent. le processus de codage consiste à trouver. pour chaque 1, . 0 5 i < .V. 
la transformation contractive Ti minimisant le critère de distorsion d. 
1.2.3 Méthode de codage de base 
Chaque système de codage utilise ses propres méthodes et variantes CL nous 
décrivons brièvement à titre &exemple ceile de Jacqnin (1992) dont se sont inspiré 
la plupart des autres méthodes. Dans ce qui suit. nous notons D lin bloc de type D, 
et I un bloc de t-vpe Iz .  
Lü. méthode de compression fractale (dacquin 1993) illustrée à, la figure 1.4 consiste 
i effectuer une recherche exhaustive sur toute l'image du meilleur bloc D i associer 
avec le bloc 1 courant. 
Les blocs D subissent d'abord une transformation spatide. Cette contrainte n'est 
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pas nécessaire pour la convergence de L'image décodée vers le point &e. mais per- 
met l'indépendance en résolution de L'image décodée (voir section 1.4). Très soiiwnt. 
comme dans l'algorithme de Jacquin. les blocs D sont choisis de taille double en J: et 
en .y par rapport aiLu blocs I. 
D'autre pczrt. des transformations T, de deux types sont appliquées s i r  les blocs D 
contractés spatialement et translatés: 
1. Massique: c'est une transformation affine des intensités des pixels. 
2. Gkométriqve: ce sont des isométries r, effectuées sur les blocs de pi~els: réflec- 
tions. symétries et rotations. 
il est ii noter que ces transformations n'ont aucun sens physique mais servent juste ii 
effectuer des réarrangements de piuels variés dans le but de trouver l'approsimation 
la plus fine possible du bloc I .  La figure I.4 illustre l'ensemble des transformations 
appiiqukes au bloc domaine D pour approsimer ie bloc A coder 1. 
Le meilleur bloc D sera celui qui minimise Ia distorsion (généralement l'erreiir E Q M )  
entre le bloc Ii de taille ,V x -V et la version transformée du bloc D. 
Le décodeur reçoit du canal l'ensemble des paramètres T, ainsi que la position du 
meilleur bloc Di pour reconstruire Ii. Le processus de décodage consiste à appliquer 
itérativement l'opérateur T déterminé lors de l'étape de codage sur une image initide 
arbitraire fo. 
Luminance Z 
Contraction spatiale et / m ~ r m a t ~ o m é m q u e  
I ,/ massique 
I 
-1 
/ : , [ Blocimage 1 
Figure 1.4 : Principe di1 codage fractal par bloc 
1.3 Stéréoscopie et théorie de la neutralisation 
1.3.1 Définitions et concepts 
Vision binoculaire. Par opposition i la vision monocidaire. La vision hinociilaire 
est un processus mettant en jeu L'usage simiiltan6 ~ 1 ~ s  dwis y ~ i i s .  O i i t r ~  !a perception 
de la profondeur. Arditi (1986) a décrit les avantages du point de vue de la sensibili- 
té. de la reconnaissance de formes et di1 temps de réaction que la vision binociilaire 
procure par rapport à une vision monoculaire simple. 
Les images stéréoscopiques correspondent aux images perçues par nos d e n  -us 
Lorsque nous observons Le monde environnant. La majeure partie de la scéne est donc 
visible des deux points de vue et se projette en des régions similaires sur les plans 
image gauche e t  droit. Ce sont donc des images très semblables dans lesqiielles les 
différences appelées disparités permet tent au système visuel hiunain de recons t i t lier 
la dimension de profondeur et de synthétiser la sensation de relief (Arditi 1986). Le 
mécanisme exact de la fusion est inconnu. mais il est légitime de penser qiie cette 
synthèse se fait en appariant des régions de chaque image correspondant i la même 
région physique de la scène (Labonté et Laganière 1996). 
Fusion binoculaire. C'est un processus cérébral par lequel c l e i ~ ~  stirniiliis retiniens 
assez semblables sont intégrés pour aboutir a la sensation d'un objet visiiel iiniqiie. 
Diplopie. Quand les disparités entre les images sont trop grandes. le cerveau n'est 
pliis capable de Fusionner les deux images. L'observateur peut alors étre s i U r i  B la 
diplopie ou double vision. phénomène poilvant esister conjointement ii la sensation 
de pro fondeur stéréoscopique. 
Rivalité binoculaire et suppression. Ces phénomènes sont perceptibles lorsque 
dei~x images suf£isamment différentes sont présentées simultanément aus (lei~x ~ ~ I L S .  
Cu ieil prend le dessus sur L'autre et est appeié "dominant" tandis que Le <:enreaii 
supprime Iïnformation provenant de l'autre œil qui est ainsi neutralisé temporaire- 
ment. Chez un individu possédant une vision normale. Le mécanisme de la rivalité 
binoculaire entre en jeu en permanence et chaque œil devient toiir ;i toiir dominant et  
dominé de manière locale. Ce mécanisme serait une protection dii cerveau qui génè- 
rerait ainsi une section d'image unique (celle de l'œil dominant locaiernent) dans les 
zones de l'image où une trop grande différence interdit l'appariement stéréoscopiqiie 
et pourrait générer de la diplopie. 
Figure 1.5 : La rivalité binoculaire ne détruit pas La stkréopsie 
1.3.2 Phénomène de rivalité binoculaire 
Beaucoup d'études ont été faites sur les mécanismes et les conditions dans lesqireiles 
se produisent les phénomènes de rivalité binoculaire et de suppression (Arditi 1986. 
.Jiilesz 1971). En outre. .kditi (1986) a montre un fait intéressant: la r i î l d i t k  bino- 
culaire ne détruit pas la stéréopsie. Comme montré à la figure 1.5. la profondeiir est 
perceptible alors que tous les contours de ce stéréogramme sont en situation de riva- 
lite. Ainsi. à n'importe quel instant. l'image fusionnée résultante de ce r;téri?o,gramme 
consiste en des régions visibles par alternance de chacune des d e n  images. Poiirtant. 
La fusion met en évidence un cube 3D. Donc, malgré le fait que les c i e i ~ ~  images soient 
en rivaJite. eues contribuent toutes les deux & I'effe~ stéréoscopique. 
Dans la section 1.3.3. nous montrons comment ces propriétés de la vision binociilaire 
Liumaine peuvent ètre intégrées dans un système de codage d'images stéréoscopiqiies. 
codage d'images stéréoscopiques 
Deux théories s'opposent quant aux mécanismes de la vision binocrilaire humaine 
et conduisent à des stratégies de codage différentes: 
1 .  la théorie de la fusion de la perception de la profondeur: 
Cette théorie (Blake 1989) suppose que les informations foirrnies par les deus 
Yeu se combinent pour former un modèle mental volumkiqiie du monde envi- 
ronnant. Cette théorie amène donc a coder les deux images stériioscopiques de 
manière symétrique impliquant la création d'une représentation intermtdiaire 
intégrant L'information des deux images d'une paire stéréoscopique. Avec ces 
approches. les erreurs de reconstmction résultantes sont également riistribiiées 
entre Ies deux images. La représentation intermédiaire peut prendre diverses 
formes. comme par esernple une autre image ubcenue en combinant ies dei~x 
images stéréoscopiques originaies ou un modèle trdimensiomel intégrant Iïn- 
formation des deux points de vue. 
2.  la théorie de la suppression d',une des deux images e n  rivalité: 
Seion Dinstein. Guy, Rabany, Tselgov et Henik (1989). cette deuxième théorie 
conduit à l'approche suivante: "Une image de la paire stéréoscopique devrait 
retenir les détails de la scène tandis que la seconde image peut représenter seide- 
ment l'information de disparité. Elle peut donc etre compressée sévèrement sans 
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affecter la perception de la profondeur et de détail de la paire stéréoscopique." 
Cette théorie inspire donc les approches de codage dites asymétriques. oir les 
deux images d'une paire stéréoscopique sont traitees différemment. générale- 
ment en utilisant une image comme une référence pour la pr6diction de l'autre. 
Discussion 
Cet te revue bibliographique a permis de dégager les caractéristiques essentielles 
des trois approches de codage dont les méthodes sont décrites plus en détail r i a s  
l'annexe A. 
L'application de la compensation du mouvement basée bloc à modéle de rnoirve- 
ment translationnel a permis de mettre au point des systiJmes de codage vidéo en 
temps r6el (MPEG et H-261). Cependant. le partitionnement de l'images en blocs 
de taille fixe et les restrictions imposées sur le tdvpe de mouvement dans la sciine 
gknèrent des artefacts dont le plus connu est L'effet de bloc. De c-e Fit. il devient 
nécessaire de transmettre l'erreur de reconstruction pour pouvoir garder une qualité 
acceptable des images perçues au récepteur. Ceci diminue le pouvoir de compression 
d'autant plus que cette erreur n'est. en générai, pas très corrélée spatidcment et n'a. 
par conséquent. pas beaucoup de potentiel pour le codage. 
Pour pd ie r  i ces inconvénients, des stratégies par blocs de taille variable. par régicns 
polygonales. par régions de forme arbitraire à modéle de mouvement ou par compen- 
sation du mouvement dense ont été proposées. Ces stratégies permettent d'méliorer 
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la qualité des images reconstruites mais au détriment de la compression et surtout de 
la simplicité du codeur. 
En ce qui concerne Le codage fractal. ses qualités majeures résident dans la sim- 
plicité et la rapidité de son système de décodage et dans un remarcluable porrvoir de 
compression. en particulier pour des applications à très bas débit binaire. En outre. 
une propriété exclusive du codage fracta1 est l'indépendance en résolution de l'image 
diicodée'l . D'autre part. la modélisation hactde. basée sur une stratégie itérative 
convergente ne requiert pas Lü transmission de l'erreur de prediction entrrt l'image 
originale et l'image reconstruite. Egalement. le rype de transformations considérée 
rend l'approche par codage fractal indépendante de la complexité du mouvement dans 
la scene contrairement aux méthodes par compensation du mouvement basées blocs. 
P u  contre. une première faiblesse de l'application pratique de la théorie des fractales 
provient de ia iimication imposée pour des raisons de complexité d'implantation sur 
les types de transformations considérés. la taille des blocs codés et le rapport de con- 
tractivité spatiale. Ceci fige considérablement le pouvoir de détection des redondances 
Fractales dans l'image (Râtnakâr. Feig et Tiwari 1994). Finaiement. le désavantage 
majeur des stratégies de codage Eractal réside d u s  le fait qu'elles sont dans leur tres 
grande majorité5 basées sur une mise en correspondance. Par conséquent. elles sont 
très coûteuses en temps de caicul. 
-'Le codage fractal permet de génerer des détaiis artificiels A toutes les échelles dans une image. 
"es autres methodes concernent des applications à très bas débit binaire. 
Enfin. les stratégies de codage asymétrique de séquences d'images stéréoscopiq~ies 
intégrant la théorie de la neutralisation n'ont pas encore été siifEisamment dévelop- 
pées en dépit de leur grand potentiel. En effet. le fait qu'irn œil puisse recevoir ilne 
image à basse résolution sans que cela pénalise la perception globale est familier A 
de nombreuses personnes. Il a été montré (Zhu. Gao et Goutte 1991. Perkins 1992) 
que les personnes possédant un œil bon et l'autre faible6 perçoivent le monde avec la 
qualité du meilleur mil. 
Dans ce mémoire. nous proposons un système de compression asymétrique de 
séqiiences d'images stéréoscopiques combinant la compensation (lu mouvement et le 
codage fractal. Cne méthodologie hybride va permettre de conjuguer les forces des 
delis approches de codage. Dans le chapitre 2. nous présentons la. structure générdtle 
de notre système et la justification des choix de notre stratégie de codage. 
%ans ëtre cependant amblyopes. auquel cas la vision st6r6oscopique disparait. 
Chapitre 2 
Présentation générale du système 
Dans ce chapitre. nous présentons les caractéristiques que doit satisfaire notre 
système. Puis. à partir de ces contraintes. nous exposons les réflexions ainsi que 
Les justifications qui nous ont menés vers le choix de notre méthode de codage de 
séquences d'images stereoscopiques. 
Sous avons ch~isi  de développer un systkrue de codage asynetrique de s+qiiences 
d'images stéréoscopiques. -lussi. par la suite. nous notons H La séquence d'images 
codée à haute résolution et L la séquence d'images homologw de N coclét! à faible 
résolution. 
La structure du codeur que nous avons développé est présentée à la figure 2.1. Chaque 
image de la séquence (de type H ou L)  présentée à l'entrée du codeur est d'abord 
partitionnée eu blocs non superposés. Puis. ces blocs passent successi\-ement-si be- 
soin est-dans des modules d'estimation des blocs actifs. de codage par compensation 
COMPENSATlON 1 V K W U ~ , ~ . V I  4 N 
ClOCVE3mT iiu ûc 
V r a u r  & disparir6 
1 
A 
CODAGE Position du bloc D 
FILiCTAL P m ~ m  Y' I 
Figure 2.1 : Schéma bloc du codeur 
du mouvement ou de disparité (possible pour la séquence L seuiemenr ). de codage 
fractal et de segmentation en arbre quaternaire. 
La justification du choiv et de l'ordre des différents éléments dii système figurent dans 
les sections 2.2 et 2.3. Auparavant. nous présentons les critères que doit remplir notre 
2.1 Description des critères 
1. Sous cherchons à développer un système de compression de séquences d'images 
stéréoscopiques tel que la qualité footno teéduée selon des critères objectifs et 
subjectifs. d'une des d e u  séquences (celle à haute résolution H) soit compa- 
rable. pour des taux de compression moyens identiques. à celle résultant d'un 
codage de type MPEG. 
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2. Le taux de compression obtenu pour le codage des deus séquences doit se rap- 
procher de celui obtenu pour coder une séquence monoculaire. Amsi. en consi- 
dérant qu'une des deux séquences doit respecter le premier critère. la deu-cerne 
séquence (celle à faible résolution L) doit pouvoir être compressée très sévère- 
ment tout en assurant une quaiité de fusion footnoteédtiée selon des critères 
perceptuels. satisfaisante. 
3. Les critères de simplicité algorithmique et de rapidité d'exécution du codage 
doivent être également pris en compte dans un but futur d'implantation matériel- 
le en temps réel. 
2.2 Codage de la séquence à haute résolution H 
Pour satisfaire le premier critère. il est judicieus d'exploiter au maximum tous les 
tl-pe. de répétition d'information disponibles dans -me séquence d'imager;. C u m e  es- 
pliqué dans l'introduction. ceux-ci se présentent sous la forme de redondance spatiale. 
temporeile et fractale. La satisfaction du dernier critère nous oriente vers une méth- 
ode de compression vidéo basée blocs bi-dimensionnels. En effet. d m s  le chapitre 1. 
nous avons \u que toutes les autres méthodes plus originales de compression vicie0 
utilisant un codage par compensation du mouvement ou un codage fractd basées ré- 
gions ou utilisant des blocs tri-dimensionnels (Diab et Cohen 1996. Frobert et Cohen 
1996~) ont un coût de calcul trop élevé pour que nous puissioris les considérer. 
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.A ce niveau. comme nous voulons exploiter la redondance temporeile dans la séquence. 
la première question qui se pose est : 
Comment capturer le mouvement dans la séquence vidéo ? 
Sous avons vu que les normes rie compression vidéo en temps réel se 
basaient sur des techniques de compensation du mouvement par blocs à 
modèle de mowement translationne1 (voir section 3.5.2.1) avec transmis- 
sion de l'erreur de prédiction. Cependant. la qualité visuelle des images 
reconstruites est entachée du phénomène d'effet de bloc décrit dans la 
section 1.1. De plus. L'accumulation d'erreur inhérente aus méthodes de 
compensation du mouvement obligent la transmission à intervailes rela- 
tivement proches d-images de mise à jour: ceci occasionnant iine diminu- 
t ion de la compression globale. 
Pour satisfaire les objectifs de qualité et de compression. nous cherchons A 
développer un système de codage qui. en plus d'ètre moins sourcc cl'~ffet de 
bloc et d'accumulations d'erreurs que les systèmes existant. présenterait 
des résultats équit-dents en qualité et compression pour toute séquence 
d'images p e l  que soit le type de mouvement dans la scène. 
Cette caractéristique est primordiaie car les méthodes basées sur la com- 
pensation du mouvement seul sont sensibles à la complexité des mouw- 
ments dans la scène. En effet. ces méthodes utilisant le modèle translation- 
ne1 génèrent une erreur de prédiction importante coûteuse à transmettre. 
lorsque La scène est animée d'un mouvement plus complexe (rotation. di- 
vergence etc.) par rapport à la caméra. 
Cette considération nous amène à utiliser une modélisation fractale du  
mouvement car. comme nous I'avons déjà dit dans le chapitre I. les trans- 
formations issus du codage bactal ne représentent pas un modèle de mou- 
vement physiquement existant. En fait. la modélisation fractale eqloi te  
le contenu de l'image pour trouver la meilleure approsimation possible 
cl'un b!oc. mais de manière indépendante du mouvement de la scene. 
En outre. les méthodes par codage Eractai sont s&amnient élaboriles 
pour appro-uimer des bIocs complexes et ne requièrent pas nécessairement 
le codage de l'erreur de prédiction sous réserve que l'approximation soir 
suffisamment fine (Fisher. Shen et Rogovin 19946). Ceci offre un p h s  
grand potentiel de compression par rapport aux méthodes de codage par 
compensatron du mouvement. 
Cependant. nous avons b u  qu'il existait des méthodes trt's variées de codage d'i- 
mages et de séquences vidéos utilisant la théorie des fractdes seule ou combinée avec 
d'autres méthodes de compression existantes. La deuxième question qui se pose est: 
Quel type de codage fractal utiliser? 
Xous devons remplir le dernier critère de simplicité et de rapidité. Nous 
avons donc choisi d'effectuer un  codage fractal inter-trames pour assurer 
un fonctionnement causal du système. Ceci signifie que les blocs domaines 
utilisés pour coder les blocs Mages appartiennent à L'image précédente et 
sont donc disponibles au décodeur. De ce fait. le décodage est instantané 
et non itératif et la qualité de l'image reconstruite au décodeur peut etre 
cdcuiée directement à l'émetteur. Ceci nous permet donc d'adapter cer- 
tains seuils lorsque la qualité ou le taux de compression obtenus ne sont 
pas satisfaisants. De plus. ceci nous libère de la contrainte de contracti- 
vité. 
Cependant. le codage Eractal demeure une étape très coûteuse en temps 
de calcul au codeur. Nous avons cherché le meilleur moyen de réduire ce 
temps de calcul sans pénaliser la qualité de l'image reconstruite. .Ainsi. il 
nous a semblé pertinent de ne pas effectuer un codage Çactal pur. mais 
de le cumuler avec d'autres méthodes de codage. 
Les +tudes (Andonova et Popovic 1994) et (de Faria et Ghanbari 199.5) ont 
yruuv6 q u ' u  codage hybride compensacion du mouvement codage frac- 
cd donnait de piètres résultats lorsque le codage fractal était utilisé pour 
coder l'erreur de reconstruction généré par  la compensation du rnouve- 
ment. Par contre. lorsqu'un module de compensation du mouvement est 
d'abord effectué sur les blocs et que les blocs non estimables sont codés 
de manière intra-trame par codage fractal. Les résultats obtenus sont très 
encourageants. 
Sous avons donc choisi d'utiliser une méthode quasi-similaire à la ùif- 
Férence près que. comme Fisher et al. (19946). Ie codage Fractal est effectué 
de manière inter-trames. 
'iotre appelation de codage "hybride" réfère donc a l'utilisation conjointe 
de Ia compensation du mouvement et du codage fractd et non à la com- 
binaison de codage intra et inter-trames. 
En fait. I'at-antsge de combiner les deux méthodes de codage est d'èmAiorer 
la qualité résultante pour un taux de compression donné par rapport à une 
méthode de compensation du mouvement seul ou de codage hactd  seid. 
Lct chapitre 4 analysera qiidtativement et quantitativement 1-améliora- 
tion obtenue. 
Par ailleurs. pour accélérer l'étape de codage fi-actal. nous ritilisons iin rio- 
maine de recherche limité des blocs domaines et nous travaillons dans l'r?s- 
pace des héquences (Zhao et Yuan 1994). En effet. La. transposition de la 
rrcherche du meiileur bloc domaine cians i'espace fréquentid nolis permet 
de reduire le temps de calcul par la constnlction d'ime reprksentütion in- 
variante a u  transformations fractales (FVohlberg et de Jager 199.5)- Cet te 
technique permet de réduire de façon substani;ielle le temps de codage. 
En outre. prédablement au module de compensation du mouvement. ime recherche 
des blocs actifs est menée. Nous montrerons dans le chapitre suivant qu'eue permet 
d'augmenter de manière non négligeable le taux de compression taut en réduisant le 
temps de c d c d  car le codage n'est mené que sur les blocs actifs. Enfin. nous avons 
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choisi de mener un système de codage multi-niveau avec décomposition en arbre 
quaternaire pour le gain de compression supplémentaire qu'il permet d'obtenir. 
L-ordonnancement des différents modules est choisi de maniere zi ~ffectiier priori- 
tairement les modules les p h s  rapides et générant la compression la plus importante 
et i obtenir une approximation de plus en pIus fine au fil des modules. En effet. 
le module d'estimation des blocs actifs constitue m e  tentative de compensation du 
mouvement à modèle nzd et génère donc le maximum de compression polir trne qualité 
plus grossière. Ensuite. le module de compensation du mouvement ii modèle trans- 
lationnel r&e l'approximation et. s'il s'avère inefficace. est suivi d'im modiile de 
codage ;i. modélisation fractaie plus précis. mais plus long et nécessitant La transmis- 
sion de plus d'information. Enfin. le module de segmentation divise lin bloc trop 
complese à coder en 4 sous-blocs. diminuant ainsi la compression et augmentant le 
temps de calciil pour améliorer la qualité. 
Codage de la séquence à faible résolution L 
La satisfaction des deux premiers critères justifie a posteriori le chois d'une mé- 
thode de codage asymétrique des deux séquences homologues. En effet. le pre- 
mier critère oblige à conserver une des deux séquences avec une qualité suffisam- 
ment bonne pour être visualisée monoculairement. Ceci interdit les méthodes de 
codage symétriques dans laquelle les deux séquences sont dégradées de façon si- 
gnificative (Labonté et Laganière 1996). Le deuxième critère du cahier des charges 
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spécifie que la séquence stéréoscopique compressée ne doit pas représenter plus d-in- 
formation qu'une séqiience monoculaire compressée. La compression globale de l'in- 
formation doit donc être comparable à la transmission d'une seide séquence. Nous 
devons donc utiliser un système de codage asymétrique utilisant la théorie de la neii- 
trdisation. Comme expliqué dans la section 1.3.3. selon cette théorie. la compression 
sévère maïs contrdée d'une des deux images d 'me paire stéréocopiqiie place L'obser- 
vateur en situation de rivalité binoculaire. mais sans interrompre la fiision globale des 
deux images. L'application de cette théorie au codage de séquences d'images stéréo- 
scopiqiies consiste donc à coder les deux séquences à des résolutions tres diffkentes. 
Comme méthode de codage. suite aux eqériences décrites dans la section -4.3.2 et 
pour satisfaire au critère de t a u  de compression minimum de L t .  noils avons choisi de 
coder ilne version filtrée passe-bas de la séquence à basse r&.alution. Ce filtrage soiis- 
4clizmtillonnage est réalisé au moyen d'une p_vramide gaussienne (voir section -4.3.1) 
ers permet de réduire la visibilité des distorsiorx dues A la compression plus importante 
de la séquence à faible résolution. 
Ensuite. le même type de codage hiérarchique que pour la séqiience à haute r6soliition 
est effectué sauf qu'un module de compensation de disparité (voir -4.3.1) peut rem- 
placer la compensation du mouvement. Ceci est justifié par le fait que. en supposant 
les caméras stéréoscopiques alignées, la recherche du meilleur vecteur de disparité se 
limite à une recherhche uni-dimensionnelle c'est-&dire iï un déplacement horizontal 
contrairement à la compensation du mouvement. De ce fait. le taus de compression 
obtenu est plus important et le temps de calcul diminué. 
Il est à noter que le module de compensation de disparité n'est pas indispensable & la 
méthode. En effet. nous tenons déjà compte implicitement de la nature stér6oscopiqiie 
des séquences grâce au principe de neutralisation. La seiilo raison polir laquelle une 
sSquence peut être à basse résolution provient du fait qu'elle représente iui des deux 
points de vue d'une paire stéréoscopique. Par conséquent. ime variante de notre 
méthode consiste à faire un codage hybride de la séquence H 5 haute résoliition et 
de faire le même codage hybride de la séquence L à basse résolution. Ceci presente 
I'axmtage de pouvoir mener le codage et le décodage des d e u  séquences en parallèle. 
Cne comparaison des résultats des deux méthodes est décrite dans la section 4.2. 
Chapitre 3 
Description de la méthode de 
codage 
D,ms ce chapitre. nous décrivons les éléments constitutifs rlu codeiir et riir dk- 
codeiir tout en justifiant le choix entre certaines aiternatives et les valeiirs rie riifférents 
parpxn&rcs i1tilis5s dans les différents modiiles. Pour cela. rioiis prbseutous t.oii te iirie 
série de courbes représentant l'évolution du rapport entre le t a u  de compression et 
l'erreur q~iadratique moyenne (-) en fonction des vaieiirs de ces paramètres. Les 
EQM 
séquences dYmages monoculaires et stéréoscopiques utilisées pour ces expiirirnenta- 
tions sont présentées dans l'annexe B. L'annexe D comprend des coiirbes siipplémen- 
taires pour interpréter les effets de ces paramètres sir le taus de compression et sur 
l'erreur quadratique moyenne obtenus séparément. 
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Figure 3.1 : Schéma bloc du codeiir 
relative au codage de ['image A haute résolution HL et ceUe relative i une variante 
possible du codage de l'image homologue à basse résolution Lt. La prerniérct partie. 
decrite clans la section 3.1. pourrait être utilisée indépendamment pour coder des 
séquences d'images monoculaires. La section 3.2 décrit [es particidarités siipplérnen- 
taires caractéristiques du codage de la s6qiience Lt .  Enfin. LI. s w t i n n  3 . 5  prbrcrntp !ci5 
caractéristiques principales de L'implantation sur ordinateur de notre syteme ainsi 
que le codage de source requis pour le rendre plus résilient aux erreurs de c m d .  
3.1 Codage de la séquence à haute résolution H 
Chaque image Ht est partitionnée en blocs non superposés et codée de manière 
A 
inter-trames à partir de l'image précédente reconstruite Ht-*. Cette Fqon de faire 
permet de diminuer les erreurs de reconstruction en utilisant une structure syn6trique 
air codeur et au décodeur. 
Dâas la sirite, nous notons Bt(x. y)  la vaieur du pixel du bloc Bt de taille x -V et 
A 
de position (1. y) dans l'image au temps t et Bt iin bloc de l'image reconstruite au 
temps t .  
3.1.1 Module d'estimation des blocs actifs 
Chaque bloc de l'image est comparé au bloc de la même position de l'image prkcé- 
dente. Cette comparaison permet d'évaluer si le contenu du bloc a beaucoup varié ou 
non entre les deux images consécutives. Seuls les blocs classés actifs (correspondant à 
des régions en mouvement de la scène) seront codés par les modules suivants. Ln bloc 
inactif (inchangé entre les d e u  images consécutives) sera reconstruit au décocieur en 
iitilisant le bloc de la même position de l'image précédente. 
A ce niveau. une question essentielle se pose: 
Quel crit&re d'activité utiliser ? 
Eu effet. il faut s'assurer que : 
r tous les blocs correspondant ij. des zones en mouvement de la. scène 
soient classés comme actifs: 
r trouver un critère insensible au bniit présent dans l'image. 
La seconde considération nous amène ii caiculer la gamme d'activité de 
blocs existant sur toute l'image et de lker un seuil d'activité dépendant 
de cette gamme. 
Ainsi. pour évaiuer l'activité du bloc Bt de taille x -V de position (r. y) . le parametr~ 
srrivant est dét errniné : 
Ce param6tre est calculé dynamiquement sur tous les blocs de !'image et pour chaque 
taille N de bloc. Ensuite. les variances minimale carTt" et masimale r:arTm de 
l'ensemble des blocs Bt de taille .V x de L'image sont déduites. 
Nous pouvons alors calculer le seuil utile selon l'e-xpression: 
où x, représente un pourcentage de la répartition des blocs actifs considéres dans 
['image ail temps t. La valeur de ce seuil évolue avec le temps. 
CR bloc Bt de taille .V x .V est haiement considéré comme actif si i t n r , ~ ( B ~ )  est 
silpérieure A 
Étude de I'infiuence du seuil xt : Lorsque xt augmente. augmente et donc 
le nombre de blocs actifs à coder diminue. La taux de compression est plus élevé. 
mais au détriment de la qualité de l'image reconstruite. 
Lorsque xt dimimue. l'inverse se produit. 
Poix chaque Mage t de chaque séquence. il existe une valeur optimale de xt donnant 
le meilleur compromis qualité/ tauu de compression. mais celle-ci n'est pas connue r~ 
priori. 
Par conséquent. nous avons choisi d'initialiser xo à une valeiir açsez petite ( L O )  en 
début de séquence et de l'adapter de façon d-mamique seIon le t a u  de compression 
(noté r )  et deux erreurs de  reconstruction obtenues à la trame precédente. Nous 
considérons l'erreur quadratique moyenne sur l'image globale reconstniite et six les 
blocs actifs reconstruits (notés EQMt et EQ-kIact.t). 
où -\-h et .Va représentent respectivement le nombre de blocs total et le nombre dcl 
blocs actifs Bt de l'image. L'adaptation se fait en utilisant les formules suivantes : 
avec b.r = 1. 
Il faut prendre en compte l'erreur EQiLIaCLt car. si cette dernière est trop élevée. 
elle peut générer des régions de l'image de qualité visuelle très mauvaise et genante. 
En outre. si l'erreur EQLLI~~,~ est assez Faible. il faut quand mème prendre en compte 
t'erreur EQMt globale car elle contient l'erreur issue des blocs inactifs. -Ainsi. nous 
controlons Ia limitation d'accumulation d'erreur sur les blocs inactifs. 
Les d e u r s  choisies comme condition d'adaptation de xt sont arbitraires et. rians 
notre cas. ont été choisies de façon empirique. 
Le module d'estimation des blocs actifs permet donc d'augmenter grandement le taux 
de compression et la vitesse du codeur en diminuant le nombre de blocs ii considérer. 
De plus. un ajustement adaptatif du pourcentage x permet d'effecttier un controle riil 
débit binaire et de I'erreur. 
3.1.2 Module de compensation du mouvement 
3.1.2.1 Principe 
Pour des raisons de simplicité du codeur. nous avons choisi d'utiliser une mi.- 
t hode de compensation du mouvement a modèle transiationnel. Comme décrit dans 
la section 2.1.3. l'estimation de mouvement associe pour chaque bloc Bt de l'image 
courante & coder un vecteur représentant le déplacement de ce bIoc entre les deus 
images successives. Ce vecteur correspond à une translation partrallèle à la caméra ce 
n 
qui revient donc à rechercher pour un bloc donné le meilleur bIoc Bt-r de même taille 
translaté à une autre position dans l'image précédente reconstruite. 
Nous avons choisi de travailler dans un espace de recherche adaptatif en spirale de 
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longueur X,,t débutant au pixel du coin supérieur gauche du bloc courant ;i coder. 
mais dans l'image précédente. 
Le pas de la spirale est de un pixel. De plus. nous nous contentons d'une précision au 
niveau pixel pour éviter d'âvoll à faire une interpolation au  décodeur. L a  figure 3.2 
illustre le principe générique de notre moduie de compensation du mouvement. 
Pour chaque bloc &(x. y) de taille -h7 x '\. le meilleur bloc Bt-1 (x + I I .  9 + C )  
appartenant à la spirde Xmvt satisfait le critère suit-ant : 
EQ.11 = min 
,\mut 
Si cette erreur est inférieure ou égale a un seuil donné r,,, (dont le choix est 
ciiscut6 dans la section 3.1.2.2). la compensation du mouvement est satisfaisante et le 
vecteur de déplacement ( u .  L I )  est transmis au canal. Sinon. le bloc Bt passe clans le 
modiile rie codage suivant. 
3.1.2.2 Étude de l'iduence des seuils et paramétres 
Cette section compare les résultats obtenus en faisant varier Les valeurs internes et 
le niveau de quantification des paramètres utilisés par ce module tout en gardant fises 
les autres paramètres des difErents modules. II est ri noter que Les autres modiiles ne 
sont pas désactivés car ils interviennent dans la performance globale du système. En 
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Figure 3.2 : Module de compensation du mouvement 
1. Influence du seuil de succès du module r,, : 
Poiir toutes les séquences de la figure 3.3. nous pouvons observer que le meilleur 
rapport est obtenu pour = S. 
sur Les figures D.1 et D.2. il diminue trop la compression pour une amélioration 
de l'erreur quadratique moyenne globale trop faible. 
Pourtant. nous avons très souvent fixé ï, = 6. En effet. il faut voir que 
prendre r,, = 8 peut résulter en des artefacts visuels gênants car le module 
de compensation du mouvement réussit à coder des plus gros blocs. Les deus 
valetleurs sont donc à considérer selon l'application. 
(a) Rubic ( b )  Ta- 
influence au seui an QYnOBmanan au mamment 
6 5 1  
2 Nmbis  dlteraflms 3 4 2 Narnbm unera~m 3 4 5 s 
( c )  X-4SX ( c i )  Papillon 
(e) Tunnel 
Figure 3.3 : Muence  du seuil de succès d u  module de compensation du mouvement 
rmVt sur le rapport entre le tau.. de compression et l'erreur quadratique moyenne 
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2. Influence de la longueur de la spirale de recherche X,,t : 
Les résultats illustrés à la figure 3.4 (où Xmut est donné en nombre de bits) 
diffèrent seion les séquences. Pour la séquence I r  1-4s-4". aucune courbe ne 
se détache des autres. Par contre. les résiiltats obtenus avec les séquences 
WT.-&W . ' tPapiLlonl l . l lT~el '~  et "Rubic" suggèrent de prendre X,,, =:32 ou 64. 
En effet. considérer Amut = 16 amène à compenser la faiblesse du module de 
compensation du mouvement par Le codage Gactal d'un pliis grand nombre de 
blocs. Ceci résulte. comme nous pouvons le voir sur les figures D.3 et D.4. 
en une baisse du t a m  de compression et une hausse de l'erreur quaciriatique 
moyenne. 
Au contraire. prendre Xmut = 128 donne L'erreur quadratique moyenne la plus 
faible. mais peut diminuer la compression inutilement car une t e k  valeur ne 
représente plus un déplacement plausible entre deux images consécutives (car 
il seraic crop Mportantj. mais plucot un codage tkactal simplifié de rapport de 
contractivité 2. 
3.1.3 Module de codage fractal 
Le module de codage fractai. cœur de notre méthode. est utilisé pour tous les blocs 
classés actifs pour lesquels la tentative de compensation du mouvement a echoué. 
La figure 3.5 illustre le principe simpiifié de notre module de codage kaçtd. Il va 
consister principalement en trois étapes: la construction d'une représentation inva- 
(a) Rubic (b )  Taxi 
( c )  YASA (d) PspiIlon 
( e )  Tunnel 
Figure 3.4 : Infiuence de la longueur de la spirale de recherche XmVt sur le rapport 
entre le taux de compression et l'erreur quadratique moyenne 
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Figure 3.5 : 4Iodule de codage fiactal 
riante des blocs de l'image. la recherche du meilleur bloc approximant le bloc à coder 
et la détermination des paramètres de la transformation fractale associée. 
3.1.3.1 Domaine de recherche des blocs D 
Comme nous effectuons un codage inter-tracs. lc domaine dc recherche des blocs 
D poiivant approximer un bloc image I est situé dans l'image précédente par rapport 
à l'image à laquelle appartient le bloc I à coder. Au lieu de considérer une recherche 
e-uhaustive trop coûteuse en temps de calcul. nous choisissons un espace de recherche 
Limité en spirale de longueur XI,,, centrée autour de la position du bloc I courant. 
mais dans l'image précédente. Le pas de La spirale dépend du niveau de segmentation. 
Plus les blocs considérés sont petits (limite de 4 x 4). plus le pas h ( X )  entre deus 
blocs D consécut& de taille 2iV x 21V est petit (limite de un p ~ ~ e l ) .  'ious avons fait 
4 7 
ce choix pour privilégier la quaiité au niveau de résolution le plus iîn sans utiliser trop 
de mémoire ni trop de temps de calcul aux niveau plus grossiers. 
3.1.3.2 Espace de traitement 
Nous avons choisi de mener la recherche du meilleur bloc D dans l'espace trans- 
formé correspondant à La transformée par cosinus discret (TCD) selon l'éqiiütion 3.7. 
C ( u ) c ( U )  I.V-L..V-L) (2x + 1)m) (29 -!- l),r7Ï) l:t = 
4 
B (x. g)cos( )cos ( ) (3.7) 
(z.y)=(O.O) 
Th* 2-'4- 
avec u.c = O  .... :V - 1. c(0) = 1 et c ( u )  = si u 4 0 .  J 2 
Le coefficient (u .  U )  d'un bloc 3 de taille -V x -V transformé p u  TCD est noté: 
TCDn(u.  U )  = D(u. u ) .  avec u. u = O. ...- V - 1. 
Chaque bloc de -v x -V pixels B(x.  y )  est transformé via l'opérateur TCD en lin bloc 
de .V x coefficients B(u. 1 1 )  représentatifs du contenu fréqiientiel ciii bloc original. 
Chaque bloc image I ou bloc domaine D est donc transformé via la T C D  en Z ou D 
respectivement. Cependant. Les paramètres de codage hactal d'un bloc envoyés dans 
le canal sont indEpendants du domaine de traitement choisi (Fréqirentiel ou spatial). 
De fait. au décodeur. la ~econstruction de chaque bloc est menée dans le domaiue 
spatial sans avoir besoin de calcuier de TCD inverse. Cette méthode ne ralentit donc 
pas le décodeur. 
Cette nouvelle représentation du bloc dans un autre domaine présente. en oiitre 
pliisieirrs avantages : 
1. La TCD permet d'esploiter la redondance spatiale esistant entre les pisels d'un 
mëme bloc. 
2. Les blocs transformés par TCD possèdent des propriétés intéressantes du point 
de vue invariance lorsque certaines transformations massiques et geom6triqires 
leur sont appliquées. 
3.1.3.3 Transformations effectuées sur les blocs D 
Pour chaque bloc I de taille .V x -V. les blocs D candidats sont rlc taille fixe 
', - -1: x 2-\-. 
Dans le domaine spatial. le meilleur bloc D appartenant ii la spirale de Longueur Xlrnc 
satisfait le critère : 
1 
E = min 
q . ~ ~ ~ . ~  W .  1 )  - 0 D . )  jO, (x.y)=(O,O) 
0 est une fonction contractive. ce qui correspond à effectuer une contraction Spa- 
t ide  d'ordre 2 selon chaque axe sur le bIoc D. Le bloc résultant o ( D )  est cle taille 
.V x Y. Yous avons choisi pour O une fonction de moyennage : 
9 est composée de 2 types de transformations appliquées sur le bloc O( D). 
Dans un souci de simplicité. nous confondons par la suite o ( D )  avec D car tous les 
calciils seront faits avec la version contractée de D. Ainsi. nous considérons D comme 
6tant la TCD de la version contractée spatialement de D. 
En transformant les blocs dans l'espace TC D. le meilleur bloc V satisfait le critère 
Oquivalent 2 : 
En effet. cette relation est équivalente a la précédente( relation 3.5) car la transforma 
tinn iD cwnsidérée est composée des transformées f i e s  et isométriqiies. Elle consen-c 
d m c  les distances aussi bien dans Ie domaine spatial que Béqiientiel. 
1. Eqression des  transformations 'I' dans le domaine spatial: 
( a )  transformation massique de type afnne sur Les intensités des pixels. Cette 
transformation s'exprime par : 
5 O 
où ~ ( x .  y)  désigne la luminance du pixel (s. g): a corresponti A itin change- 
ment d'échelle et h à un décalage. 
( b )  transformation géométrique: les 8 isométries numérotées de O à Ï sont 
représentées dans la colonne gauche de la figure 3.6. 
2. Transposition dans l'espace des fréqzlences : 
(a)  Dms le domaine TCD. le coefficient (u. u )  d'un bloc B de taille .\? x -V 
sur lequel est effectué une transformation massique a. pour ~spression : 
où J: désigne le symbole de Kronecker. 
( h )  D u s  Lü figure 3.6. nous notons 7 le résultat rie I'application d'iuic! isomEtrie 
massique oü @om&triqne slir le bloc B. C'et.r~ figure rnontrp qiic.. (tans 
l'espace des fréquences. les transformations gkomi.triques entrainent des 
modifications mineures de la TC D du bloc original avant transformation. 
Ainsi. par exemple. l'isométrie -5 consistant à effectiier ime rotation de 
-90 degrés du bloc B original s'exprime dans l'espace des Eréqiiences par 
d e u  modifications de B. En notant toujours U(u .  t') le coefficient (u. u )  
du bloc B. la modification due a l'application de l'isométrie 3 sur le bloc 
f3 revient à permuter les rôles de IL et L. et à inverser les signes des vaieiirs 
des coefficients pour u impair. 
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Figure 3.6 : Transformations \P dans le domaine spatial et Ekéquentiel 
En fait. quelle que soit i'isométrie considérée. elle implique seulement iinc 
permutation de u et u ou la multiplication de certains coefficients par 
- 1. Cette caractéristique justifie en partie l'iitilisation de la TCD car 
la construction d'une représentation invariante à ces opérations va etre 
possible. 
3.1.3.4 Construction d'une reprtrsentation invariante 
Pour accélérer l'étape de recherche du meilleur bloc 'Li. noris cherchons à construire 
une représentation canonique des blocs telle que chaque bloc ait l i n  modèle invariant 
quelle que soit la transformation qui lui est appliquée. 
La construction de l'invariance & une transformation massique permet de ne pas 
considérer des valeurs discrètes de a et b. Cela évite donc d'avoir ii tester chaqiie 
bloc D avec ces valeurs et donc d'avoir A comparer chaqiie bloc I a v w  ilne série de 
versions t r i t n ~ f ~ r ~ n k  d'lin bloc D comme c'est !e cas dims l'rilgorithmc mis ;iii  point 
par Jacquin (1992) où ime trentaine de paires (a. h )  sont considarées poiir chaqiie 
bloc D candidat. L'invariance massique permet donc de réduire considerablement le 
temps de calcul par rapport à cette méthode. 
Pour ce qui est de l'invariance au-x transformations géométriques. elle va permettre 
de riiduire le nombre de blocs c-adidats de 8 x XI,,, A XI,,. 
1. Construction d'invariance massique sans perte : 
Cette étape transforme un bloc U en un bloc dit nomaiisé noté Fm. La deno- 
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mination sans perte signifie que cette étape ne génère aucune baisse d'optimalitc? 
p a r  rapport au résultat que l'on obtiendrait en travaillant siil. le bloc B avant 
normalisation. 
Par la suite. nous notons Be Ie coefficient DC du bloc et .AB la norme ,C2 du 
bloc B amputé du coefficient DC : 
(a)  Pour rendre le bloc invariant ;i un décdage h. il siiffit de mettre le coefficient 
DC (c'est à dire I'intensité moyenne du bloc) ii O. En effet. l'eqiracion 3.12 
montre que Ie terme b affecte seulement le coefficient DC du bloc : 
(b)  four rendre le bloc invariant au changement d'échelle a. il Faut normdiser 
les autres coefficients. Nous utilisons une norme C? En effet. l'equa; 
tion 3.12 montre que le terme a affecte uniformément tous les coefficients 
du bloc par un terme multiplicatif. 
1 
Ljnor(u. U )  = - x B(u, C )  V(u. c )  # ( O .  O) - (3.17) 
- 4 ~  
( c )  E-xpression des paramètres de la transformation massique : 
Selon la méthode de Wohlberg et de .rager (1995). une fois troiivk le 
meilleur candidat Dn" pour un bloc Znar donné. les paramètres de trans- 
formation massique sont déduits dans le domaine spatial. Ils suivent les 
expressions données à l'équation 3.15 : 
où I et à D sont les versions dans le domaine spatial onginal des blocs 
P O P  et vnm. 
2. .Jirstification : 
Xous avons vu que dans l'espace TCD. Le meilleur bloc V satisfaisair; le critere 
suivant : 
1 
E = min ,?[Z(U. O) - [P O D(u .  c j]' 
soit. en exprimant 9: 
où Di (i  = 0. .... 7 )  représente le bloc V transformé par une des 8 isométries 
possibles. 
En remplaçant a et b par leurs e-upressions. nous obtenons : 
Comme. par déilnition. Br = T(0.0) et Bo = V(0.0) .  cette es~ression est 
E = z . ~  min frac 
Soit. en reprenant les notations Z"" et Dn". nous obtenons haiement L'équa- 
(.V-l..V-L) 1 -4 D Br - * B O  
-[I(i i . i)--V,(i i . i)-  -b-&; 6; 
(u.ui=(o,a) -v -4 r -v 1 
tion 3.19 : 
E = min [ I ~ ~ I L .  c )  - D y ( u .  u) l2-  (3.19) 
L'. f ,UC (u.u)f (0.0) 
Nous obtenons donc une équivalence parfaite entre minimiser l'erreiir dans le 
domaine spatial ou héquentiel avant ou après invariance massique. Cependant. 
à ce stade. il faut encore présenter au système Les 8 isométries du bloc D pour 
choisir la meilleure appro-dation du bloc I .  Nous choisissons dors d'effectuer 
ime construction d'invariance géométrique avec perte. 
.3. Construction d'invariance géométrique avec perte : 
L'examen de la figure 3.6 permet de comprendre pourquoi nous menons la cons- 
tniction d'invariance géométrique avec perte en deux étapes. Comme décrit 
precédemment. les isométries peuvent dec te r  le bloc LT"" de deus miuiieres: 
soit en permutant les pasametres de position u et c. soit en modifiant les signes 
de certains coefficients. 
(a) Information de transposition : 
Sous pouvons réduire le temps de recherche de S x Xfruc ii 4 x Afrnc  en 
rendant Le bloc f3"" invariant aiLu transpositions c'est-à-dire au-s permu- 
tations entre les coeEcients u et L' de Pr (u. L'). 
Le résultat de cette étape est noté BtranY. 
Pour rendre le bloc invariant au_u transpositions. nous fkons la contrainte 
suivante: l'amplitude du triangle inférieur -4'"f du bIoc Btran" doit etre 
inférieure à celle du triangle supérieur =L"uP. Les amplitudes sont évaluées 
selon les équations suivantes : 
. 4 z n f ( ~ )  = c LTm(u.  c). 
.isuP(B) = F m ( u .  v). 
Il est à noter que ces deux expressions excluent la diagonale du bloc. Ca 
drapeau de permutation est déterminé tel que : 
I ' sinon. 
Ainsi. nous obtenons: 
( Pm(o.u) sinon. 
La  comparaison des d rapeau  des blocs Pans et Pr""" Lxe alors les iso- 
mét ries possibles nurnérot ées d'après la figure 3.6 : 
Si PI = Po. les deux blocs Zn" et Pm ont leurs triangles d'amplitude 
maximale placés à la mème position. Les isornétries i possibles pour ap- 
pro'cimer 1 par Di sont donc O. L. 2 ou 3 car elles n'impliquent pas de 
permutation de u et c. 
Si PI # PD. les deux blocs Pm et Vnm ont leurs triangles d'amplitude 
maximale en opposition. Les isométries i possibles pour approximer I par 
Di sont 4. 3: 6 ou 7 .  
Yous devons remarquer que nous introduisons une perte d'optimdité. En 
effet. cette étape de transposition additionne des termes de signes opposés 
pour calculer l'amplitude des triangles ,lmf et AS"P (voir équations 3.2  1). 
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De ce Fait. certains coefficients importants en amplitude. mais de signes 
opposés peuvent se compenser mutuellement: ceci peut entraber qiielques 
choix d' isomét~e non optimaux 
(b )  Construction d'une représentation canonique : 
Cette ultime étape réduit le temps de recherche de 4 x XI,, à A/,,,. 
Pour rendre le bloc BtTanS inmrïant aiLu isométries. il faut le rendre in- 
sensible aux changements de signe de certains coefficients générés par ces 
isométries. 
Les coefficients du bloc Bt'""" peuvent ètre répastis en 3 catégories selon 
Les valeurs de u et L:. Ces trois catégories correspondent chacune à des 
sensibilités à certaines isométries. Le tableau 3.1 représente les différents 
cas possibles. 
Tableau 3.1 : Classes des coefficients TCD 
Le cas "u et v pairs" n'est pas considéré car il n'est affecté du point de vue 
changement de signe par aucune isométrie. 
Il existe une inter-corrélation de type O U  entre les 3 classes. 
Ceci signifie que chaque isométrie pouvant affecter une classe affecte si- 
multanément égdement une (et une seule) des deux autres classes. 
l 1 l I Sensibles i 
(-1)" ou ( - L ) " - t U  
(- 1)" ou (- 1)"'" 









isometries correspondantes " C'lasse ' 
2.3.4 et 5 
1.3.4 et 6 





-Linsi. la classe 3 est coreliée avec le classe 1 ou la classe 2 à cause de la 
parité des indices u et u qui les définissent. Par exemple. si une isométrie 
impliquant la transformation contenant le terme (-1)" esr. appliquée au 
bloc. les classes 1 et 3 sont affectées. mais pas la classe 2. Pour que la 
classe 3 ne soit pas atfectée. il faut appliquer en plus ilne transformation 
contenant le terme (-1)" (ce qui dorme globalement le terme (-1)"'") ce 
qui laisse la classe 1 affectée mais aEecte par la mëme occasion la classe 2 .  
En conclusion. bu la corrélation elvistant cintre les 3 classes. on ne peut 
donc pas appliquer une isométrie au bloc dont la transfomation affectera 
ime classe sans en affecter une des deux autres. 
Nous appliquons un masque sur le bloc Btran" qui va consister prendre 
la videur absolue des coefficients dont le signe peut etre modifi6 par une 
ou pliisieurs des isometries possibles c'est-&-dire tous les cernes du bloc 
13tran.r (u .  u )  pour lesquels u. ou bien c est impair. Le bloc résidtant de 
I'inv'xiance canonique appliquée à. BtTan" est noté Bcnn e t  a pour expression : 
1flran3(u.  C ) I  si u ou bien c est impair. 
Bcan (u. u )  = (3.24) 
p a n s  (IL. r )  sinon. 
Le masque appliqué sur la matrice TCD du bloc est représente la fi- 
gure 3.7 qui résume les différentes étapes de la construction globale de la 
Invariance massique invariance géométrique 
1 . 1 -> Vnlcur absalue du coefficient. 
Figure 3.7 : Représentation canonique d'un bloc 
représentation canonique d'un bloc. 
Finalement. le meilleur bloc ;Tican satisfait le critère suivant : 
(c)  Conséquences de la construction invariante : 
Il faut noter que l'utilisation de ce masque est sollrw ~ ' P ~ T P I I ~ S  impor- 
tantes car Ia perte de l'information de signe concerne les trois-quarts des 
coefficients du bloc Btran3. Or. ceci peut s'avérer dramatique lorsque l ïn-  
formation de signe concerne des termes d'amplitude élevée en valeur ab- 
solue du bloc I A coder. -4 ce stade, nous introduisons la notion de  terme 
prépondérant. 
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Définition : Xous appelons terme pr6pondérant un terme. positif ou né- 
gatif. dont l'amplitude en valeur absolue est sutfisamment d e d e  pour né- 
cessiter une bonne approximation de ce terme. 
Exemple catastrophique ! L a  f igue 3.8 montre un cas polir lequel la cons- 
truction canonique a mené au choiv d'un bloc domaine très mauvais. 
Nous avons représenté pour chaque bloc les termes prépondérants du bloc 
prans. Les autres termes non inscrits n'ont que tres peu ti'infIiien(:e. 
Les blocs Drans et Z)qans sont der~v candidats appartenant d la sirale de 
recherche de longueur XI,,, pour approximer ie bloc Tr""". La represen- 
tation canonique avec perte (invariance géométrique) mène A choisir Dyn 
comme meilleur bloc pour approximer Fun. En effet. L'erreiir quadratiqiie 
moyenne entre ces d e m  blocs est beaucoup plus faible qu'entre 'Dyn et 
Fm. Or. en calculant après coup Le meilleur bloc transformé par isométrie 
1 . ~ 0 ~  (Dyans ) et iso3 (VFuns ) . nous apercevons que. en recouvrant L'infor- 
mation de signe, i . ~ o ~ ( E ~ ~ " ' )  constitue en réalit6 Le meilleur bloc poix 
approximer Z?ns. 
Explication : Dans l'exemple précédent. il s'avère que les termes prépondé- 
rants du bloc Pr""" se répartissent dans les trois classes définies dans le 
tableau 3.1. Par conséquent. ce sont des termes dont le signe peut être 
DI trans 
- 
D2 - '~ huariance i 1 0.3 f 1 - - - -  ;--- A géométrique \ \ 
Figure 3.8 : Exemple pathologique de la représentation invariante 
modifié par une isométrie. Or. si l'on observe attentivement le tableail 3.1. 
nous nous rendons compte que chaque isométrie appxait dans de?n  classes. 
Les changements de signe des termes de chaque classe sont donc corrélés. 
De ce fait. il peut ètre impossible de réattribiier le bon signe à tc?iis ces 
termes par I'application globaie d'une isométrie sur le bloc. 
Ainsi. dans l'exemple. le terme V ~ " ( O . 1 )  appartient à la classe 1 et voit 
son signe modifié sous l'application sur le bloc de l'isométrie 3. Cette 
isométrie contient la transformation ( -  1)"'" et dFecte donc les termes 
di1 bloc pour lesquels i~ ou L. est impair. Donc. noiis pouvons voir qirci 
les termes D~an3(L.0)  et VPns(1. 2) tous deus de la classe 2 sont aiissi 
affectés par cette isométrie. mais pas Le terme Dt,'an"(l. 1) de la classe 3 . 
il n'a donc été possible que de réattribuer les bons signes (ct?i~.x de chaque 
terme prépondérant de ~ ' " " " )  à deux termes sur les quatre de ison (Dyn") 
ce qrsi résulte eu une erreur quadratique moyenne importante. 
Pour éviter ces erreurs de chois. il est donc nécessaire d'effectuer une 6tude 
minutieuse des signes des termes prépondérants de Z?'""" et des termes 
correspondants dans chaque bloc domaine candidat Vtrans. La méthode 
d'étude de compatibilité de ces signes vise à rejeter tous les blocs domaines 
candidats déclarés incompatibles avec le bloc Ztrans à coder et est 
décrite dans le paragraphe suivant. 
3.1.3.5 Etude des impacts du masque 
Cette étude consiste A décider si. pour un bloc Fra"" à coder. la perte dïnforma- 
cion de signe sur les termes prépondérants de ce bloc placés sur le masqiie (c'est-;i-dire 
polir lesquels u ou u sont impairs) va nécessiter une étude de compatihilitt. de signes 
avec im bloc domaine candidat Vtran" et son éventuel rejet. 
Ln esemple détaillé à la fin de ce paragraphe permet de m i e u  comprendre Les ciif- 
férentes etapes de cette étude. 
L'annese C contient toutes les explications et les détails dgorithiqires de cet te sec- 
tion. 
Dans cette étude. deux paramètres fises vont être considérés : 
f,,,,. le seuil en amplitude au-dessus duquel lui terme d'rm bloc- est considiiré 
comme prépondérant: 
L'etude de compatibilité des blocs est présentée iÏ la figure 3.9. Conformément ii 
l'organigramme. l'étude de impacts du masque comporte les élément suivants : 
1. Calcul des positions des termes préponderants strr le masqiie : 
Le but de cette étape est d'évaluer si les coefficients placés sur le masque rlti 
bloc Pan comportent des termes prépondérants et le cas échéant leur position. 
D trans pD 
l 
CIassificrition et irude des signes des 
Ir- trarurl 
termes pr@ondcnnis der et 
Etude de la compatibilité d s signes des deux blocs 
r t \ 
Test INTRA - CLASSE 1 
Eaidc der campntibilii& der signes d a  t m n .  pkpondkmts 1 
de I~~  et^^^^ pour chaque classe : ! 
i uccés 1 Succcc Echcc -es termes pn5pndénnts Les termes prépondénnts ;ont dans I ou 1 classes sont dans 3 classes 
f 
4 
Test INTER - CLASSE 
Cdcul dcs diffÇrcnces de signa der cli~rser des tcnner 
tram tram prcponctérants de l  et D 
trans 
accepté D "ans rejeté 
Figure 3.9 : Organigramme de l'étude de compatibilité des blocs 
2. Classification et étude des signes des termes prépondérants 
Lorsque le nombre de termes prépondérants est supérieur ou égal a 2. il est 
nécessaire d'esaminer les classes et les signes de ces termes dans le bloc Pans 
correspondant et dans chaque bloc VtTan" candidat. Ceci va nous permettre de 
savoir si une isométrie sera ensuite capable de réattribuer le bon signe (celui 
de chaque terme prépondérant de Ztrans) à chaque terme correspondant c1;ms le 
bloc VLr"" candidat. Si ce n'est pas le cas. le bloc Vtrans sera rejet& 
13. Compatibilité des signes des blocs Fra"" et Vtrans 
Les incompatibilités de signes des termes prépondérants du bloc ZtTnn" avec 
- p n n s  dépendent de la classe à laquelle appartiennent ces termes. 
En effet. les classes déterminent les corrélations esistant entre ces termes. Cet te 
&tude sert à rejeter les blocs VtranS candidats dont l'erreiir résultant entre Vcan 
PT Zmn ne refléterait pas celle entre D ct I .  Ceci permet d'6vitcr des c:dciils 
inutiles et des résultats trompeurs. 
D ~ L K  types de tests vont être utilises : 
(a)  un test dit INTRA-CLASSE : 
Il est mené de manière indépendante sur chacune des trois cl;-isses. 11 con- 
siste à étudier les compatibilités des signes de tous les termes prépondérants 
des bIocs VtTans et Ztrans appartenant à une même classe. 
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( h )  un test dit INTER-CLASSES : 
Il consiste à comparer les compatibilités de signes des classes des deus 
blocs entre elles. 11 n'a lieu d'être que lorsque les termes prépondérants de 
Pans se répartissent dans les trois classes possibles. 
Comme nous poiivons le constater sur l'organigramme 3.9. dettv cas petivmc se 
présenter : 
(a) les termes prépondérants se répartissent dans 1 ou 2 classes dif- 
férentes : 
Gans le cas de 2 classes. celles-ci ne sont pas corrélees c:x il est toujo~irs 
possible de trouver une isométrie affectant l'une mais pas l'autre. 
Seul le test intra-classe doit être effectué. S'il est concluant. le h1oc Dt'""" 
est classé comme compatible avec le bloc i coder Fr""". 
(h )  les termes prépondérants se répartissent dans les 3 classes: 
Les deu-u tests intra-classe et inter-classes doivent ètre effectiiés et conclu- 
ants pour que le bloc DtrUns soit classé comme compatible avec le bloc A 
coder 21'""". 
4. Exemple: 
La. figure 3.10 montre comment l'étude de compatibilité de signes permet de 
rejeter le bloc menant à un mauvais résultat dans l'exemple présenté six la fi- 
gure 3.8. Le détail des calculs relatif a cette étude est présenté dans l'annexe C. 
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Considérant le bloc courant à coder Fan". nous voulons déterminer si deus 
blocs domaines candidats V Fan" et D!rRn-q , sont compatibles avec Fr""". 
L'étape du calcul du nombre de termes prépondérants du bloc Pans montre qu'il 
comporte 4 termes prépondérants positionnés comme montré ii La figure 3.10. 
Comme ce nombre est supérieur à 2. il est nécessaire d'effectuer l'ktiide de La 
compatibilité des signes. 
L'étape suivante consiste à calculer les classes des termes prépondérants di1 bloc 
T r a n s  en suivant le tableau 3.1. Ensuite. pour les trois blocs Z?'""". DL,'"" et 
Dyms candidats. nous calculons les signes des termes prépondérants de 3?'"". 
Les quatre termes prépondérants sont de trois classes différentes. 11 hiit donc 
mener en premier Lieu l'étude de compatibilité de signes intra-classe. Celle-ci 
réussit pour les deux blocs. 
Finalement. La dernière étape d'écude de la compatibilité de signes int~r-<hsses 
amène à accepter D y n s  et A rejeter D.>""". 
5. Youveau critère de succès : 
Poix un bloc ZcRn tel que EI = 1. le meilleur bloc DCan satisfait le critère 
suivant : 
a) 4 termes prépondérants 
de classe: 
b) Etude des signes des termes prépondérants 
n n 
C )  CompatibïLité des signes intra-classe: 
C) Nombre de d~gérences de signes 
2 -> D, compatible avec 1 
1 
ACCEPTÉ 
1 -> D, incompatible avec 1 
i 
REJETÉ 
Figure 3.10 : Exemple d'étude de compatibilité de signes 
où X,,,.J,~, représente la restriction de XI,,, a u  positions de la spirale pour 
lesquelles le bloc ;Titran3 a été jugé compatible avec Pr"*". 
3.1.3.6 Expression des paramètres de la transformation 
L-ne fois trouvé le meifleur candidat Pan compatible pour un bIoc Zcnn donné. 
les paramètres de transformation massique sont déduits dans le ciornaine spatial et 
envoyés dans le canal en utilisant les résultats obteuus selon l'équation 3.18- En outre. 
ces valeurs réelles sont quantifiées en utilisant un quantificateiu uniforme. 
Ensuite. le système calcule dans le domaine spatial la meilleure transformation geomé- 
trique de D qui approxime I .  En notant Di le bIoc D transformé par l'isométrie 
i = 0. ..Ï. le meilleur D, satisfait : 
Nous avons étudié les performances lorsque le masque est appliqué en tenant 
compte ou non des compatibilités de signe. Ces comparaisons sont décrites dans la 
prochaine section. ainsi que les influences de tous les autres paramètres intervenant 
dans le moduie de codage fractal: A/,,, .  a et b. 
3.1.3.7 Étude de l'influence des seuils et paramètres 
1. Influence de la longueur de la spirale de recherche X : 
Les résultats présentés à la figure 3.11 (où XI,,, est donné en nombre de bits) 
ta) Rubic 
( c )  XAS-4 (dl Papillon 
( e )  Tunnel 
Figure 3-11 : Ineuence de la longueur de la spirale de recherche X,,, sur le rapport 
entre le taux de compression et  l'erreur quadratique moyenne 
varient selon les séquences. La Figure D.6 montre que. pour toutes les séquences 
tests. il faut rejeter Ie cas Xp,, = 128 car ceci génère une erreur quadratique 
moyenne trop importante sur 1-image reconstruite car Le domaine de recherche 
est trop rétréci. 
La séquence "Tunnel" présente son aspect optimal pour la valeur intermédiaire 
= .5 12. Pour les séquences "Taxi" et "Rubic" . il faut rejeter XI,,, = 1024 
car. malgré une erreur faible EQM. la compression tesuitante est trop diminuée. 
Pourtant. pour les séquences f"i-4S..Lf' et "Papülon". ce cas donne de bons 
résultats. Ceci s'explique par Le fait que ces dem séquences comportent un 
mouvement complexe et utilisent donc plus le codage fkactd. Plus Le domaine 
de recherche est grand. meilleurs sont les résultats. Par contre. pour les autres 
séquences. l'ajout de bit induit par l'augmentation de X ,,, n'pst pas j irstifié. 
Bizarrement. la séquence "Papillon" donne encore de bons résultats pour A = 
256. mais pas pour X j r a ,  = 512. En Fiit. AI,,, = 'LX currtrspuud 2 un  cas où  la 
compression est bonne car Ia compensation du mouvement pallie à La faiblesse 
du module fractal. cependant pour une erreur quadratique movenne médiocre: 
A/,,, = 512 est un cas intermédiaire qui sera plus satisfaisant visuellement. 
Sous pensons rejeter les deux extrèmes car ils risquent d'être tr& mauvais sur 
certaines séquences. En fait. pour obtenir des erreurs EQ.11 faibles. il faudrait 
choisir XI,,, = 212 et pour favoriser une forte compression XI,,, = 2.56- 
2. Infiuence de la quantification du Jm!eur d'échelle a : 
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Les résultats présentés sur les figures 3.1%. D.7 et D.8 montrent que toutes 
(a) Rubic 
2 '  - 
4'- 
2 3 4 5 
Nombre dlldtatiom 
(b)  TaXi 
(d) Papillon 
6.5; 
2 3 4 5 
Namnm a'itdmans 
(e) Tunnel 
Figure 3.12 : Iduence de la quantification du facteur d'échelle a sur le rapport entre 
Le taux de compression et l'erreur quadratique moyenne 
les séquences rejettent une quantification de a sur 6 bits (donc porrr 64 valeurs 
possibles de a )  car ceci niminue inutilement ta compression. Nous choisissons 
de coder a sur 5 bits car c'est la vaieur qui évolue le  eux après 5 itérations. 
3. Ifluence de la quantificatkvt d u  facteur de décalage b :  
Les résultaw présentés sur Les figures 3.13 . D.9 et D.10 montrent que toutes les 
séquences rejettent une quantification de b sur 8 bits car ceci diminue inutilement 
la compression. De même. prendre une quantification de b sur 4 bits résulte en 
une erreur quadratique moyenne trop élevée. 'ioiis choisissons de coder 5 sur 6 
bits car c'est la valeur qui évolue le mieux aprés 5 itérations. 
4. Influence des paramètres d'étude de compatibilité des signes I.,, et IF$ : 
Les tests ont été menés en n'effectuant le codage fiactd que pour le niveau de 
segmentation le plus fin avec des blocs de t d e  4 x 4 footnotepour des blocs plus 
gros. le module de codage fiactal est inhibé. Sur la fique 3.1-4. nous prii.sentons 
les résultats obtenus pour phsieurs paires (-1;:: T,,,,). En effet. ces deux 
paramètres étant liés. il vaut mieux les considérer ensemble. 
La courbe correspondant à "(-1,=eP = O. rprep = 0-14)" montre le résultat obtenu 
Lcrsqu'il n'y a aucune incompatibilité de signe- De ce fait. le module de codage 
Eractal échoue très souvent en appariant des blocs très éIoignés spatialement. La 
compression est importante (car Ie codage est fait par compensation du mouve- 
ment). mais l'erreur quadratique moyenne est très mauvaise. Pour la séquence 
"Tau": nous voyons à la figure D . l l  I'évoIution dramatique de cette courbe: 
(a) Rubic (b )  Taxi 
( c )  XAS-1 ( d )  PapiIlon 
( e )  Tunnel 
Figure 3.13 : Infiuence de Ia quantfication du facteur de décalage b sur le rapport 
entre le t a u  de compression et l'erreur quadratique moyenne 
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la compression chute à cause d'une accumulation d'erreur due à trop de com- 
pensation du mouvement. Le système essaie donc de compenser en considérant 
plus de bIocs actifs et plus de codage fiactd: mais comme celui-ci est inefficace. 
t'erreur quadratique moyenne ne s'améliore pas au fl des itérations. 
La courbe "(1GZ = 10. rpr,, = 0.05)" reflète le cas inverse oii ilne majorite de 
blocs vont être considérés comme incompatibles car. mème des coefficients de 
Faible amplitude (et donc de faible contribution au bloc) sont considérés comme 
prépondérants. ,Unsi. tout comme le cas précédent. ceci résulte en un iichec du 
module de codage fracta1 (qui est trop sévère). et donc en rme crreur quadra- 
tique moyenne et une compression plus grandes. 
Les trois autre courbes "(A;: = 10. r,,,, = 0.09) ". " (Agg = .?. rF,, = 0.09)" 
et I f ( l p " t :  = i. rprep = 0.14)" se suivent beaucoup et montrent des cas intermé- 
diaires. -Ainsi, la courbe intermédiaire "(1;: = 10. rprep = 0.09)'' correspond 
X iui mudule fi-actd comportüllt une étude de conipacibiiicé raisonnablement 
sév6re footnotec'est-&dire rejetant beaucoup de blocs domaines candidats. De 
m m  - - mème. "(l,,, - 2, ï,, = 0.14)" correspond ri un module fractd comportant 
une étude de compatibilité raisonnablement laxiste Footnotec'est-à-dire accep- 
tant beaucoup de blocs domaines candidats. 
(a) Rubic 
lnn- rm seuil Gwep el dl D m  
401 
( b )  Ta.. 
Influence dl saut Gprw el m D m  
( e )  Tunnel 
Figure 3.14 : Infiuence des paramètres d'étude de compatibilité des signes r,,:, et 
A m a s  
Pfv 
sur le rapport entre le t a u  de compression et l'erreur quadratique moyenne 
3.1.4 Module de segmentation en arbre quaternaire 
La figure 3.15 illustre le module de segmentation en arbre quaternaire. il permet 
de considérer des blocs de taille variable et donc de s'adapter à la cornpiesité du 
contenu de l'image ou du mcjuvement dans la scène selon un mode "grossier à fin". 
Le critère utilisé pour diviser un bloc en 4 sous-blocs est l'échec successif des différents 
modules d'estimation des blocs actifs. de compensation du mouvement et de codage 
kactal di1 à une erreur quadratique moyenne trop importante à chacim de ces modules. 
3.1.4.1 Effet de la segmentation sur les différents modules  
Nous avons étudié l'utilité d'effectuer une segmentation en arbre qiiaternaire sur 
chacun des trois modules de codage de notre système d'estimation ries blocs actifs. 
de compensation du mouvement et de codage Fractal. 
Dans les dei~u expériences qui suivent. le module de codage Eractd n'est mené qu'au 
niveau le plus fin (blocs 4 x 4). 
1. Influence de la segmentation en arbre quaternaire des blocs nctzJs: 
Cette expérience permet de voir s'il vaut mieus effectuer lui codage multi- 
niveai~u global ou seulement au niveau le plus fin avec des blocs de taille 4 x 4. 
Les résultats présentés à la figure 3.16 montrent que. pour toutes les séquences. 
il est profitable d'effectuer un codage multi-niveatm car. même si ceci peut en- 








O 1 : bit indiquant la caractéristique du bloc (actif, inactif. codé par compensation 
du mouvement par codage fnctal ou segmenté). 
Figure 3.15. : Principe de segmentation en arbre quaternaire 
(a) Rubic (b)  Taxi 
Idluence du cadage Wll-Nveaux 
9i lnfluenœ du codage multl-mveaux 
61 
( c i )  Papillon 
( e )  Tunnel 
Figure 3.16 : Iduence de la segmentation en arbre quaternaire des blocs actifs sur le 
rapport entre le taux de compression et l'erreur quadratique moyenne 
compression est énorme. 
2.  lnflvence de la segmentation en arbre quaternaire des blocs actifs non estimnhles 
par compensation du mouvement: 
Cette expérience permet de voir si un bloc actif de niveau grossier doit passer 
dans le module de compensation du mouvement ott doit être directement seg- 
menté au niveau de segmentation plus En. 
bis avons mené deux séries d'expériences avec des vaieiirs de paramètres dif- 
férentes. 
Pc,u la première expérience représentée à la figure 13.17. nous avons pris les 
d e u r s  des paramètres usuels r,,, = 6 e t  Xmvt = 31. Il s'avère que. seiiles les 
séquences "Tasi" et "Tunnel" sont favorables à un module de compensation du 
mouvement multi-niveam. La séquence "5-AS-4" devient favorable ii lin codage 
par compensation du mouvement multi-niveau à la fin des 5 itérations. Les 
deux autres séquences "Rubic" et "Papillon" révèlent son inn~il i~é.  Face ;j. ces 
résultats. nous avons décidé de tenter une der~sièrne expérience. 
La deuxième expérience représentée ii la figure 3.15 a consisté A réajuster T,,,l,t = 
8 et de prendre Amut = 63 pour favoriser les gros blocs. De plus. les valeurs 
de (:es seuils ont donné de bons résultats lors de leur étrrde. Dans cc? cas. pour 
toutes les séquences. un module de compensation du mouvement multi-niveaux 
s'avère toujours préférable à un module réservé aux blocs de taille 4 x 4. 
(a) Rubic (b) Taxi 
i c )  NASA ((1) Papillon 
(el Tunnel 
Figure 3.17 : Infiuence de la segmentation en arbre quaternaire des blocs actifs non es- 
timables par compensation du mouvement sur le rapport entre le t a u  de compression 
et  l'erreur quadratique moyenne 1 
(a) Rubic 
(c )  XAS-A 
(b) Taxi 
(d)  Papillon 
(e) Tunnel 
Figure 3.18 : Infiuence de la segmentation en arbre quaternaire des blocs actifs non es- 
timables par compensation du mouvement sur le rapport entre le taux de compression 
et l'erreur quadratique moxenne 2 
3. Influence de la segmentation en arbre quaternaire du codage fractal: 
Pour toutes les séquences tests. nous avons observé que le système descendait 
toujours au niveau de segmentation le plus petit. Donc. nous n'effectuons de 
codage fractal qu'à ce niveau-là: c'est-à-dire pour des blocs images I de taille 
4 x 4. 
Codage de la séquence à faible résolution L 
Notre méthode, qui utilise la théorie de la neutralisation décrite dans la section 1.3 
présente l'originalité d'être asymétrique pour les deux Mages. Cette asymétrie con- 
siste à coder une des deux images Ht à une résolution plus grande que l'image homo- 
logue Lt . 
L'image Ht à pleine résolution est codée à partir de l'image précédente reconstruite 
A 
Ht-i en utilisant Ia méthode décrite précédemment. 
Son homologue stéréoscopique L, est d'abord filtrée et souséchantillonnée en uti- 
Lisant une pyramide gaussienne dont nous avons adapté I'algorithnie général décrit à 
la section -4.3.1. 
Ensuite. deux méthodes sont possibles pour encoder l'image résultante Liii : 
1. Li" peut être codée exactement de la même manière que Kt: 
2. ou L(" peut ètre codée sensiblement de la même manière que Ht mais en rem- 
plaçant le module de compensation du mouvement par un module de compen- 
sation de disparité. Ce module cherche à apparier un bloc de L;" en utilisant un 
A fil 
bloc de l'image reconstruite filtrée de H t  placé sur la. mème bande épipolaire 
(normalement horizontale). 
La théorie de la neutralisation est exploitée par la diminution de Ia résolution de Lt 
et par le fait que les seuils d'erreurs tolérables sont plus élevés pour coder I'image Lt 
à faible résolution que pour Nt .  
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La figure 3.19 illustre la théorie de la neutralisation pour une paire d'images stkréo- 
scopiqueç d'une vue aérienne. Bien que l'image de droite n'est définie qu'en certaines 
r6gions éparses riches en information. le cerveau panrient a fusionner et à reconnaitre 
les élkments principaux de la scène (voiture: maison). 
(a) image de gauche (b) Image de droite 
Figure 3.19 : Illustration de la théorie de la neutralisation 
Les deux sections qui suivent décrivent la méthode de tiltrage et le module de 
compensation de disparité que nous avons développé. 
3.2.1 Pyramide gaussienne 
?;ou rappelons qu'une pyramide gaussienne est une pyramide d'images dans 
laquelle chaque niveau de la pyramide Lt,k (sauf Ltq0 = Lt qui contient l'image orïgi- 
d e )  est une version filtrée passe-bas et sous-échantillonnée du niveau précedent. 
Nous considérons le résultat du premier niveau de la pyramide que nous notons 
LE" = L .  Pour chaque pixel (i'j) de L?. avec O< i < "->'r. O< j < 2 - 
W ( m .  n)  est un noyau générateur séparable défini par: 
1 où W ( 0 )  = +' W(1) = PV(-1) = $' Cvp) = CV(-2) = -. 
11 
f i l  
.\ri décodeur. l'image LFt est reconstniite pas interpolation de l'image L ,  en utilisant 
la formule -4.3 
1 2  A f i l  i - m  j - n  
L n ( .  j )  = 4 RV(m. n) Lt ( L .  j)(?. 7 1 - (3.30) 
m=-2 n=-2 - - 
où Os i < .\l--IS.u - 1. O< J < M.-I,k-i- - 1. et seiils les termes polir lesqi~els - pt 
fi 
. - sont entiers sont inclus dans les sommations. 
3 -2.2 Module de compensation de disparité 
Ce module ressemble beaucoup à un module de compensation du mouvement. U 
se base sur la méthode décrite dans la section A.3.1. 
Pour chaque bloc Br,l de LY, il associe un vecteur représentant le déplacement 
fil 
de ce bloc entre LY et H ,  . Ce vecteur est noté (disp., disp,). 
La contrainte épipolaire nous a amené à choisir un espace de recherche rectanedaire 
de longueur 2 x Adisps et de hauteur 2 x AdiJp,g centré autour de la position du bloc 
courant A coder. mais dans l'image homologue reconstruite. 
En supposant les images alignées. la composante horizontale d i s p ,  doit avoir un espace 
de recherche beaucoup plus étendu que la composante verticale disp,. 
De plus. nous nous contentons d'une précision au niveau pixel du vecteur de disparité 
pour éviter d'avoir à effectuer une interpolation au décodeur. La figure 3.20 illustre 
Le principe générique de notre module de compensation de disparité. 
', 
Pour chaque bloc Bc,t(x.  y)  de taille .V x 'i. le meilleur bloc BH.L (x i IL. !j f C) 
appartenant à la bande de recherche satisfait le critère suivant : 
Si c.et te prreu est inférieure ou égale à un seuil donné Th,. la compensation de 
disparité est satisfaisante et le vecteur (disp,. disp,) est transmis a u  canai. Sinon. le 
bloc Br,, passe dans le module de codage suivant. 
Il faudra prendre garde à la qualité de ltapproximation car il ne hucirait surtout 
par perdre l'information de relief par une image L, trop dégradée. Dans le chapitre 4. 
la qualité de hision est évaluée par des tests subjectifs. 
Par ailleurs. le rôle des deux images doit être interverti régulièrement afin de 




Image homologue décodée 
Figure 3.20 : Module de compensation de disparité 
Étude de l'influence des seuils et paramètres 
L'étude est menée pour 5 itérations successives des séquences A basse résolution 
des deux séquences stéréoscopiques tests "PapilIon" et "Tunnel". 
hfluence du .seuil de succès rdisp : 
Xous avons étudié l'infiuence de rdi,, sur la dégradation du point de k u e  erreur 
quadratique moyenne de la séquence a basse résolution. Les résultats présentés 
à la figure 3.21 montrent que, pour les deux séquences. il est plus avantageux 
de prendre r d i s p  = 8 que des plus petites valeurs. Ces résultats sont similaires 
ii ceux obtenus lors de l'étude de Tm,,. De même, nous devons prendre garde 
à ue pas prendre rdisp trop grand car nous rappelons que les artefacts de type 
"effets de blocs" sont d'autant plus visibles que les blocs sont de grande taille 
(plus nombreux lorsque rd,sp est grand). 
2 3 1 2 1 4 5 
m m  rnlBr;iHons Nanom dithoans 
(a) Papillon (b)  Tunnel 
Figure :32l : Muence du seuil rdisp sur le rapport entre Le taus de compression et 
l'erreur quadratique moyenne 
Influence de la longueur de AdispJ : 
Lü figure 3.23 représentant l'influence de ta variation de Xdisp .x  sur le rapport 
entre le taux de compression et l'erreur quadratique moyenne & montre que 
- Afi,.sp.r = 63 et Xrrtap.z = r sont à rejeter pour les d e ~ u  s6qiiences. L w  c l e i i s  
valeurs intermédiaires donnent des résultats équivalents. 
(a) PapilIon ( b )  Tunnel 
Figure :322 : Influence de Xdi.9p,r sur le rapport entre le taux de compression et l'erreur 
quadratique moyenne 
Éléments constitutifs du décodeur 
Comme l'illustre la figure 3.23. le décodeur est très simple puisqu'il est constitué 
ri'un module qui oriente de manière adaptative le décodage de chaque bloc. 
En ce qui concerne le décodage d'une image de la séquence K .  le décodeiir reqoit 
deabord L'information sur la segmentation du bIoc actif et rfonr sa ~itille PT, I;H posi- 
tion. Il reçoit de plus l'information du type d'approximation du bloc. Si le bloc I a kt6  
approximé par le module de compensation du mouvement. le décodeur reçoit l'adresse 
et la taiiie du meilleur bloc D de La trame précédente et. à partir de là. positionne 
le bloc D. Si le bloc I a été approximé par le module de codage Eractal. le décodeur 
recoit l'adresse du meilleur bloc de la trame précédente ainsi que les paramètres de 
transformation associés. Dès lors? il peut reconstruire le bloc I. 
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Par ailleurs. le décodage de l'homologue stéréoscopique de basse-qiialitb avec com- 
pensation du mouvement s'effectue de manière totalement indépendante de l'autre 
séquence. Par contre. si l'esploitation de la stéréoscopie est intégrée dans un module 
de compensation de disparité comme c'est illustré à ia figure 3.23. le décodage de l'ho- 
mologie stéréoscopique de basse-qualité s'effectue de manière séquentielle et. nécessite 
un délai @quivalent au décodage d'une bande horizontale de blocs. En effet. chaque 
bloc approsimé par compensation de disparité est décodé en iitilisant l'information 
de l'adresse du bloc l'approximant et appartenant à I'image homologue H ail mème 
instant. Or. gràce à la contrainte épipolaire. cette adresse est placée siir une meme 
bande horizontale comme expliqué dans la section précédente. 
Ce décodeur a été concu de manière à traiter les blocs dans le domaine spatial 
et à ne pas ètre itératif. Toutes les conditions sont donc réunies pour qu'il soit 
p w  tic iilit?rerrient rapide. 
Bloc insctif 
7 
Pmtriun du 1 
hl i r  x r i f  1 
I 
I 1 , 
""sni.1 COMPENSATION ' 
/ de DISPARITE 
i 1 I !  1 I I  I I I I 
Image filtn5e décalée Image homologue pamcllemenr 
précddenrc décod6r f i l r rk  
, 
i Li.rsqe + Image 3 haute , , r&olution dtkodie 
Figure 3.23 : Schéma explicatif du décodeur st6réoscopiqiie 
3.4 Bilan 
Le tableau 3.2 récapitule l'ensemble des valeurs choisies pour les seuils et paramètres 
des différents modules constituant le codeur. 
Tableau 3.2 : Ensemble des paramètres di1 codeiir 
1 h en nombre de bits 1 6 1 
A,,, en nombre de bits J 
4 1 rnaz 
T e p  
Xf,,, en nombre de bits 
r prep 1 0.09 
Codage multi-niveau des blocs actifs j oui ! 
, Codage multi-niveaux des blocs passant dans le module 1 oui 1 
9 '  
a en nombre de bits I .5 t 
1 de codage hactal 1 1 
de compensation du mouvement 
Codage miilti-nive ai^^ des blocs passant dans le module non , 
La figure 3.24 résume la structure de notre codec. 
/ 2 x en nombre de bits 
( 2 x en nombre de bits 
6 :  
3 
H. . L, : I m g e  au temps r de la séquence B hi te .  bas. rCsolutron 
H ,  . : Imge  reconstruite 3u temps r de la séquence h hwrc  b a w  résolurion 
(a) Codeur 
- - 
H, . L, . Inlagc rctonsmiiie au icmps r dc II equence 1 haute. b w c  rCroiution 
. Inugc mcomrniiu fil& ;iu tcmp t Je la dquencc 3 bsu kwluuon 
(b)  Décodeur 
Figure 3.24 : Schéma bloc du codec 
3.5 Implantation 
L'image initiale Io est codée de manière intra-trame par codage kaccal seul et en 
considérant tous les blocs actik. Par la suite. chaque image est codée ou décodée à 
partir de l'image précédente reconstruite. 
3.5.1 Notations utilisées 
Le tableau 3.3 résume l'ensemble des notations utilisées dans cette section pour 
calculer les t a u  de compression. 
3.5.2 Décodabilité du système 
Notre travail consiste à effectuer un codage de source et nous ne nous occupons 
pas de [%tape suivante de compression et de protection contre les erreurs siipplérnen- 
taires que constitue le codage de canal. Cependant. nous devons nous préoccuper de 
la décodabilité du train de bits généré par notre système et de la non-propagation 
indéfinie d'erreurs de transmission. 
3.5 -2.1 Différents choix de transmission numérique 
Nous appelons masque un ensemble de bits d'entête servant 3. représenter les infor- 
mations nécessaires pour décoder les blocs partitionnant l'image. Nous avons comparé 
les résultats du point de vue compression avec trois choix de transmission numériques 
des paramètres de codage: le mode avec masque de longueur variable (.LIT.-). le mode 
Tableau 3.3 : Xotations utilisées 
Symbole I
Taille des images 
Xombre d'images dans la séquence 
Nombre de blocs (.Vb = '"f-* poix des blocs de 4 x 4 )  
Nombre de blocs inactifs de taille 1 x i 
Nombre total de blocs actifs 
Nombre de blocs actifs codés par compensation du mouvement 
de taille i x i 
Nombre de blocs actifk codés par codage Eractai de  taille 1 x i 
Nombre de bits utilisés pour la transmission de la séquence de 
synchronisation 
Nombre de bits utilisés pour coder l'sntète d'un bloc actif dans 
le mode P.4 
';ombre de bits utilisés pour coder le masque dans le mode M V  
A, = 3 x -Vb 
Nombre de bits utilisés pour coder Le masque dans le mode MF 
Nombre total de bits utilisés pour coder les paramètres de 
l'ensemble des blocs actifs I 
Nombre de bits utilisés pour la transmission de  1ü position du / 
meilleur bloc trouvé par compensation du mouvement 
Nombre de bits utilises pour la trmsmission r ie la position du 
mcillcur bloc domaine 
Nombre de bits utilisés pour la quantification et La protection 
du facteur d'échelle a 
Nombre de bits utilisés pour la quantification et la protection 
du facteur de décalage b 
'iombre de bits utilisés pour la transmission e t  la protection du 
type d'isométrie 
avec masque de longueur L Y ~  (MF) et le mode avec transmission de la position des 
blocs actifs (P-4). Ces systèmes correspondent à des conditions diffkrentes de trans- 
mission. mais offrent tous le minimum de protection pour assurer une synchronisation 
sur chaque image. 
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Synchronisation s u r  chaque image Pour que le décodeur soit capable de retrou- 
ver le début de chaque nouvelle image en cas d'erreur et de perte de la synchronisation 
lors du décodage d'une image. il faut inclure dans le flux binaire m e  séquence iinique 
(non présente ailleurs dans le train de bits décrivant le codage de I'irnage) dite de 
syuchronisation. 'ious avons choisi cette séquence comme étant m e  suite de bits à 
- 1.. 
Ce chok nécessite de protéger toutes les séquences de ' 2 '  consécuti\-es en interdi- 
sant a u  différents paramètres à transmettre de prendre ces valeurs. .Ainsi. certains 
paramètres se voient alourdis d'un bit supplémentaire de protection : 
A,, = 5 (il peut prendre 31 vdeurs avec la séquence " I I 1 1 1" protkgée): 
rn XI,,, = 9 (il peut prendre 51 l valeurs avec la séquence " 1 1 1 I I I I 1 I "  
protégée) : 
0 qtL est L - é  à 6 bits ( 5  bits pour quantifier a et le premier bit fixé à "0"):  
qb vaut 7 bits (6 bits pour quantifier b et le premier bit Lué à " O " ) .  
La longueur minimale nécessaire de la séquence de synchronisation doit être cd- 
culée en fonction des autres paramètres transmis d m  le canal. De plus. nous allons 
voir qu'elle dépend du type de transmission choisi. 
Description des trois modes de transmission Les flux binaires transmis selon 
chaque mode sont montrés à la figure 3.25. 
Débur de I'irnaze suivante 
/ 
Bloc codé par compensation du mouvement 
i 
Debut de l'image suivante 
r B Ioc codé par codage ti-actal 
\ 
\ 
En-semble d s  pmm2ues de codagc des blocs actifs 







~naia-spirÿlc-rnw : ~ ~ - ~ p i m i c - f r ; r  a b tscim~uic : 
1 : 0.0  






Bloc codé par compensation du mouvement 
Bloc codé par codage f'i-actril 
r 
I 
Bloc codé par compensation du mouvement Début de l'image suivante 
i 
Bloc codé par codage h c t a l  
I \ I 
Svnchmniutitin 
Lvnc 
Ensrmble d a  püram&rres d e  codage des blocs actifs 
Masque de longueur variable MV 
O.. 
1 




[nformtion Mriyw Indcx-spirale-mvt , Indu-rptdc-fr~c a b i s ~ i m ~ c  , 
1 
1 1 : o.. 






Figure 3.25 : Flux binaires transmis selon le mode de transmission 
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Le tableau 3.4 contient. pour chaque catégorie de blocs générés lors de L'étape 
de codage. le nombre de bits moyens utilisés pour coder leur entete selon le mode 
de transmission considéré. L'explication des valeurs contenues dans ce tableau est 
détaillée avec ia description de chaque mode. 
Tableau 3.4 : Catégories de blocs générés et nombre de bits moyens d'entëte avec 
chaque mode 
1. .Ma.çq.i~e de l o n p ~ c u r  anrinhlo (MI/:)  
Cette méthode est la plus simple a produire car eue correspond directement à 
la structure en arbre quaternaire produite par le codec. La figure :3.13 illustre 
l'arbre quaternaire avec le flux binaire qu'il génère. 
En cas d'erreur dans le canal. il faut s'assurer que le décodeur sera capable de se 
recder sur le début de la prochaine image en retrouvant la séquence de synchro- 
nisation. Or. comme le masque est de longueur vaxiable. il se pourrait qu'au 
cours de la recherche de la séquence de synchronisation. le décodeur retrouve la 
mème séquence dans le flux binaire composant le masque. Pour empêcher cela. 
il Faut envoyer au préalable dans le canal la taille du masque. 
a Codage de la taille du masque: 
La taille du masque est au  ma-uimum de LLofi(3 x -Vb)J bits. Ceci cor- 
respond au pire cas dans lequel tous les blocs de l'image sont actifs et de 
taille 4 x 4 ce qui représente Yb blocs. De plus. l'information "bloc actif 
de taille 4x4" est codée sur 3 bits a\-- l'arbre quaternaire. 
Longueur de la séquence de s~ynchronisation :
La longueur de synchronisation est donnée par l'équation 3.32. 
XmVt + Xf,,, représentent les deux paramètres codés consécutifs les plus 
longs du Bus binaire. Ce sont donc eus  qui vont fixer A,. Le terme 
rr-l" représente les 2 "O" inclus dans le codage rie Amr, et ~r LP hir 
supplémentaire à rajouter pour éviter l'ambiguité. 
P représente le nombre de bits supplémentaires de protection en cas d'er- 
reur dans le canal et de transformation de uu bit à 'O' en '1-. Dans ce 
mode. P vaut m a b  A, . 
Conformément au tableau 3.4. le nombre de bits comportant le masque 
suit l'équation 3.33 : 
Le nombre total de bits utiiis4s pour coder les blocs actifs dans une image 
a pour expression : 
Le rapport de compression obtenu suit la reIacion 3-33 : 
2 .  Ilasqvc cic !ongucvr j ixc {MF) : 
Ce système k e  la longueur du masque en décrivant chaque bloc 4 x 4 que 
compose 1-image avec trois bits correspondant à l'une des sept cIasses possi- 
bles décrites dans le tableau 3.4. Le flux binaire transmis selon ce mode est 
représenté à la figure 3.25. 
Longueur de la séquence de synchronisation : 
Comme dans le cas précédent. elle suit l'expression 3.32. 
Longueur du masque : 
LOB 
Comme e'cpiiqué précédemment. Amf = 3 x .Vh bits. 
Le nombre total de bits utilisés pour coder Les blocs actifs dans ime image 
suit aussi I'expression 3.34. 
Le rapport de compression obtenu suit la relation 3.36: 
3. Trans~mzssion de la position des blocs actifs: 
Comme nous pouvons le voir à la figure 3.23. dans ce mode de transmission. 
nous ne transmettons pas de masque: seules les informations relatives a u  blocs 
actifs sont envoyées dans le canal: l'entête de chaque bloc actif et tes pasmètres 
de codage associés à ce bloc. 
Longueur de la séquence de synchronisation : 
Dans ce mode. P vaut maxq zso, A 
Le nombre de bits pour coder l'entête d'un bloc actif suit l'équation 3.35: 
Les dem premiers termes représentent le nombre de bits nécessaires pour 
1 O-! 
coder la position du bloc en x et y. il faut ensuite ajouter 2 bits pour coder 
le niveau de segmentation et 1 bit pour coder le type de codage effectué. 
fi Le nombre total de blocs actifs est : 
Le rapport de compression obtenu suit donc la reIation 3-40 : 
3.5.2.2 Comparaison des trois modes 
Performance du point de vue compression: Selon le nombre et le niveau de 
segmentation des blocs actifs. chaque mode devance tour a tour les der~x autres. 
Globdement. le premier mode est le plus performant dans le cas denérd et le troisième 
mode Lorsque le nombre de blocs inactifs de taille Lx4 est très grand. 
Résilience aux erreurs de canal : Les trois modes de transmission ont été 
construits de manière à assurer la sqnchronisation sur chaque image. En outre. la 
performance de notre système de codage provient en partie du fait que le codage est 
mené de manière adaptative. Ceci se traduit dans le train de bits générés par une 
information binaire de longueur variable pour chaque bloc de Iïmage. 
Figure 3.26 : Comparaison 
( e )  
des trois modes de transmission 
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Cette adaptabilité rend notre système plus ou moins sensible selon le mode de trans- 
mission choisi aux erreurs de inversion de bits. 
Ainsi. le mode JfL' est celui qui donne le meilleur résultat du point de nie com- 
pression. mais il est très sensible aiLu inversions de bits qui se prodirisent lors de La 
trmsmission du masque. En effet. une erreur sur la valeur d'iin setil bit peut 5e 
propager à tout le reste de L'image. Par exemple. si dans la Iectiire rlii masque. ime 
inversion de bits se produit sur le bit d'information de niveau de segmentation d'im 
bloc. lors du décodage, la taille du bloc décrite par ce bit va etre mal interprétée et 
lin décalage de tous les bits qui suivent vont propager cette erretir à toute l'image. 
Le mode P-4 présente la même sensibilité que le mode .\JI- poirr ce qiii est de la 
sensibilité au niveau de segmentation et au t-vpe de codage. Par (<:cintre. le mode 
M F  tronsidére tous les blocs de la mème t d e :  il n'est donc pas sensible au niveau 
de segmentation. Par contre. comme les deux autres modes. il est trki sensible ~ I L Y  
erreurs se produis an^ sur un Dit relatif au type de codage effectuée car ce bit condiiit 
à la lecture d'un nombre différent de bits dans le train de bits trt donc à iin décalage 
s'il a été erroné. 
Des erreurs de type insertion de bits sont fatales et se répercutent à tout le reste de 
l'image pour les trois modes. Il faudrait donc développer un système de protection des 
bits relatifs au niveau de segmentation et au type de codage effectué en utilisant, par 




Cette section contient les résultats de différentes expériences monociilaires et 
stéréoscopiques menées sur les séquences tests présentées dans 1-annese B. Cette 
demi& contient également la dernière image reconstruite de chaque siiquence test 
pour chacune de ces expériences. 
4.1 Codage de séquences d'images monoculaires 
4.1.1 Met hodologie 
Deux t- es de tests de qualité ont été effectués: 
1. des tests dits objectifs se basant sur une mesure de qualité b soliie. Xoiis 
avons choisi d'utiliser lc rapport signal sur bruit maximum note PS-VR. défini 
dans 17équation 4.1. comme paramètre de qualité des images reconstniites au 
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récepteur. Le rapport PSlVR s'exprime en décibels (dB). -4 titre indicatif. im 
rapport PSNR = 30dB correspond à une erreur EQ.1.I = S. 
L'autre critère de qualité utilisé est le t a u  de compression global r ohtcnu polir 
chaque image de la séquence. Enfin nous avons considéré le produit Ï x PS-VI? 
comme critère conjoint des deus critères absoliis. Plis ce rapport est @levé. 
meilleure est Ia qualité de l'image. 
2 .  des tests dits subjectifs. 
Il est évident que le rapport signal sur bruit maximum est rin critére qui ne 
tient pas compte du système visuel humain. En effet. nous poiivons avoir des 
images ayant ilne erreur globale plus faible que d'autres mais clont l'erreur pst 
plus clCraugeaute pour un o'uservaceiir humain. 
Xous avons considéré deuu sortes de tests subjectifs : 
(a)  Le choiv forcé qui consiste à montrer deux séqirences i des observateurs 
en leur demandant de dire laquelle ils préfèrent. L'ordre dans lequel sont 
montrées les séquences est aléatoire et les sujets sont contraints ii un chois. 
(b)  crie échelle d'évaluation de la dégradation visuelle en T points qui est 
représentée sur le tableau 4.1. Nous demandons ;i l'observateur de donner 
un chiffre entre 1 et 7 de comparaison de qualité entre la séqirence qu'il 
est en train de visualiser et la séquence originale. Cette clernikre Iiü a été 
présentée au préalable et lui est montrée de nouveau dès qu'il en formule 
le souhait. 
Tableau 4.1 : Echelle de visibilité des dégradations 
1 Numérotation I Sianification 






légères mais définitivement perceptibles , 
Les séquences ont été observées par trois sujets sur une station Silicon Graphics 





4.1.2 Justification d'un mode de codage hybride 
quelque peu dérangeantes l 
définitivement dérangeantes 
extrèmement dérangeantes 
Pour évaluer la méthode hybride combinant la compensation de mouvement et  le 
codage fractd. nous avons comparé la qualit6 des images codées avec compensation 
[lu mouvement seulement. avec un codage fractd seulement et avec la méthode hy- 
bride. Selon l'approche utilisée. le tatru de compression était ri.évaiiié de manière ;i 
ne considérer que les paramètres utiles ;i transmettre au récepteur. De plus. les crois 
modes étaient menés en utilisant les mêmes conditions d'ajustement de seuil et de 
pwmètres. 
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Dans aucun des trois modes L'erreur de prédiction n'était transmise. Cet te contrainte 
handicape le mode de codage par compensation du mouvement qui repose sur des 
techniques différentielles et est très sensibles a m  accumulations d'erreur. Cependant. 
pour que les trois modes puissent ètre comparés. il faut se placer dans les rnèmes 
conditions de codage. 
La dernière image reconstruite de chaque séquence selon les trois modes de codage 
est représentée sur les figures B.2 et B.3. 
4.1.2.1 Tests objectifs 
Les trois modes-foncièrement différents dans leur approche-ont des taus de 
compression parfois très différents d'un mode à l'autre ce qui rend les (:ompi~clisons 
parfois difficiles. Aussi. nous avons considéré comme critère supplémentaire le produit 
r x PS-VR car il cumule les deux paramètres de rapport signai sur bniit maximum 
et de tikiix de cnmpression ilver ilne importance 6galc 
Les figures 4.1. 4.2 et 4.3 montrent le rapport PS-VR. r et le produit r x PS'iR 
respectik obtenus pour les S séquences tests. Le taus de compression considéré est 
celui obtenu sans utiliser aucune protection en cas d'erreur de canal (voir section 
:3..7.2.1). 
Nous pouvons observer que. pour les 5 séquences. le mode "compensation du mou- 
vement piir" génère une accumulation d'erreur inexistant dans les autres modes. En 
outre. pour les séquences "Y-AS-4". "Papillon" et "Tunnel". la figure 4.1 montre que 
(a) Séqiience "Rubic7 (b)  Séquence "Taa': 
codage FiaW1 
CamDemaDonduMouvemenI 
-Codage w e  
(d) Séquence "Papillon- 
(e) Séquence .'Tunnel" 
Figure 1.1 : Rapport P S N R  obtenu selon les trois modes de codage 
la. qualité de l'image reconstruite se dégrade dramatiquement au £il des itérations. 
Ceci s'explique par le fait que ces trois séquences comportent des mouvements non 
(a) Séqiienc~ 'Rubic" 
(c)  Séquence "?U'.lSX" 
(h)  Séqiience .'Taxi- 
Id) Séquence *Papillon" 
(e) Séquence "Ttinnel" 
Figure 4.2 : T a u  de compression T obtenu selon les trois modes de codage 
trünslationnels impossible à coder par ce mode. Ceci montre im des avantages d'il- 
tiliser le codage hactal, qui ne requiert pas le codage de l'erreur de prediction. 
Par contre. le mode "codage bacta1 pur" possède un pouvoir de compression relative- 
(a) Séquence "Rubic" ( b )  Séquence .'Taxi7 
( c )  Séquence "Y-AS-A" (d) Séquence "Papillon' 
( e )  Séquence "Tunnel" 
Figure 4.3 : Produit r x PSNR obtenu selon les trois modes de codage 
ment pauvre et en-deqa des autres modes. Ceci est du au fait que le codage fiactai 
n'est mené que pour des blocs actifs de taille 4 x 4. Ort il requiert un nombre de 
paramètres à transmettre constant quelque soit la taille du bloc codé. 
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Nous pouvons également remarquer que les courbes correspondant aux modes hy- 
bride et fiactai se suivent globalement de très près avec toujours une légère supéri- 
orité p o u  le mode hybride. Pour la séquence "Taxi". nous pouvons observer à la 
figure 4.3 I'avantage substantiel d'ajouter un module de compensation du mouve- 
ment dans le mode hybride. Le taux de compression augmente beaucoup car cette 
séquence comporte des mouvements de type translationnels bien codés par cornpen- 
sation du mouvement. 
Cne sk ie  de tests subjectifs vonr; permettre de compléter ces remarques. 
4.1.2.2 Tests subjectifs 
Les tests d ' édua t ion  de la visibilité de la dégradation en 1 points ont été effectu6s 
sur trois sujets pour les 3 séquences test. Chacun des trois modes ainsi que la sCiquence 
ori,.;inde ont été présentés :! fois à chaque obsen-ateur dans un orrirv aléatoire. Les 
tableaux 1.2. 1.3. 4.4. 4.5 et 4.6 r6c;tpitiilent les r&ultati obtenus. Cern-ci confirnicnt 
les cornmenmires de la section 4.12.1. Pour toutes les séquences. Le mode hybride 
dome de meillem résultats subjectifs que les deu-x autres modes. Selon les sGquences. 
notre méthode de codage est plus ou moins performante par rapport i, L-originde. Le 
mode par compensation du mouvement pur est toujours évalué comme générateur cie 
dégradations au moins dérangeantes pour l'obsewateur à cause du p h h m é n e  d'uc- 
cumulation d'erreurs qu'il eidiibe ou de son incapacité à représenter des mouvements 
complexes. Pour la séquence "Taxi". le mode fkactd pur donne les pires résultats 
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des trois modes car les artefacts présents (effets de blocs dans les zones d'intensité 
tudorme) sont très dérangeants visuellement. En outre. cette séquence possede une 
zone d'intérèt (en mouvement) très restreinte ce qui fait que le point rie fmition de 
l'observateur repère instantanément l'artefact. De plus. comme cette séquence ne 
comporte que des mouvements de translation. le mode de codage par compensation 
du mouvement performe mieux comparativement aux autres séquences. Poiir Les trois 
séqiiences "'i.4S.4". "Papillon" et "Tunnel". comme prévu par les résultats cic! la sec- 
tion 4.121. le mode de codage par compensation du mouvement est très mauvais. 
Les tests objectifs montrent donc que. quelle que soit la séquence considérée. il s'est 
avéré profitable aussi bien du point de vue compression que qualité de combiner un 
codage par compensation du mouvement et codage fractal. En effet. l'iitilisation du 
codage Eractal permet de ne pas avoir à coder l'erreur de prédiction car l'accum111a- 
tion d'erreur est Limitée. En outre. il permet de coder efficacement des zones de la 
sci.nc mimées d'un mouvement complese. La cumpensatiun du mouverrienc permec 
d'arnéliorer la compression en particulier lorque le mouvement contenu dans la scène 
suit le modèle translationne1 considéré. Enfin. un aspect qui n'a pas eté etiidié de 
manière quantitative. mais qui est important: I'ajout d'un module de compensation 
du mouvement permet d'accélérer le temps de calcul au codeur puisque certains blocs 
n'auront pas besoin de passer dans le module de codage hactal. 
Outre la comparaison entre les différents modes. il est également intéressant de re- 
marquer la qualité de codage relative du mode de codage hybride par rapport A la 
Tableau 4.2 : Résultats subjectifs internes sur La séquence .-Rubic.' 
Tableau 4.3 : Résultats subjectifs internes sur la séquence "Taxi" 
Séquence 
Originale 
Codage fractal seul 
Compensation du mouvement seule 
Codage hybride 







1 Codage hybride 3 4 i 
Originale 
Codage Eractal seul 
Compensation du mouvement seule 
séquence originale. Selon les séquences. notre méthode présente des dégradations au 





aiions commenter plus précisément les artefacts générés par notre méthode de codage 
Mqenne  
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ment avec tr;~nsmission de l'erreur de prédiction: JIP EG - 1. 
1 1  1 1 
6 1 4.66 
.ï ! 4.33 




























Tableau 4.5 : Résultats subjectifs internes sur la séquence "Papillon" 
Tableau 4.6 : Résultats subjectifs internes sur la séquence --Tunnel'- 
Séquence 1 Sujet 1 1 Sujet 2 1 %jet 3 1 ibfovennco 1 
Séquence 
Originale 
Codage fractd seul 











Codage fractai seul 
Com~ensation du mouvement seule 
4.1.3 Comparaison de notre système avec MPEG - 1 
Sujet 3 1 M o g e n n e  1 
1 1 1 1 
POLK valider l'intéret de notre méthode pour des travaux futurs. nous avons corn- 
paré les résiiltats obtenirs s ~ l o n  les d~rz_u modes cl-bvaluation décrits préccdcrnmcnt 
(voir 1.1.1) entre notre système et une version soft~ç-are de -1IPEG - 1. 
La demiére image reconstruite de chaque séquence en utilisant notre système et deus 
versions de -11 PEG - 1 pour d e u  t a u  de compression différents notés .1[ P EG - 1 1 
(pour le caus de compression le plus faible) et MPEG - 1'7 est représentée sur les 
figures B.4 et B.5. 
1 - 
7 1 7  














1 1 1  
- 
6 6 - - 
I I I  
4.1.3.1 Tests objectifs 
Les figures 4.4 montrent les PSNR obtenus pour des t a u  de compression moyens 
pour les 5 séquences tests avec notre méthode (en utilisant le mode hybride). J I  P EG- 
1 1 et MPEG - 12. Les valeurs de compression moyennes données sur Les figures 4.4 
avec notre méthode sont celles obtenues en utilisant un masque de longueur variable 
(voir section 3.5.2.1). 
Les résultats varient selon Les séquences. 'iotre méthode dome un bien meilleur 
P S Y R  avec une meilleure compression pour la séquence "Taxi" car celle-ci présente 
peu de blocs actifk et donc. le potentiel de compression. griice au  module d-estimation 
des blocs actifs. est excellent. 
Pour la séquence "Rubic". les deux méthodes se valent avec cependant iui Léger avan- 
tage pour notre méthode car il présente da ia t age  de stabilité de quditE le long de 
la séquence que M P  EG - 1. 
L a  séquence "XASA" est une skpence  difficile à coder car toute l'image bouge selon 
un mouvement de convergence ou de divergence. Ceci erpiique que notre mtthode 
donne une qualité de l'ordre de celle de MPEG - 1. mais pour un t a u  de compres- 
sion légèrement moins bon (car beaucoup de blocs sont actifs). 
Pour la séquence "Papillon1'. les deux méthodes se vient encore. En outre. une ac- 
cumulation d'erreur est observée pour les deux méthodes qui peut être compensée 
dans notre méthode en envoyant une image de mise ii jour. Ceci s'explique par la 
complexité de cette séquence qui comprend un fond fortement texturé et animé d'un 
l a) Séquence "Ru bic" ( b )  Séquence -Tauin 
(c) Séquence AYAS,l" (d)  Séquence -Papillon- 
(e) Séquence "Tunnel" 
Figure 4.1 : Rapport PSNR obtenu avec notre système et MPEG - 1 
léger mouvement. L'envoi de cette image de mise à jour ne devrait pas nuire a u  t a u  
de compression global car le nombre de blocs actifs chutera par la même occasion. 
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Enfin. notre méthode donne encore de meilleurs résultats pour la séquence "Tunnel". 
Il est à noter que La version iitilisée de MPEG- 1 a eu beaucoup de mai à coder cette 
séquence à des t a n  de compression moyens de l'ordre de 30:l. La qualité résultante 
en a souffert. Ceci s'e-xplique par le fait que cette séquence comprend des moirvements 
complexes de rotation. de divergence et des phénomènes d'occlusion ce qui la rend 
rMicile à coder avec une bonne compression par JIPEG - 1. 
4.1.3.2 Tests subjectifs 
Les tests subjectifs de type choix forcé ont été effectués s i r  trois sujets. La liste 
des tests effectés sur chacun de ces sujets est présentée au tableau 4.7. 
Tableau 4.1 : Liste des tests subjectifs effectués sur chacun des sujets 
- - 
1 Première séquence 1 Deuxième séquence 1 ';ombre defois1 
1 1 
Total 1 8 
Les 3 tests précédents ont été présenté de façon àléatoire aux sujets. De plus. 
I'ordre de présentation de la première et la deuxième séquence a étO aussi deatoire. 
Les tableaux 4.8: -4.9. 4.10. 4.11 et 4.12 récapitulent les résultats obtenus. 
Nous pouvons voir que les trois séquences "Rubic". "Taxi" et "NAkS,4" eshibent 
le mOme genre de résultats. Globalement. notre système est toujours préféré à 
JI PEG - L 2 et est équivalent a M P  EG - 1 1. Ceci montre la superiorité du 






-CIPEG - 1 1 
MPEG - 1 2 
de compression moyen égal voire un peu supérieur (avec notre sys terne). 
II est à noter cependant que Le choix forcé entre notre système et JIPEG - 1 1 n'est 
paç Le fririt d'une décision aléatoire. mais d'iine préférence marquée variable selon les 
sujets. En effet. nous pouvons remarquer que les scores ne résultent jamais du hasard 
car ils n'ont pas la valeur 2;'4. Ceci signifie que les d e u ~  séquences eshibent chaciine 
des artefacts plus ou moins dérangeants selon les sujets. 
Ainsi. pour la séquence "Rubic". le troisième sujet a préféré MPEG - 1 1 car notre 
système générait un scintillement des intensités lumineuses autour des carrés du cube. 
Pour la même séquence. le deuxième sujet a davantage été dérange par un artefact 
rlffectant le bas du socle. généré par MPEG - 1 1. Enfin. le premier sujet a trouvé 
la seqrience codée avec notre système plus Boue. 
La secpence "'i.4S.l" codée par M P  EG - 1 génère des effets de blocs pliis visibles 
qii'avec nocre méthode. 
Puur ia &queuce "Taxi?!. ies sujets 2 et 3 rejettent notre systeme ii (:ailse d'iin scin- 
 ill le ment des intensités des blocs adjacents sur le fond uniforme d'iine voiture blanche. 
Cne manière d'eviter cet artefact serait d'effectuer lui Lissage des intensités des blocs 
dans les zones uniformes de l'image. 
Contrairement a ce que donnent les tests objectifs. les séquences "Papillon" et "Tiin- 
nel" obtiennent des résultats très mauvais. Dans le cas de la séquence "Papillon". 
ceci est du principdement à un artefact très gênant consistant en des canes noirs ap- 
paraissant en bordure de I'aile du papillon. Ces derniers surviennent sur les dernieres 
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itérations de la séquence. Nous pouvons d'ailleurs observer la chute silbstantielle du 
critére PSLVR à la figure 4.4. Ces dernières images sont déterminantes et pro\-oquent 
le choix quasi systématique de MPEG - 1. Cn autre artefact dérangeant généré par 
notre système de codage est un mouvement de bruit du fond texturé (fleurs) de la 
séquence. Cei~u-ci sont dus à la classification de ces rkgions comme inactives ce qiu 
provoque des sauts d'intensité, Ces phénomènes pourraient 6tre Gvités par l'envoi 
d'une image de mise à jour au  cours de la séquence. 
Findement. pour la séquence "Tunnel". le même type d'artefact que pour La séquence 
m~l-11 a étc'! noté par les trois sujets. Les effects de blocs existant dans la zonc iini- 
forme du wagon sont tris dérangeanta car ils sont p1act.e~ dans la zone d'intérèt de 
l'image et sont, permanents. Le système .LI PEG - 1 2 génère des artefacts bien plus 
grossiers sous la forme de blocs noirs épars dans l'image. Pourtant. les observateiirs 
tolèrent davantage ces erreurs à cause de leur localisation en-dehors de la région de 
katiuri.  






M P E G - 1  





66 : 1 / 1 41-4 414 12/ 12 
Tableau 4.9 : Résultats subject& externes sur la séquence "Tasi" 
1 J f  PEG - 1 1 Sujet 1 1 Sujet 2 1 Szijet 3 1 Mo~yenne 1 
Tableau 4.10 : Résultats subjectifs externes sur la séquence .'X-AS-A" 
4.2 Codage de séquences d'images stéréoscopiques 
.LIPEG - i 
47 : 1 
59 : 1 
4.2.1 Dispositif d'mchage 
Nous utilisons une station SGI avec un dispositif de gestion des fenètres d'affichage 
stdreos. L'observateur porte des lunettes polarisantes Crystai E y s  lui permettant de 




4.2.2 Comparaison de la performance de diverses variantes 




codage de la séquence à basse résolution : 




MPEG - 1 Sujet 1 1 Sujet 2 Sujet Y Moyenne 
40 : 1 O 1 0/4 0/4 
Moyenne 1 
6/12  1 
1-/la 1 
Tableau 4.12 : Résultats subjectifs esternes sur la sbquence "Tiuinel" 
1. La variante 1 effectue un filtrage par pyramide gaussienne de la sequence ii basse 
résolution et utilise un codage par compensation du mouvement. 
MPEG- 1 
45 : 1 
52.7 : 1 
'2. De même. la variante 2 effectue un filtrage par pyramide gaussienne rie la 
séquence à basse résolution. mais exploite. de plus. explicitement la, géométrie 
stitréoscopique en utilisant un module de compensation de disparité. 
3. Finalement. la variante 3 ne filtre pas la séquence à basse résolution. Elle utilise 
un codage par compensation de disparité et exploite la théorie de la neirtralisa- 
tion en tolérant des distorsions beaucoup plus importantes pour approsimer les 
blocs au fil des modules de codage. 
Sujet 1 
La dernière image reconstruite de chaque séquence eu utilisant les trois variantes de 
codage est représentée à Lü figure B.G..I titre de comparaison. nous présentons &de- 
ment i l'observateur la séquence stéréoscopique originale non codée. 
Pour tvtluer la qualité des séquences stéréoscopiques teconst;niites. nous avons iitilisi. 
le critère d'évaluation de la dégradation en 7 points qui ressemble à celui utilisé par 
Schertz (Schertz 1991). Chacun des 4 types de codage sont présentés 2 fois d I'observa- 
teur dans un ordre aléatoire. Les résultats obtenus sont illustrés par les tableails 4.13 






w 4  O / E  - 
3/4 1 4 I 0 /4  4/12 1 
hybride considérée dans les tests monocdaires précédents. 
Les résultats obtenus pour les deax séquences sont tr& encourageants par rapport à 
nos prbisions. Nous pouvons voir que. malgré un taux de compression plus &levé de 
la séquence à basse résolution. la version hltrée avec la variante t ou 2 est toiijours 
préférée à la variante 3. En effet. pour améliorer le taus de compression clans la va- 
riante 3. il a f d u  tolérer des distorsions plus élevées et les artefacts generés Riminuent 
la qirdité perçue. En outre. dans Le cas des variantes 1 et 2. les trois sujets ont déclaré 
percevoir la séquence fusionnée avec la qualité de la séquence à haute ri.solution. 
Le sujet 13 a déclaré ressentir une fatigue visuelle lorsqu'il observait trop Longuement 
une séquence codée en utilisant une des d e u  premières variantes. 
il est à remarquer que les deux séquences stéréoscopiques tests utilisées étaient celles 
qui donnaient les moins bons résultats dans les séries de tests monoculaires. En fait. 
lors de leur évaluation. les trois sujets notaient la quaité des séquences visiiaiisées 
s;t.luu les deux critéres combinés de qualite de fision et de vrsibilitk des artefacts. 
La fiision était toujours de très bonne qudité pour les trois variantes (le c o d i g ~ .  Les 
artefacts de codage apparaissant sous la forme de grosses taches étaient toiijoiirs plus 
visibles dans 1s variante 3. Pour l'observateur 3, ces taches apparaissaient dans un 
plan plus rapproché que le plan de convergence et ne genaient pas la fusion. mais la 
qualité perçue. 
Les variantes 1 et 2 donnent globalement la même qualité de résultats ce qui laisse le 
choix à, l'utilisateur selon l'application. La variante 1 conduit ii un t a u  de compres- 

Conclusion 
Nous avons dé~eloppé un système de compression de séquences d'images stéréo- 
scopiqiies présentant les caractéristiques et originalités qui suivent. 
La principale originalité de notre méthode réside dans la structure hybride de notre 
système. La combinaison du codage par compensation du mouvement et du codage 
fractd a déjà été considérée par d'autres auteurs (.Ali. Clarckson et Papadopoulûs 
1992. Hiirtgen et Biittgen 1993. -indonova et Popot-ic 1994. rie Faria er, Ghünbari 
1995) mais dans des applications différentes de la ncitre. Notre optique 6tam de 
développer un système ofikant une qualité visuelle satisfaisante pour des débits de 
tr:utsmission moyens et des délais de codage faibles. il nous a fallu trouver ILR mayen 
ci'accélérer l'étape de codage. Pour cela. nous avons choisi d'utiliser i u i  modPle tram- 
lütionnel simple pour le module de compensation du mouvement. Par ailleiirs, le 
processus de codage fractal mené dans l'espace des kéquences a permis d'accélérer le 
codeur par la construction originale d'une représentation intmiante controlée par tine 
étude de compatibilité de signes. Cette dernière permet d'assurer que le meilleur bloc 
calculé approxime de manière satisfaisante le bloc courant dans le domaine spatial. 
1% 
En outre. bien qu'introduisant des calculs supplémentaires de comparaison rie signes. 
cette étude n'augmente pas le temps de calcul au codeur car elle permet de ceduire 
le nombre de blocs domaines candidats à considérer ce qui économise des calciils inu- 
tiles. En outre. eue rend le codage adaptatif car chaque bloc est codé de manière 
particulière en considérant seulement ses termes frequentiels préponderants. 
L'usage combiné de la compensation du mouvement et du codage Fractd permet de 
satisfaire nos critères de qualité et de compression. Notre méthode présente les avan- 
tages du codage fractal de ne pas dépendre de la complesité du moiivement dans la 
&ne et de ne pas nécessiter la transmission de l'erreur de prédiction. Par contre. le 
fait de coder certains blocs par compensation du mouvement améliore la compression 
mais supprime la propriété fractale d'indépendance en résolution [le l'image dkodée. 
La structure de notre système le rend peu sensible au type de moiivement dans la 
scéne et  adaptatif à différentes applications. En effet. notre codeur s'adapte locde- 
meut ii. tuus itfs types de redondance pouvant exister dans une seqiience ri-images 
stéréoscopiques: spatiale. temporelle. Eractde et stéréoscopique. En outre. la. clrralité 
de l'approximation atteinte est de plus en plus fine (avec un t a u  de compression de 
plus en plus bas) au fii des modules (estimation des blocs actifs. compensation du 
mouvement ou de disparité, codage fiactal et segmentation). Cette proprikté per- 
met d'obtenir différentes qualités d'image en ajustant les paramètres de distorsion 
tolérables. Nous avons la possibilité d'effectuer un contrôle du débit binaire p o u  des 
applications à très bas débit. 
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L'autre contribution de notre travail se situe dans la stratégie de codage stéréo- 
scopique. Erie fois compilés les nombre~x travaux exploitant La théorie de la neu- 
tralisation daas l'optique du codage de paires d'images stéréoscopiques ( Dinstein. 
Guy. Rabanv. Tselgov et He& 1989. Dinstein. Kim. Tselgov et Henik 1991. Perkins 
1993. Zhu et al. 1991). nous avons adapté et dévelopé leurs méthodes pour le codage 
de séquences d'images stéréoscopiques. Une des deux séquences est filtrée passe-bas 
et sous-échantillonnée au moyen d'une pyramide gaussieme ce qui diminue la raille de 
chaque image de La séquence de moitié selon chaque dimension. Ensuite. deus vari- 
antes de codage ont été envisagées. La version filtrée de la séquence peut ètre codee 
selon le mème principe que la séquence à haute résolution. ou bien en rernplaqant le 
module de compensation du mouvement par un module de compensation de disparité. 
La première option permet le codage. décodage des deux séquences en pasallèle. Par 
contre. la deu?ci&ne variante utilise explicitement la géométrie st6réoscopique esis- 
iiilit eut ce Ica a & p m x s  homoiogues. Ceci permet d'ameiiorer la compression mais 
rend la reconstmction de la séquence à faible résolution dépendante séquentiellement 
de l'aut re séquence. 
Par ailleurs. notre méthode de codage asymétrique préserve une séquence à haute 
résolution. Cette dernière peut donc être regardée de manière monoculaire. 
Des tests objectifs (basés sur le rapport signal sur bruit mit,uimurn) et  subjectifs (uti- 
Lisant des critères de qualité perceptuels) ont permis d'évaluer la performance de notre 
'dans les deux Mantes.  La stéreoscopie est exploitée de manière implicite par le fait de filtrer 
une des deux séquences 
système. Cne première série de cornparaisosons internes ont prouvé la prévalence &un 
système hybride de codage sur un mode de compression pur par compensation du 
mouvement ou codage Eractal seul. Une deuxième série de tests a servi à comparer 
notre système avec le standard MPEG - 1. Us  ont mis en évidence le Fait que notre 
système est généralement meilleur que JI P EG - 1 du point de vue P S Y  R pour des 
taux de compression égaux. Par contre. les tests subjectifs montrent que Les d e i ~ ~  
méthodes génèrent des artefacts différents et que la préférence de l'une oii l'autre 
méthode dépend des observateurs. 
Enfin. une dernière série de tests subjectifs effectuée sur des séquences tests stéréo- 
scopiques ont validé la théorie de la neutralisation. Ces tests ont permis de verifier 
que lorsque le cerveau est soumis à une séquence d'images stéréoscopiques dans la- 
quelle une des d e u  séquences a été filtrée. il génère une séquence tri-dimensionnelle 
cle qualité égaie à celle de la séquence non filtrée. En outre. nous avons considéré 
c!cu variantes de codage effectuant. soit de la curuperisa~iou d u  mouvemenr. soit de 
la compensation de disparité. qui génèrent globalement la mème qualité d'images. 
Ces d e ~ x  variantes sont toujours préférables à m e  méthode de codage sans filtrage 
de la séquence à basse résolution. 
Des améliorations et ouvertures souhaitables pourraient ètre considérées dans le but 
d'augmenter la performance de ce système. 
Cne image de mise à jour codée de manière intra-trame par codage fractal pour- 
-- - 
'c'est-à-dire utilisant l'information disponible dans la meme image 
13 1 
rait ètre envoyée afin de pallier aux accumulations d'erreurs de codage et aitu erreurs 
de canai. La décision d'envoyer une image de mise à jour serait basée sur L'erreur 
quadratique moyenne globale de l'image reconstruite. En outre. un lissage des inten- 
sites des blocs dans les zones uniformes permettrait de réduire davantage les effets de 
blocs visibIes avec notre méthode (Nakajima. Hori et Kanoh 1991. Bedford. Dekliing 
et Keane 1994). 
La segmentation en arbre quaternaire devrait ètre basée sur un critère entropique 
et non seulement sur [*erreur quadratique moyenne poix tenir compte de la diminu- 
tion rie compression à des niveaux de segmentation plus petits (Dufau-s er. Sloscheni 
199.5. Lee 1995). En outre. cette segmentation poiirrait ètre de type rectangulaire ou 
de t>.pe polygonale avec fusion des blocs ressemblants qui seraient codés de La mème 
manière (Thomas et Deravi 1995). 
Pour m i e u  contrôler le débit binaire. nous pourrions utiliser des seuils de distorsion 
adaptatifs pvur chaque module de codage. 
Pour réduire les effets de blocs. nous pourrions considérer un partitionnement de 1-i- 
mage avec superposition des blocs. Les intensités des pixels locdisés dans iine zone 
commune 3, plusieurs bIocs seraient calculés comme la somme pondérée de La contribu- 
tion de l'intensité fournie par le même pixel de chacun des blocs (kkung et Kingsbury 
1993. Reusens 1994). 
En ce qui concerne le module de compensation du mouvement. la recherche du 
meilleur bloc pourrait être accélérée par une méthode logarithmique ( B h a s k m  et 
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Konstantinides 1995) et en tenant compte des résultats obtenus pour [es blocs voisins 
déjà codés. Ceci est \-abdé par le fait que des blocs voisins ont des chances d'être 
soiunis à des mouvements proches et donc d'avoir un vecteur de translation quasi- 
similaire. 
E h .  pour ce qui est du moduie de compensation de disparité. il serait intéressant de 
quantifier la disparité dépendamment de la distance. En effet. la disparité peut etre 
quantifiee de f a p n  plus grossière lorsque sa vaieur est grande car le sustéme visuel 
humain est moins sensible à des objets placées loin du plan de convergence (Schertz 
1991). 
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Cette annexe vient compléter le chapitre 1 en présentant le detail de c:ctrtaines 
méthodes existant dans la littérature aussi bien en codage par compensation i i i i  mou- 
:-cmcnt qu'en codage fractd. Finalement, püur ce qui  wucerut. ie r.hGorie de ia neii- 
t ralisütion. cet te annese détaille également certaines méthodes cic? codage asymétriqi~c 
ainsi que [es résultats obtenus selon diverses techniques de codage. 
1.52 
A.1 Méthodes de codage par compensation du mou- 
vement 
Les méthodes de codage par compensation du mouvement qii'on trouve dans La 
Lit tératiire peuvent e tre classées de plusieurs manières. Ainsi. nous poiivons distinguer 
les différents systèmes selon le domaine sur lequel ils considèrent le mouvement. En 
effet. plusieiirs systèmes évaluent le mouvement dans des régions fises. comme cies 
blocs par esemple. Par opposition. d'autres systèmes segmentent les images on objets 
de formes arbitraires. Enfin. le mouvement peut etre considkr6. comme un champ hi- 
dimensiorne1 complese (un vecteur par pisel) défini sur l'image au complet. 
Toutes les méthodes ont un point commun: le mouvement est utilisé polir estimer 
les images au récepteur et la différence entre ces images et les vrairis imagcts est 
transmise. Ln codage par transformation est souvent utilisé poiir la c:ompression (le 
C C ~ ~ C  Crrcur. 
A . l . l  Autres méthodes de compensation du mouvement par 
blocs 
Codage adaptatif par classification des blocs Certains travaiis ont raffine la 
méthode de compensation du mouvement par bloc décrite clans la section 1.1.3 en 
effectuant une classification des blocs de l'image et en les codant de manière différente 
selon leur classe. La classification se fait en utilisant le contenu du bloc évalué par sa 
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variance (Huang, Chen. Wang? Hsieh et Hsieh 1994) oii en se semant riniin critère de 
minimisation du rapport taux! distorsion (Wiegand. Lightstone. Campbell et M t r a  
199.5). 
Blocs de taille variable Un des problèmes des techniques de compensation du 
mouvement par blocs de taille five est que le mouvement est suppost t d o r r n e  dans 
chacun des blocs. En effet. atrribuer un seul vecteur à un bloc revient A supposer que 
la portion de la scène projetée en ce bloc subit un mouvement rigide translationnel 
Eronto-pardléle. De plus. le fait de supposer que chaque bloc provient d'un seul thjet 
dans la scéne produit des erreurs a u  nive ai^^ des contours des ohjets. Ceci nous 
oblige à trtiïiser des blocs de petite taille ce qui aura pour effet de diminiier le t a u  de 
compression et de rendre le caicul des vecteurs de déplacement plus sensible i l i i  hniit. 
Certains travaux ont résolu ce problème en utilisant des blocs de taille variable. Les 
algorithmes fonctionnent génitrdement dans le sens "grossier i fin" en commenqant 
avec un bloc de Iarge td le .  La décision de diviser im bloc en plusietrrs soiis-blocs 
peut être basée sur l'erreur de reconstruction globale de ce bloc (évaluée par l'erreur 
EQ-LI) trop importante (Hang, Schilling et Puri 1987). ou un critère plifi i:lat)ore 
comme Ia minimisation de l'entropie globale dans l'image (Dufam et l h ç h e n i  1995). 
Dans La demière méthode. u n  bloc est divisé en quatre soiis-blocs si la diminution 
de l'entropie de l'erreur de reconstruction causée par cette meilleiire modélisation 
du mouvement est supérieure à l'augmentation de l'entropie causée par 1-ajoiit de 
vecteurs à transmettre. En outre. il existe des aigorithmes. menés dans le sens "fin 
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à grossier". permettant de fusionner plusieurs blocs en un seul afin d'optimiser une 
allocation de bits (Sullivan e t  Baker 1991). 
Hélas. la compensation du mouvement par blocs de taille variable est iine méthode 
tres couteuse en temps de calcul. De plus. elle se Limite à des blocs carrés et ne 
permet pas la Fusion des blocs adjacents par opposition aus techniqiies par régions 
polygonales (voir section -4.12). 
Méthodes réduisant les effets de bloc Parfois. l'image reconstruite présente 
des démarcations visibles à la frontière des blocs appelée effet de bloc. Cet artefact 
provient de l'attribution pour chaque bloc d'un vecteur de déplacement 6valrié de 
manière indépendante des blocs voisins. Ceci cause des discontinuités clans le (:hamp 
de déplacement au-s frontières des blocs. Plus le taus de compression augmente. plus 
la dkmarcation entre les blocs va être visible. En outre. le choix arbitraire de blocs 
rectangulaires aggrave l'effet de bloc à cause de la sensibiliti. accrue di1 systi?rne visuel 
humain a u  détails horizontü~u et verticaux. 
Pliisieiirs méthodes ont @té proposées poiir réduire la visibilité de l'effet (le bloc. Le 
concept de blocs superposés est ainsi proposé (E70ung et Iiingsbury 1993). Ces hlocs 
sont pondérés par une fonction de Eenetrage qui donne plus d'importance au centre 
di1 bloc qu'à sa bordure. Ln pixel est alors reconstruit comme la somme pondériie de 
tous les pixels de l'image précédente et qui sont déplacés ë sa position. 
Par ailleurs. plusieurs chercheurs proposent d'effectuer un post-traitement sur les 
images reconstruites au décodeur ('iahjirna e t  al. 1994). 
1.55 
A.1.2 Compensation du mouvement par régions 
Pour réduire L'effet de bloc, il est efficace de faire coincider les bordures des objets 
en mouvement avec les bordures des blocs. Ainsi. la démarcation entre les différents 
moiiwments estimés (un par région) sera moins visible car elle correspondra ;i des 
zones d'occlusion de la scène. 
Régions polygonales Dans ces techniques. plusieurs blocs adjacents sont réunis 
pour former des régions dites polygonales. La décision d'unir ou de diviser des ri- 
gions se Fait pour optimiser un critère. .Ainsi. la décision d'attribuer irn bloc a ilne 
region se Fait en se basant sur la différence entre le vecteur de déplacement riil bloc 
et la moyenne des vecteurs de la région (Bartolini. Cappeilini. Slecocci et  C-agheggi 
1994). P x  ailleurs. on subdivise une région si l'erreur de reçonstniction qiii lui est 
associée est grande (Leonardi et Chen 1994). Les deu-s critères préc6dents effectuent 
la segmentation sans tenir compte de l'ajout d'informatioo de segmentation ri trilns- 
mettre i chaque fois qu'on subdivise une région. Il peut ètre plris pertinent rle se 
baser plutôt sur une fonction de coùt qui tient compte de la qualité des images et de 
la compression obtenue (Lee 1995). 
Ces approches sont des compromis sur les approches basées-bloc. La forme des rG- 
dons est limitée ii. des unions de blocs et le mouvement de ces régions est représente 
par tin modèle translationnel. En fait. elles ne font qu'essayer de diminuer l'effet de 
bloc. 
Compensation par regions à modèle de mouvement Les tendances act irelIes 
optent pour segmenter la séquence d'images et représenter le mouvement de chaque 
région par rrn modèle plus élaboré que le modèle translationnel. 
Les différentes méthodes se basant sur ce concept différent par leur manière d'abor- 
der le problème de la segmentation. En effet. il est possible de baser les modèles de 
mouvement sur des régions constantes (des blocs (Papadopoulos et Clarkson 1393) ou 
des triangles et des quadrilatères (Nakaya et Harashima 1994)) sauf que c ~ c i  carise Les 
mèmes problèmes que les techniques par bloc. Les chercheurs optent pllitrit pour une 
segm~ntation des images dans le domaine spatialL ou tempord2 (Diifaux. .LToscheni et 
Lippman 1995. Bonnaud et Labit 1994. Pardàs. Salembier et Gonzalez 1994. Salem- 
hier. Torres. Meyer et Gu 1995, Zheng et Blostein L993). Le probkme majeur de c ~ s  
mkt hodes provient de Ia dualité existant entre la segementation et I'estimation du 
mouvement. En effet. pour pouvoir calculer le mouvement. il L u t  savoir sur quelle 
régiun l'estimer et pvur puuwir déterminer la sepentacion. ii Faut savoir queis pis- 
els ont un mouvement homogène et donc. il faut connaître leur mouvement. D-autre 
part. l'information de segmentation est très coûteuse à transmettre (de l'ordre de 
lbit point du  contour de la région (Leonardi et Chen 1994)). Ce problème p w t  ëtre 
résolu en estimant 1a segmentation au récepteur. comme à l'émetteur. une image en 
retard (Bonnaud et Labit 1994). 
'en se basant sur Ies intensites lumineuses des images 
%en se basant sur les vecteurs de d6placernent 
Grilles adaptatives .Au Leu de représenter l'image par des pisels localisés sur une 
grille uniforme sur l'image. les noeuds de la grille sont placés selon le contenu de 
l'images. -Luisi, ils ont plus de densité aux discontinuités spatiales. 
Ces méthodes divisent I'image en taches de formes Mérentes qui exigent de mod6liser 
le mouvement selon un modèle plus complexe que le modèle translationnel (Wang. 
Hsieh. Hu et Lee 1993). 
A. 1.3 Compensation dense 
Ces techniqi~es n'imposent aucune restriction sur le mouvement de Iü. sctne. Un 
champ dense (ü = (ci.  e)) composé d'un vecteur de mouvement par pisei doit Ptre 
estimé et codé. Les tend-ances actuelles optent pour Faire ceci de manière rrkiirsiw 
pour minimiser l'erreur de reconstruction. 
Cne description détaillée des algorithmes de codage par compensation du mouvement 
par regions et dense peut ètre trouvée dans (Diab et Cohen 1996). 
Codage fractal 
A.2.1 Compression d'images fixes 
A.2.1.1 Réduction de la complexité du codeur 
Les méthodes de compression d'images Lues par Eractdes basées s i x  ilne recherche 
exhaustive du meilleur bloc D entrainent un temps de cdcid prohibitif. Il esiste de 
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nombreuses techniques de réduction de la complexité du codeur. 
Certaines se basent sur une classification des blocs qui permet de réduire les candidats 
blocs D valides car la recherche de l'appariement n'est menée que pour des blocs D 
et I de mème classe. La classification peut ètre effectuée par l 'andye du contenu 
du bloc (moyenne. variance) (Fisher et al. 1994b). par un détecteur d'arëtes (Jacquin 
1992) ou à l'aide d'un réseau de neurones (Wd et Eünsner 1993). 
Certains travaux réduisent la complexité du codeur en utilisant des caractéristiques 
in\-aiantes pour faciliter la recherche dans un espace multi-dimensionnel formé des 
images et de leurs transformées &es. Cette représentation peut etre construite 
dans le domaine spatial (Gotting, henthal et Grigat 1995) ou dans le domaine 
Eréquentiel (Wohlberg et de Jager 199.5) (voir la section A.2.1.2). Par contre. cette 
représentation hvaxiante peut introduire des pertes d'information rendant le resultat 
obtenu sous-optimal (du point de vue qualité visueile) par rapport à la recherche 
eshaustib-e. 
D'autres méthodes transforment le problème d'appariement en UR problème de recher- 
che du meilleur voisin dms un arbre (Bani-Eqbal 199.5. Saupe 1994h. Kan-mata. Na- 
gahisa et Higuchi 1994). 
Enfin. la mise en correspondance des blocs 1 et D peut ètre apprise et effectuée par 
irn réseau de neurones de type Kohonen A apprentissage compétitif non supervisé 
(Bogdan et Ueadows 1992, Harnzaoui 1995). 
Pour diminuer le temps de calcul au codeur. il est également possible de réduire le 
domaine de recherche des blocs D. Limiter l'espace de recherche peut consister à 
établir une carte de prorimité avec une technique de recherche en spirde centrae sur 
la position du bloc I courant et s'en éloignant (Vines et Hayes 1993). 
Cependant. il faut garder A l'esprit que l'étape déterminante d'un bon codage par 
fractaies réside dans la précision de I'approxirnation d-un bloc 1 par iin bloc. D. Il ne 
faudrait donc pas que la réduction de l'espace de recherche provoque ilne baisse de la 
qiiaiité de l'approximation et donc de l'image décodée. 
Une manière de pallier à La diminution du  nombre de blocs appariables peut consister 
a augmenter la complexité des transformations effectuées sur les blocs D. Dans wtte 
optique. des méthodes hybrides (hlonro 1993) utilisent la Transformation de Bath 
qui consiste A effectuer une transformation massique ft non plus &e mais d'ordre 
supérieur dépendante de la position des piuels. 
Toutes les méthodes décrites ci-dessus sont basées sur une mise en correspondanc~ des 
blues D avec: les blocs I ce qui u6cessice un espace de recherche. Or. il esisto des sys- 
tèmes de codage par Eractales qui fonctionnent sans effectuer d'appariement (SIoriro 
e t  CCkolley 1994. Dudbridge 1994). 
Enfin. d'autres méthodes approximent un bloc 1 par une combinaison linéaire de blocs 
D qui constituent une base de blocs &es et adaptatifs (Gharavi-.~lkhansa.ri et Huang 
1994~. Gharavi--Alkhansari et Huang 1994b. Lepsoy. Oien et Ramstad 1993. Kim et 
Park l99-i). 
Pour obtenir une description détaillée des méthodes de réduction de complexité. il 
s ~ t  de se référer à l'article de Saupe et Hamazaoui (1994a). 
A.2.1.2 Transformation de domaine 
Toutes les méthodes décrites jusqu'à présent se basent sur im partitionnement de 
l'image en blocs 1 dans le domaine spatial original. Or. daas de nurnbrei~x systhnes 
de compression par blocs. il s'est souvent avéré pertinent d'effectuer ilne transforma- 
tion de domaine sur ces blocs et de travailler dans un espace kéquentiel pour des 
raisons de compaction d-énergie et donc de compression. La recherche du codage par 
fractales s'est donc orientée naturellement vers une adaptation des techniques décrises 
précédemment à des blocs transformés. Les transformations effectuees sur Ies blocs 
D pour pouvoir approximer précisément un bloc 1 ont Lieu sur les coefficients après 
application de la TCD. Les transformations &es correspondant à divers types d'i- 
sométries sont donc exprimées dans le domaine fréquentiel (BraceweU. Chang. il-ang 
et  Liang 1993). 
Certaines méthodes codent ainsi les blocs transformés par TCD. soit par codage frac- 
ta1 et transmission de l'erreur de prédiction (Zhao et Euan 1994). soit encore par un 
nlgorithme hybride codage fractai, codage par transformée (Barthel. Schuttemeyer. 
\o?-é et 3011 1994). Cependant. ces deux méthodes requièrent le calcul de La trançfor- 
mée inverse TCD au décodeur contrairement à la méthode de Wohlberg et de .lager 
(1993) qui retranscrit les paramètres de codage dans le domaine spatial avant de les 
envoyer dans le canai. En outre. leur méthode présente un codeur accéléré par la con- 
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stmction d'une représentation invaziante à la plupart des transformations de blocs 
(transformation massique et certaines isométries) . 
Panni les méthodes hybrides. certains travaux (Ratnakar et al. 1994) ont montré que 
I'utilisation conjointe du codage kactal et de la transformation TCD peut s'as-érer 
inférieur a u  méthodes de codage par transformation TCD pure. 
A.2.1.3 Améliorations 
Dans un système général de compression d-images. chaque bloc 1 est approximé 
par une trrtnsformation contractive du bloc D sous le critère de minimisation de l'er- 
reur EQM. Cependant. il pourrait être intéressant de tenir compte du Système Lïsuel 
Humain ( S I - H )  dans la mesure de distorsion utilisée ce qui permettrait d'améliorer 
sensiblement la qualité visuelle de l'image décodée (Beaumont 1991. Sloon. Son. Kim 
et Kim 1995. Lewis et Knotvles 1992). 
S q g n ~ n t ~ r  ['image pn blocs de taille cariable permet d'améliorer aussi la qiirilité dc 
l'image reconstruite en diminuant les effets de blocs et de tenir compte du contenu 
variable des régions de l'image. La segmentation la plus Eréquemment rencontrée est 
la segmentation en arbre quaternaire (Ratnak-ar et ai. 1994. Bogdan L994u. Fisher 
et al. 1994b). Celle-ci fonctionne de "grossier à fin" et part généraiement de blocs I 
de taille mi~.uimale 32 x 32 et cesse la segmentation à des blocs de taille 4 x 4 (car le 
codage fractd de bIocs 2 x 2 n'a aucun intérêt du point de vue compression). D'autres 
travau.. segmentent l'image de manière adaptative selon les détails qu'elle contient 
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(Liu. LIarlow et Murph 1993). 
La contrainte de contractitité spatiale consiste à considérer des blocs candidats D de 
taille supérieure à celle des blocs I (en général double). Cependant. cette contrainte 
n'est pas nécessaire à la convergence de l'image décodée vers le point fixe voulu. En 
effet. cette dernière est assurée par la contractivité de la transformation massique 
effectuée sur les niveau de gris (paramètre a de module inférieur à 1). Bedford et al. 
(1994) ont ainsi considéré des facteurs de contractivité de 2 et de 1. Ceci présente 
en outre comme avantage de coder plus fidèlement les hautes fréquences de l'image. 
Les résultats montrent que la version combinée permet d'aboutir à rm meillerrr debit 
binaire poizr une quaLité d'image similaire que lorsque l'on ne considère que la con- 
tractivité spatiale 2 .  Par contre. il s'avère mauvais de ne considérer que des mises en 
correspondance avec une contractivité spatiale de 1 car des hautes fréquences indues 
potirriLient apparaitre dans certaines zones de l'image. il faut cependant noter que 
cet te relavatiou peuc supprimer ia propriete d'indépendance en résolution de L'image 
décodée. Toutes les méthodes décrite jusqu'ici utilisent le meme genre de partition- 
nement par blocs de différentes tailles non superpos6s de l'image. Eues engendrent 
donc toujours des artefacts de type effet de blocs (voir secannexe -4.l.l). Pour pallier 
à cet inconvénient, il existe le même type de techniques que pour les méthodes par 
compensation du mouvement. Ainsi. d'autres types de partitionnement de l'image 
sont envisagés: partitionnement avec superposition des blocs (Reusens l99-l). basé 
sur des triangles et des quadrilatères (Davoine. Svensson et Chaser? 1995) ou basé 
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sur une fusion des blocs en régions polygonales (Thomas et Deravi 199.5). Ln parti- 
tionnement basé sur une segmentation par région physique de la scène (correspondant 
à un objet) n'a jamais été envisagé car. outre la complexité introduite pour trouver 
la bordiire des régions et la transmettre. Le codage par Eractales est alors très diBicile 
à concevoir. 
Enfin. un post-traitement par lissage de lïmage reconstruite (Bedford et d. 1994) 
permet d'améliorer la qualité globale. Ce Lissage pondère lïnfiuence des pixels voisins 
du pixel lissé selon une distribution gaussienne et est effectué à chaque itkration du 
module de décodage (et non seulement sur l'image-point fixe obtenue à la sortie du 
décodeur). 
A.2.1.4 Accelération du décodeur 
Cne des qualités majeures du  codage par fractales &ide d u s  lin décodage itératif 
mais rapide. Cne manière d'accélérer encorc lc decodage est de constriiirt. Le uu i e ~  
blocs D approximant le bloc 1 de telle sorte que la reconstruction de l'image originale 
se fera en un nombre très faible d'itérations (typiquement 5 )  voire en une seule. 
Le décodage rapide peut être assuré par un système d'orthogonalisation des blocs D 
(méthodes par combinaison de blocs de base) (Lepsoy et ai. 1993. Kim. Kim et Lee 
199.5. Oien. Baharav. Lepsay. Kamin et Ualah 1994) ou par un espace de recherche 
causal des blocs D (Feig, Peterson et  Ratnakar 1995) supprimant ainsi la nécessité 
dïtérer au décodeur. 
A.2.2 Extension au codage de séquences vidéo 
Les recherches actuelles du codage par fractales s'orientent vers le codage de 
séqiiences vidéo car le fort potentiel de compression laisse espérer que des séquences 
d'images puissent être codées avec une grande efficacité de codage en temps quasi- 
réel :'. Les résultats les plus prometteurs dirigent naturellement les recherches vers 
les systèmes de codage à très bas débit et vers les applications de vidito-conférence 
dans lesquelles Les méthodes de codage par Eractales surpassent les autres méthodes 
existantes. 
IZ esiste globalement deiilc grands types de méthodes: celles qui fonctionnent avec des 
blocs bi-dimensionnels et celles qui étendent les résultats obtenus en codage d'images 
fixes en utilisant des blocs ou des régions tri-dimensionnelles. 
A.3.2.1 Méthodes bi-dimensionnelles 
Les méthodes bi-dimensionnelles consistent à coder une trame en utilisant soit 
le contenu de cette trame (codage intra-trame) soit celui de la trame précédente 
(codage inter-trame). Dans les d e u  cas. les blocs considérés sont bi-dimensionnels 
et la dimension temporelle n'est pas considérée dans la structiire du bloc. 
En 1992. Hurd. Gustavus et Barnsley (1992) ont présenté une nouvelle méthode de 
compression vidéo par fractales. La première trame de la séquence est codée par 
codage Eractal. Puis. les trames suivantes sont codées à partir de l'image recons- 
-- 
:'pour l'instant. la méthode la plus rapide (Dudbridge 1994) obtient un résultat d'environ 1s 
trames s 
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truite précédente ce qui Limite temporellement la propagation des erreurs. Les trames 
décodées ont comme e-xpression: 
FI = T " ' ( F ~ )  2 F1 
A A 
Fn = T(F,-J 2 F, pour n 2 2 
Sous pou\-ons remarquer que le décodage (sauf pour la première trame) est non- 
itératif. Ce système possède les avantages de générer des rapports de compression 
élevés (de l'ordre de 80:l). d'avoir un décodage en temps réel et une home insensibilité 
aux erreurs. 
Depuis cette méthode. de nombreux algorithmes ont été proposes. lis regroupent 
généralement un ou plusieurs des éléments suivants: 
Estimation des blocs actifs Chaque trame est partitionnée en blocs rectangu- 
I i ~ i r ~ s  PT rhaqire bloc est comparé au bloc situé à la mkme position clans la traslc 
précédente reconstruite pour déterminer au moyen d'un ciiff6renciateiir d'image les 
blocs qui ont été altérés (par mesure de distorsion). Ceci permet de réduire c a d e -  
ment le nombre de blocs 1 à considérer en ne transmettant pas d'information sur les 
zones de l'image inchangées entre deux trames consécutives (Bogdm 1994b. Fisher 
et al. 19946). 
Codage intra-trame versus codage inter-trame Le codage intra-trame con- 
siste à coder chaque Mage de la séquence selon une des méthodes de compression 
des images Par opposition. le codage inter-trame utilise d'autres images de la 
séquence (gknéralement la précédente) pour coder l'image courante par im codage 
chainé suivant l'équation -4.1. Les méthodes bi-dimensionneiles combinent ou non de 
façon hybride ces deux types de codage. 
Certains t r a m u  codent la séquence de manière intra-trame (1Ionro et Xich~lls 1994. 
Wilson. XichoiIs et hlonro 1994. Bogdan 1994b) et d'autres de manièrt-! inter-trame' 
(Fisher et al. 19946). Les méthodes inter-trames présentent l'avantage ci'ci.tre causales 
ce qui se traduit par un décodage non itératif et de ne pas avoir à respecter la con- 
trainte de contractivité. 
Évolution vers des méthodes hybrides 'ioiis avons vil que les méthodes hi- 
dimensionnelles n'exploitent pas formellement la dimension temporelle ries séqi1ent:es 
virl6o. Or. la, redondance temporelle est une propriete très importante qrù peut etre 
esploitée en combinant de manière hybride le codage hüctal avec la cornpensacion du 
mouvement. Certaines méthodes effectuent im codage par compensation du mou- 
vement particulier d u s  Lequel le modèle de mouvement choisi correspond i iinc 
modélisation fractale (Li et Forchheimer 1995. Fuh et hlaragos 1991). Ainsi. elles 
généralisent les modèles de compensation du mouvement en considérant des t rans 
formations massiques et géométriques de type kactaie qui ne représentent plus rien 
"la première image de la sequence est toujours codée de rnaniére intra-trame 
physiquement. mais permettent de raiber  la qualité obtenue. D'autres méthodes 
combinent véritablement la compensation du mouvement et le codage fractd. 
-Linsi. certaines méthodes (-a et al. 1992) effectuent un codage par bloc are(: ten- 
tative de codage successivement par compensation du moiivement généralisé. codage 
fractal oii codage par transformée. 
Enfin. ci-autres travaus (Hürtgen et Büttgen 1993. Hiirtgen et Stiller 1993. -Andonova 
et Popovic 1994. de Faria et Ghanbari 1995) utilisent le codage Eractal pour coder 
l'erreiir de prédiction générée par un module de compensation du mouvement. Afin 
d'augmenter la qualit6 de reconstruction. la vitesse de codage et la compression. des 
éléments complémentaires. comme une recherche hiérarchique du livre de code et tme 
segmentation multi-niveaux des blocs sont ajoutés Hï igen  et Stiller (1993). 
Toutes ces méthodes donnent de bons résidtats du point de vue qualité et compres- 
sion. mais sont souvent coûteuses en temps de calcui. 
A.2 -2.2 Méthodes tri-dimensionnelles 
Il esiste des méthodes basées-blocs et des méthodes basées-régions 5 modèle 
de mouvement, Dans chaque cas. chaque image de la séquence est partitiouce 
de manière fise ou adaptative en blocs ou régions tri-dimensionneIs. Ces derniers 
sont également appelés blocs ou régions spatio-temporels. Ils comportent d e w  com- 
posantes spatiales en x et en selon les deux dimensions de ['image et la troisième 
composante temporelle regroupant plusieurs trames successives de La sécliienc:e. 
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Les méthodes basées-blocs à partitionnement 6ve (Bmhel et \-oyé 199.5. Li. Novak et 
Forchheimer 1993) sont bien souvent des adaptations de méthodes de codage d'irnages 
fixes a des séquences vidéos utilisant des blocs tri-dimensionnels de taille fke selon 
l'axe temporel (entre 2 et 3 images ). 
Certaines méthodes utilisent une analyse visuelle de 1û séquence pour choisir la mé- 
thode optimale de codage. .linsi. pour les méthodes basées blocs tri-dimensionnels 
adaptatifs (Reusens 1993. Lazar et Bruton 1994). chaque bloc peut etre codé soit en 
utilisant les similarités propres spatiales ou en exploitant Les redondances tcmporelleç. 
La partition d'un bloc est effectuée en prenant en compte le contenu de la séquence 
et la décomposition peut être menée selon l'axe temporel ou selon les ases spatiam. 
Finalement. l'étape d'analyse peut être complèment séparée de l'+tape [te codage 
( Desknuydt . Desmet. Eycken et Oosterlinck lCEl4). L -analyse visuelle comporte rine 
classification spatiale (selon la complexité du bloc) et temporelle (selon la dynamiqiie 
du bloc) des blocs et permet Je prévoir l 'dgor i the  de couage i o d  qui sera le mieus 
adapté A chaque bloc. 
Dans les méthodes basées-régions. le partitionnement du volume cl-images est effec- 
tué en utilisant l'estimation du mouvement. Ainsi. une région correspond h un objet 
déplacé entre chaque image. Le partitionnement va suivre l e  mouvement de cct ohjct 
au cours du temps (Baidine-Brune1 et Hayes 1994). 
Toutes ces méthodes donnent de très bons résultats di1 point de vue q id i t é  et com- 
pression. particdièrement les méthodes basées-régions. Cependant. elles sont très 
couteuses en occupation mémoire et en temps de calcul. 
Cne description détaillée des différentes stratégies de codage d'images et de si?qiiences 
d'images peut être trouvée dans (Frobert et Cohen 1996~).  
A.3 Stéréoscopie et théorie de la neutralisation 
A.3.1 Méthodes de codage utilisées 
Outre la redondance intra-image. un système de codage de paires stitr6oscopiques 
performant doit exploiter la redondance due a la piiornétrie stéréoscopiqiie. iI esist,e 
deux grandes catégories de méthodes: symétriques et asymétriques. 
Cn survol des méthodes de codage symétriques peut ètre trouvé dans (Labonte et 
Laganière 1996). Ici. nous ne présentons que des méthodes de codage asymétriqrle 
qui esqdoitent la théorie de la neutralisation. 
A.3.1.1 Codage de paires d'images stéréoscopiques 
Il esiste globalement d e u  types de méthodes de codage esploitant Ia théorie 
de la neiitraiisation. Certaines méthodes (Dinstein. Guy. Rnabany. Tseigov et Henik 
1959. Tselgov. Henik, Dinstein et Rabany 1990. Ziegler. Tengler et Tabeling 199 1. 
Llceschauwer 1991. Perkins 1992) se basent sur des appariements de blocs entre les 
deitu images homologues et consistent donc à effectuer de la compensation de disparité 
tandis que les autres effectuent un sous-échantillonnage de l'image à faible résolution. 
Compensation de disparité Cne des deus images H est codée avec ilne méthode 
usuelle tandis que la compensation de disparité sert à coder l'image L à faible réso- 
lution. C'est l'analogue de Ia compensation du mouvement par blocs 1.1.3 adapté à 
la géométrie stéréoscopique. 
D'autres méthodes combinent le codage prédictif et La compensation de disparité 
pour améliorer la qualité de reconstmction. Pour cela. en pliis des vecteurs de ciispa- 
rité. ces méthodes codent et transmettent un signal de correction représentant l'er- 
reiir de précliction entre l'image originale et l'image approximée. La determination 
rlii signal de correction peut se faire dans le domaine image original (Ziegler et al. 
1991. I,?eeschauwer 1991) ou dans un domaine transformé (Perkins 199:'). 
Techniques par filtrage passe-bas/sous-échantillonnage Ces méthodes es- 
ploitent la théorie de la neutralisation en diminuant la résoliition d'une des cieiis 
images ii coder par un filtrage passe-bas et iin soiis-kchantillonnage prealahle ail 
codage. Le module de filtrage, sous-échantillonnage peut être ri?alise d l'aide ri-iine 
pyramide gaussienne (Dinstein et al. 1991. Dinstein. Kim. Tselgov et Henik 1989). 
. l u  récepteur. des techniques d'interpolation (Perkins 1992) sont effectii6.e~ pour re- 
construire l'image à sa taille initiale. 
Une pyramide gaussienne est une pyramide d'images dans laquelle chaque niveau de 
La pyramide gk (sauf go qui contient l'image originale) est une version filtrée passe-bas 
et sous-échantillonnée du niveau précédent. 
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Figure A. 1 : P p m i d e  gaussienne 
,ur chaque pixel (Lj) de gk: O < k 5 .V - 1. 
( j )  = W(m. n)gk - l (2 i  + m. 2 j  + n) ( -1.1) 
m=-2 n=-2 
où N est le nombre de niveam de la pyramide. 0 5  1. < Ck. 0 5  J < L k .  o i ~  CC; et L k  
sont le nombre de colonnes et de Lignes du k-ième niveau. 
I.C-( rn. n )  est un noyau générateur séparable defini par: 
où \\-(O) = a,  lV(1) = Pb(-1) = t. CF(?) = CCv( -? )  = - $ -
Le schéma de la pyramide à I dimension est illustrée sur la. figure -1.1. 
-hi décodeur. IÏmage est reconstruite par interpolation de l'image g i  en iitilisünt 
la formule A.3. Soit gk,q le résultat de q interpolations de gk et  9k.0 = gk. 
oii 0 5  k < Y-1. 0 5  i < C k - q - l .  0 5  j < Lk-9-1.  et seuls les termes pour lesquels 
- '7ct 9 sont entiers sont inclus dans les sommations. - - 
Ii est à no ter que gk.k a la méme taille que 90. 
A.3.1.2 Codage de séquences d'images stéréoscopiques 
Pour ce qui est du codage asymétrique de séquences d'images stéréocopiques. 
les méthodes exîstantes consistent à coder une séquence (celle 3. haute résolution) 
selon une méthode classique usuelle (par exemple de type MPEG 1.1.3) et à. coder la 
séquence Q faible résolution. filtrée passe-bas ou non par compensation du mouvement 
ou compensation de disparité (Schertz 1991). 
A.3.2 'Techniques d'expérimentations 
Dispositifs d'afnchage stéréosopique Les stimulations visuelles (les riei~x images 
d'une paire stéréoscopique) au'rquelles sont soumis les observateiirs doivent ête présen- 
tées en utilisant un dispositif spécial d 'f ichage stéréoscopique ( Arditi 1986). 
Les stéréogrammes sont réservés à la visualisation de paires d'images fkes et exigent 
une adaptabilité et une concentration du sujet parfois pénibles. 
Ln stéréoscope de type Wheastone est un instrument qui. par un jeu de miroirs. per- 
met de présenter devant chaque oeil l'image qui lui correspond. Les deus directions 
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de k a t  ion visuellles sont parallèles et la distance d'observation est d'environ 29cm. 
L'inten-alle pupuaire est réglé entre 5 et Ïcm. 
Enfin. l'obsemtetir peut porter des lunettes spéciales polarisantes et regarder iin 
moniteur sur Iequel s'affichent simultanément Les deux images sywhronisées d'une 
séquence stéréoscopique. Chaque verre des lunettes est polarise rie manière à ne 
laisser passer que l'image stéréoscopique correspondant au  bon oeil. 
Critères d'évaluation L'évaluation de la qualité de fhsion peut Citre basée sur 
différents critères. 
1. Temps de réaction et Acwité uisuelle 
Le temps de réaction est le temps mis pour choisir. entre deux objets. lequel 
est le plus proche de l'observateur. Plus ce temps est coiirt. plus la perception 
de la profondeur est fine et donc meilleiire est la qualit6 de la fiision. L'at:uite 
visuelle est mesurée par Ia capacit6 d'identifier c i eu  objets. Elle mesure donc 
la sensibilité a u  détails de l'observateur. 
Ces deux critères sont donc complémentaires pour évaluer la quctlit6 d'un codeur 
stéréoscopique, tant du point de vue Fusion que du point de vue résolution. 
2. Critères pe~cep tuels 
Le critère perceptuel le plus simple et le plus couramment utilise consiste en 
une échelle de classification de la qualité de la fusion et des dégradations en 5 
points. Cependant. cette méthode présente le désavantage d'être difficilement 
es~loitable pour effectuer des comparaisons entre diverses sequences. 
Aussi. iI existe d'autres méthodes de type "choix forcé" 01'1 l'observatei~ se 
voit présenter dem séquences ou deux paires d'images stéréoscopiques et doit 
décider laquelle il préfère. 
Enfin. il existe d'autres manières d'évaluer la qualité de fusion. soit par des 
questions formeiles sur l'impression de profondeur et le contenu de la scène 
(Zhu et ai. 1991). soit par un ajustement manuel du riispositif d'&chage. Dans 
ce dernier cas. les observateurs ajustent eux meme la mise au point de l'affichage 
selon leur propre perception de la profondeur (Perhns 1992). 
L-ne revue plus détaillée du concept de rivalité binoculaire ainsi que des ciifférentes 
strütégies de codage asqmétrique peut être trouvée dans (Frobert et Cohen 19966). 
Annexe B 
Séquences d'images tests 
Cette annexe contient la description (dans le tableau B.1) et la prctmiere imagc! 
de chacliie sequence test monoculaire ou stér6oscopique (à la figure B.l)  iitiliske pour 
effectuer l'étude de l'influence des paramètres et de La performance de notre susteme. 
En outre. elle contient la dernière image reconstruite pour chaque s6quence test des 
expériences décrites dans le chapitre 4. 
Les figures B.2 et B.3 représentent les images reconstruites de L'Citiide de comparaison 
de différents modes de codage: par compensation du mouvement seul. par codage 
fractal seul et par codage hybride présenté A Ia section 4-12. 
Les figures B.4 et B.5 représentent les images reconstruites de l'étude de comparaison 
entre notre système de codage et la norme MPEG - 1 présentée à la section 4.1.3. 
Enfin. la figure B.6, relative au codage de la séquence à basse résolution. contient 
Les images reconstmites en utilisant diverses mriantes de codage: avec filtrage de la 
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séquence et compensation du mouvement. avec filtrage de la séquence et compensa- 
tion de disparité et sans l3trage de la séquence et avec compensation de disparité 
présentées a la section 4.2.2. 
B. 1 Description des séquences 






B.2 Première image de chaque séquence originale 







Rotation d'un cube et du socle qui le supporte 
Rotation d'un taxi situé au centre de l'image et translation de 
Vono 
deux autres vehicules à gauche et à droite de l'Mage 





Papillon o u ~ ~ m t  ses d e s  dans un fond fortement testiiré 
Translation. rotation et divergence d'un train 
(a) Séquence "Rubic" (b) Sequence Ta-" 
(c) Sequence "NASAn (d) Séquence "Papillon" 
(e) Séquence Tunneln 
Figure B.1 : Première image de chacune des séquences originales sur Lesquelles les 
tests ont été menés 
B .3 Dernière image reconstruite de chaque séquence 
(a) "Rubicn avec (b) "Rubicn avec corn- (c) 'Rubic" avec 
codage fractal seul pensation du mouve- codage hybride 
ment seul 
(d) ''Taxin avec codage (e) ''Taxin avec corn- (f) Taxi" avec codage 
fractal ged pensation du mouve- hybride 
ment seul 
(g) "NASAn a%-ec (h) "NASA" avec corn- (i) "NASA" avec 
codage fractd seul pensation di1 rnouve- codage hybride 
ment seul 
Figure B.2 : Justification du mode hybride de codage 
(a) "Papillon" avec (b) "Papillon" avec (c) "Papillon" avec 
codage fracta1 seul compensation du codage hybride 
mouvement seui 
(d)  Tunnel" avec de 
codage fractal seui 
(e) "Tunnel" avec corn- (E) "Tunnel" avec 
pensation du mouve- codage hybride 
ment seul 
Figure B.3 : Justification du mode hybride de codage. suite 
(a) "Rubic" avec (b) "Rubic" avec (c) "Rubic" avec 
MPEG - 1 1 MPEG - L 2 codage hybride 
(d) LLTaxi7 avec (e) "Ta,uin avec ( f) LbTif,xi3 avec codage 
MPEG - 1 1 MPEG - 1 2 hybride 
(g) A S  avec (h) "NASA?' avec ( i )  avec 
ibf PEG - 1 1 rbf PEG - 1 2 codage hybride 
Figure B.4 : Comparaison du mode de codage hybride avec MP EG - 1 
(a) "Papillon" avec (b) "PapiIlonn avec (c) "Papillonn avec 
M P E G - I  1 MPEG- 1 2  codage hybride 
(d) "TunneIn avec (e) "Tunneln avec ( f )  "Tunneln avec 
MPEG - 1 1 M P E G - 1 2  codage hybride 
Figure B .5 : Comparaison du mode de codage hybride avec JJ P EG - 1. suire 
(a)  "Papillonn avec la (b)  "Papillon" avec la (c) "Papillon" avec la 
variante 1 variante 2 variante 3 
( r i )  &Tunnel" avec la (e) "Tunnel" avec la ( f )  "Tunnel" avec la 
variante 1 variante 2 variante 3 
Figure B.6 : Comparaison entre les variantes de codage de la. skqiience à faible réso- 
lution 
Annexe C 
Construction d'une représentation 




Cetce annexe contient le détail des calculs nécessaires pour mener l'étude des im- 
pacts du masque présenté dans la section 3.1.3.5. 
Le bloc à coder est noté Pans. Le bloc domaine candidat dont nous étudions la 
compatibilité avec Pans est noté 2Jfrans- 
1. Cdcul des termes prépondérants du masque: 
Le but de cette étape est d'évaluer si les coefficients placés sur le masque du 
bloc Zcan comportent des termes prépondérants. 
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Soit A,. avec 1 < &, < 1": le nombre de coefficients placés sur le masque 
du bloc Pan d'amplitude supérieure à r,,,. 
Deux cas peuvent se présenter : 
-Iprep = O OU 1. L'étude de compatibilité n'est pas nécessaire. Tous les blocs 
-pan appartenant à XJ,,, vont ètre candidats. 
O 2 < - A,, < 1;: le chok du meilleur Vca" relatif au Pan doit etre 
conditionné à l'étude de compatibilité des signes de ces A,, termes dans 
v t r a n s  ,t p a n s  - 
2. Calculs préliminaires à L'étude : 
Lorsque A, > 2. il est nécessaire d'examiner les signes des A,,, termes 
prépondérants dans le bloc ZtranS correspondant e t  dans chaque bloc DtTnn" 
candidat . 
L w  lprcp t.Prmes sont classés par ordre décroissant d'mptitudc. Soit i x-cc: 
O < i < l,,,,. le i-eme terme prépondérant de Fra"". 
Les informations suivauies sont déterminées à part i r  de la donnée de la position 
des i termes prépondérants et de la valeur du drapeau Pf : 
( uii ~ i )  = les indices u et u du terme L dans le bloc ZtrUns. 
C( i )  = la classe (1,2 ou 3) du terme i d m  le bloc Tran" 
S[(i) = le signe du terme i dans Le bloc ZLrans. 
Si Pr = 1. il faut permuter les d e s  de u et u. 
Conformément au tableau 3.1, nous avons : 
si ui impair et r:i pair. 
C ( i )  = si ui pair et ü, impair. 
si ui et ui impairs. 
Nous avons: 
I l  sinon. 
Soit VtranS un bloc domaine candidat pour approximer Tr""". Il est à noter 
que les positions des termes prépondérants de Pans dans le bloc Vtran" sont 
les mèmes à la transposition de u et u près. L'information PD nous permet rie 
calculer l'information suivante : 
SD( i )  = le signe du terme i dans le bloc DL'""". 
Si PD = 1. i! faut permuter les rôles de u et u .  
3. Compatibilité des signes des btocs : Définition : Ln bloc B1 présente A, dif- 
férences de signe inter-cIasse avec un autre bloc 433 si. pair  1,. classes (1, = 
0. 1.2 .3) ,  les signes attribués à chacune des trois classes diffèrent entre les deux 
blocs. 
Deiix types de tests vont être ritilisés : 
(a )  r i n  test dit INTRA-CLASSE : 
il est mené de manière indépendante sur chacune des trois ciasses. 11 con- 
siste à étudier les compatibilités des signes de tons les temes preponcikrants 
des blocs DL'""" et Pns appartenant à une même classe. 
Soit Airq le nombre de termes prépondérants de Pr""" appartenanr à la 
mème classe k. 
Pour que le bloc Dt""" soit compatible avec le bloc Z?'""". il faut qrie la. 
condition suivante soit vraie : 
-.rvj pour J = f. ..A& e t  C;: non vrcle. 
En cas de réussite de ce test et si les termes prépondérants se répartissent 
dans les trois classes. chaque classe des deu.. blocs se voient attribuer irn 
signe. 
Chaque classe k avec k = {I. 2.3) d'un bloc Dra"" est considérée c i a s  son 
ensemble. Yous lui associons le signe "-" s'il a fallu modifier les signes de 
tous les termes contenus dms cette classe-lors du test intra-classe-et le 
signe " -" si aucun terme ne devait ètre modifié. Ces deus cas sont les 
1-c- 1 I 1 / non 1 
I I / = 1 - / - I  / 3 ! non 1 
t I 
Figure C. 1 : Compatibilité des signes pour 3 classes différentes 
seuls à considérer car le bloc Dt'"" a réussi le premier test intra-classe. 
Les 3 classes du bloc TTan" reçoivent le signe " -" 
La figure C.1 illustre les différents cas possibles. 
Il est à noter que les trois classes jouent un role parfaitement spétriqiie.  
Donc. tous les cas possibles sont considérés en permutant les numérotations 
des classes. 
(b )  un test dit INTER-CLASSES : 
11 consiste à comparer les compatibilités de signes des classes des &ILS 
blocs entre elles. En effet, lorsque les termes prépondérants se répartissent 
dans Les trois classes possibles. des problèmes peuvent se présenter ii cause 
de L'inter-corrélation entre ces trois classes. 
4 cas peuvent se présenter selon la valeur de 9, :
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i. 1, = O : 
Dans ce cas. aucune classe de Vtrans ne doit voir son signe modifié car 
les signes de chaque classe des blocs 27'"" et D""" se superposent 
déjà parfaitement. Les deux blocs sont donc compatibles. 
ii. -1, = 1 :  
Pour une parfaite superposition des signes des 3 classes des deu-u blocs. 
il faudrait donc modifier le signe d'une classe sans affecter les rieus 
autres. 
Par exemple: d'après la figure C.1. il faut appliquer sur la classe 3 une 
isométrie contenant le terme (-1)" ou (-1)" ce qui affectera automa- 
tiquement la classe 1 ou '2. 
La modification du signe d'une seule classe est donc impossible. Les 
deau blocs sont incompatibles. 
iii. = 2 : 
Pour une parfaite superposition des signes des 3 classes des deus 
blocs. il faudrait donc modifier le signe de deux classes sans affecter la 
troisième. 
Par exemple: d'après la figure C.1. il faut appliquer sur la classe 2 une 
isométrie contenant le terme (-1)". Cet; opérateur affecte automa- 
tiquement la classe 3 sans toucher à la classe 1. 
La modification est donc possible et: par symétrie. pour toutes les 
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combinaisons de classes. Les deux blocs sont donc compatibles. 
iv. 1, = 3 : 
Pour une parfaite superposition des signes des 3 classes des deux blocs. 
il faudrait donc appliquer la même isométrie pour les trois classes ce 
qui est impossible d'après le tableau 3.1. Les dei~u blocs sont donc 
incompatibles. 
En résumé. pour vériûer la compatibilité, il s d t  de compter le nombre de 
différences de signes As entre les deux blocs: 
accepté si 1, = pair. 
p a n s  - 
re je té  sinon. 
La figure C.2 montre quantitativement comment l'étude de compatibilité de 
signes permet de rejeter le bloc menant ii un mauvais resultat dans l'eseruple 
présenté sur la figure 3.8. 
Dms cet exemple, nous avons fixé Pr = PD, = Po, = 0. 
Le bloc PTans comporte 4 termes prépondérants. II est donc nécessaire d'ef- 
fectuer l'étude de la compatibilité des signes. En utilisant les e'cpressions C.2 
et C.I. nous obtenons les résultats suimnts : 
Pour les deux blocs V? et ; T ) p  candidats. nous calculons selon C.2 : 
Les quatre termes prépondérants sont de trois classes différentes. Il faut donc 
mener en premier lieu l'étude de compatibilité de signes intra-classe. Celle-ci 
réussit pour les deux blocs. En effet, seule la classe 2 comporte 2 termes dont 
les signes sont les mêmes pour D y s  ou D p s  que pour Z?ran". 
Ensuite, pour l'étude de 1a compatibilité de signes inter-classes. nous devons 
calculer le nombre de différences de signes entre chaque classe de chaque bloc 
candidat D p n s  OU D p  et chaque classe du bloc ZtrUns. 
Xous obtenons 
A s ( D l )  = pair, 
i l s (D2)  = impair. 
Par conséquent. d'après C.4 D y s  est compatible avec Tram alors que D"' 
est rejeté. 
a) 4 termes prépondérants 
de classe: 
b) Etude des signes des termes prépondérants 
n n - 
C) CompatibiZité des sQnes intra-classe: 
C) Nombre de dzJj&ences de signes 





Figure C.2 : Exemple d'étude de compatibilité de signes 
Annexe D 
Influence des différents paramètres: 
Courbes complément aires 
Cette annexe contient un ensemble de figures venant compléter celles figurant 
dans le chapitre 3. Elles représentent? pour les 5 séquences tests. l'effet de tous les 
parmétres  utilisés dans le codeur sur Ie t a u  de w ~ ~ p r e s s i ~ n  et l'erreur quadratique 
moyenne considérés séparément et obtenus à chacune des 5 itérations. 
D .1 Module de compensation du mouvement 
Les figures D.1 et D.2 Uustrent l'influence du seuil de succès du module sur 
le taau de compression et l'erreur quadratique moyenne. 
Les figures D.3 et D.4 iilustrent 17infiuence de la longueur de la spirale Xmut sur le 
t a u  de compression et l'erreur quadratique moyenne. 
(a) Rubic (b)  Ta.. 
, . 
__-. . . 
: P., 
, . .  
\ .. . 
30t 
1 . , 
2 3 4 5 =; 2 3 4 5 
~ c m b m  anmims Nombre dlt(tr8tlom 
( c )  NASA (d) Papiilon 
( e )  Tunnel 
Figure D.1 : Iduence du seuil de succès du module de compensation du mouvement 
r,,, sur le taux de compression 
4.0; 
2 3 4 5 





2 3 i 5 
NOmDre mt€m(lons 
(d) Papillon 
I n U w m x  du seud de arnwmalinn du mouvement -
( e )  Tunnel 
Figure D.2 : Muence du seuil de succés du module de compensation du mouvement 
Fm, sur l'erreur quadratique moyenne 
(a) Rubic (b)  Tasi 
( c )  'JXS=1 (ci) Papillon 
( e )  Tunnel 
Figure D.3 : Muence de la longueur de la spirale de recherche XmVt sur le taux de 
compression 
(a) Rubic (b) Taxi 
(d) Papïilon 
( e )  TunneI 
Figure D.4 : Muence de la longueur de la spirale de recherche XmVt sur l'erreur 
quadratique moyenne 
Module de codage fiactal 
Les figures D.5 et D.6 illustrent L'inûuence de la longueur de Ia spirale XI,,, sur le 
taux de compression et l'erreur quadratique moyenne. 
Les figues D.7 et D.8 illustrent l'influence cie la quantification du facteur d'échelle a 
sur le tam de compression et l'erreur quadratique moyenne. 
Les figures D.9 et  D.I.0 iflustrent l'influence de la quantification du facteur de décdage 
b sur le taux de compression et l'erreur quadratique moyenne. 
Les figures D. II. et D. 12 illustrent l'idiuence combinée du nombre rnaxirnim de termes 
prépondérants 1; et du seuil de prépondérance rF, sur le taux de compression et 
l'erreur quadratique moyenne. 
(a) Riibic (b) TaXi 
2 3 4 5 4 2 4 
Nor- bit8caiiam N m m  SiUram 3 5 
( c )  -\TAS4 (d) Papillon 
(e) Tunnel 
Figure D.3 : Muence de la longueur de la spirale de recherche XI,,, sur le t a u  de 
compression 
(a) Rubic ( b )  Taxi 
(c)  ?j.AS..\ (d) Papillon 
(t.) Tunnel 




(b)  Taxi 
2 3 4 5 
rlunare UiidraDPis 
(d)  Papillon 
Innuerua de la quanuiicatim du facteur Ukhalle a 
Mi. -
- 4b iq  
-5  ktsl 
- - 6 k l f l .  
( e )  Tunnel 




2 3 4 
Nombre Qlténtlw 
5 
( b )  Taxi 
(d) Papillon 
( e )  Tunnel 
Figure D.8 : Infiuence de la quantification du facteur d'échelle a sur l'erreur quadra- 
tique moyenne 
(a) Rubic ( b )  Taxi 
-8 
2 3 4 i a!-2 3 4 S 
Nombre bitdratlonf Nomme Uilératlons 
(d) Papiilon 
(e) Tunnel 
Figure D.9 : Influence de la quantification du facteur de décalage b sur le taux de 
compression 
( a )  Rubic (b )  Taxi 
(c) FAIS-4 (d)  Papillon 
(e) Tunnel 
Figure D.10 : Lutluence de la quantification du facteur de décalage b sur l'erreur 
quadratique moyenne 
(a) Rubic (b)  Taxi 
2 3 4 5 
N a n m  #!lérabam 
(e) Tunnel 
Figure D.11 : Muence du nombre maximum de termes prépondérants 1; et du 
seuil de prépondérance r,,, sur le t a u  de compression 
(a) Rubic 
(c) Y-4s-A (d) PapiIlon 
(e) Tunnel 
Figure D.12 : Influence du nombre maximum de termes prépondérants 1; et  du 
seuil de prépondérance T,, sur l'erreur quadratique moyenne 
D .3 Module de codage stéréoscopique 
Les figures D.13 et D.14 illustrent loinduence du seuil de succès du module T,&, 
sur le taux de compression et l'erreur quadratique moyenne. 
Les figures D. 1*5 et D. 16 illustrent l'influence de la longueur du domaine de recherche 
horizontal Xdispl  sur le taux de compression et l'erreur quadratique moyenne. 
(a) Papillon 
3 4 5 
Nombre dlmranorts 
(b) Tunnel 
Figure D. 13 : [duence du seuil de succès du module de compensation de disparité 
T,ii,p sur le tam de coxzpression 
(a) Papillon (b) Tunnel 
Figure D.14 : Infiuence du seuil de succès du module de compensation de disparité 
riirJp su r  l'erreur quadratiqiie moyenne 
(a)  Papiiion (b )  Tunnel 
Figure D.15 : infiuence de la longueur du domaine de recherche horizontal h,tlSp,, sur 
le taux de compression 
ta) Papillon ( h )  Tunnel 
Figure D.16 : Influence de la longueur du domaine de recherche horizontai s u r  
l'erreur quadratique moyenne 
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