ABSTRACT
INTRODUCTION
When choosing among a collection of potential feature sets for classification (prediction) , estimating the errors of designed classifiers (predictors) is a key issue. In particular, we may wish to order the potential feature sets according to the misclassification rates of their corresponding classifiers (Xiong et al., 2001a,b; Kim et al., 2002) . For this kind of ranking, which falls into the category of biomarker identification, the degree to which an error estimator preserves the true ordering is the most critical aspect of its performance. Two common methods for estimating misclassification rates are resubstitution and cross-validation. In resubstitution, one simply constructs the classifier based on all the data, and then applies this classifier in turn to each observation. In crossvalidation, one successively holds out observations from the data set, constructs the classifier based on the reduced data, and then observes whether the held-out observations are correctly classified. Here, we consider the leave-one-out form of cross-validation.
For most feature-label distributions and classification rules, resubstitution underestimates the rate of misclassification, and in some instances this bias can be severe, the most extreme case being single-nearest-neighbor classification, where the resubstitution estimate is always zero. On the other hand, cross-validation is close-to-unbiased in the following sense: if the procedure is repeated for different samples drawn from a population, then the average error estimate will approximate the expected error of the designed classifiers across all possible same-size samples. Owing to bias considerations, cross-validation is commonly preferred over resubstitution. However, for small samples, estimator variance needs to be considered, and here resubstitution is superior to crossvalidation (Devroye et al., 1996) . This small-sample issue is especially relevant when working with cDNA microarrays.
In the context of microarray experiments, error estimation per se is perhaps not the major issue; indeed, the generation of potential feature sets to be investigated in confirmatory experiments is at least as crucial as error estimation. This paper compares resubstitution and cross-validation relative to the degree to which performance ranking based on them is in accord with the true feature-set ranking. Two kinds of ranking problems are considered, both relating to estimating a discrete random variable on the basis of other observed random variables. In statistical terminology, both estimations are referred to as either classification or prediction; however, it is not uncommon to differentiate them based on their settings, and we will adhere to this dichotomy.
The first problem involves estimating class labels. Here, there are classes of observations and a classifier is designed to estimate the class to which an observation belongs. For cancer classification, the observations are gene-expression levels and the classes are cancer types. We will refer to label estimation as classification and will confine ourselves to two classes labeled 0 and 1, the ideas generalizing easily to multi-class classification. The observations upon which the classifier operates compose the feature set for the classifier. The input observations are analog and the output is binary. Owing to the fact that we need ground truth with which to compare resubstitution and cross-validation error estimation, we will postulate a feature-label distribution from which to draw random samples.
The second problem involves estimating a random quantity based on similar quantities and is called prediction. Our interest here is predicting the expression level of a target gene via the expression levels of related genes. The sets of predictor genes constitute the feature sets to be ranked. We will work in the context of probabilistic Boolean networks (PBNs) (Shmulevich et al., 2002) . PBNs have been used to model genetic regulatory networks in a binary manner (0 downregulated, 1 up-regulated). The intent here is to generate synthetic data that is 'regulatory' in nature, so that its distributional properties reflect to some extent expression data derived from genetic regulatory networks. Recalling the generation of random Boolean networks (Kaufmann, 1993) , we consider random PBNs. For each randomly chosen PBN, we obtain the steady-state distribution of its corresponding Markov chain by running the network a large number of times, and consider multivariate gene prediction in the steady-state distribution. Since we have the steady-state distribution, we can compute actual prediction errors. We can then take random samples from the steady-state distribution, form error estimates from these samples via both resubstitution and cross-validation, and then compare rankings for the true and estimated errors.
To express matters more precisely, prediction in the Boolean context means deciding whether or not a particular target gene is expressed, an event denoted by a binary variable Y . Available are the binary gene expressions, X 1 , X 2 , . . . , X n , of n other genes. Owing to the small sample sizes in microarray experiments, classifiers based on feature sets of three or fewer genes are of particular interest. Even for a small regulatory network, there are many such feature sets. Our interest is in describing the best feature sets, i.e. the ones that give the lowest prediction errors. In practice, the best feature sets are the ones whose variables are chosen as the input variables for the functions determining the network transitions in a PBNhence, the importance of ranking error estimates. Keeping with our interest in multivariate gene interaction and regulatory networks, rather than work with prediction error directly, we will do the analysis using the coefficient of determination (CoD). The CoD gives the relative increase in prediction accuracy for Y resulting from the observations X 1 , X 2 , . . . , X n in comparison with the best predictor of Y in the absence of observations. The CoD has been used to quantify gene interaction, with particular interest being in ranking (Kim et al., 2000) , and it is the measure actually used in constructing PBNs. Rankings based on the CoD are equivalent to rankings based on misclassification error.
The results of our model-based simulations will show that resubstitution is competitive with cross-validation in generating feature sets. Since cross-validation requires redesign of the classifier many times and thus requires much more computation time than resubstitution, this gives a powerful argument for the use of the latter.
BASIC ERROR THEORY
This section sets out the basic notions regarding error rates (and the CoD) and discusses their estimation. Although we will consider both classification and prediction, to avoid redundancy we will describe matters in the context of prediction, from which application to classification is straightforward. More complete descriptions can be found in the literature: theory (Devroye et al., 1996) and application (Duda et al., 2001) .
Given there are n genes to predict the expression level of the target gene, we denote the variables corresponding to the expression levels of the predictors by X 1 , X 2 , . . . , X n and that of the target-gene variable by Y . Assuming there are P samples, we let Y 1 , Y 2 , . . . , Y P denote the binary outcome variables indicating the expression of the target gene in sample p = 1, 2, . . . , P , respectively. For the p-th sample, in addition to Y p there is an n-vector X p = (X p1 , . . . , X pn ) corresponding to the outcomes of X 1 , X 2 , . . . , X n , where X pi = 1 means that the i-th gene is expressed, and X pi = 0 means that it is not expressed in the p-th sample.
By definition, a feature set is a subset of gene-expression levels used for prediction. Let S be the number of feature sets and Z s = (Z s1 , Z s2 , . . . , Z sq ) denote the s-th feature set, where q is the number of genes whose expression levels are being used as predictors. The expression levels constituting a feature set form a subset of the n expression levels for the full gene set: A predictor s is designed using the sample data {(z s1 , y 1 ), (z s2 , y 2 , ), . . . , (z sP , y P )} corresponding to the s-th feature set and its error is given by s = [ s ] = pr( s (Z s ) = Y ). The feature sets can then be ranked by the values of s , s = 1, 2, . . . , S. For predictor design (training), we use the plug-in rule, which has been used in a number of circumstances for gene-expression prediction. For this rule, the designed predictor is defined in the same manner as the Bayes (optimal) predictor from the distribution except that pr(Y = 1|Z s ) and pr(Y = 0|Z s ) are replaced by their frequency-based estimates (missing data and ties are resolved by using the majority label in the sample). In our simulations we can directly compute s because we have the joint distribution of Z s and Y .
In practice, the joint distribution of Z s and Y is unknown and we resort to error estimation. The resubstitution error estimate, sR , for the s-th feature set is found by designing the predictor s and taking the fraction of errors made by applying s on the sample data, an error occurring when s (z sp ) = y p , for p = 1, 2, . . . , P . The cross-validation (leave-one-out) error estimate for the s-th feature set is found by the following procedure. Design the predictor s1 on the data set {(z s2 , y 2 ), (z s3 , y 3 , ), . . . , (z sP , y P )} formed by leaving out the data point (z s1 , y 1 ) and define an error to occur if s1 (z s1 ) = y 1 ; design the predictor s2 on the data set {(z s1 , y 1 ), (z s3 , y 3 , ), . . . , (z sP , y P )} formed by leaving out the data point (z s2 , y 2 ) and define an error to occur if s2 (z s2 ) = y 2 ; and continue doing this for all P data points. The cross-validation error, sC , is the fraction of errors made in this procedure.
The CoD measures the relative increase in prediction accuracy from using the feature set in comparison with the estimate of the target in the absence of predictors. Without predictors, Y is predicted to be the majority label m among Y 1 , Y 2 , . . . , Y P . The true error of this predictor is given by 0 = pr(Y = m) = pr(Y = 1 − m). The true CoD for the s-th feature set is defined as
For estimating the CoD in a practical situation, where the true underlying probabilities are not known, both 0 and s have to be estimated using only the data. If π is the fraction of the sample for which Y = 1, then the empirical error isˆ 0 = min( π, 1 − π). The empirical CoDs for resubstitution and cross-validation using the s-th feature set are defined similarly to CoD s , withˆ 0 in place of 0 , and with sR and sC in place of s , respectively. They are denoted by CoD sR and CoD sC , respectively. Feature sets with low error rates are those with high CoDs. Owing to the fact that estimates are being used, it is possible to haveˆ 0 < sR , in which case we define CoD sR = 0. In addition, ifˆ 0 = 0, then we set CoD sR = 1 if sR = 0, and CoD sR = 0 otherwise (analogous remarks apply to CoD sC ).
MODELS
This section describes the models we will use for studying ranking based on resubstitution and cross-validation for both classification and prediction, as described in the Introduction section.
Gaussian model
We consider the standard Gaussian model, where the classes are equally likely and the class-conditional densities are spherical unit-variance Gaussians. The class means are located at δa and −δa, where δ > 0 is a separation parameter and a = (a 1 , a 2 , . . . , a n ) is a parameter vector. Without loss of generality, we assume that a = 1. It is well known that the Bayes classifier is a hyperplane perpendicular to the axis joining the means, with Bayes error BAYES = 1 − (δ), where is the standard normal cumulative distribution function. In particular, it follows that δ = −1 (1 − BAYES ), which allows one to find δ for a prescribed Bayes error.
The Bayes error increases with decreased class separation, and vice versa. If δ = 0, then BAYES = 1 2 , which corresponds to total overlap between classes. On the other hand, if δ = ∞, then BAYES = 0, which corresponds to complete separation between classes. A plot of BAYES versus δ is shown in Figure 1 .
If a subset L of the original variables is selected, then again one has a standard Gaussian model as before, but now the separation between the classes is a function of which variables are selected. More specifically, one has
The Bayes error is a function of both the separation and the model parameters. If L contains all the original variables, then L BAYES reduces to BAYES . To minimize L BAYES for a given number of selected variables, one should pick the variables corresponding to the largest parameters.
Probabilistic Boolean networks
A PBN is defined by a set of binary-valued nodes {X 1 , X 2 , . . . , X n } and a list F = {F 1 , F 2 , . . . , F n } of sets 
The network function f k acts as a transition mapping representing a possible realization of the entire PBN. Each predictor function usually has many fictitious variables, which means there are only a few input genes that actually regulate X i at any given time. At each time point, the expression vector X = (X 1 , X 2 , . . . , X n ) is called a gene activity pattern.
Not only must the PBN transition between gene activity patterns, it must transition between network functions. A binary random variable , with pr( = 1) = α, governs whether or not there is a change of network function at each time instance. There is a network-function change if and only if = 1. is independent of the state of the network. Given a network change ( = 1), there are selection probabilities c 1 , c 2 , . . . , c N determining which of the network functions f 1 , f 2 , . . . , f N will govern the network until the next switch.
The PBN model also allows for random perturbations. For each gene, there is a small probability β that it will flip its value, from 0 to 1 or from 1 to 0. Hence, there is a binary random variable , independent of the network state and , with pr( = 0) = (1 − β) n , such that when = 0 the transition from one state to another occurs as usual via a network function, and when = 1 the state will change due to random bit permutation.
A PBN induces a homogeneous Markov chain whose states are pairs (X, f). The chain is ergodic and possesses a steady-state distribution. The steady-state distribution for the expression values is the marginal distribution of X (of the genes) relative to the steady-state distribution for the Markov chain.
RANKING OF GENE FEATURES
Ranking feature sets by estimations of their errors or CoDs should agree as much as possible to ranking by the true errors or true CoDs. Our question is whether resubstitution is as efficient in ranking the top feature sets as is cross-validation. We emphasize that our only interest is in ranking the best feature sets for classification; we have no interest in distinguishing among features sets that yield poor classifiers. In describing our ranking metrics, we stay with the convention we have adopted previously and describe matters in terms of CoDs, with the same definitions applying to error ranking, except with reverse ordering.
We consider three metrics for success. Suppose there are K feature sets that exceed a given threshold. Rank these feature sets according to their true CoDs, so that the feature sets are called
. Thus the feature set Z s(1) has the highest true CoD, while Z s(K) has the lowest true CoD among all feature sets whose true CoD exceeds the threshold. If there are no ties, the rank of Z s(1) = 1 and the rank of Z s(K) = K. In case of ties, the rank is equal to the mean of the ranks. Ranking based on the estimates is done analogously. We then have three ranks for a feature set: k (true), k * R (resubstitution) and k * C (cross-validation). We consider three summary measures.
(1) For any given target gene, suppose that there are K ≥ 1 feature sets whose CoD exceeds a threshold t such that 0 < t < 1, the threshold being required so that only well-performing feature sets are considered. Then for that target gene the first summary statistics using resubstitution and cross-validation are, respectively,
(2) We consider the top feature sets as measured by the true CoD. To do this, we consider only those target genes that have K ≥ 20 features sets with true CoD exceeding the threshold t, and the summary statistics measure how far off the rankings are for just the top 20 feature sets: for resubstitution and cross-validation, respectively,
;
(3) Lastly, we compare the top 20 lists irrespective of order. We again consider only those target genes that have K ≥ 20 features sets with true CoD exceeding the threshold t. The summary statistics are the number of feature sets among the top 20 feature sets that also appear in the top 20 using resubstitution and cross-validation, respectively,
where I is the indicator function [i.e. I (v) = 1 if v is true, otherwise I (v) = 0]. Note that for this measure, higher scores are better.
EXPERIMENTAL RESULTS
Let us begin by discussing a few details about the simulation. For the Gaussian model, we let the total number of variables be 20 and consider feature sets of size 3. We choose the separation parameter δ so that the Bayes error in the original space is 0.1, and pick the parameter vector a = (a 1 , a 2 , . . . , a n ) from a sigmoidal distribution in order to favor a few of the feature sets and make the rest unimportant.
We generate For the PBN model, generation of random PBNs involves random generation of its constituent Boolean networks, which means random generation of the network functions. Although one can randomize the number of network functions and the number of essential variables for each component of a network function, we will fix the number of network functions at N and the number of essential variables at T . Each network function is of the form
. . , N , and for i = 1, 2, . . . , n, where n is the total number of genes.
is generated in two steps: (1) randomly select T genes from among {X 1 , X 2 , . . . , X n } to be the variables for f (i) k i ; and (2) using these variables as entries in a truth table, uniformly randomly assign the 2 T values of the truth table. In our simulations, we set n = 20, N = 5 and T = 3, the latter being typical of the PBNs that have been generated in practice. We let the network functions have equal probability, c k = 0.2, and we set α = 0.001 and β = 0.00001.
There are 100 PBNs in our simulation, the large number being used to get a good sampling of PBNs. 
The results of the experiments are shown in Figure 2 , with the ranking-measure means graphed as functions of the error (CoD) threshold for feature sets considered. For instance, the bottom row displays the curves for the means of the 20 000 values for R 1 , C 1 , R 2 , C 2 , R 3 and C 3 as functions of the CoD threshold. The solid and dashed lines give the resubstitution and cross-validation measures, respectively. For instance, for (R 2 , C 2 ) in the second row, the value 0.25 on the horizontal axis means that we are considering the ranking measure for all feature sets having error less than or equal to 0.25, and for those features sets, R 2 ≈ C 2 ≈ 13. The error range for 3NN (middle row) is higher than for LDA (top row) because the small samples have resulted in poorer training for 3NN than for LDA. For PBN CoDs (bottom row), we only consider up to CoD = 0.85 because for higher CoDs there are too few feature sets satisfying the threshold requirement to obtain good estimates of the ranking-measure means (note that CoD = 0.85 is very high, in practice CoD = 0.7 indicating strong multivariate gene interaction). Figure 2 shows that, in the case of LDA, ranking accuracy based on resubstitution and cross-validation is virtually equal for all three measures for feature sets with true error below 0.2. For 3NN, cross-validation outperforms resubstitution for higher error rates (which are not of interest) but performance is virtually identical once in the range of error 0.26, with resubstitution actually slightly outperforming cross-validation below 0.25. For prediction in the PBN model, R 1 ≈ C 1 for CoDs above 0.5, with resubstitution outperforming cross-validation slightly for all CoD values. Similar comments apply to (R 2 , C 2 ) and (R 3 , C 3 ).
CONCLUDING REMARKS
In microarray experiments, estimation of misclassification rates is perhaps not the major issue; indeed, the generation of potential feature sets to be investigated in confirmatory experiments is at least as crucial as estimation of misclassification rates per se. While resubstitution may be an inappropriate method for estimating error rates, a priori it is not clear that it is less appropriate than cross-validation for the purpose of ranking feature sets.
We have tested this question by generating data via a classification model and a gene-regulatory network prediction model. Our results show that resubstitution performs as well as cross-validation in terms of the metrics we considered, namely various versions of the ranking of top feature sets. Because resubstitution requires far less computation, the results indicate a powerful reason to consider the use of resubstitution for generating potential feature sets to be investigated in confirmatory experiments. 
