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Abstract
Recent work has demonstrated an attractor mechanism for extremal rotating black holes sub-
ject to the assumption of a near-horizon SO(2, 1) symmetry. We prove the existence of this
symmetry for any extremal black hole with the same number of rotational symmetries as known
four and five dimensional solutions (including black rings). The result is valid for a general
two-derivative theory of gravity coupled to abelian vectors and uncharged scalars, allowing for a
non-trivial scalar potential. We prove that it remains valid in the presence of higher-derivative
corrections. We show that SO(2, 1)-symmetric near-horizon solutions can be analytically con-
tinued to give SU(2)-symmetric black hole solutions. For example, the near-horizon limit of
an extremal 5D Myers-Perry black hole is related by analytic continuation to a non-extremal
cohomogeneity-1 Myers-Perry solution.
1 Introduction
The “attractor mechanism” is the phenomenon that the entropy of an extremal black hole cannot
depend on any moduli of the theory. It was initially discovered for supersymmetric black holes [1,
2, 3], then realized that it still applies in the presence of certain higher-derivative corrections [4,
5, 6], and most recently extended to non-supersymmetric black holes [7, 8, 9]. This has led to
an explanation [10, 11] of the success of string theory calculations of the entropy of certain non-
supersymmetric extremal black holes [12, 13, 14, 15, 16, 17].
Most studies of the attractor mechanism have concerned static, spherically symmetric, black
holes. However, there has been recent interest in extending this to more general extremal black
holes [18].
Any extremal black hole admits a near-horizon limit [19]. For known solutions, the isometry
group of the black hole is enhanced in this limit. For example, the near-horizon geometry of the
extremal Kerr black hole is [20]
ds2 =
(1 + cos2 θ)
2
[
−r
2
r20
dv2 + 2dvdr + r20dθ
2
]
+
2r20 sin
2 θ
1 + cos2 θ
(
dφ+
r
r20
dv
)2
(1)
1
where r0 > 0. The first two terms in square brackets are the metric of 2d anti-de Sitter space
(AdS), which has isometry group O(2, 1). In fact (as we shall explain later), O(2, 1) extends to a
symmetry of the full metric, so the full isometry group is O(2, 1)×U(1) where the U(1) arises from
the axisymmetry of the black hole (generated by ∂/∂φ) [20]. Other 4d examples are considered in
[18], with the conclusion that they also have O(2, 1)×U(1) isometry group in the near-horizon limit.
Similarly, the near-horizon geometry of the extremal 5d Myers-Perry [21] black hole has O(2, 1)×
U(1)2 isometry group [20], where the U(1)2 arises from the two rotational symmetries of this black
hole. The original 2-parameter black ring solution [22] does not admit an extremal limit but its
3-parameter generalization [23] does, as does the dipole ring solution [24]. We shall see that the
near-horizon geometries of these extremal solutions also have O(2, 1) × U(1)2 symmetry.
In all of these examples, the O(2, 1) symmetry arises because the near-horizon geometry involves
a fibration over AdS2. For solutions with non-trivial Maxwell fields, the Maxwell field strengths are
invariant only under the SO(2, 1) subgroup of O(2, 1) that preserves orientation in AdS2. Hence the
full near-horizon solution has symmetry group SO(2, 1) × U(1)D−3 for D = 4, 5.
If one assumes the existence of this SO(2, 1) symmetry in general then one can extend the
attractor mechanism beyond the static, spherically symmetric case to general extremal black holes
[18]. At first sight, the assumption of SO(2, 1) symmetry appears rather strong since, as we shall
explain, a general near-horizon geometry possesses only a 2d non-abelian isometry group. However,
we shall show that SO(2, 1) emerges dynamically, as a consequence of the Einstein equation, subject
to the assumption that the black hole in question admits the same number (D − 3) of rotational
symmetries as known black hole solutions in D = 4, 5 dimensions.
We shall work with a general 2-derivative theory describing Einstein gravity coupled to abelian
vectors AI (I = 1 . . . N) and uncharged scalars φA (A = 1 . . .M) in D = 4, 5 dimensions, with action
S =
∫
dDx
√−g
(
R− 1
2
fAB(φ)∂µφ
A∂µφB − V (φ)− 1
4
gIJ(φ)F
I
µνF
Jµν
)
+ Stop, (2)
where F I ≡ dAI , V (φ) is an arbitrary scalar potential (which allows for a cosmological constant),
and
Stop =
1
2
∫
hIJ(φ)F
I ∧ F J if D = 4, (3)
or
Stop =
1
6
∫
CIJKF
I ∧ F J ∧AK if D = 5, (4)
where CIJK are constants.
This encompasses many theories of interest, e.g., vacuum gravity with a cosmological constant,
Einstein-Maxwell theory, and various (possibly gauged) supergravity theories arising from com-
pactification from ten or eleven dimensions. Furthermore, we shall not restrict attention only to
asymptotically flat black holes. For example, our results will apply equally to asymptotically anti-de
Sitter black holes. The first main result of this paper can be summarised in the following:
Theorem 1. Consider an asymptotically flat, or anti-de Sitter, extremal black hole solution of the
above theory. Assume that it has D − 3 rotational symmetries. Then the near-horizon limit of
this solution has a global G3 × U(1)D−3 symmetry, where G3 is either SO(2, 1) or (the orientation-
preserving subgroup of) the 2d Poincare´ group. The Poincare´-symmetric case is excluded if fAB(φ)
and gIJ(φ) are positive definite, the scalar potential is non-positive, and the horizon topology is not
TD−2.
Remarks:
1. The asymptotic boundary conditions are only required at one point in the proof, where we
use the fact that the generator of each rotational symmetry must vanish somewhere in the
2
asymptotic region (on the “axis” of the symmetry) to constrain the Maxwell fields. The
theorem is true for any asymptotic boundary conditions with this property.1
2. The existence of a single rotational symmetry seems reasonable because of the “stationary
implies axisymmetric” theorem,2 although this has only been proved for non-extremal rotating
black holes. There is no general argument for the existence of two rotational symmetries in
D = 5 but all known solutions have this property.
3. We will show that generic orbits of the symmetry group have the structure of TD−3 fibred over
over a 2d maximally symmetric space, i.e., AdS2, dS2 or R
1,1. AdS2 and dS2 give SO(2, 1)
symmetry whereas R1,1 gives Poincare´ symmetry. We can exclude the dS2 and R
1,1 cases
subject to the additional assumptions mentioned, which ensure that the theory obeys the
strong energy condition. This encompasses many theories of interest e.g. theories for which
the scalars are all moduli, or various gauged supergravity theories. The assumption that
the horizon topology is non-toroidal (which is not needed if the scalar potential is strictly
negative) seems reasonable because of the black hole topology theorem, which has been proved
for Einstein gravity with a variety of asymptotic boundary conditions and restrictions on the
energy-momentum tensor.3
Much of the interest in the attractor mechanism stems from the fact that it applies to any local,
generally-covariant, theory, not just second-order gravity [7]. Therefore it is important to examine
how higher-derivative corrections affect our result. Our second main result is the following:
Theorem 2. Consider a general theory of gravity coupled to abelian vectors AI and uncharged
scalars φA with action
S = S2 +
∑
m≥1
λm
∫ √−gLm, (5)
where S2 is the 2-derivative action above, λ is a coupling constant, and Lm is constructed by
contracting (derivatives of) the Riemann tensor, volume form, scalar fields and Maxwell fields in
such a way that the action is diffeomorphism and gauge-invariant. Consider an extremal black hole
solution of this theory obeying the same assumptions as in Theorem 1. Assume that there is a
regular horizon when λ = 0 with SO(2, 1) × U(1)D−3 near-horizon symmetry (as guaranteed by
Theorem 1), and that the near-horizon solution is analytic in λ. Then the near-horizon solution has
SO(2, 1) × U(1)D−3 symmetry to all orders in λ.
Hence our result is stable with respect to higher-derivative corrections. However, it does not
apply to so-called “small” black holes [30, 31, 32, 33, 34], for which existence of a horizon depends
on the higher-derivative terms in the action, i.e., it requires λ 6= 0.
The above theorems are proved in section 2. Section 3 discusses some examples of 5-dimensional
near-horizon geometries. In particular, we discuss the near-horizon geometries of extremal Myers-
Perry black holes and black rings. The near-horizon geometry of an extremal vacuum black ring turns
out the be the same as that of an extremal boosted Kerr black string. We shall see that the SO(2, 1)×
U(1)2-invariant near-horizon geometries of Myers-Perry and black ring solutions can be analytically
1A D = 5 theory with Kaluza-Klein boundary conditions could violate this condition (if one of the rotational Killing
fields were tangent to the Kaluza-Klein circle at infinity then it would not vanish anywhere in the asymptotic region).
However, in this case one could simply apply our theorem to the D = 4 theory resulting from dimensional reduction.
2 That has been proved for D = 4 Einstein gravity coupled to “reasonable” matter (obeying the weak energy
condition with hyperbolic equations of motion) and asymptotically flat boundary conditions [25]. It has recently been
extended to D > 4 and asymptotically anti-de Sitter boundary conditions [26].
3In D = 4 it has been proved for matter obeying the null energy condition and asymptotically flat [27] or asymp-
totically anti-de Sitter [28] boundary conditions. In D = 5 it has been proved for matter obeying the dominant energy
condition and asymptotically flat boundary conditions [29].
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continued to give stationary solutions with SU(2) × U(1) × R symmetry, where R denotes time
translations. For example, the near-horizon geometry of a cohomogeneity-2 Myers-Perry solution can
be analytically continued to give a non-extremal cohomogeneity-1 (equal angular momenta) Myers-
Perry solution. Similarly, the near-horizon geometry of an extremal dipole ring can be continued to
give a Kaluza-Klein black hole. Finally, we determine the most general SO(2, 1)×U(1)D−3-symmetric
vacuum near-horizon geometry by exploiting the fact that the analytically continued version of this
problem is to find the general stationary, spherically symmetric solution of Kaluza-Klein theory,
which was solved in [35].
2 SO(2, 1) symmetry
2.1 Near-horizon limit
The event horizon of a stationary, non-extremal, black hole must be a Killing horizon. We shall
assume that this is also true for extremal black holes. In the neighbourhood of the horizon, one can
introduce Gaussian null coordinates (v, r, xa), in which the metric takes the form (see e.g. [36])
ds2 = r2F (r, x)dv2 + 2dvdr + 2rha(r, x)dvdx
a + γab(r, x)dx
adxb, (6)
where ∂/∂v is Killing, the horizon is at r = 0 and xa are coordinates on a (D−2)-dimensional spatial
cross-section of the horizon. The functions F , ha and γab are continuous functions of r. Extremality
implies that gvv is O(r2).
The near-horizon limit is defined by [19]
v → v/ǫ, r → ǫr (7)
and ǫ→ 0, after which we obtain the near-horizon geometry
ds2 = r2F (x)dv2 + 2dvdr + 2rha(x)dvdx
a + γab(x)dx
adxb, (8)
with F (x) ≡ F (0, x) etc. The near-horizon geometry is invariant under v → v + const (generated
by ∂/∂v) and also under the transformation defined by equation (7) (generated by v∂/∂v− r∂/∂r).
These symmetries generate a two-dimensional non-abelian isometry group G2. The orbits of this
group are two-dimensional if r 6= 0 and one-dimensional if r = 0.
The main point of this paper is to demonstrate that the non-abelian G2 symmetry group is
enhanced to a larger O(2, 1) symmetry dynamically as a consequence of the Einstein equations.
2.2 Static black holes
In the static case, the O(2, 1) symmetry can be understood kinematically. For a static black hole,
the generator of time translations must be null on the event horizon so the near-horizon geometry is
a Killing horizon of this Killing vector field and hence V ≡ ∂/∂v must be hypersurface-orthogonal:
V ∧ dV = 0. Hence the near-horizon geometry is also static. We then have
Lemma 0. A static near-horizon geometry is locally a warped product of a 2d maximally symmetric
space-time with a compact (D − 2)-manifold.
Proof. V ∧ dV = 0 if, and only if, dh = 0 and dF = Fh. Therefore, locally there exists a function
λ(x) such that h = dλ and F = F0 exp(λ). Now define R = r exp(λ). In coordinates (v,R, x) the
near-horizon geometry is
ds2 = e−λ(x)
(
F0R
2dv2 + 2dvdR
)
+ γab(x)dx
adxb. (9)
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The terms in brackets describe a 2d maximally symmetric spacetime: de Sitter if F0 > 0, Minkowski
if F0 = 0, and anti-de Sitter if F0 < 0. γab is the metric on a spatial cross-section of the horizon,
which, for a black hole, is necessarily compact.
The word “locally” can be deleted if the horizon is simply connected. For a static black hole
V must be timelike outside the horizon. After taking the near-horizon limit, this gives F0 ≤ 0 so
the de Sitter case is excluded. So in general, the near-horizon geometry of a static extremal black
hole is locally a warped product of AdS2 or R
1,1 with a compact (D − 2)-manifold. Hence there is
a local O(2, 1) symmetry if F0 < 0 and a local 2d Poincare´ symmetry if F0 = 0. The orbits of these
isometry groups are 2-dimensional. The symmetry is global if the horizon is simply connected.
It is possible for a non-static black hole to have a static near-horizon geometry. Indeed, this is
what happens for supersymmetric black rings, which have near-horizon geometry locally isometric
to AdS3 × S2 [37]. For these solutions, one finds that F0 = 0 and hence there is a local Poincare´
symmetry (it is only local because the horizon is not simply connected). The symmetry acts on the
flat slices of AdS3 written in “horospherical” coordinates. In this case, the Poincare´ symmetry is
obviously a subgroup of a much larger local symmetry group, and, as we shall see later, there is also
a (global) O(2, 1) symmetry present. In the next section (and in the Appendix), we shall argue that,
for black holes with the same amount of rotational symmetry as known solutions, the existence of a
near-horizon Poincare´ symmetry can only arise in this way, i.e., there will always be a global O(2, 1)
symmetry in addition to the local Poincare´ symmetry.
2.3 Rotational symmetries
If a stationary, non-extremal, black hole is rotating, i.e., if the stationary Killing field is not null on
the event horizon, then it must be axisymmetric, i.e., it must admit a rotational U(1) symmetry
[25, 26]. Assuming that this is also true in the extremal case, the near-horizon metric (8) must also
admit a U(1) symmetry. Hence, on the basis of what has been proved for general black holes, we
can expect an extremal rotating black hole to possess a near-horizon G2 × U(1) symmetry.
For D = 4, the G2×U(1) symmetry implies that the near-horizon geometry is cohomogeneity-1.
It turns out that the same is true for all known extremal black holes in D = 5. The reason is that
all such black holes admit two rotational symmetries. It is not known whether this should be true
in general, or whether it is an “accidental” property of the known solutions. In any case, in D = 5
we are going to restrict attention to black holes for which this is true. Hence we assume that there
is a U(1)2 rotational symmetry, and therefore the near-horizon geometry has G2 × U(1)2 isometry
group whose generic orbits are 4-dimensional, so the near-horizon geometry is cohomogeneity-1.
For the sake of generality, we shall consider a D-dimensional near-horizon geometry with a
G2 ×U(1)D−3 isometry whose generic orbits are (D− 1)-dimensional. For D > 5, some of the U(1)
factors must be translational, rather than rotational, symmetries as the rotation group SO(D − 1)
admits a U(1)D−3 subgroup only for D = 4, 5. The most natural interpretation for D > 5 is that we
are considering a black brane rather than a black hole, with some worldvolume directions wrapped
on a torus to give a black hole after reduction to D = 4 or D = 5.
If D = 4 then the only (compact) horizon topologies consistent with the existence of a global
rotational Killing field are S2 and T 2. If D = 5 then then only possibilities consistent with two
rotational Killing fields are S3 (or a quotient), S1 × S2 and T 3 [38].
The existence of the U(1)D−3 symmetry allows us to introduce coordinates xa = (ρ, xi), i =
1 . . . D − 3, such that ∂/∂xi are Killing, and
γabdx
adxb = dρ2 + γij(ρ)dx
idxj . (10)
For toroidal topology, γij is non-degenerate and periodic in ρ. For non-toroidal topology, the range
of ρ is a finite interval and γij degenerates at the endpoints of this interval, where one of the Killing
5
fields vanishes. For S2 or S1×S2 topology, it is the same Killing field that vanishes at each endpoint
but for S3 topology, it is a different Killing field at each endpoint [38].
Define a positive function Γ(ρ) by
hρ = −Γ
′
Γ
, (11)
and functions ki(ρ) by
hi = Γ
−1ki. (12)
We can now perform a coordinate change r → Γ(ρ)r to bring the near-horizon metric to the form
ds2 = r2A(ρ)dv2 + 2Γ(ρ)dvdr + dρ2 + γij(ρ)
(
dxi + ki(ρ)rdv
) (
dxj + kj(ρ)rdv
)
, (13)
where ki ≡ γijkj . We are now ready for
Lemma 1. Consider a near-horizon geometry with symmetry G2×U(1)D−3. Introduce coordinates
(v, r, ρ, xi) as above. If the ρi and ρv components of the Ricci tensor vanish then ki is constant and
A(ρ) = A0Γ(ρ) for some constant A0. The near-horizon metric is
ds2 = Γ(ρ)
[
A0r
2dv2 + 2dvdr
]
+ dρ2 + γij(ρ)
(
dxi + kirdv
) (
dxj + kjrdv
)
. (14)
Proof. Explicit calculation gives (a prime denotes a derivative with respect to ρ)
Rρi =
1
2Γ
γij
(
kj
)′
, (15)
Rρv =
r
Γ
[
A′ − Γ
′
Γ
A+
(
ki
)′
ki
]
. (16)
Hence Rρi = 0 implies (k
i)′ = 0 and then Rρv = 0 implies A = A0Γ.
The part of the metric (14) in square brackets is the metric of a 2d maximally symmetric space-
time M2: de Sitter if A0 > 0, Minkowski if A0 = 0 and anti-de Sitter if A0 < 0. The next lemma
shows that all symmetries of this 2d space-time extend to symmetries of the full near-horizon metric
(14).
Lemma 2. The metric (14) has an isometry group Gˆ3 × U(1)D−3 where the 3-dimensional group
Gˆ3 is the 2d Poincare´ group if A0 = 0 or O(2, 1) if A0 6= 0. The orbits of Gˆ3 are 3-dimensional if
ki 6= 0 and 2-dimensional if ki = 0.
Proof. M2 has a 3-dimensional isometry group Gˆ3. We need to show that these isometries extend
to the rest of the metric. This is trivial if ki = 0 (in which case the orbits of Gˆ3 are obviously
2-dimensional), so assume ki 6= 0. The volume form of M2 is dr ∧ dv = d(rdv). This volume form is
invariant up to a sign under Gˆ3. Hence under an isometry in Gˆ3 we must have rdv → ±(rdv+dφ) for
some function φ(v, r). Since ki is constant, we can compensate for this shift by a U(1) transformation
xi → ±(xi− kiφ(v, r)), so the full metric is invariant under an Gˆ3 ×U(1)D−3 symmetry. The orbits
of Gˆ3 are 3-dimensional because of this shift in x
i.
We shall prove below (and in the Appendix) that the A0 ≥ 0 case can be ruled out subject to
the additional assumptions on the theory listed in Theorem 1. Therefore we are mainly interested
in A0 < 0.
It will be useful to have explicit expressions for the discrete symmetries of AdS2. To do this
we transform the AdS2 to global coordinates, in such a way to make the enhancement of symmetry
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manifest in the full near-horizon metric. This can be achieved by the transformation (v, r, xi) →
(T, Y, χi) defined by: (
r
g2vr
)
=
(
−Y + g−1(1 + g2Y 2)1/2 sin(gT )
(1 + g2Y 2)1/2 cos(gT )− 1
)
(17)
and
dxi + kirdv = dχi + kiY dT, (18)
where for clarity we have written A0 = −g2 since we are concerned with A0 ≤ 0 (these equations are
also valid for Poincare´ symmetry (A0 = 0) if one takes the limit g → 0 with T, Y held fixed). Note
that equation (18) is integrable since dv ∧ dr = dT ∧ dY , and also that ∂/∂xi = ∂/∂χi. In these
coordinates the near-horizon geometry is
ds2 = Γ(ρ)
[
−
(
1 + g2Y 2
)
dT 2 +
(
1 + g2Y 2
)−1
dY 2
]
+ dρ2 + γij(ρ)
(
dχi + kiY dT
) (
dχj + kjY dT
)
.
(19)
It is clear that this near-horizon metric exhibits the discrete isometries
P1 : (T, χ
i)→ (−T,−χi), P2 : (T, Y )→ (−T − Y ) (20)
which are inherited from the discrete T and PT isometries of AdS2 respectively. P1 is in O(2, 1) but
not SO(2, 1). P2 is in SO(2, 1) but not continuously connected to the identity.
We end this section by examining when the near-horizon geometry (14) is static. This occurs if,
and only if (i) k = 0 or (ii) k2 = −A0Γ with A0 < 0, and ki = Γk¯i where k¯i is constant. In case (i) it
is obvious that Lemma 2 is a special case of Lemma 0. Case (ii) is more interesting. In this case, we
can choose our coordinates xi so that k = g∂/∂x1 and (by shifting x1 if necessary) k¯ ∝ dx1. Split
the coordinates as xi = (x1, xA), A = 2 . . . D − 3 (for D ≥ 5). Then we have γ11 = k2/g2 = Γ and
γ1A = 0. Hence k = gΓdx
1. The metric is
ds2 = Γ(ρ)
[
−g2r2dv2 + 2dvdr + (dx1 + grdv)2
]
+ dρ2 + γAB(ρ)dx
AdxB , (21)
The metric in square brackets is locally isometric to AdS3. Hence in this case, the near-horizon
geometry has local isometry group O(2, 2) × U(1)D−4, where O(2, 2) has 3d orbits. O(2, 2) is only
local because x1 must be identified for the horizon to be compact. Globally, this breaks O(2, 2) ∼
O(2, 1) ×O(2, 1) to the O(2, 1) × U(1) guaranteed by Lemma 2.
2.4 General second order theory
As mentioned above, if D > 5 then some of the Killing directions must parameterize Kaluza-Klein
directions so given a theory in D > 5 dimensions we can work in a dimensionally reduced theory
with D = 4 or D = 5. We assume that this is of the type described in the Introduction. We can
now present the proof of Theorem 1 stated in the Introduction. The method is first to show that
a near-horizon solution of this theory will satisfy the assumptions of Lemma 1, and hence (Lemma
2) the metric will possess enhanced isometry group Gˆ3. Then we show that the other fields also
exhibit symmetry enhancement, although only with respect to the subgroup G3 of Gˆ3 that preserves
orientation in M2.
To satisfy the assumptions of Lemma 1, we need to show that Tρi = Tρv = 0 in the near-horizon
limit for any extremal black hole solution of this theory, where Tµν is the energy-momentum tensor.
We assume that the matter fields are invariant with respect to the Killing fields ∂/∂v and ∂/∂xi.
Hence, after taking the near-horizon limit, the scalar fields are functions of ρ only. The scalar kinetic
and potential terms make a vanishing contribution to Tρi since gAB(φ)∂ρφ
A∂iφ
B and gρi are zero.
Similarly there is no scalar field contribution to Tρv.
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Turning to the vector fields, we first make use of a standard result: if X and Y are commuting
Killing vector fields that preserve a closed 2-form F then FµνX
µY ν is constant. Take X to be a
rotational symmetry. For conventional asymptotic boundary conditions (e.g. asymptotically flat or
asymptotically anti-de Sitter), X must vanish somewhere in the full black hole space-time (on the
“axis” of rotational symmetry). Hence FµνX
µY ν ≡ 0. Taking X = ∂/∂xi, and Y = ∂/∂xj or ∂/∂v,
we conclude that F Iij and F
I
vi must vanish. Using this, the near-horizon limit of the Maxwell field
must have the form4
F I = F Ivr(ρ)dv ∧ dr + rF˜ Ivρ(ρ)dv ∧ dρ+ F Iρi(ρ)dρ ∧ dxi. (22)
Imposing the Bianchi identity dF I = 0 implies (F Ivr)
′ = F˜ Ivρ. One then finds (using the metric (13))
that [
d
(
gIJ(φ) ⋆ F
J
)]
rvi1...iD−3
=
√
γgIJ(φ)
(
F˜ Ivρ + k
i(ρ)F Iρi
)
. (23)
The equation of motion for AI says that this must be proportional to d(hIJ (φ)F
J )rvi1 if D = 4 or
to CIJK(F
J ∧ FK)rvi1i2 if D = 5 but it is easy to see that both of these terms vanish. Hence the
Maxwell equation implies that
F˜ Ivρ = −ki(ρ)F Iρi. (24)
Substituting this back into (22) gives
F I = F Ivr(ρ)dv ∧ dr + F Iρi(ρ)dρ ∧
(
dxi + ki(ρ)rdv
)
. (25)
It is then easy to see that the Maxwell fields makes a vanishing contribution to Tρi and Tρv. Hence
we have satisfied the conditions of Lemma 1 so we must have A = A0Γ and k
i is constant. Therefore,
from Lemma 2, the metric exhibits an enhanced isometry group Gˆ3.
Converting (25) to global coordinates gives
F I = F ITY (ρ)dT ∧ dY + F Iρi(ρ)dρ ∧
(
dχi + kiY dT
)
. (26)
It is now obvious that the Maxwell fields inherit all the continuous enhanced symmetries of the
metric, as well as the discrete symmetry P2 of (20). However, under the discrete symmetry P1, we
have
F I → −F I . (27)
Hence, although the metric and scalars are invariant under Gˆ3, the Maxwell fields are only invariant
under the subgroup of Gˆ3 that preserves orientation in M2, which we shall denote as G3. If A0 < 0
then G3 = SO(2, 1).
We can now rule out the A0 ≥ 0 case, which we analyze in the Appendix (note this includes the
Poincare´ symmetric case A0 = 0). If the matrices fAB and gIJ occurring in the scalar and vector
kinetic terms are positive-definite (as they will be for sensible theories) and the scalar potential
is non-positive, then the argument in the Appendix proves that A0 ≤ 0. This rules out A0 > 0.
Further, if A0 = 0 then k
i = 0, the Maxwell fields must vanish, the scalars must take constant
values such that the potential vanishes (if the potential is strictly negative then this is already a
contradiction), and the near-horizon geometry must be flat: a direct product of R1,1 and TD−2.
Hence this case can only arise for toroidal horizon topology, and is therefore excluded if we assume
that the horizon is non-toroidal. This concludes the proof of Theorem 1.
Finally, we return to the special case in which the near-horizon metric has AdS3 symmetry
(equation (21)). An obvious question is whether the Maxwell fields in the general theory considered
4 The near-horizon limit eliminates any r-component of F I except for F Ivr.
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here also inherit the symmetries of AdS3. We will focus on the D = 5 case. The D = 5 Einstein
equation is:
Rµν =
1
2
fAB∂µφ
A∂νφ
B +
1
3
V (φ)gµν +
1
2
gIJF
I
µαF
Jα
ν −
1
12
gIJF
I
αβF
Jαβgµν . (28)
For a metric of the form (21), Rvv = 0 automatically, so the (vv) component of the Einstein equation
becomes
g2r2
(
F Iρ1F
J
ρ1gIJ + F
I
vrF
J
vrgIJΓ
−1
)
= 0 (29)
and hence, assuming gIJ is positive definite, F
I
vr = 0 and F
I
ρ1 = 0. Therefore the Maxwell field
simplifies to
F I = F Iρ2dρ ∧ dx2 (30)
which is manifestly O(2, 2)×U(1) invariant. The scalars are trivially invariant under this symmetry,
and thus we learn that in this special case the full solution must be O(2, 2) × U(1) invariant.
In this special case with AdS3 symmetry, the horizon topology must be S
1×S2. The near-horizon
geometry is generically a warped product of AdS3 and S
2 (with the warp factor a function of the
polar angle on S2). However, if Γ is a constant, then one can argue (using the equations of motion)
that the near-horizon geometry is a direct product of (locally) AdS3 and S
2 with constant scalars.
The near-horizon of the supersymmetric black ring [37] is in this class. In a recent investigation of
the existence of asymptotically AdS5 supersymmetric black rings, we found a near-horizon geometry
with AdS3 symmetry and non-trivial warping but it was not possible to eliminate a conical singularity
from the S2 [39].
2.5 Higher derivative corrections
Much of the recent interest in the attractor mechanism derives from its validity in the presence of
higher-derivative terms. It is therefore of interest to examine whether such terms affect our result.
In this section we will prove Theorem 2 stated in the Introduction. The following lemma will prove
useful:
Lemma 3. Consider the O(2, 1) × U(1)D−3-symmetric near-horizon space-time (14). Let J be a
conserved current invariant under SO(2, 1)×U(1)D−3. Assume thatmi ≡ ∂/∂xi vanishes somewhere
in the near-horizon geometry for some i (as will be the case if the horizon topology is non-toroidal).
Then Jρ = 0.
Proof. SO(2, 1) × U(1)D−3 symmetry implies that
J = Jρ(ρ)
∂
∂ρ
+ J i(ρ)
∂
∂xi
. (31)
Plugging this into the conservation equation in the background (14) gives
0 = ∂µ (Γ
√
γJµ) =
d
dρ
(Γ
√
γJρ) , (32)
where γ = det γij . Hence
Jρ =
j
Γ
√
γ
, (33)
where j is a constant. But now consider
⋆ (m1 ∧m2 ∧ . . . ∧mD−3) = Γ√γdv ∧ dr ∧ dρ. (34)
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Let iJ denote the operation of contracting J with the first index of a p-form. Then
iJ ⋆ (m1 ∧m2 ∧ . . . ∧mD−3) = jdv ∧ dr = jdT ∧ dY. (35)
Now evaluate the LHS where mi vanishes to conclude that j = 0 and the result follows.
Now we can examine higher-derivative corrections. Assume that we are dealing with a theory
with an action of the form (5) described in Theorem 2. Varying this action will lead to an Einstein
equation of the form
Rµν − 1
2
Rgµν = Tµν +
∑
m≥1
λmH(m)µν , (36)
where Tµν is the energy momentum tensor of the 2-derivative part of the action, and H
(m) is
conserved. The Maxwell equations will take the form
∇µ
(
gIJ(φ)F
Jµν
)
+ Sν =
∑
m≥1
λmK(m)ν , (37)
where Sν is the contribution to the equation of motion from the term Stop in the 2-derivative part
of the action and K(m) is conserved.
Consider a general G2 × U(1)D−3 invariant near-horizon solution of these equations of motion.
Assume that it is analytic in λ, and possesses the enhanced SO(2, 1) × U(1)D−3 symmetry for
λ = 0 (as follows from our analysis of the 2-derivative theory above). We shall present an inductive
argument that the solution must be SO(2, 1) × U(1)D−3 invariant to all orders in λ.
Introduce the coordinates (v, r, ρ, xi) as described above. Assume, inductively, that the solution
admits enhanced symmetry up to order λn, in other words we have gµν = g¯µν + λ
n+1hµν where the
components of g¯µν are polynomials of degree n in λ, and g¯µν exhibits symmetry enhancement. Do
the same for the other fields. We then have
H(m)[g, φA, F I ] = H(m)[g¯, φ¯A, F¯ I ] +O(λn+1). (38)
Hence
Rµν [g]− 1
2
gµνR[g] = Tµν [g, φ
A, F I ] +
∑
m≥1
λmH(m)µν [g¯, φ¯
A, F¯ I ] +O(λn+2). (39)
H(m)[g¯, φ¯A, F¯ I ] must be invariant under SO(2, 1) × U(1)D−3 since it is built from the SO(2, 1) ×
U(1)D−3-invariant objects g¯, φ¯A and F¯ I . Furthermore, we know that H(m)[g¯, . . .] must be conserved
with respect to the metric g¯. Hence Jµ ≡ H(m)µν [g¯, . . .]mνi is a SO(2, 1)×U(1)D−3-invariant conserved
current with respect to g¯ so, from Lemma 3 we must have Jρ = 0. It follows that H
(m)
ρi [g¯, . . .] = 0.
SO(2, 1) × U(1)D−3 symmetry implies5 H(m)ρv = kirH(m)ρi , hence H(m)ρv [g¯, . . .] = 0 too. Therefore the
higher derivative correction to the ρi and ρv components of the Einstein equation is of order n+ 2
in λ.
The scalar fields exhibit enhanced symmetry trivially since they are functions only of ρ in the
near-horizon limit. Turning to the vectors, we have
K(m)[g, F I , φA] = K(m)[g¯, F¯ I , φ¯A] +O(λn+1). (40)
Our induction hypothesis implies that the vector K(m)[g¯, F¯ I , φ¯A] is invariant under SO(2, 1) ×
U(1)D−3. It is also conserved with respect to g¯. Hence Lemma 3 implies that K
(m)
ρ [g¯, F¯ I , φ¯A] = 0.
Therefore the higher-derivative correction to the ρ-component of the Maxwell equation is of order
n+ 2 in λ.
5 A symmetric tensor invariant under SO(2, 1) × U(1)D−3 must have the form Sµνdx
µdxν =
S0(ρ)
(
A0r
2dv2 + 2dvdr
)
+ S1(ρ)dρ
2 + 2Si(ρ)dρ
(
dxi + kirdv
)
+ Sij(ρ)
(
dxi + kirdv
) (
dxj + kjrdv
)
.
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We can now repeat the argument of section (2.4). The only difference is the O(λn+2) corrections
to the Einstein and Maxwell equations. The result is that Rρi and Rρv are O(λn+2). We conclude
that ki is constant, and A = A0Γ, to order n + 1 in λ, and therefore g and F
I exhibit symmetry
enhancement to order n+ 1 in λ.
Having assumed that the fields exhibit enhanced symmetry to order n we see that they must
have enhanced symmetry to order n+1. We have already proved the result for n = 0 and hence the
result must be valid for all n by induction.
3 Examples
3.1 Determining near-horizon geometries
In this section we will analyse various examples of near-horizon limits of known five-dimensional
extremal black holes. These will illustrate some of our general results. We will focus on near-horizon
limits of cohomogeneity-2 black holes as these are the most complicated known examples.
The first step in determining a near-horizon geometry is to introduce coordinates regular at the
horizon. Rather than giving details for each solution, we shall explain here how to do this for a
general class of metrics which encompasses all of the solutions we are interested in. We assume that
the black hole metric takes the cohomogeneity-2 form
ds2 = gtt(R,x)dt
2 + 2gti(R,x)dtdΦ
i + gRR(R,x)dR
2 + gxx(R,x)dx
2 + gij(R,x)dΦ
idΦj (41)
where R is a “radial” coordinate such that R = 0 is the event horizon, and x is a “polar angle” on
the surfaces of constant t and R. All known rotating black hole solutions (including black rings)
take the above form. By shifting Φi by appropriate (constant) multiples of t, we can ensure that
the coordinates are co-rotating, i.e., ξ ≡ ∂t is null on the horizon. For known extremal black hole
solutions we have
gti = fi(x)R +O(R2), gtt = ft(x)R2 +O(R3), gRR = fR(x)R−2 +O(R−1) (42)
for certain functions fµ(x).
The above coordinates are not regular on the horizon. Therefore we define new coordinates
(v, r, φi) by
R = r, dt = dv + a(r)dr, dΦi = dφi + bi(r)dr (43)
where:
a(r) =
a0
r2
+
a1
r
, bi(r) =
bi0
r
. (44)
The constants are chosen to make the metric and its inverse analytic at r = 0. The near-horizon
limit is then defined by v → v/ǫ, r → ǫr and ǫ → 0, and let us denote the limiting metric by gˆµν .
The following components are easily obtained since they are not affected by the transformation to
the new coordinates:
gˆvi = fi(x)r, gˆvv = ft(x)r
2, gˆij = gij(0, x), gˆxx = gxx(0, x). (45)
Comparing to our standard form for the near-horizon (13) allows one to identify xi = φi, dρ2 =
gˆxx(x)dx
2, and
ki = fi(x), A+ k
iki = ft(x), γij = gˆij . (46)
The vr component of the metric is gvr = a(r)gtt + b
i(r)gti. Taking the near-horizon limit gives:
Γ = gˆvr = a0ft(x) + b
i
0fi(x). (47)
11
Hence the near-horizon solution is fully-determined once we know the constants a0, b
i
0. These can
be obtained from regularity of gri and grr. Absence of a 1/r term in gri implies that
bi0 = −a0γijfj(x) = −a0ki. (48)
This implies that ki must be constant. However, this equation is only consistent if γijfj is constant.
Fortunately this turns out to be true for known solutions. Of course, this is not an accident: we are
discussing solutions of the Einstein equation, and we have seen in previous sections that the Einstein
equation implies that ki must be constant.
Absence of a 1/r2 term in grr implies that
6
a20 =
fR(x)
kiki − ft(x)
. (49)
This determines a0 up to a sign, and hence b
i
0 and Γ are also determined up to the same sign. We
choose the sign such that Γ > 0, which ensures that we are dealing with a future, rather than past,
horizon. The final piece of near-horizon data, A is then determined from (46). Combining this with
(47) and (48) gives:
A = a−10 Γ. (50)
Equations (48) and (50) imply that the near-horizon metric is of the form (14) with A0 = a
−1
0 . Thus
we see the enhancement of symmetry, which we derived earlier using more general arguments.
3.2 S3 topology black holes
The simplest cohomogeneity-2 black hole with an S3 topology horizon is the doubly spinning Myers-
Perry solution [21] (with a 6= b, where a, b are the rotation parameters). Using the general formalism
developed in the previous section we can calculate the near-horizon limit of the extremal doubly
spinning Myers-Perry black hole with a 6= b. Without loss of generality we choose 0 < a < b. After
a tedious calculation, we find that the near horizon limit can be written in the form (14) where:
γabdx
adxb = σ(θ)2dθ2
+
(a+ b)2
σ(θ)2
(
b cos2 θ(b+ a cos2 θ)dψ2 + 2r20 cos
2 θ sin2 θdφdψ + a sin2 θ(a+ b sin2 θ)dφ2
)
Γ =
σ(θ)2
(a+ b)2
, A0 = − 4
(a+ b)2
, ki
∂
∂xi
=
2r0
b(a+ b)2
∂
∂ψ
+
2r0
a(a+ b)2
∂
∂φ
(51)
where the coordinates on the horizon are xa = (θ, φ, ψ) and σ(θ)2 = r20+a
2 cos2 θ+b2 sin2 θ, r20 = ab.
3.3 S1 × S2 topology black holes
Vacuum solutions. There are two known vacuum solutions with horizon topology S1×S2. These are
the (boosted) Kerr string and the black ring [22, 23]7. The 3-parameter black ring solution admits
an extremal limit [23]. In this section, we will use the formalism described above to show that the
near-horizon geometry of an extremal black ring is globally isometric to that of an extremal Kerr
string.
Let us begin with the boosted Kerr string. To construct this solution one takes the direct
product Kerr ×S1, and write the metric on S1 as dz2. Now perform a boost (t, z) → (cosh βt +
sinh βz, sinh βt + cosh βz), where t is the time coordinate in which the Kerr metric is at rest at
6 There will also be a 1/r divergence in grr. Eliminating this determines a1. However, we do not need to know a1
to determine the near-horizon geometry since a dr2/r term vanishes in the near-horizon limit.
7Only the black ring is asymptotically flat.
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infinity. After taking the extremal limit, we find that the near-horizon geometry has the expected
O(2, 1) × U(1)2 symmetry. The near-horizon data is:
γabdx
adxb = a2(1 + cos2 θ)dθ2 +
4a2 sin2 θ
1 + cos2 θ
(
dΦ+
sinhβ
2a
dz
)2
+ cosh2 βdz2, (52)
Γ =
1 + cos2 θ
2 cosh β
, A0 = − 1
2a2 cosh β
, ki∂i =
1
2a2 cosh β
∂Φ (53)
where (θ, z,Φ) are the coordinates on the horizon8 and a is the Kerr angular momentum parameter.
Note that Φ has period 2π, whereas z may have any period ∆z. This near-horizon solution thus
depends on three parameters (a, β,∆z).
Let us now turn to the extremal limit of the recently discovered vacuum black ring with two
independent angular momenta [23]. The solution has three parameters (k, λ, ν) and the extremal
limit is reached when ν = λ2/4, and 0 ≤ λ ≤ 2. After an involved calculation, we find the near
horizon can be written in the form (14) with9
γabdx
adxb =
8λ2k2H(x)
(λx+ 2)4(1− x2)(4− λ2)dx
2
+
32λ2k2(1− x2)
(4− λ2)H(x)
(
dφ+
λ2 + 8λ+ 4
4λ
dψ
)2
+
4(2 + λ)2k2
(2− λ)2 dψ
2 (54)
Γ =
kλ2H(x)
2(2 + λx)2(2 + λ)2
, A0 = −(2− λ)
2
16k
, ki∂i =
(2− λ)2
16k
∂φ,
where H(x) = (λ2 + 4)(1 + x2) + 8λx, and (x, ψ, φ) are coordinates on the horizon such that
−1 ≤ x ≤ 1 and ψ, φ both have period 2π.
We can now prove that this 2-parameter near-horizon geometry is globally isometric to a special
case of the 3-parameter Kerr string near-horizon geometry. First, it is necessary to rescale the v
coordinate of the boosted Kerr string: v → Cv. The following coordinate transformation then proves
they are globally equivalent:
cos θ =
2x+ λ
2 + λx
, Φ = φ+ ψ, z =
√
2k(2 + λ)
(2− λ) ψ (55)
provided that the Kerr string parameters are chosen to be:
a2 =
8k2λ2
(4− λ2)2 , sinh
2 β = 1, ∆z =
2
√
2πk(2 + λ)
2− λ C =
√
2kλ2
(2 + λ)2
. (56)
Dipole rings. The dipole ring solution of D = 5 Einstein-Maxwell theory [24] admits an extremal
limit even though it rotates in only one plane. We will work in the conventions of [46]. After taking
the near horizon limit as described above we find the that the resulting solution has SO(2, 1)×U(1)2
symmetry with
γabdx
adxb = R2F (x)H(x)µ2
[
dx2
1− x2 +
1− x2
F (x)H(x)3
dφ2
]
+
R2λ(1 + λ)H(x)
µ(1− λ)F (x) dψ
2
Γ =
(
µ(1− λ)
λ(1 + λ)
)1/2
RF (x)H(x), A0 = − (1− λ)
1/2
R (λ(1 + λ)µ3)1/2
, (57)
ki∂i = − (1− λ)
3/2
Rλ(1 + λ)1/2
∂ψ,
8This z is not the same as the initial one: it has suffered from two shifts, a constant one in the t direction (to go
to co-rotating coordinates) and a singular one in the r direction (to go to coordinates regular at the horizon).
9 Note that unlike in [23] we work with a mostly positive signature, and we call ψ the angle along the S1 of the
ring.
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where F (x) = 1 + λx and H(x) = 1 − µx, with 0 ≤ λ, µ < 1. The gauge potential in this case is
simply given by:
A =
(
1− µ
1 + µ
)1/2 µR(1 + x)
H(x)
dφ (58)
3.4 Analytic continuation
We have seen that near-horizon solutions necessarily possess an SO(2, 1) symmetry. For non-static
black holes, SO(2, 1) has 3-dimensional orbits, which have the form of a line, or circle, bundle over
AdS2. In this section, we note that near-horizon solutions can sometimes be analytically continued
so that AdS2 becomes S
2 and SO(2, 1) becomes SU(2) acting on a circle bundle over S2 (this bundle
is just S3 in the case we shall discuss). This generalizes the analytic continuation relating solutions
with AdS3 and S
3 symmetries that has been studied in [47, 48].
Consider first the near-horizon geometry of the extremal dipole ring discussed above. One can an-
alytically continue this near-horizon geometry to obtain an SU(2)-symmetric non-extremal Kaluza-
Klein black hole solution. To see this, transform from (v, r, ψ) to the global coordinates (T, Y, χ)
defined earlier (17, 18) and continue Y → ig−1 cos θ, χ→ ikψg−2χ and rescale φ→ t/R, T → g−1T ,
where (g, kψ) are given in (57). The result is:
ds2 = −µ
2(x2 − 1)
(µx− 1)2 dt
2 +
R2F (x)(µx− 1)dx2
x2 − 1 +R
2µ2(µx− 1)F (x)(dθ2 + sin2 θdT 2)
+ R2µ2(1− λ2)(µx− 1)
F (x)
(dχ+ cos θdT )2, (59)
It is easy to see one may write the (θ, T, χ) part of the metric in terms of left invariant one-forms on
SU(2), so that σ3 = dχ+cos θdT and σ
2
1+σ
2
2 = dθ
2+sin2 θdT 2. Now make the following coordinate
transformation: r = R
√
λµ(µx− 1). This gives:
ds2 = −V dt2 + U
V
dr2 + Ur2(σ21 + σ
2
2) +Wσ
2
3, F = d
[√
r+r−
r
dt
]
(60)
where
V =
(r − r+)(r − r−)
r2
, U =
r + r0
r
, W =
(r+ + r0)(r− + r0)
U
(61)
and
r± = −R
√
λµ(1± µ), r0 = R
√
λµ
(
1 +
µ
λ
)
. (62)
This is the Kaluza-Klein black hole solution discussed in [49].10
Next we shall show that the near-horizon geometry (51) of the extremal Myers-Perry black hole
is related by analytic continuation to the non-extremal self-dual Myers-Perry solution, which has
metric
ds2 = −f2dt2 + g2dr2 + h
2
4
(σ3 − Ωdt)2 + r
2
4
(σ21 + σ
2
2), (63)
g−2 = 1− 2M
r2
+
2Mα2
r4
, h2 = r2
(
1 +
2Mα2
r4
)
, f =
r
hg
, Ω =
4Mα
r2h2
(64)
where σi are again left-invariant one-forms on SU(2). To do this, we will work backwards from the
self-dual Myers-Perry solution. First we make the following coordinate change: r2 = 4Γ/C2, y =
10In order for this specetime to be regular on and outside the horizon r = r+ we require r+ > 0, r+ > r− and
r+ > −r0. These conditions can be fulfilled in two ways: (i) R < 0, µ > 0, λ > 1 or (ii) R > 0, µ < −1, λ < 0.
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cos θ where we denote the Euler angles by (θ, τ, ψ) so σ3 = dψ+cos θdτ and σ
2
1+σ
2
2 = dθ
2+sin2 θdτ2.
Now perform the following analytic continuation: y → iy, C2 → −C2 and α → iα. The resulting
metric is:
ds2 =
Γ
C2
[
−(1 + y2)dτ2 + dy
2
1 + y2
+
A(Γ)
Γ2
(dψ + ydτ + ω(Γ)dt)2
]
+
ΓdΓ2
4P (Γ)
+
4P (Γ)dt2
C2A(Γ)
(65)
where
P (Γ) = −C
2
4
Γ2 − MC
4
8
Γ +
Mα2C6
32
, (66)
A(Γ) = Γ2 − Mα
2C4
8
, ω(Γ) = −MαC
4
4A(Γ)
. (67)
Using the inverse of the AdS2 coordinate transformation used earlier (17, 18), with C = g, y = gY ,
τ = gT , ψ = g2χ, and letting x2 = t, we get the following geometry:
ds2 = Γ
[
−C2r2dv2 + 2dvdr + C2A(Γ)
Γ2
(dx1 + rdv + C−2ω(Γ)dx2)2
]
+
ΓdΓ2
4P (Γ)
+
4P (Γ)(dx2)2
C2A(Γ)
. (68)
It is now apparent that this metric looks like a near-horizon geometry. The corresponding metric
on the horizon at r = 0 is:
γabdx
adxb =
C2A(Γ)
Γ
(dx1 + C−2ω(Γ)dx2)2 +
ΓdΓ2
4P (Γ)
+
4P (Γ)(dx2)2
C2A(Γ)
. (69)
In order to prove that this near-horizon geometry is the near-horizon limit (51), it is necessary that
the horizon metric (69) can be made globally regular with S3 topology. Enforcing compactness
and regularity allows us to deduce the required coordinate change to prove the equivalence of the
two metrics. The calculation is similar to that done in [39] and we omit the details. The explicit
transformations (Γ, xi)→ (θ, ψ, φ) are given by:
Γ =
σ(θ)2
(a+ b)2
, x1 =
r0(a+ b)
2
2(a− b) (ψ − φ) , x
2 =
(a+ b)
(a− b) (aφ− bψ) , (70)
and the parameters are related by
C2 =
4
(a+ b)2
M = −(a+ b)
2
2
α2 = ab. (71)
With these identifications it is straightforward to confirm that the two near-horizon metrics (51) and
(68) are identical (although the massM has to be taken negative). Notice that the (Γ, xi) coordinate
system is simpler than the “natural” coordinates one obtains from taking the near-horizon limit.
This is actually the same coordinate system encountered in [39] for the near-horizon geometry of a
supersymmetric AdS5 doubly spinning black hole [43].
The above analytic continuation can be generalised to other near horizon geometries with spher-
ical topology horizons, such as Myers-Perry-AdS [42] and charged versions of this [43, 44]. In par-
ticular, we find that the near horizon limit of the Chong at al supersymmetric AdS5 black hole [39]
analytically continues to the Klemm-Sabra “time-machine” [45]. This implies that the number of
supersymmetries of the Chong et al solution is enhanced from two to four in the near horizon limit.
We should point out that analytic continuation does not always lead to a stationary black hole
solution. For example, if one starts from the near-horizon Kerr solution then one ends up with
a special case (vanishing mass) of the Lorentzian Taub-NUT solution. This has SO(3) × U(1)
symmetry, where SO(3) has 3-dimensional orbits and acts non-trivially on the time coordinate,
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giving rise to a non-vanishing NUT charge. There is no way of avoiding this in D = 4 (except
for giving up stationarity). In D = 5 the near-horizon symmetry group is SO(2, 1) × U(1)2. This
group has 4-dimensional orbits, but the orbits of SO(2, 1) are only 3-dimensional. This gives the
possibility of analytically continuing in such a way that the new “time” direction lives within the
surfaces of homogeneity, but is not acted on by SU(2) (or SO(3)), thereby avoiding NUT charge.
This is precisely what we have done above.
3.5 The general solution for a vacuum near-horizon geometry
Lemma 1 tells us that a Ricci flat near-horizon geometry must be of the form (14). In this section
we shall show that one can determine, at least implicitly, the general Ricci-flat solution of this
form. We will assume A0 6= 0 since otherwise k = 0 and the geometry is static, which leads to
a trivial near-horizon geometry [40] (assuming a compact horizon). Our method is motivated by
the analytic continuation described above: continuation of a SO(2, 1) × U(1)D−3-invariant vacuum
near-horizon solution gives a vacuum solution with symmetry group ∼ SO(3) × U(1)D−3. This is
the symmetry of a stationary, spherically symmetric solution of D-dimensional Kaluza-Klein theory.
All such solutions were obtained in [35] using a method introduced in [41]. Hence, by repeating the
analysis of [41, 35] we can determine the general vacuum near-horizon solution.
We start with a reduction to three dimensions on the D−3 commuting Killing vectors ξi ≡ ∂/∂xi.
For convenience, introduce a new coordinate σ by dσ2 = γdρ2 where γ = det γij and let f
2 = γΓ.
The full spacetime metric gµν may be expressed in terms of 3d data: a set of functions γij , a set of
one-forms (twist vectors) Ωi = ⋆(dξi∧ξ1∧ξ2∧· · · ξD−3), and an induced metric hab = γ(gab−γijξiaξjb)
where the indices a, b run over all coordinates except xi [35]. T The vacuum equations imply that
the twist vectors are closed, Ωi = dωi (ωi are called the twist potentials), and leads to a 3d sigma
model with equations of motion:
Rab(h) =
1
4
Tr(∂aχχ
−1∂bχχ
−1), Da(∂aχχ
−1) = 0. (72)
where D is the covariant derivative wrt h and χ is a symmetric (D − 2) × (D − 2) unimodular
matrix [41, 35]:
χ =
(
γ−1 −γ−1ωi
−γ−1ωi γij + γ−1ωiωj
)
. (73)
In the case we are considering:
habdx
adxb = dσ2 + f2(σ)(A0r
2dv2 + 2dvdr), ωi =
∫
dσki(σ)γf
−2(σ) (74)
and the non-vanishing components of the Ricci tensor of h are:
Rvr = −1
2
(
d2f2
dσ2
− 2A0
)
, Rσσ = − 1
2f4

2f2d2f2
dσ2
−
(
df2
dσ
)2 . (75)
Since χ is independent of v, from the sigma model equations we see that Rvr(h) = 0 and thus we
can integrate to get f2:
f2 = A0[(σ − b)2 − a2/4] (76)
where a, b are constants (f2 ≥ 0 implies a2 ≥ 0 as A0 < 0). The field equation for χ simplifies as χ
only depends on σ:
d
dσ
(
dχ
dσ
χ−1f2
)
= 0 (77)
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which can be integrated:
χ = exp[µR(σ)]χ0, R(σ) =
∫
dσ
f2
(78)
where µ is an arbitrary constant traceless matrix, χ0 is a constant unimodular symmetric matrix
and χ0µ
T = µχ0. The σσ component of the Ricci equation then implies Trµ
2 = 2A20a
2. Performing
the integration explicitly gives:
R(σ) =
1
A0a
log
∣∣∣∣σ − b− a/2σ − b+ a/2
∣∣∣∣ . (79)
Thus we have completely determined the 3d data hab and χ, and hence a general vacuum near-
horizon geometry, in terms of the constant matrices µ, χ0 and two other integration constants a, b
subject to the constraints derived above. Note that χ → MχMT where M is in SL(D − 2, R)
leaves the 3d field equations invariant. On our solution for χ this freedom reads χ0 → Mχ0MT
and µ → MµM−1. However, solutions to the 3d equations related by this symmetry will not in
general lead to equivalent spacetime geometries in D dimensions. However, a subgroup of these
transformations which does lead to equivalent D dimensional geometries is the GL(D− 3, R) group
which mixes the the D − 3 Killing vectors.
The above analysis is local: compactness of the horizon has not been enforced. This will impose
further restrictions. In the D = 4 case, it is known that the general axisymmetric vacuum near-
horizon solution with S2 topology is that of the extremal Kerr solution [50].
4 Discussion
There are various ways in which our results could be extended. For example, Theorem 2 assumes
the black hole is a black hole to lowest order (i.e. within Einstein gravity). Thus our result does
not apply to “small” black holes which are black holes only when higher derivative terms are taken
into account. It would be nice to extend our proof to remove this assumption. However, this may
depend on the details of precisely which higher-derivative terms are required.
In five dimensions, our results assume two rotational symmetries, whereas the “stationary implies
axisymmetric” theorem guarantees only one. It would be interesting to see whether one could extend
our results in five dimensions by removing the assumption of this extra rotational symmetry.
We have considered a theory of gravity coupled to abelian vectors and uncharged scalars. Can
our results be generalized to theories with non-abelian vectors and/or charged scalars?
We have commented on the special case of a static near-horizon geometry with local AdS3
symmetry. As we have seen, in this case the near-horizon geometry is a warped product of AdS3 and
S2 and the horizon topology S1 × S2, i.e., a black ring. Of particular relevance to string theory is
the question of whether this structure will be preserved by higher-derivative corrections, or whether
it will be broken to the global AdS2 symmetry that we have shown must always exist.
11 One can
attempt to modify the argument of section 2.5 to prove that AdS3 symmetry must exist to all orders
in λ if it exists for λ = 0 but this does not work.12 The problem is that AdS2-symmetry is a
consequence of the equations of motion, whereas AdS3 appears to be an “accident” that arises when
a non-static black ring solution happens to have a static near-horizon geometry. In general, there is
no reason why this accidental feature should persist in the presence of higher-derivative terms.
11 See [11] for a complementary discussion of this point.
12To see what goes wrong, consider (for simplicity) a theory of pure gravity. The argument of section 2.5 consisted
of 2 steps. First, we showed that if the metric is SO(2, 1)-invariant to order n in λ then the RHS of the Einstein
equation is SO(2, 1)-invariant to order n+1, hence the Einstein tensor is SO(2, 1)-invariant to order n+1. Second, we
showed that this implies that the metric is SO(2, 1)-invariant to order n+1. The second step doesn’t work for O(2, 2)
symmetry, i.e., an O(2, 2)-symmetric Einstein tensor does not imply an O(2, 2)-symmetric metric. This is obvious even
at zeroth order: the RHS of the Einstein equation is zero, which is obviously O(2, 2)-symmetric, but this does not
imply that any vacuum near-horizon metric must be O(2, 2)-symmetric, in fact none is! (This follows from [40].)
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This conclusion may be modified if one imposes additional symmetries on the solution. For
example, in supergravity theories one can impose the condition that the black hole be supersym-
metric, and supersymmetry may then explain the “accidental” AdS3. For example, in minimal 5d
supergravity, the only supersymmetric near-horizon solution with S1 × S2 topology is AdS3 × S2
[19], corresponding to the near-horizon geometry of a supersymmetric black ring [37]. It would be
interesting to extend the classification [19] of supersymmetric near-horizon geometries to include
higher-derivative terms to see whether this conclusion persists in a more general theory.
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A Excluding near-horizon geometries with A0 ≥ 0
In this section we wish to show that there are no near-horizon geometries with compact horizons
with A0 ≥ 0 in the general second order theory (2). We will assume V (φ) ≤ 0, and that fAB, gIJ
are positive definite.
For reference, the metric is:
ds2 = Γ(ρ)[A0r
2dv2 + 2dvdr] + dρ2 + γij(ρ)(dx
i + kirdv)(dxj + kjrdv) (80)
and recall that Γ > 0. The Maxwell fields are given by
F I = ∆I(ρ) dv ∧ dr +BIi (ρ) dρ ∧ (dxi + kirdv) (81)
where we have defined the functions ∆I ≡ F Ivr(ρ) and BIi ≡ F Iρi(ρ) for notational convenience.
We can now generalise an argument of Gibbons [51]. For the above metric, we have
Rvr = A0 +
kiki
2Γ
− 1
2
[
Γ′′ +
Γ′γ′
2γ
]
= A0 +
kiki
2Γ
− 1
2
∇ˆ2Γ, (82)
where ∇ˆ is the metric connection on H. The vr component of the Einstein equation is
A0 − 1
2
∇ˆ2Γ = −k
iki
2Γ
+
1
D − 2ΓV −
(D − 3)
2(D − 2)Γ
−1gIJ∆
I∆J − 1
2(D − 2)ΓgIJγ
ijBIi B
J
j . (83)
Note that our assumptions imply that the RHS is non-positive: this is a consequence of this theory
obeying the strong energy condition. Integrate this equation over H to conclude that A0 ≤ 0 which
rules out the case A0 > 0. Further, if A0 = 0 we must have k
i = 0 and ∆I ≡ 0, BIi ≡ 0, i.e., the
Maxwell fields vanish, and V = 0 everywhere. If the theory has V < 0 then this is a contradiction
and we are done. Otherwise we conclude that the scalars must take values such that the potential is
at its maximum V = 0 everywhere. The above equation then tell us that Γ is harmonic, and hence
must be constant. Therefore the geometry is a direct product of R1,1 and H.
The next step is to show that the scalars must be constant.13 The scalar equation of motion
admits the integral
1
2
fABφ
A′φB
′
= E, (84)
13If the assumption that the scalars are invariant under the rotational symmetries were relaxed then this needn’t be
true [52].
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where E is a (non-negative) constant and we have used V = 0. Hence if we can show E = 0 then
the scalars are constant. From the Einstein equation we find
E = Rρρ − γijRij = 1
4
[
γ′2
γ2
− γijγklγ′ikγ′jl
]
, (85)
where γij is the inverse of γij , γ ≡ det γij , and we have used the fact that Γ is constant. If D = 4 then
the RHS vanishes identically and hence E = 0. For D = 5 we can argue as follows. As explained
in the main text, ρ takes values on an interval such that γ is positive on the interior of the interval
and vanishes at the endpoints. Hence there must be a point in the interior of this interval for which
γ′ = 0. Evaluate the above equation at this point. The RHS is manifestly non-positive, but the LHS
is non-negative. Hence we must have E = 0. Therefore the scalars are constant.
We have shown that the scalars are constant, the Maxwell fields vanish, V = 0, and Γ is constant.
Hence the Einstein equation reduces to the vacuum Einstein equation. The metric is a direct product
of 2-dimensional flat space with H so the Einstein equation implies that H is Ricci-flat and hence
flat (as H is 2 or 3-dimensional). Therefore H must be a torus, contradicting the assumption of
Theorem 1.
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