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An asymptotic formula, having bounded relative error, is developed for the 
numerical sequence with the recurrence relation a, = a, = 1, 
a n+l = a, + ahhl for or>]. 
During the summer of 1969, S. Ulam gave an informal seminar at Brook- 
haven National Laboratory in which he mentioned the topic of number 
sequences that are generated according to certain recurrence relations. For 
example, a, = a, = 1, a n+l = a, + a,-, gives rise to the Fibonacci numbers. 
If a,,, = a, + li where d is a random choice from {a, , a, ,..., a +}, then 
for 11 large, a, behaves like &vi. In passing, the sequence a,,, = a, + ulni21 , 
a, = a, = 1 was mentioned, and it is the purpose of this note to find an 
asymptotic solution for a, (we will deal with the recurrence relation 
U n+1 = a, + al,,,] where 01 > 1). One application of such sequences is 
concerned with laws or patterns of growth. 
We wish to show that for 01 > 1, a, = a, = 1, a,,, = a, + a[,,,1 
(n = 1, 2,...), then asymptotically a, behaves like Aos2n/210sar. Let us define 
u(x) = a, where m < x < m + 1 and let us suppose that there exists an f 
such that 
Af(x) = f(x + 1) -f(x) =f (J - 
Then we can prove the 
THEOREM. If 
f(z)-, <F 
44 
fwx- 1 <z<ax and ~f(4 =f($), 
* Work performed under the auspices of the U. S. Atomic Energy Commission. 
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DIFFERENCE EQUATION U,,, - 4% = %/21 
where CY is an integer greater than 1 and x, x are real, then 
fO_* <E forx>x-1. 
44 
Proof. Let 0<~9<1, m<orx+B--1 <m+l. Then since 
we have 
and 
If (“x + 4 - bn + %7d 
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(2) 
If (u + 0) - a(m + O)l 
lf(ax+B--l)-a(cdx+B--l)+f(x+&+)-a(,+?) ( 
(3) 
f (03 + 19 - 1) - a(m + 8 - 1)1 + 1 f (x + 7) - a (x + q) 1 
< <a, + -hhl 
= E * a,,, = E - a(cm + 13). 
This extends the domain for which 1 f (z)/u(z) - 1 I< E from x - 1 < z < 01x 
to x - 1 < x < arx + 1. By repeated application f this argument we may 
extend the domain any arbitrary number of units. 
Hence if we can solve (l), then f(n) for n large will give an asymptotic 
estimate of a, which has a uniformly bounded error. 
A first approach to solve (1) might be to put 
f(x) = z0 c,xj (4) 
and using (1) just equate coefficients of like powers of x. The equations which 
result 
f (3 c, = Ck(l + (Y-k), (K = 0, l,...) 
j=k 
(5) 
are somewhat intractable. Instead, the following technique works nicely. 
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Considerf(x + 1) - f( ) x to b e an approximation to the derivativef’(x). In 
fact we know the error involved in such an approximation: since 
D = log(1 + A) (an operator equation) (6) 
then the error is (- A2/2 + A3/3 - A4/4 . ..)f(x). The error in terms of the 
operator D, according to Taylor’s theorem is (8” - 1 - D) .f(x). Let us 
denote g(x) as the solution of 
The solution for g is 
g’(x) = g ($) * (7) 
g(x) = c f x3 
j&l . J++lUp 
where c is an arbitrary constant. If we now expand f in a series of g and its 
derivatives, we get 
(9) 
with flo = 1. 
From 
f ($) = Af(x) = (eD - I)f($ (10) 
we may easily successively take derivatives to calculate (8” - 1) fin terms of 
the g(x/aj): 
ftcX) [g(C) + $A? (5) + $R (3) + ***I 
-= 
I! I! 
f”@) [;g (5) + &Kg (+) + $$sg (5) + **j 
-= 
2! 2! 
(11) 
f”(X>= [ ,1,2 g ( ! 5 +,.$ . @3g (5) + -.I 
3! 3! 
and so on. 
By equating coefficients of g(x/&), using (9) to evaluate the left side of (10) 
and (1 I) to evaluate the right side of (lo), we get 
f . /$&+w 
j=. (3 + l)! cP+r)/s = Pk 
(k = 1, 2,...). (12) 
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An examination of the & shows that it is positive and rapidly decreases as K 
increases. The crude estimate 0 < /3k < &2/2 is easy to obtain, and without 
too much difficulty it can be shown that for large k, 
0 < /jk < ($/m - 1 - -i) . a-k(k+1)/2, 
For example, with 
a = 2, Bo= 1, A=& 17 t%=hj’ 
p4 = 57 ’ 
1,814,400 
& m 2-20. 
Since a(x), g(x) andf(x) are rapidly increasing functions and the /Ik die down 
so rapidly, just a few of the p’s will suffice for an asymptotic estimate. 
We then summarize this solution 
where 
an -.f (4 (13) 
with 
and 
PO = 1 
1 - a-k(k+l)/2 
with the constant c chosen so as to minimize the bound on the relative error 
on some interval [V - 1, ON], where Y is a positive integer. 
The solution (13) involves summation of infinite series and might be 
regarded as unsatisfactory in a practical sense. But the following observations 
can reduce the solution to a single term. First we note that since the ,k& 
decrease faster than geometrically, and since 
g ($i) 
-+O 
g (5) 
PS x-+ co, 
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we have that 
If & (5) 
j=l 
g(x) 
+O as x+ Co. 
This means that 
%a - gw (14) 
Upon examination of g we see that the largest term of g majorizes the function 
g. The Kth term will be the largest when the ratio between terms, 
n/(k * d-1 ) is closest to 1. The terms on either side of the maximum term T, 
i.e. terms with powers of n greater or less than K fall off faster than geometric- 
ally. 
If in fact 
k . &-1 = 71 (15) 
and 
T= kl ,lzPl,,s is the largest term of g(n), 
then summing terms to the right gives 
S,=T(l++- 
: + (k + 1;;k + 2) f 
+(k+l)(Rr2)(k+3)& + *-) 
(16) 
(17) 
and on the left 
S,= T(1 k - 1 - - +K;+ 1 (k 1) (k 2) 1 
k2 012 
+ (k 
- 1 
(18) 
- - 
1) (k 2) (k 3) + -) KS 2 - 
Since, g(n) = S, + S, , then 
k~ , g(4 = T . & . (19) 
Furthermore T can be closely approximated by solving (15) for k and then 
using Sterling’s approximation for k! (even if k is not an integer). For k 
equal to an integer, the approximation to the largest term T is precise. But 
since both T and its approximation are smooth functions which agree at the 
integers, asymptotically the approximation must be good (with relative rror 
tending to 0). 
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The solution fork can be gotten by iteration: 
k = 1 + log, n - log, k 
= 1 + log, n - log, (1 + log, n - log, K), i.e. 
(20) 
ko = 1 log, 12, 
kj+l = 1 + log, n - log kj , (j 3 0). 
Thus 
(22) 
where k is given by (20) an d c is determined as indicated by (13). 
As an illustration, the value of c = 0.1837 for 01 = 2 gives an E of at most 
1O-3 for the relative error with n > 30,OOO. Of course for a given range or 
interval of n, the constant c should be multiplied by the values given in (17) 
and (18) rather than 24~~ - 1) since (19) is only good for k or n approaching 
infinity. This illustration suggests the conjecture that given a: then there 
exists a c such that limn+, E = 0. 
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