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Dynamic tunneling force microscopy (DTFM) is applied to the study of point defects in an inter-
layer dielectric film. A recent development enables simultaneous acquisition of DTFM, surface
potential, and topographic images while under active height feedback control. The images show no
clear correlation between trap state location and surface potential or topography of the surface. The
energy and depth of individual trap states are determined by DTFM images obtained at different
probe tip heights and applied voltages and quantitative tunneling and electrostatic models. The
measured density of states in these films is found to be approximately 1 1019cm3 eV1 near the
dielectric film surface.VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4890966]
Electron trap states are found in dielectric materials and
influence their electronic properties and performance in de-
vice structures.1 For example, low-k inter-layer dielectric
(ILD) films2 are used to separate metal lines between elec-
tronic devices to ensure a high operational speed of the cir-
cuit. Reliability of these materials is a major concern, as
electronic trap states play a role in film leakage and break-
down.3–5 Significant work has been done in characterizing
such defect states using electron spin resonance (ESR),6,7
electrically detected magnetic resonance (EDMR),8 conduct-
ance and capacitance techniques,9 and by measuring de-
trapping current following photo-excitation.10,11 However,
these macroscopic methods only probe the ensemble of trap
states. As semiconductor devices march toward single digit
nanometer dimensions, an atomic scale understanding of
individual defect states and the role they play in these mate-
rials is needed.12
Electrical properties of dielectric films have been char-
acterized using scanning probe microscopy (SPM) methods,
such as scanning tunneling microscopy (STM),13 conductive
atomic force microscopy (c-AFM),14 ballistic electron emis-
sion microscopy (BEEM),15 Kelvin probe force microscopy
(KPFM),16 electrostatic force microscopy (EFM),17 and
scanning capacitance microscopy (SCM).18 Among these,
STM, c-AFM, and BEEM are limited by the requirement
that a detectable current must be achieved and therefore they
apply only to dielectric films with adequate conductance.
KPFM and EFM can only measure charged trapping sites
rather than neutral states. Atomic scale SCM imaging has
not been achieved due to either finite probe tip radius or lim-
ited sensitivity.
Dynamic tunneling force microscopy (DTFM)19 is
based upon single electron tunneling between an AFM probe
tip and a single trap state near the sample surface.20,21 The
electron tunneling is detected by the electrostatic force the
charge produces on the probe tip, providing a method to
detect and image electron trap states in completely non-
conductive surfaces. The spatial resolution of the method
benefits from the exponential dependence of tunneling rate
with gap, as in scanning tunneling microscopy, and therefore
atomic scale imaging can be achieved. The first DTFM
images were obtained using a constant probe height mode
(no probe height feedback). To achieve high quality DTFM
images, however, the tip-sample gap must be maintained
constant to within a fraction of a nanometer during the acqui-
sition of an image, which typically takes a few minutes.
Reducing the tip-sample thermal drift and piezoelectric creep
to a fraction of a nanometer per image is difficult and time
consuming. Additionally, imaging in constant height mode
does not work on surfaces that are not atomically flat.
Operating with AFM probe height feedback eliminates both
issues and allows images to be acquired over long time
periods.
A method to provide height feedback control during
DTFM imaging has been developed which facilitates acqui-
sition of full images with a constant tip-sample gap. To
achieve this, it is necessary to implement a KPFM feedback
loop22 to null the electrical field between tip and surface.
This helps to keep the cantilever frequency shift (df) inde-
pendent of surface potential variations, so that df can be used
to keep the tip-sample gap constant. Keeping the tip at the
same potential as the local surface also provides a useful ref-
erence for energy measurements, as described below.
Moreover, two additional channels of simultaneous informa-
tion (surface potential and topography) are provided by the
improved method. Correlation of the three independent chan-
nels provides additional physical understanding of the
dielectric film and the trap states observed.
Figure 1 shows the DTFM experimental set-up.
Measurements are performed with an Omicron Multiprobe S
atomic force microscope under a vacuum of 1010 mBar at
room temperature. A metal coated AFM probe
(NanosensorPPP-NCHPt), with 10 nm tip oscillation am-
plitude and 40N/m stiffness is brought within tunneling
range of a dielectric surface. A periodic asymmetric square
wave shuttling voltage at 300Hz is applied to the sample
with tip grounded, consisting of a positive voltage (þVac)
for 77% of its duty cycle and a negative voltage (Vac) fora)Electronic mail: clayton@physics.utah.edu
0003-6951/2014/105(5)/052903/5/$30.00 VC 2014 AIP Publishing LLC105, 052903-1
APPLIED PHYSICS LETTERS 105, 052903 (2014)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:
155.97.11.184 On: Thu, 21 Aug 2014 17:57:39
the remaining 23%. The tip height is also modulated sinusoi-
dally (zmod) with a 2 nm amplitude at twice the shuttling
voltage frequency. Waveforms of voltage and height modu-
lations are synchronized as shown in Figure 1. The cantilever
frequency shift (df) signal goes to a two phase lock-in ampli-
fier which is referenced with the shuttling voltage. The in-
phase and quadrature phase components of the frequency
shift (df) signal at 300Hz are both measured. The in-phase
component corresponds to the local surface potential of the
sample, which is kept at zero via a KPFM feedback loop,
and the quadrature phase component of df is the DTFM sig-
nal. The average frequency shift (df) is used to control tip
height during scanning.
The DTFM method without height and KPFM feedback
is explained in detail in Ref. 19. Briefly, the square wave
shuttling voltage is applied to move the tip Fermi level
between a high and a low level with respect to the trap states
in the surface. This induces electrons to tunnel to and from
these states. The height modulation is to bring the tip into
and out of tunneling range. This causes the electron tunnel-
ing (shuttling) to occur with a phase that is approximately
90 out of phase with surface potential signal. If a trap state
is at a depth that is within tunneling range and also has an
energy between the high and low tip Fermi level positions,
an electron will shuttle between the tip and the state at the
frequency of the shuttling voltage. This electron shuttling
causes a periodic electrostatic force gradient on the probe,
which is detected as a periodic frequency shift of the probe
oscillation frequency. This frequency shift is detected by a
lock-in amplifier in quadrature with the applied shuttling
voltage.
The sample utilized in this study is a 6 nm low-k ILD
film (k¼ 3.3) a-SiO1.2C0.35:H fabricated at Intel Corporation
by plasma enhanced chemical vapor deposition (PECVD).
Details concerning film deposition process can be found in
Ref. 23. The sample was ultrasonically cleaned both in ace-
tone and isopropyl alcohol for 15 min, then rinsed in
deionized water and blown dry with nitrogen gas. The sam-
ple was then inserted in the UHV chamber and heated at
380 C for 1 h to desorb water and organic contaminants
from ambient exposure.
DTFM images are acquired on a (50 nm)2 area of the
ILD sample surface at various tip-surface gaps (zmin) and
shuttling voltages (Vac) (See Figs. 2(a)–2(h)). The tip-sample
gap is determined by pulling the tip back a known distance
from the position at which the df-z curve reaches a minimum
value.21
As the tip is scanned laterally across a trap state accessi-
ble by tunneling, an electron will shuttle between the tip and
state and the DTFM signal increases. Each bright region in
the DTFM image therefore represents an individual electron
trap state. The DTFM image is a two dimensional map of the
trap states accessible to tunneling in the dielectric surface.
The apparent size of each bright region may be much larger
than the true spatial extent of the trap states, as the size is
determined by a tip imaging effect.19 The apparent size of a
given trap state is influenced by its depth, the tip height, and
the shape of the probe apex (see Figure 2(k)).
The surface potential image (Fig. 2(i)) and topography
image (Fig. 2(j)) in this sample region are simultaneously
acquired with the DTFM image (Fig. 2(c)). Comparison of the
DTFM, surface potential, and topography images shows that
there is little correlation between the trap state locations
(bright spots in DTFM image) and local surface potential or
topography. There is a slowly varying background observed
in the DTFM image, which does appear to be correlated with
the corresponding surface potential image. This correlation is
currently under study. Note that there is also a weak DTFM-
like signal which appears in the surface potential image at the
trap state locations of DTFM image. This is due to the fact
that when electron shuttling occurs, there is a small average
surface potential shift caused by the additional average surface
charge in the state (1=2 electron) due to the electron shuttling.
24
Figure 2 also shows a comparison between DTFM
images at different tip-sample gaps (zmin) and applied vol-
tages (Vac). As Vac increases (Figs. 2(a)–2(d)) at constant
zmin, new states appear while the previously observed states
remain. This can be explained by the fact that as Vac is
increased, a larger energy range of trap states are being
accessed, due to the larger movement of the tip Fermi level.
As zmin decreases (Figs. 2(f)–2(i)) at constant Vac, more
states appear because states deeper in the film are accessible
to tunneling as tip moves closer to surface.
The energy and depth of trap states accessible by DTFM
with a given Vac and zmin are calculated using an electro-
static and tunneling model from Ref. 25. (Figure 3). Some
improvements have been made to more accurately account
for tip motion.24 The depth of the states accessible to tunnel-
ing is determined by the tunneling barrier, which includes
the barrier in the gap and in the film, for those states at a fi-
nite depth. The barrier height in the film depends on the trap
state energy. The energies accessible by tunneling are deter-
mined by the shuttling voltage (Vac). Accessibility to tunnel-
ing is calculated numerically for a grid of points in energy/
depth space for given zmin and Vac. In the tunneling rate cal-
culations,26 the following physical parameters have been
used: electron effective mass (0.5 times electron mass in
FIG. 1. Block diagram of the DTFM with height and Kelvin probe force mi-
croscopy feedback control. zmod is a sinusoidal modulation applied to the
probe tip height and Vac is an asymmetric square wave voltage applied to
the sample. Synchronization of the zmod and Vac are shown above. The in-
phase output signal of the lock-in amplifier (with Vac as reference) is
denoted as the surface potential lock-in amplifier output (SP LIA output), to
differentiate from surface potential signal, which in this paper denotes the
KPFM feedback voltage applied to the sample (to keep the tip and sample at
flat band). The photodiode, laser diode, phase lock loop, and oscillation am-
plitude are denoted as PD, LD, PLL, and osc amp, respectively.
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vacuum27), platinum tip work function (5.4 eV (Ref. 28)),
platinum tip Fermi energy relative to bottom of band
(8.5 eV), dielectric film electron affinity (0.7 eV (Ref. 29)),
and band gap (8.2 eV (Ref. 23)). The tip Fermi level under
the flat band condition is assigned to be zero energy in Figs.
3 and 4 (on left vertical axis), which is equivalent to 3.5 eV
above the dielectric valence band (right vertical axis of Fig.
4). Since we actively keep the surface and tip at flat band
during DTFM imaging, energies of the states can be deter-
mined unambiguously with respect to dielectric energy
bands as long as band structure of the tip and dielectric are
known. From Fig. 3, we can see that as Vac increases, more
states in a larger energy range become accessible, and as
zmin decreases, deeper states become accessible.
Each individual state observed in the images shown in
Figure 2 can be assigned to a particular region of energy-
depth space by differentially subtracting the regions calcu-
lated for different zmin and Vac.
25 In Figure 4, each energy/
depth region is identified by different colors. For example,
state 1 in Figure 2(c) has an average depth of 0.13 nm and
average energy of 3.5 eV above the dielectric valence band,
and state 2 has an average depth of 0.15 nm and an average
energy of either 3.2 eV or 3.8 eV. The energy ambiguity for
state 2 is reflected in Fig. 4 by the fact that regions of the
same color are found both above and below 3.5 eV (right
axis). This ambiguity comes from the fact that an AC voltage
is used to shuttle the electron, and only the magnitude of the
trap state energy relative to the tip Fermi level at flat band
can be determined. In the future, this ambiguity will be elim-
inated by performing single electron tunneling force spec-
troscopy (frequency shift versus voltage curves)30 over each
observed state in the DTFM images. The finite resolution of
FIG. 2. (a)–(h) are DTFM images taken in the same sample area at different tip-surface gaps (zmin is the smallest tip-sample gap during tip height modulation)
and shuttling voltages (Vac). The scale bar is 10 nm in all images. (a) zmin¼ 0.5 nm, Vac¼ 0.5V; (b) zmin¼ 0.5 nm, Vac¼ 1V; (c) zmin¼ 0.5 nm, Vac¼ 2V; (d)
zmin¼ 0.5 nm, Vac¼ 3V; (e) zmin¼ 1.3 nm, Vac¼ 3V; (f) zmin¼ 1.1 nm, Vac¼ 3V; (g) zmin¼ 0.9 nm, Vac¼ 3V; (h) zmin¼ 0.7 nm, Vac¼ 3V. The color scale
is chosen independently in each image for best contrast. Two particular states are identified by numbers 1 and 2 in (c). (i) is a surface potential image. (j) is a
topography image. Both (i) and (j) are simultaneously acquired with the DTFM image (c). (k) illustrates the principle behind the apparent size of the trap states
in the DTFM images. d is the trap state depth in the film, g is the tip-sample gap, and h is the height above the tip apex from which tunneling to a particular
state can occur.
052903-3 Wang, King, and Williams Appl. Phys. Lett. 105, 052903 (2014)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:
155.97.11.184 On: Thu, 21 Aug 2014 17:57:39
the energy and depth determination is due to the finite inter-
vals of zmin and Vac chosen in experiment. The uncertainty
in tip/surface gap determination of (60.15 nm) leads to a
depth uncertainty of 60.2 nm and an energy uncertainty of
6(0.1 eV) in the energy-depth measurements.
Using the data obtained with the maximum Vac applied
voltage (þ/3V) and minimum gap zmin (0.5 nm) to image
this sample, the average density of states between 2.5 eV
and 4.5 eV above the dielectric valence mobility edge and
within 0.8 nm depth of the surface is determined to be
1 1019 cm3 eV1. This direct measurement of the density
of states is unique in that it does not depend on the state’s
initial charge occupation or spin. The method also provides a
direct determination of the real space distribution of states.
It is noteworthy that in this particular film, the density of
states is not uniformly distributed with respect to energy or
depth. For example, in Fig. 4 there are 8 of 35 total states
that are concentrated in the adjoining green and yellow areas,
and another 8 states located in the adjoining blue and red
areas, but no states in any of the black regions. This quantita-
tive measure of the density of trap states is not easily deter-
mined by other methods. Further improvements to the
methodology will provide a unique quantitative determina-
tion of the energy and depth of every individual state acces-
sible to tunneling.
In summary, dynamic tunneling force microscopy meas-
urements are performed on an interlayer dielectric film with
height and surface potential feedback control, providing
images of trap state distribution, surface potential, and to-
pography. The images indicate that little correlation exists
between the trap state locations and the local surface poten-
tial or topography of the film. The energy and depth of the
trap states are calculated using a tunneling model. The aver-
age density of states is quantitatively determined to be
1 1019cm3 eV1 near the dielectric surface and in the
energy range from 2.5 to 4.5 eV above the valence edge.
This direct measurement of the spatial distribution and aver-
age density of trap states will be useful in understanding
dielectric materials needed for future device applications.
The authors would like to thank the Semiconductor
Research Corporation for funding this work.
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