T his study examines whether individuals, groups, and organizational units learn from experience in software development and whether this learning improves productivity. Although prior research has found the existence of learning curves in manufacturing and service industries, it is not clear whether learning curves also apply to knowledge work like software development. We evaluate the relative productivity impacts from accumulating specialized experience in a system, diversified experience in related and unrelated systems, and experience from working with others on modification requests (MRs) in a telecommunications firm, which uses an incremental software development methodology. Using multilevel modeling, we analyze extensive data archives covering more than 14 years of systems development work on a major telecommunications product dating from the beginning of its development process. Our findings reveal that the relative importance of the different types of experience differs across levels of analysis. Specialized experience has the greatest impact on productivity for MRs completed by individual developers, whereas diverse experience in related systems plays a larger role in improving productivity for MRs and system releases completed by groups and organizational units. Diverse experience in unrelated systems has the least influence on productivity at all three levels of analysis. Our findings support the existence of learning curves in software development and provide insights into when specialized or diverse experience may be more valuable.
Introduction
Although software systems are critical to almost every aspect of modern life, systems development projects are frequently behind schedule and over budget (Wastell 1999) . It is striking that these problems have persisted despite automated tools, advances in programming languages and methods, and formal education and training in computer science and information systems (Brooks 1995) . One may argue that such advances are not sufficient to improve the rate of successful systems development. Rather, software projects remain susceptible to failures because organizational members fail to learn from their own experience (Lyytinen and Robey 1999) . Learning is crucial to the success of systems development (Wastell 1999) . A learning perspective highlights the importance of considering systems development as a recurring process and encourages investment in building long-term capabilities.
In this study, we adopt the learning-curve approach to investigate the extent to which individuals, groups, and organizational units engaged in software development actually learn from their experience. Further, we consider what types of experience maximize learning rates. The organizational learning curve has been the subject of extensive study in many fields and several industries (Argote et al. 1990 ). The basic principle underlying the learning curve is that production experience creates a growing stock of knowledge that can be applied to improve the productivity of the organization (Argote 1999) . The learning curve focuses on examining how organizations learn to work more efficiently.
Prior research has examined learning curves in manufacturing (e.g., Argote et al. 1990 ) and service industries (e.g., Pisano et al. 2001 , Reagans et al. 2005 . As industrial organizations become knowledge-based organizations, it is important to examine whether the advantages of experience evident in manufacturing tasks can be achieved in knowledge work. The learning curve assumes that as a worker performs a task repeatedly (such as in manufacturing and assembly operations, or in the making of pizzas (Darr et al. 1995) ), the direct labor requirements to complete a subsequent unit of the task decline. Unlike manufacturing tasks, which are often repetitive (Argote 1999) , or service work, which is frequently scripted, knowledge work entails less routinization and often requires problem solving. Compared to more unstructured forms of knowledge work like research or design, however, systems development is more routine and structured, as it makes use of methodologies and rules. Nevertheless, systems development is a knowledge-intensive activity that requires a considerable amount of abstract, technical, theoretical, and experiential knowledge (Sacks 1994) . Although each systems development project is different and customized to the requirements of users (Basili and Caldiera 1995) , developers can gain practice with each project and can construct intellectual schemas based on their technical and experiential understanding of software development tasks (Sacks 1994) . Thus, there is some potential for experience-based learning in software development, although the extent of that learning is unknown.
Our study contributes to the software development literature by determining how learning from experience affects software development productivity for individuals, groups, and organizational units. It is important to understand the role that experience plays in software development because the largest component of software costs is for labor, i.e., the developers. Thus, insights into the productivity impacts of experience-based learning in software development have implications for how much managers should value the experience of software developers, and the extent to which managers should factor in the learning curve in project planning.
Our study also contributes to the learning-curve literature by examining learning at multiple levels of analysis. Learning from prior experience can occur at different levels of analysis within a software development organization. Although learning curves have been found to exist at the individual, group, organizational, and industry levels of analysis (Argote 1999) , prior studies have not considered learning at several levels of analysis simultaneously. It is important to make this consideration because many organizational activities inherently involve multiple levels of analysis (Hofmann 1997) . Further, learning processes can differ across levels (Crossan et al. 1999) , and the types of experience and their impacts on productivity can also differ at different levels.
Finally, our study contributes to the organizational learning literature by examining which kinds of experience best facilitate the learning of individuals, groups, and organizational units. In particular, we investigate if developers maximize their learning by specializing in a specific system, or by diversifying their experience through working on other related and unrelated systems. Accumulating specialized experience creates reliability in experience, thus enabling organizations to exploit their experience, whereas diversifying experience creates variety in experience, thus enabling organizations to engage in exploration (Holmqvist 2004 , March 1991 . Exploration and exploitation are both essential processes for organizations, but they compete for scarce resources (Gupta et al. 2006) . We thus explore the exploitation versus exploration trade-offs by examining whether individual experience can best be leveraged through specialization or diversification. In §2, we describe the research setting-a large systems development effort at a telecommunications firm. Then in §3, we develop hypotheses that posit learning from experience in systems development at the three levels of analysis: individual, group, and organizational unit. Sections 4 and 5 describe the empirical evaluation of our hypotheses and the analysis of data collected in the field study. In § §6 and 7 we present and discuss the results.
The Research Context
To examine learning at the individual, group, and organizational-unit levels within a software organization, we conducted a field study of an organization performing large-scale systems development in the telecommunications industry. We focused on a key telecommunications software telephony product developed by the organization. The product contains several million lines of code (written in the C programming language) with over half a million updates that have added new features or modified existing features. The product includes 63 major systems and 26 smaller systems. Each system was developed by a separate organizational unit that varied in size from 30 to about 300 employees. Organizational units were located at different sites and effectively functioned like subsidiaries of the company. Within each organizational unit, developers worked as individuals or in groups. Developers were sometimes rotated across several systems so that the organization could cater to fluctuating demands for resources in different systems. Hence, many developers had experience working on more than one system.
Given the size and complexity of the product, the organization used an incremental software development process, which is commonly used in many large-scale development efforts to progressively develop, evolve, and enhance systems over time (Rajlich 2006) . In an incremental process, a release is a major product upgrade that affects one or more systems, and includes new software features and modifications to existing features. Different releases are introduced to the market at different times. To manage this incremental development process, the organization used modification requests (MRs), which are similar in concept to work orders. The initial development of the first release of the product was completed as a series of MRs. Subsequently, MRs were used to add new functions or modify and repair an existing function. A set of MRs representing a significant improvement to the software then makes up a new release of the software. All MRs were formally reviewed by a change committee before being approved and assigned to individuals or groups.
Theory and Hypotheses
In completing a release, work and learning can occur at multiple levels in the organization, thus allowing us to differentiate between three levels of analysis. At the individual level, developers complete individual development tasks. At the group level, teams of developers complete tasks that are interdependent. At the organizational-unit level, tasks performed by individual developers and groups of developers in the organizational unit complete the requirements for a release. In this section we develop hypotheses about how different types of experience influence productivity at the individual, group, and organizational-unit levels of analysis in systems development.
Learning from Individual Experience
Knowledge and skills are not only important inputs for software development work, but are also important outputs, because they are continuously enhanced with experience. Designing, coding, and testing of software are complex and difficult cognitive tasks that build on practical experience. As individuals accumulate experience by completing more units of work, they become more proficient in software development. We identify three types of cumulative experience acquired by individuals that are expected to affect productivity at the individual, group, and organizational levels of analysis: (1) Experience in a specific system; (2) experience in related systems; and (3) experience in unrelated systems.
Experience in a Specific System. In systems development, specialization refers to the accumulation of experience about a specific system. Specialized experience with a particular system increases developers' familiarity with the architectural domain of the system (Banker et al. 1998) , including the structure of the components, files, and code within the system, and the linkages between them (Robillard 1999).
In incremental systems development where new code has to be integrated with existing code, understanding the given component and its interrelations with other parts of the system is particularly important (Rajlich 2006) . Developers spend a significant amount of time comprehending the source code of the system being changed or enhanced. Developers' existing knowledge of the structures of the files and components in specific systems will thus afford them with much greater efficiency in comprehending those systems and in updating, enhancing, and adding new components to the systems (Ramanujan et al. 2000) .
Experience in Related and Unrelated Systems. Prior research in psychology has found that individuals can spontaneously develop a new understanding of a problem because they transfer knowledge from one domain to another: What was well understood in one problem domain suddenly provides an analogous solution to a new problem domain (Schilling et al. 2003) . This transfer of knowledge may occur across domains that appear to have little in common (Simonton 1999) . In systems development, developers can increase the diversity of their experience by working on a variety of related and unrelated systems. We expect developers to be able to transfer and apply the experience gained from developing one system to the development of other systems.
A key question affecting learning from experience is whether more leverage can be gained by specializing, where individuals focus on one kind of task, or by diversifying, where individuals switch between multiple kinds of tasks. Specialization allows individuals to complete more repetitions of a task within a given time, and to gain an in-depth understanding of the problem domain. An individual switching between multiple kinds of tasks-even if the tasks are related-might become distracted from learning concepts that apply only to the core task (Schilling et al. 2003) . In contrast, diverse experience allows individuals to gain breadth of knowledge, which can increase their absorptive capacity, as varied prior learning improves individuals' ability to evaluate and utilize outside knowledge (Cohen and Levinthal 1990) . Although developers can potentially learn from both specialized experience in one system and diverse experience in related and unrelated systems, they have limited time. Hence, there are trade-offs involved in deciding whether they should accumulate more experience in specific systems, or whether they should be working on a variety of related and unrelated systems (Gupta et al. 2006) . Despite the importance of understanding the implications of this trade-off, the impact of specialization on organizational learning has received scant theoretical or empirical attention (except for Schilling et al. 2003 ). In the following sections, we develop hypotheses to understand the relative importance of each type of individual cumulative experience in facilitating productivity, and explore whether the relative importance differs at the individual, group, and organizational-unit levels of analysis.
3.1.1. Learning at the Individual Level of Analysis. Research in psychology has found that learning across tasks can contain two aspects: the knowledge content transfer (e.g., knowledge about the code and architecture of a system) and the learning process transfer ("learning to learn") (Schilling et al. 2003, p. 42) . Learning to learn is the process by which individuals improve their ability to learn over time because they transfer their previous learning about how to apply particular kinds of information to a new problem (Ellis 1965 , Schilling et al. 2003 . As developers accumulate experience within a system, they can transfer both knowledge content and learning processes. We expect developers to gain the most leverage from specializing in one system as increasing familiarity with the code and architecture in the system has a direct impact on their ability to understand, enhance, and modify the code (knowledge-content transfer). Although diverse experience in related and unrelated systems can improve the breadth of developers' knowledge, the effect is expected to be less significant, as diverse experience in other systems may not directly apply to the current system and would require effort to adapt to the current system. Thus: Hypothesis 1A (H1A). Developers' current productivity in completing individual work is more positively affected by their prior experience in the same system than by their prior experience in related or unrelated systems.
Studies of individual learning in psychology have demonstrated that related task variation (varying task content or context) may enhance an individual's ability to learn by facilitating the development of abstract principles that can be applied to different, but related, problems (Schilling et al. 2003 , Schmidt 1975 . For example, engineers often need to explore a problem in several different settings (such as in both the plant and the laboratory) before they are able to understand and resolve it (Schilling et al. 2003, Tyre and von Hippel 1997) . Similarly, in software development, experience in related systems can allow developers to abstract an overall cognitive structure and schema of the dependencies and linkages between related systems. Individuals' understanding of the code, structure, and impact of changing the code in the current system can thus be reinforced and improved. Developers also learn to learn by improving their understanding of general approaches to problem solving, general principles about programming, and the effective usage of organizational software processes and tools. Encountering similar problems in related systems may allow developers to better abstract the general principles about programming and problem solving. Prior work on related systems may also help developers to better anticipate and avoid problems in making changes to the current system.
When developers gain experience working on unrelated systems the extent of knowledge-content transfer is small, and the extent of learning-process transfer is also expected to be limited, as the systems may be so different that it becomes difficult for developers to see the parallels with the current system. Hypothesis 1B (H1B). Developers' current productivity in completing individual work is more positively affected by their prior experience in related systems than by their prior experience in unrelated systems.
Learning at the Group Level of Analysis.
One key difference between working individually and working in a group is the need for sharing and integrating knowledge across group members (Brooks 1995 , Crossan et al. 1999 . When software developers work in groups, we expect individual specialized experience to positively influence group productivity, just as it would influence individuals' productivity when developers work alone. However, due to the need for coordinating, sharing, and integrating knowledge in a group (Crossan et al. 1999) , we expect individual diverse experience to have a more significant positive impact on group productivity than specialized experience. This is because individual diverse experience is likely to improve knowledge sharing and integration within the group.
There has been extensive research examining the effect of group-member diversity on information sharing and group performance (Mannix and Neale 2005) . Few researchers, however, have conceptualized diversity as the extent to which individuals in groups are narrow specialists with experience in a limited number of areas, or broad generalists with experience in several areas (Bunderson and Sutcliffe 2002) . Bunderson and Sutcliffe (2002) was one exception, and they found that the functional diversity of individuals in teams had a significantly positive effect on information sharing and team performance. Building on Bunderson and Sutcliffe's (2002) research, our study thus explores the relative impact of individual specialized and diverse experiences on group productivity in the software development context.
In a software development group, when individuals have experience in a diverse set of systems, they are more likely to have a common understanding of the overall architecture of the product, and linkages between systems. Individuals are also exposed to coding and development practices used in different systems. This enables them to understand and appreciate different development practices and coding styles adopted by other developers, and reduce their biases as to whether there was one right way of doing things. Hence, diversity of individual experiences improves the willingness of group members to share information and the ability of other group members to recognize the relevance and importance of information shared by others in the group. This facilitates information sharing and coordination in the group (Bunderson and Sutcliffe 2002, Rulke and Galaskiewicz 2000) . In addition, groups whose members have diverse experience are better at integrating new and diverse information to arrive at a more effective solution for their problem on hand (Brown and Eisenhardt 1995) . The more individuals store objects, patterns, and concepts in their memory, the more they are able to acquire new information and use information in new settings (Bunderson and Sutcliffe 2002) . In software development groups, diversity of group members' individual experience will help the groups better reconcile and recombine differences in opinion, and generate the design, code, or debugging solution for new or existing programs more efficiently.
Hypothesis 2 (H2).
A software group's current productivity in completing group work on a system is more positively affected by the average level of group members' prior experience from work on related and unrelated systems than from work on the same system. 3.1.3. Learning at the Organizational-Unit Level of Analysis. At the organizational-unit level of analysis, we consider the productivity of the unit responsible for completing system releases. A system release can only be completed with the combined efforts of all individuals and groups in the unit working on the system; hence, the completion of system releases reflects the ability of the entire organizational unit to work efficiently. To complete a system release, the experience accumulated by individuals and groups involved in the system release must be integrated. Managers have to determine whether they gain more leverage from allocating developers in the unit to the same system to accumulate specialized experience, or from allocating developers to work on a variety of systems to increase their diversity of experience. In making these decisions, managers have to balance between the need for exploitation versus exploration.
Allocating developers to gain specialized experience within a particular system creates reliability in experience, allowing organizations to exploit the experience and increase individual productivity. However, it can also lead to a competency trap (Levitt and March 1988) . As noted by Garud and Kumaraswamy (2005, p. 11) , "in the very act of refining existing knowledge employees may forgo opportunities to renew and expand their knowledge tool kit." Gaining diverse experience, on the other hand, might enhance the future learning rate of the organizational unit (Schilling et al. 2003) , as individuals with greater breadth of knowledge are more likely to recognize the value of new information and to assimilate it. Fichman and Kemerer (1997) , for example, found that software organizations with more diverse technical knowledge have greater absorptive capacity and can assimilate new process innovations more readily. Having a greater breadth of knowledge will enable individuals to acquire and use knowledge more effectively, as prior related knowledge facilitates the assimilation of new knowledge (Matusik and Heeley 2005) . This prevents developers from becoming too narrow minded, allows them to be more flexible in their approaches to software development, and facilitates their adaptation to the requirements and workings of different groups. Having a pool of developers with a greater breadth of knowledge therefore increases the flexibility of the organization to assign developers to work on different systems based on the differing needs of the organizational units. This allows each organizational unit to utilize its resources more effectively to complete system releases more efficiently.
Hypothesis 3 (H3).
An organizational unit's current productivity in completing a system release is more positively affected by the average experience of the unit's developers from work on prior releases of related or unrelated systems than from work on prior releases of the same system.
Learning from Working with Others
Groups are often used in large-scale systems development because of the size and complexity of the tasks. Within a group formed to complete an MR, individual developers work together in the task. As requests for new MRs emerge, different configurations of development groups are assigned to the MRs, due to different task-expertise requirements. Each development group is thus a temporary group (Meyerson et al. 1996) , consisting of a set of developers working jointly on a task over a limited time period. The need to work with other developers presents both opportunities and challenges to learning at the individual, group, and organizational-unit levels of analysis.
3.2.1. Learning at Individual Level of Analysis. Individuals can benefit from knowledge accumulated by others (Reagans et al. 2005) . This can occur through processes of knowledge transfer as developers work with others. Working with others gives individuals the opportunity to learn through observations and discussions about the task. In particular, the opportunity to work with many different developers will expose individual developers to diverse practices and insights, enabling them to benefit from others' experience. However, not all developers will work with many others. One of the main principles of human communication, called selective exposure, is the strong tendency for individuals to communicate with others who are most like themselves or who are most likely to agree with them. Individuals who interact selectively with a few similar others avoid messages and information that might conflict with their established practices and dispositions (Katz 1982) . In contrast, individuals who work with many different developers have more opportunities to learn from others and share knowledge more extensively, thereby improving their productivity.
Hypothesis 4A (H4A). Developers' current productivity in completing individual work on a system is positively related to the number of different developers they have worked with in prior MRs.
Learning at the Group Level of Analysis.
Effective coordination is important when developers work in teams. The need for coordination is exacerbated in large-scale software development, where dependencies abound among individuals (Kraut and Streeter 1995) . Expertise coordination and group cognition have been found to have significant impact on group productivity (Espinosa 2002, Faraj and Sproull 2000) . As collaborators interact over time, they develop common knowledge about tasks, goals, and strategies that facilitate their work, which helps them to manage tasks and member dependencies more effectively. As some or all of the developers within a group work together in prior MRs, their interactions in the past help them to develop familiarity with one another, learn about who is good at doing what (Liang et al. 1995 , Wegner 1986 , and learn to coordinate with one another. For example, software groups can organize their work in such a way that the structure of the work accommodates the strengths and weaknesses of the members. This requires knowledge about who is good at doing what in the team-built through individuals' prior experience in working with one another (Liang et al. 1995 , Wegner 1986 . A recent study by Reagans et al. (2005) found that prior experience in working together increases the productivity of hospital teams. Hence, we expect that the greater the extent of shared prior experience among some or all members of the software team, the more the team members should have learned about working together, and the better their productivity.
Hypothesis 4B (4B).
A software group's current productivity in completing group work on a system is positively related to the average level of group members' shared experience from prior work with one another.
3.2.3. Learning at the Organizational-Unit Level of Analysis. A prior history of working together on the same-system release will help developers in the organizational unit to build a shared understanding of the system, and a shared coding scheme that enhances the transfer and communication of knowledge (Zander and Kogut 1995) . Having a shared coding scheme-in the form of codes, symbols, anecdotes, and rules about appropriate statements (Weber and Camerer 2003) -enables effective communication to take place between individuals in the same organizational unit. This shared experience will help developers in the unit to work together and coordinate with one another more efficiently, thus enabling them to become more productive in completing system releases. 
Hypothesis 4C (H4C

Data and Methods
To evaluate our hypotheses, we analyzed an extensive archival data set covering more than 14 years of systems development work on a large product produced by the telecommunications company, dating from the beginning of its development process. In order to examine whether learning is occurring, it is imperative to have data about the product from the beginning of its development process, data about the characteristics of each unit of work completed, and data collected over a sufficiently long period such that learning can occur and can be exhibited (Argote 1999) . The archival data set in this study meets all of these requirements and is thus particularly well suited to the examination of learning curves. The data were extracted from the version control and change management systems used by the organization to archive past versions of the product's source code. These systems capture a great deal of contextual information about each change made to the source code, about the contributions of each individual (who worked together with whom on which MRs), and about the complexity and size of the systems in the product.
Modification Requests (MRs) as the
Unit of Analysis The conventional form of the learning curve can be expressed as y t = ae t K t x − t−1 , where y t is the cost per unit to produce the xth unit in month t, a is the cost of producing the first unit, K represents inputs such as capital and labor, captures an exponential trend in output not explained by changes in the given inputs (often the control variables that are not part of the production function, such as time), x t−1 is the cumulative number of units produced as of month t − 1, and is a parameter measuring the rate at which costs are reduced as cumulative output increases. The unit of analysis in the conventional form of the learning curve is the time period. The use of MR or system release as the unit of analysis enables us to incorporate independent variables to control for the size, complexity, and other factors expected to affect the completion of each MR or system release. Therefore we adopted the approach of Pisano et al. (2001) and Thornton and Thompson (2001, p. 1351) by analyzing "unit labor requirements" instead of monthly output rates. We thus define the MR and system release as the units in our analysis of individuals and groups, and organizational units, respectively. We analyzed data for 549,196 MRs (of which 518,971 are individual MRs and 30,225 are group MRs) in 2,282 system releases, completed by 5,123 developers over 14 years.
Dependent Variable: Software
Development Productivity Online Appendix A describes all of the variables used in the analyses. (All of the online appendices are available in the e-companion.) 1 The dependent variable, productivity, is operationalized as the effort (number of labor hours in days) to complete the MR or system release. Unfortunately, our data do not include direct-effort measures for each MR. It is an onerous task for organizations to accurately record the effort of developers at such a fine-grained level. However, the data indicate on which MRs each developer was working at any time period. We thus adopted the effortcomputation algorithm developed and validated by Graves and Mockus (1998) , which estimates effort for each MR based on information available in a version control system. The effort for a system release is calculated by aggregating the effort for all of the MRs included in the release. 4.3. Independent Variables 4.3.1. Prior Experience. We hypothesized that prior experience working on systems and working with other developers would affect current productivity. Consistent with the learning-curve literature, we measure prior systems experience as the number of work units, or MRs, completed prior to work on the current MR.
3 This experience measures focus on the learning-by-doing experience gained on the job, which occurs via the completion of work units. We distinguish between same-system experience, relatedsystems experience, and unrelated-systems experience in terms of the number of MRs completed on the same system, related systems, and unrelated systems, respectively, prior to the current MR. Evolving software tends to get more complex with each update, especially in large systems development efforts (Rajlich 2006) . Due to the complexity of the product, there are associations between systems because of their shared responsibility in supporting new and existing features and functionalities (e.g., through sharing of common data). Thus, changes to a particular feature could affect more than one system, and the systems need to work together although each has been developed independently. For example, one system supports customer billing whereas another supports call recording. To implement a new feature that allows different calls to be charged at different rates, both systems are affected because they share common data that must be updated with the new feature. These two systems are therefore functionally more related to each other than to a system that handles packet-routing algorithms. We identify systems that are functionally related by examining the requests for adding new features or for making changes to existing features. If a request results in changes that affect two systems, then the two systems are functionally related as they likely share data or methods that need to be changed or added based on the request. We thus consider two systems to be related if they have at least the system-average number of requests impacting them both.
4
Prior experience working with other developers is measured as the number of distinct developers with whom an individual has worked prior to the current MR. 5 We measured the average shared experience variables as the number of MRs (or system releases) completed by both members of each dyad in the group MR (or system release) across all systems, averaged across all dyads in the group (or system release). 4.3.2. Control Variables. Consistent with the learning-curve literature, we define learning to be the increase in productivity of developers as their experience increases. However, we need to differentiate between learning from experience and changes in productivity that may occur due to environmental changes or technological improvements that are independent of experience (Argote 1999 , Argote et al. 1990 , Thornton and Thompson 2001 . Hence, we include a control variable Time at the start of each MR, which is defined as the number of months from the start of product development.
It is also important to control for other variables that could impact productivity. In software development, each unit of work differs in its characteristics. We thus include controls for MR and system-release characteristics. Based on prior research on software development, we identified several attributes of MRs that could impact productivity, including size, complexity, priority, and type. The effort devoted to the development of each software unit has been shown to increase with its size (Banker and Slaughter 1997) . The Size of an MR is measured as the lines of code added, changed, or deleted.
7 Software complexity also affects the productivity of software development (e.g., Banker et al. 1998) . The amount of coupling between files and components is a key indication of software complexity (Chidamber and Kemerer 1994) . Tight coupling between software components make software enhancement more difficult. Any changes made to one part of the software that affect many other parts would require more effort to ensure correctness. Hence, we operationalize MR Complexity as the number of files that have to be changed to complete an MR (Herbsleb and Mockus 2003) .
Priority and the type of work involved are two other important MR attributes. MR priority is determined by a change committee in the organization. There are four levels of MR Priority, coded into an ordinal scale ranging from 1 to 4: low (1), medium (2), high (3), and emergency (4). The higher the MR priority, the more urgent and important the work, and the more effort may be devoted to it. We also differentiate between new-feature development and feature maintenance. Maintenance sometimes requires a lot of is only as experienced as the least experienced pair" (Reagans et al. 2005, p. 877) . We thus conducted a sensitivity analysis operationalizing the average shared experience as the number of times that everyone on the team has worked together. Using this alternative operationalization, however, did not provide as high an explanatory power as the original operationalization of average shared experience. These results therefore suggest that in temporary teams, such as software groups, coordination appears to be relationship specific, rather than specific to the team as a whole. effort to understand the code and identify the problem areas to be rectified, but in the end, may affect only one line of code. Thus, we include a binary variable New Development, which indicates whether an MR involves new development (1) or maintenance work (0).
Models at Different Levels of Analysis
We evaluate learning at the individual, group, and organizational-unit levels of analysis. At the individual level, we examine MRs that have been completed by only one individual ("individual MRs"); at the group level, we examine MRs that have been completed by more than one developer ("group MRs"); and at the organizational-unit level, we aggregate all of the MRs completed for a release by the organizational unit, and use system release as the unit of analysis. To specify our models at each level, we adopted the log-linear form of the learning-curve function (Yelle 1979) , and define the effort for completing each work unit as a function of the MR or system-release characteristics and the experience variables. 
To test H1A and H1B, we compared the relative effects of individual's prior same-system experience ( 6 , individual's prior related-systems experience ( 7 , and individual's prior unrelated-systems experience ( 8 on the effort required to complete the current MR. The coefficients, 6j , 7j , and 8j , constitute the learning indices from which we can derive the rate at which individuals reduce the effort required per MR based on their experience gained from prior work on the same, related, and unrelated systems, respectively (Yelle 1979) . To test H4A, we examined the impact of the individual's prior experience working with other developers on the effort required for the current MR 9 .
Our data for the individual MRs have a nested structure: MRs are nested within individuals, and individuals are nested within one or more systems. We specified the systems as fixed effects, and individuals as random effects.
8 Random effects can be estimated not only for the intercept but also for the slopes. Random slope coefficients are appropriate if the estimated coefficients of the independent variables differ across units. The literature on individual learning suggests that not all individuals learn at the same rate. Thus, we model differences in learning rates across individuals by estimating random coefficients for each individual for the different types of experience, allowing individual learning rates 6j , 7j , 8j , and 9j to vary across individuals. The model thus effectively becomes an individual growth model (Singer 2002 
In this analysis, the dependent variable is the effort required to complete each group MR, or the sum of the imputed effort expended by all individuals working on the group MR. To test H2, we compared the effects of average group same-system experience (or 8 An effect is fixed if the levels in the study represent all possible levels of the factor about which inference is to be made (Littell et al. 1996) . A fixed-effects formulation assumes that differences across units can be best captured by estimating a different intercept term for each unit and is appropriate if the units differ in their average level of the outcome variable. We model systems as fixed effects because it is likely that systems differ in their average levels of productivity. Moreover, modeling the system as random effects would assume that the system effects are uncorrelated with other regressors (Greene 2003) , which seems highly unlikely, as some systems are bound to be more complex or larger than others. In contrast, a random-effects formulation assumes that the levels of the factor used in the study represent a random sample of a larger set of potential levels (Greene 2003) and that differences across units can be best captured by estimating a unique error term for each unit. As we are trying to generalize the learning among individuals in our sample to other software developers, we define the individual level as random. the average number of MRs for the current system completed by individuals working on the group MR, prior to its start) to the effects of average group experience in related and unrelated systems (or the average number of MRs for related and unrelated systems completed by individuals working on the group MR, prior to its start). The coefficients, 7 , 8 , and 9 , constitute the learning indices from which we can derive the rate at which groups reduce the effort required per MR based on their experience gained from the same, related and unrelated systems, respectively. To test H4B, we examined the effects of average shared experience or the number of MRs completed by both members of each dyad included in the group MR prior to the start of the MR, averaged across all dyads in the group.
Our data for group MRs also have a nested structure as group MRs are nested within systems. For consistency, and for similar considerations as those for individual MRs, we continue to consider systems as fixed effects. The control variables for each group MR are similar to those in the analysis of individual MRs, except for the inclusion of an additional control variable-the number of developers involved in each group MR. As the group size increases, we expect more effort to be expended on coordination (Espinosa 2002, Kraut and Streeter 1995) , thus increasing the effort required for group MRs.
4.4.3. Organizational-Unit Level of Analysis. For system releases, we specify Equation (3) 
The dependent variable is defined as the effort required to complete each release, measured as the sum of the imputed effort of all MRs included in the system release. All of the experience variables are similar to those defined at the group level of analysis, except that the experience variables are averaged across all the individuals in the organizational unit working on the current system release. To test H3, we compared the effects of average unit samesystem experience (or the average number of MRs for the current system completed by individuals working on the release, prior to its start) to the effects of average unit experience in related and unrelated systems (or the average number of MRs for related and unrelated systems completed by individuals working on the current release, prior to its start). The coefficients, 9 10 , and 11 , constitute the learning indices from which we can derive the rate at which the organizational units reduce the effort required per release based on the experience gained from the same, related, and unrelated systems, respectively. To test H4C, we examined the effects of average shared experience or the number of system releases which both members of a dyad involved in the system release had completed prior to the start of the system release, averaged across all dyads in the organizational unit completing the system release.
Our data for the system releases has a nested structure as each release is nested within a system. We continue to consider systems as fixed effects for reasons given earlier. The control variables for each system release are similar to those for individual and group MRs. The size of each release refers to the sum of the size of all MRs in the system release. The release complexity refers to the average complexity of all the MRs included in the system release. We also included a control for the number of developers per MR for the system release, as this variable provides an indication of the extent of coordination required in completing the system release. Average priority refers to the average priority of all the MRs in the system release. In addition, we observed that system releases that tend to have a greater percent of new development also tend to have a greater percent of group MRs. This appears to indicate that new-feature developments tend to require a group of developers to work on them. Due to this interaction between new development and individual versus group MRs, we classified all MRs into four categories for each release: (1) new individual MRs; (2) new group MRs; (3) maintenance individual MRs; and (4) maintenance group MRs. Using new individual MRs as the base category, we included three variables that represent the percentage of MRs in each of the three remaining categories for every system release.
Estimation and Results
Due to the nested nature of the data, we estimated each of our models using multilevel modeling 9 (Ang 9 Online Appendix D shows the descriptive statistics and intercorrelations for variables for all three levels of analysis. , Bryk and Raudenbush 1992 , Hofmann 1997 , which allows us to model the fixed and random effects, and accommodate the nesting of repeated measures within individuals and systems. Feasible generalized least squares (FGLS) is used to estimate the coefficients, and the Newton-Raphson algorithm (Lindstrom and Bates 1988 ) is used to derive maximum likelihood estimates of the variance-covariance components for the residuals. 10 Multilevel modeling affords considerable flexibility as the number of observations per system or per individual may vary, and the time variable can be continuous rather than fixed intervals. We conducted a number of specification checks for the models, including specifying the system level as random instead of fixed, and the individual level as fixed instead of random. Results are consistent with our original specifications, although our original specifications yield the best model fit. To correct for autocorrelation, we specified first-order autoregressive (AR(1)) as the withinsubject covariance structure for repeated measures (covariance structure = 2 i−j . 11 We also checked for multicollinearity, 12 and found no evidence of multicollinearity problems. Finally, to examine the homogeneity of variance assumption, we modeled both within-subject and between-subject error covariance structures, and found no evidence of heteroskedasticity problems. Table 1 presents the results of the estimation for individual MRs. We first established that there is significant variation in the effort per MR among individual MRs to be explained by estimating only an 10 We used PROC MIXED in the SAS statistical package (SAS Institute 2000 , Singer 2002 ) and full maximum likelihood because it yields log-likelihood numbers that are used to evaluate the incremental fit across nested models. Similar results are obtained using restricted maximum likelihood (also implemented with a NewtonRaphson algorithm). 11 We compared the AR(1) within-subject error structure to the default error structure where repeated observations within subject are assumed to be independent, and the spatial powers (SP(POW)) error structure for nonequally-spaced time series data. Consistent results were obtained in all three analyses. The AR(1) error structure was chosen because it provides the best fit to our data. 12 We repeated our analyses in using ordinary least squares (OLS) at all three levels of analysis, and found that the highest condition index was 22.37, and variance inflation factor (VIF) values were all below 3. We examined the pairwise correlations between the variables at each level of analysis and found that the correlations are relatively modest-no higher than 0.55. Robustness checks also show that there are no multicollinearity problems at all three levels of analysis. Online Appendix E provides more details of the robustness checks. Notes.
Individual Level Results
(1) * p < 0 05; * * p < 0 01; * * * p < 0 001 for all analyses, and standard errors of beta coefficients are presented in parentheses for Tables 1, 2 , and 3. P -values are based on two-sided t-tests for the significance of the coefficients. (2) Number of observations (no. of MRs) = 518 971; number of subjects for random effects (no. of individuals) = 5 123; number of systems included in fixed-effects = 89, degrees of freedom (df) = 510 000 for estimation of coefficients. (3) Within-subject correction for AR(1) error structure included for Models 2-4. (4) Individual random effects are included for Model 4, and all random effect intercepts and coefficients are allowed to covary with one another (i.e., the unstructured covariance structure is adopted for the random effects).
intercept term (Model 1 in Table 1 ).
14 Model 2 adds the control variables, Model 3 adds the experience variables, and Model 4 allows the individual intercepts and experience slopes to vary. The proportion of variance explained from adding each set of determinants to the models was calculated. We examined the significance of the incremental variance explained by examining the differences between the deviance statistics ( dev) for each pair of nested models. dev is twice the negative log likelihood, and has a chi-square distribution with the difference in number of parameters between models to be estimated as the degrees of freedom. The incremental variances explained by Models 2, 3, and 4 are all significant (p < 0 001).
The results indicate that effort per individual MR decreases with increasing individual same-system experience (Equation (1), 6 = −0 033, p < 0 001), individual related-systems experience (Equation (1), 7 = −0 026, p < 0 001), and individual unrelatedsystems experience (Equation (1), 8 = −0 009, p < 0 001). 15 To test H1A and H1B, we compared the regression coefficients of the same-system, related-14 Results indicate that there is significant variation in effort per individual MR to be explained, and that more variation in effort per MR is between MRs completed by an individual than between MRs completed by different individuals (57.23% versus 42.77%), and that most of the variation in effort per MR is between MRs in a system than between systems (81.17% versus 18.83%). 15 The coefficients suggest that adding one more same-system MR to a developer's experience would allow the developer to improve his or her productivity by 0.290 hours per MR, on average. Adding one more related-system (unrelated-system) MR to a developer's experience would allow the developer to improve his or her productivity by 0.232 (0.079) hours per MR, on average. systems and unrelated-systems experience variables. We found that specialized experience within a system has a greater impact on individual productivity than diverse experience in related (t = 6 22, p < 0 001) and unrelated systems (t = 23 16, p < 0 001), providing support for H1A. Further, experience in related systems has a greater impact on individual productivity than experience in unrelated systems (t = 15 67, p < 0 001), which supports H1B. We also found support for H4A, that is, the effort per MR decreases as the number of different developers the individual has worked with in prior MRs increases (Equation (1), 9 = −0 013, p < 0 001). Our estimates for the random effects reflect the ability of individuals to learn from different types of experience. The variances of the random-effects coefficients reveal the variability in the initial productivity (intercepts) and in learning rates (slopes) from different types of experience variables (Singer 2002) . The significance of the variance of the random-effects coefficients estimated at the individual level of analysis implies that developers differ in their initial productivity, and that they learn at different rates. Table 2 presents the results of the estimation for group MRs. Similar to the above analysis, we first established that there is significant variation in effort per group MR to be explained in Model 1.
Group Level Results
16 Models 2 and 16 Results indicate that there is significant variation in effort per group MR to be explained and that 73.53% of the variance in effort per group MR is between MRs within a system, whereas 26.47% of the variance is between systems. Notes.
(1) number of observations (no. of group MRs) = 30 225; number of systems included in fixed-effects = 79, df = 30 000. (2) Within-subject correction for AR(1) error structure included for Models 2 and 3.
3 were estimated to evaluate the proportion of variance explained from adding the control variables and the experience variables, respectively. All incremental variances explained by Models 2 and 3 are significant (at p < 0 001).
Our results indicate that effort per group MR decreases with increasing average same-system experience (Equation (2), 7 = −0 024, p < 0 001), average related-systems experience (Equation (2), 8 = −0 034, p < 0 001), and average unrelated-systems experience (Equation (2), 9 = −0 016, p < 0 001). 17 We tested H2 by comparing the regression coefficients of the same-system, related-systems and unrelatedsystems experience variables. Our results show that average group experience in related systems has a greater impact on group productivity than average group experience in the same system (t = 6 12, p < 0 001) and average group unrelated-systems experience (t = 16 68, p < 0 001). Average group experience in the same system, on the other hand, had a greater impact on group productivity than average group unrelated-systems experience (t = 5 70, p < 0 001). Hence, H2 was only partially supported, as the results show that although related-system experience had a greater impact on group productivity than samesystem experience, unrelated-system experience had less impact on group productivity than same system experience. In addition, we found support for H4B, as our results indicate that effort per group MR decreases 17 The coefficients suggest that adding one more same-system MR to a group's average experience would improve group productivity by 1.265 hours per group MR. Adding one more related-system MR to a group's average experience would improve group productivity by 1.798 hours per group MR, whereas adding one more unrelatedsystem MR to a group's average experience would only improve group productivity by 0.833 hours per group MR.
with increasing average shared experience of group members (Equation (2), 10 = −0 027, p < 0 001). Table 3 presents the results for the estimation of system releases. We first established that there is significant variation in effort per system release to be explained.
Organizational-Unit Level Results
18 Models 2 and 3 were estimated to evaluate the proportion of variance explained from adding the control and experience variables, respectively. All incremental variances explained by Models 2 and 3 are significant (p < 0 001).
Our results suggest that the average same-system experience (Equation (3), 9 = −0 014, p > 0 10) and the average unrelated-system experience (Equation (3), 11 = −0 010, p > 0 10) of individuals in the organizational unit completing the release has no significant effect on the effort per release. The average related-system experience of developers involved in completing the release, on the other hand, significantly decreases the effort per release (Equation (3), 10 = −0 053, p < 0 001). 19 To test H3, we compared the regression coefficients of the same-system experience variable to the related-systems and unrelated-systems experience variables. Our results show that average 18 Results indicate that there is significant variation in effort per system release to be explained and that 74.18% of the variance in effort per system release is between releases within a system, whereas 25.82% of the variance is between systems. 19 The coefficients suggest that adding one more same-system MR to a system release's average organizational-unit experience would improve system-release productivity by 1.43 hours per systemrelease. Adding one more related system MR to a system release's average experience would improve system-release productivity by 5.47 hours per release, whereas adding one more unrelated system MR to a system release's average experience would only improve system-release productivity by 1.05 hours per release. Notes.
(1) Number of observations (no. of system releases) = 2 282; number of systems included in fixed-effects = 68, df = 2202. (2) Within-subject correction for AR(1) repeated measures error structure included for Models 2 and 3.
unit experience in related systems had a significantly greater impact on system-release productivity than average unit experience in the same system (t = 2 24, p < 0 05) and average unit unrelated-system experience (t = 3 17, p < 0 01). There were no significant differences in the impact of average unit same-system experience and average unit unrelated-systems experience on system-release productivity (t = 0 22, p > 0 10). These results provided partial support for H3, as the results show that although related-system experience had a greater impact on productivity than same-system experience, unrelated-system experience had the same impact on productivity as same-system experience. We also found that H4C is not supported as the effort per release increased with the average shared system release experience of individuals in the organizational unit (Equation (3), 11 = 0 056, p < 0 001).
Discussion
In this section, we discuss our results, and provide interpretations and support for our findings by drawing on insights from interviews with six key informants in the organization. The key informants include three software developers and three qualityassurance personnel. These interviewees were selected to provide the perspectives of both developers and employees involved in process improvement. Most interviewees have worked on this product for at least ten years; thus they were able to provide insights into the institutional context and history of the development process for the product.
Learning from Individual Experience
At the individual level, specialized experience has the greatest impact on individual productivity (H1A), probably because of the effort to learn a new system, as highlighted by one interviewee: "Every time you do something, there's a learning curve, unless you've seen it before" (Developer A). Interviews with developers further bolstered our argument that experience from working on the same system enables developers to gain familiarity with the system domain and increases understanding of the structure and architecture of the components and files, as well as the code. A developer highlighted how experience in a system helped him to understand the system as a whole:
The individuals become productive when they learn all the aspects of [the system] If you're very new to it, then you may have difficulty figuring out, if you make this change, how does it impact everyone else, or how does this really relate to what they're doing over there. After a while, you know all of that. I know that I shouldn't change this, because it will have an impact over there, but if I do it this way, it will be much more isolated." (Developer B) We further found that prior experience in related systems had a more significant effect than experience in unrelated systems on individual productivity (H1B). This shows that developers' prior experience from working on related systems transfers across systems more effectively than their experience in unrelated systems, to improve their productivity in work on the current system.
At the group level of analysis, we found that diverse experience in related systems had a more significant impact than specialized experience in the same system (H2). This confirms prior research about the role of individual diversity in improving group performance. Although Bunderson and Sutcliffe (2002) found a positive relationship between individual functional diversity and team performance, the managers in their sample had a fairly narrow range of functional experience. The question that remained unanswered, therefore, was whether the finding was applicable for groups where individuals had a wide range of experiences. Our study thus provides some insights into this question. Our results show that experience in unrelated systems appeared to have less impact on productivity than experience in the same system and in related systems. This is perhaps because of the difficulties in integrating experiences across a wide range of systems, and because experience in unrelated systems is typically less relevant than experience in the same and related systems. These results suggest that it is important for managers to pay attention to the extent of the diversity in experience that individuals bring into a team, as too much diversity in experience may not necessarily be good for the team. At the organizational-unit level of analysis, we found that only experience in related systems improved system-release productivity, whereas average unit experience in the same system or in unrelated systems had no effect on this type of productivity. Diverse experience in related systems is important for organizational units for several reasons. First, organizations gain greater flexibility from being able to move developers to different systems based on the differing needs of the organizational units. As highlighted by an interviewee, the ability to move people to different systems provides the flexibility to cater to differing levels of demand in different systems: Many [developers] have experience in more than one [system]. This is so support can be given to the active development on the effect of changes on other systems. (Quality manager D) Second, increased absorptive capacity from greater breadth of knowledge may also explain why diverse experience in related systems improves the productivity of organizational units. Although diverse experience may be costly for each individual, the organizational unit as a whole is able to benefit from the flexibility in task assignment and from having experts with an overall view of the related parts of the product:
It is useful to have these experts around, who have a good view of the software, and can give a deciding view on certain more tricky problems. (Quality manager D)
Our results, however, show that it is the investment in diverse experience in related systems that provide the greatest payoff for organizational units. Accumulating diverse experience in unrelated systems is not an effective strategy, perhaps because too much diversity in experience makes it difficult for the organizational unit to integrate the experience across all individuals working on the system release. It could also be that knowledge about unrelated systems is less relevant to the task at hand.
In summary, we found that the relative importance of the different types of experience differs across levels of analysis. At the individual level, specialized experience within the same system has the greatest impact on individual productivity. However, as we progress from the individual, to the group, and organizational unit levels of analysis, diverse experience in related systems plays a larger role in improving the productivity of groups and organizational units. Diverse experience in unrelated systems, however, remains the factor having the least influence on productivity at all three levels of analysis. Our results provide guidance to organizations about how they can balance between the need for exploitation and exploration. At the individual level, exploitation appears to be the most effective strategy, as management can capitalize on the specialized experience gained by developers to improve productivity at the individual level. With larger and more complex MRs and system releases, however, our results highlight the increasingly important role of having an exploration strategy, namely by increasing the diversity of developers' experience in related systems. Such diverse experience will enable developers to work more effectively with one another, improve the absorptive capacity of the organizational-unit, and provide more flexibility to the organizational unit in allocating work to developers, thus improving group and organizational-unit productivity. Nevertheless, managers must be cognizant of the costs involved in their exploration strategy, as our results for unrelated-system experience shows that the productivity benefits of providing developers with experience in a large number of unrelated systems may not be substantial.
Learning from Working with Others
Our results also emphasize the learning opportunities from working with others in software development. At the individual level, our results suggest that individual developers do learn from other developers, as individuals exhibit greater improvements in productivity when they work with a greater number of developers (H4A). Our interviewees also highlighted the importance of having more experienced developers transfer their knowledge to new developers:
As new people come, and work in an area they're not familiar with, I can help them get on board quicker. I help review, discuss things with them, so having the experts in each system helps to move people forward as you bring in people with different skills. (Developer A) Prior experience working with one another also significantly improves the productivity of developers working together on a group MR (H4B). This finding highlights the advantages of putting individuals who have experience working with one another on the same team in software development. This hypothesis also found support in the interviews we conducted. A developer, for example, highlighted the importance of prior working relationships in understanding each other's work:
Information transfer is simple for engineers who have worked together for a period of time since common similarities can be found. (Developer C) Finally, the results show that greater shared experience among developers in the same system release actually decreases the productivity of the organizational unit in completing system releases, rather than improve the productivity as we had expected (H4C). This result highlights that although sharing of experience at the group level will increase productivity by improving coordination and influencing the ease of knowledge sharing, sharing of experience at the organizational unit actually decreases productivity. One possible reason is that at the organizational-unit level, coordination is required on a larger scale and is more formally done. Work may be more structured and managed in a more centralized approach, and explicit rather than implicit coordination mechanisms may be leveraged. Thus, the importance of having shared knowledge developed through working with one another becomes less important in affecting the productivity of system releases, compared to group MRs. Moreover, too much sharing of experience at the organizational-unit level may lead to the entrenchment of certain practices or habits that may be difficult to change (Brown and Eisenhardt 1995) . For example, one of our interviewees highlighted how individuals might be unwilling to deviate from past practices:
Following a regimented path leads to people making the same mistakes since they don't want to deviate from the practices of past developments that they have agreed upon. (Developer B)
Limitations
The results of this study should be interpreted with several limitations in mind. First, the learning-curve approach is an effective method to examine whether there are any productivity improvements in organizations due to the accumulation of experience, but the method does not examine the specific mechanisms by which experience affects productivity. Thus, it is important for future research to examine the different learning mechanisms adopted by organizations and factors influencing their effectiveness. Second, by examining productivity as the dependent variable, we focused on a very important but single aspect of learning-learning to complete MRs with the least amount of effort, taking into consideration the complexity, size, and other aspects of the MRs. An important direction for future research is to examine other aspects of learning in software development, such as learning about quality and process improvement. Finally, we examined learning in the context of incremental software development. A different scale of learning may be applicable in purely new development, and it is therefore important for future research to examine whether our results apply in that context.
Conclusions
Our study extends the literature on organizational learning by discerning the improvement in productivity that is attributable to different kinds of experience at the individual, group and organizational-unit levels of analysis. We also provide insights into the relative value of specialized versus diversified experience for learning. This is important, because in leveraging experience, managers need to weigh the gains from specialized experience versus diverse experience in influencing productivity. Our study contributes to the limited number of studies examining the balance of exploitation and exploration across multiple levels of analysis (Gupta et al. 2006) , and provides suggestions about how software development organizations can effectively balance between exploitation and exploration strategies. At the individual level, exploitation appears to be an effective strategy, as management can capitalize on the specialized experience gained by developers to improve individual productivity. To handle larger and more complex MRs and system releases at the group and organizational-unit levels, organizations may need to also adopt an exploration strategy to provide developers with diverse experience in related systems. This influences the productivity of groups and organizational units by facilitating developers' work in teams, and increasing the absorptive capacity of the organizational unit. Nevertheless, organization units must be cognizant of the costs involved in their exploration strategy, as our results show that the benefits of providing developers with experience in unrelated systems are unlikely to be substantial. In addition, our study shows that working with others provides developers with valuable opportunities to learn from others and to learn to work with others.
Our study also contributes by showing that the learning curve is salient in knowledge work and by quantifying the extent to which learning improves performance in knowledge work activities like software development. Understanding whether individuals, groups, and organizations can leverage prior experience to improve productivity in knowledge work has important implications for hiring, training, and organization of work. Our analyses reveal that the highest rate of learning from individual experience in our context was about 21%, 20 lower than the learning rate of 80% found in manufacturing studies (Argote 1999) . This suggests that experience has a substantially larger impact on productivity in manufacturing compared to knowledge work. Further, because software development tasks are somewhat more structured and repetitive than other knowledgework tasks, the learning rate in those tasks could be even lower.
Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http:// mansci.journal.informs.org/. Average number of system releases completed by both members of each dyad in the organizational unit included in the system release prior to starting work on the current system release, averaged across all dyads working on the system release
Time
The number of months from the start of the development of the product that the individual MR was started.
The number of months from the start of the development of the product that the group MR was started.
The number of months from the start of the development of the product that the system release was started. 
Appendix B. Effort Computations for Developer Effort
This appendix explains how we impute effort (number of labor hours) expended for each MR, based on the effort-computation algorithm developed in Graves and Mockus (1998) and Atkins et al. (2001) , which estimates effort for each MR from information available in the version control and change management systems. Although we have the date and time at which each MR started and ended, this elapsed time is not equivalent to effort, as developers can be working on several MRs at the same time. Nevertheless, by keeping track of the number of MRs that each individual developer works on in each month, we can generate a good estimate of the effort expended per MR. In essence, the algorithm divides each developer's monthly effort equally among the open MRs that the developer is working on as a first estimation. This initial estimation of effort for each MR is then used as the dependent variable measure in analyzing Equation (1) and Equation (2). The regression analyses then provide predicted values of the effort per MR based on the estimated coefficients. This is then used to refine the estimation of effort expended for each MR, and the regression analysis and re-estimation steps are repeated until there is no improvement in the log-likelihood estimates in the analyses. For individual MRs, our analyses converged in the fourth iteration; for group MRs, our analyses converged in the third iteration to produce the effort estimates yielding the optimal log-likelihood results.
To cater to our analysis plan of dividing the data set into individual MRs and group MRs, we made some minor modifications to the Atkins et al. (2001) and Graves and Mockus (1998) algorithms. We illustrate the algorithm using an example for a single developer. Developer A worked on MR A in January, and worked on MR A and MR B in February. We assume that each developer spends 1 unit of time per month, an assumption that has been shown to provide similar results as using monthly time sheet data (Atkins et al. 2001) .
Step 1. We divide up the monthly effort equally across all changes open in that month to obtain estimates of total MR efforts for each developer. Developer A spends one unit of effort on MR A in January, 0.5 units of effort on MR A in February, and 0.5 units of effort in February on MR B. The initial estimation of effort is thus 1.5 units of effort for MR A, and 0.5 units of effort for MR B. For group MRs, the initial estimation of effort for all the individuals working on the group MR are added together to form the initial estimation of effort for the group MR.
Step 2. We fit our regression models (Equations (1) and (2)) using the initial estimation of effort as the dependent variable measures for all developers. For individual MRs, the predicted values become the new estimates of MR effort. For group MRs, the predicted values of effort for group MRs pp. ec1-ec10; suppl. to Management Sci. 53(8) 1315 -1331 , © 2007 are divided among individuals involved in the group MR based on each individual's initial effort contribution to the group MR (i.e., the proportion of effort, using estimates from Step 1, expended by each individual). EC1 This is the only step that differs from the Graves and Mockus (1998) algorithm, as the latter did not differentiate between group MRs and individual MRs.
Step 3. Next, we rescale the effort per MR per month for each developer so that it is equal to the predicted values of effort expended for each MR. If the predicted effort for MR A is 2.0, we then impute that developer A spent 1/1 5 × 2 1.33 units of effort in January, and 0.67 units of effort in February on MR A. If the predicted value for MR B is 0.5, we impute that developer A spent 0.5 units of effort in February on MR B.
Step 4. We rescale the effort per month per MR so that the total effort expended per month is equal to the observed monthly efforts for each developer. In our example for developer A, effort for MR A is rescaled to 1.0 in January, and 0 67/ 0 67 + 0 5 × 1 0 0.57 in February, whereas effort for MR B is rescaled to 0.43 in February (so that effort in February still sums to 1.0 0 57 + 0 43 ).
Iterate. The above four steps are repeated for each iteration, until convergence, which occurs when there is no improvement in the −2 log likelihood in the model fitting step. For our analysis, the −2 log likelihood measure converged at the 4th iteration for individual MRs, and it converged at the 3rd iteration for group MRs. Hence, the imputed effort measures from the 4th iteration were used in the analyses for individual MRs, and the imputed effort measures from the 3rd iteration were used in the analyses for group MRs.
Appendix C. Definition of Related and Unrelated Systems
We examined the extent to which two systems are functionally related by calculating the extent to which both systems have MRs generated by the same initial request. We observed a high extent of variation in the extent to which any two systems are related, where the number of initial requests affecting any two systems can range from zero to 7,227. The mean number of initial requests affecting any two systems is 81. Using this as the cut-off value, we define two systems to be functionally related if they have at least 81 initial requests affecting both systems. Based on this definition, we observed that 19.59% of all possible pairs of systems are considered to be related. Figure EC. 1 is a network diagram that shows how the systems are related to one another.
Using this definition of related and unrelated systems, we calculated the mean experience for each individual in terms of the same-system, related-system, unrelated-system experience, and overall MR experience. Table EC .1 provides the descriptive statistics for the different types of experience for all the individuals in the data set.
We conducted sensitivity tests to examine if our results would change if we use different cut-off values to define related vs. unrelated systems. The first test used the mean number of initial requests affecting any two systems plus one standard deviation (334) as the cut-off value, and the second test used the modal number of initial requests affecting any two systems (14) as the cut-off value.
EC2 Our results remain robust across all the sensitivity tests. EC1 The estimated effort expended by each individual in a group MR is the predicted amount of effort for the group MR, multiplied by the proportion of effort that each individual puts in for the group based on the estimates in Step 1. EC2 We did not use the mean number of initial requests affecting any two systems minus one standard deviation as this cut-off was a negative number. Notes. All correlations with absolute value > 0 003 are significant at p < 0 001; number of observations (number of MRs) = 518 971. pp. ec1-ec10; suppl. to Management Sci. 53(8) 1315 -1331 , © 2007 
Appendix E. Sensitivity Analysis to Check for Potential Multicollinearity Problems
We conducted sensitivity analysis at the individual, group, and organizational unit levels of analyses to check for potential multicollinearity problems. For each level of analysis, we conducted the following analyses:
(1) We first reviewed the correlation tables (Tables EC.2, EC.3, and EC.4) to ensure that the correlations between the independent variables were not excessively high.
(2) We re-ran each analysis using ordinary least squares (OLS) so as to obtain the VIF and Condition Indices (CIs). The variance inflation factor (VIF) and CI for each level of analysis are provided in Tables EC.5, EC.6, and EC.7. (3) For each level of analysis, we test and demonstrate the robustness of our model by adding the control variables one by one into our main model to show that the results of our analyses are stable and are not affected by dropping control variables. We discuss the results for each level of analysis below. Table EC .2 shows that none of the correlations amongst the independent variables are higher than 0.5. Only two correlations are higher than 0.4: (1) Individual MRs that are new feature development are likely to have lower priorities r = −0 493 ; and (2) MRs that are bigger in size are likely to be more complex r = 0 462 . Table EC .5 shows the VIFs for the independent variables. The highest VIF in this analysis is only 1.357, and the CI of 13.674 is considerably low. These figures suggest that multicollinearity is not a problem for the individual level of analysis. Notes.
VIFs and Condition Index. The last column in
(1) Number of observations (number of MRs) = 518 971; Number of subjects for random effects (number of individuals) = 5 123; number of systems included in fixed-effects = 89. (2) Within-subject correction for AR(1) error structure and individual random effects are included for all models. Priority ( Table EC .3 shows that none of the correlations amongst the independent variables are higher than 0.5. Only one correlation is higher than 0.4: group MRs that have are higher in complexity are likely to involve more developers (r = 0 44). Table EC .6 shows the VIFs for the independent variables. The highest VIF in this analysis is only 1.471, and the CI of 15.439 is also considerably low. These figures suggest that multicollinearity is not a problem for the group level of analysis.
2.3. Test of Model Robustness. Table EC.6 shows the results of our robustness analysis for group MRs, where control variables are added one at a time to our model. The results of the key variablesthe experience variables-are stable and are not affected by dropping control variables. Additionally, there are no slip flips between models for any of the variables in the models. Notes.
(1) Number of observations (number of system releases) = 2 282; number of systems included in fixed effects = 68, df = 2 202. (2) Within-subject correction for AR(1) repeated measures error structure included for all models.
3.2. VIFs and Condition Index. The last column in Table EC .7 below shows the VIFs for the independent variables. The highest VIF in this analysis is only 2.471, and the CI of 22.367 is also reasonably low. These figures suggest that multicollinearity is not a problem for the organizational unit level of analysis.
3.3. Test of Model Robustness. Table EC.7 shows the results of our robustness analysis for system releases, where control variables are added one at a time to our model. The results for average unit related-systems experience, and for average shared system experience are significant and consistent across all the models. The results for average unit unrelated-systems experience are consistently insignificant across all the models. The coefficient for average unit same-system experience became insignificant after the system release size is controlled for (Model 2), and remained insignificant for the rest of the models. This is likely because system releases with higher average unit same-system experience also tend to be larger (r = 0 29), and system releases that are larger tend to require more effort to develop (r = 0 84). Hence, the average individual same-system experience showed a positive and significant coefficient in Model 1, and the coefficient became insignificant once the release size is controlled for. Note also that when the percentage variables distinguishing between new development and maintenance for individual and group MRs are added to the analysis in Model 4, the intercept changes to reflect its new role in the analysis as the base case for these percentage variables (specifically, it reflects the value of the coefficient for New Development Individual MRs). Due to the slightly higher level of CI at the organizational unit level of analysis, we conducted further robustness checks to ensure that the results were not driven by correlations amongst the Table EC .8 show that the results for the experience variables remain the same when added into the base model one at a time, indicating that the coefficients of the experience variables were indicative of the true relationship between the experience variables and the dependent variable, after controlling for size and other key characteristics of the system release. The results, therefore, appear to be robust, and not subject to multicollinearity issues. ec10 pp. ec1-ec10; suppl. to Management Sci. 53(8) 1315 -1331 , © 2007 increased the productivity of individual MRs, in addition to the same-system, related-, and unrelatedsystem variables currently included in the model. At the group level, including these two variables again did not change our results. Only the New MRs Experience variable turned out to be significant in decreasing the effort per group MR. The results show that our key results remain unchanged even when we include additional experience variables to differentiate between new and repair MR experience. In addition, the proportion of additional variance explained was only marginal and the size of the coefficients for the two new experience variables was much smaller than the size of the coefficients of the original set of experience variables for both the individual and group levels of analysis. This suggests that the particular type of MR experience (whether new development or maintenance) is not as relevant as the total MR experience in the same, related, or unrelated systems.
