Abstract. In this paper we show how polynomial walks can be used to establish a twisted recurrence for sets of positive density in Z d . In particular, we prove that if Γ ≤ GL d (Z) is finitely generated by unipotents and acts irreducibly on R d , then for any set B ⊂ Z d of positive density, there exists k ≥ 1 such that for any v ∈ kZ d one can find γ ∈ Γ with γv ∈ B − B. Our method does not require the linearity of the action, and we prove a twisted recurrence for semigroups of maps from Z d to Z d satisfying some irreducibility and polynomial assumptions. As one of the consequences, we prove a non-linear analog of Bogolubov's theorem -for any set B ⊂ Z 2 of positive density, and p(n) ∈ Z[n], p(0) = 0, deg p ≥ 2 there exists k ≥ 1 such that kZ ⊂ {x − p(y) | (x, y) ∈ B − B}. Unlike the previous works on twisted recurrence that used recent results of Benoist-Quint and Bourgain-Furman-Lindenstrauss-Mozes on equidistribution of random walks on automorphism groups of tori, our method relies on the classical Weyl equidistribution for polynomial orbits on tori.
1. Introduction 1.1. Background. One of the first discovered instances of recurrence is Furstenberg-Sarközy theorem [8] .
[13]. It says that if a set B ⊂ Z has positive upper Banach density, i.e. 
A recent series of works, initiated by Björklund and the second author [4] and further developed by Björklund and the first author [3] , demonstrates that analogous results hold if one replaces the squared distance · 2 with other quadratic forms or certain homogeneous polynomials. The techniques in those works were Ergodic
Theoretic and exploited the fact that such functions were preserved by a sufficiently large and algebraically structured subgroup of SL d (Z), to which one could apply recent measure rigidity and equidistribution results of Benoist-Quint [1] [2] and those of Bourgain-Furman-Lindenstrauss-Moses [6] . The general statement obtained in [3] may be formulated as follows. Moreover, if B is an aperiodic Bohr set, then one may take k = 1.
Note that the m = 1 case was obtained by Björklund and the second author in [4] and is an analogue of Magyar's theorem (with F playing the role of · 2 ). For m ≥ 1, this result is an analogue of certain pinned distance results (cf.
[10])
We now explore some examples observed in the aforementioned papers (we will mainly focus on the m = 1 case).
a notion of upper Banach density (we fix an identification of sl n (Z) with Z n 2 −1 for the remainder of this example) . It turns out that the adjoint representation
given by Ad(g)A = gAg −1 for g ∈ SL n (Z) and A ∈ sl n (Z) has the desired properties; namely, Γ = 
given by char(A) = det(A − t I) and conclude that for all B ⊂ sl n (Z) of positive upper Banach density, we
. . a n ∈ Z with a n = 1 and a n−1 = 0.
for some integer k ≥ 1. Likewise, the determinant map det : sl n (Z) → Z is preserved by the adjoint representation and hence for all B ⊂ sl n (Z) of positive upper Banach density, we have that det(B − B)
contains a non-trivial subgroup kZ, for some integer k ≥ 1.
1.3.
A self-contained approach. As alluded to above, the proof of Theorem 1.2 given in [4] and [3] relies on very deep results 1 of Benoist-Quint obtained in [1] and [2] . One of the goals of this paper is to develop a much more elementary approach (by avoiding these works of Benoist-Quint) to such extensions of Magyar's theorem, which will also allow us to furnish some new examples that are not obtainable from the previous works [4] and [3] . We begin with one such general result that we are able to obtain by completely self-contained and classical means. 
and regard Q as the determinant map on sl 2 (Z). So we may take Γ = Ad(SL 2 (Z)), as observed in Example 1.4, which is generated by unipotents.
Hence we may regard Q as the determinant map on the abelian subgroup Λ = a 11 a 12
Notice however that Γ = Ad(Γ 0 ) preserves this abelian subgroup, where
and acts irreducibly on sl 2 (R) (see Appendix A). Hence Theorem 1.5 applies.
In fact, we may extend this example to higher dimensions as follows. Again, we refer the reader to Appendix A for the details. 
In particular, we recover Example 1.3 for all quadratic forms of the form Q(x, y, z) = xy − dz 2 . We remark that the the group of linear transformations which preserve xy − z 3 spectacularly fails the hypothesis of Theorem 1.2, as it preserves the z = 0 plane (hence the linear action is not irreducible) and is actually a finite group. We now turn to describing our general result. To do this, we begin by generalizing the notion of unipotency to non-linear polynomial transformations.
(1) There exist polynomials
such that for each x = (x 1 , . . . , x d ) ∈ R d and non-negative integer n we have that
To see the connection to unipotency, observe that if
We now turn to extending the notion of an irreducible representation to non-linear actions. 
By use of Theorem 1.13 we obtain the following non-linear extension of the classical Bogolubov's theorem [5] .
Theorem 1.14. Let F (x, y) = x − P (y) where P (y) ∈ Z[y] is of degree ≥ 2 with P (0) = 0. Then for all B ⊂ Z 2 of positive upper Banach density, we have that F (B − B) contains a non-trivial subgroup of Z.
1.5. Ergodic formulation. As in the previous works [4] and [3] , the correspondence principle of Furstenberg [8] allows us to reduce Theorem 1.13 to the following Ergodic-theoretic twisted multiple recurrence statement. 
Constructing hyperplane-fleeing polynomial walks
We now turn to the first part of the strategy of our proof, which is a construction of hyperplane-fleeing polynomial walks in hyperplane-fleeing orbits. We first state our result in the special case where our action is linear.
(2) There exists a finite set S ⊂ Γ of unipotent matrices which generate Γ.
Then for all v ∈ Z d \ {0} there exists a sequence γ 1 , γ 2 , . . . ∈ Γ such that
for some polynomials p 1 (t), . . . , p n (t) ∈ Z[t] such that no non-trivial linear combination of these polynomials is constant (i.e., 1, p 1 (t), . . . , p d (t) are linearly independent over Z). In other words, the sequence γ n v is hyperplane-fleeing.
Let us now return to the more abstract setting of non-linear actions. We begin with a simple lemma which will allow us to perform certain useful operations on polynomial walks.
Lemma 2.2. If S, R : Z ≥0 → Γ are polynomial walks then:
(2) If is a positive integer then S(n ) is a polynomial walk.
(3) For all integers k and n ≥ 0, we have that S(kn)(kZ 
Proof of (3)
for some polynomials p 1 (t), . . . , p n (t) ∈ Z[t] such that no non-trivial R-linear combination of these polynomials is constant (i.e., 1, p 1 (t), . . . , p d (t) are linearly independent over R). In other words, the sequence S(n)(v)
is hyperplane-fleeing.
Proof. Use cyclic notation to define s N = s N mod r for all positive integer N and let
Notice that Γv = N ≥1
A N (this follows from s j (0) = Id) and A N ⊂ A N +1 . Let 
satisfies the property that no non-trivial linear combination of its entries is constant. It is easy to construct a rapidly growing sequence e 1 < e 2 < . . . < e N of positive integers such that the polynomials
also satisfy the property that no non-trivial linear combination of them is constant (one may take e k = R k where R is the largest power of some t i appearing in the polynomial vector above). This means that
satisfies the desired conclusion (it is a polynomial walk by Lemma 2.2).
A uniform approximation on Ergodic averages along polynomial walks
In this section, we study ergodic averages along hyperplane-fleeing polynomial walks. Our main technical result is a uniform estimate of their limits, which depends only on the rational spectrum. system and χ ∈ Z d is a character then a χ-eigenfunction of (X, µ, T ) is a function f ∈ L 2 (X, µ) such that
Rat (X, µ, T ) denote the rational Kronecker factor, i.e., the norm closed subspace spanned by rational eigenfunctions. We let P Rat :
Rat (X, µ, T ) denote the orthogonal projection onto the rational Kronecker factor.
orthogonal to the rational Kronecker factor of (X, µ, T ). Then for all polynomials
such that no non-trivial R-linear combination of them is constant we have that
Proof. By the spectral theorem, there exists a positive Borel measure σ on T d such that
where
But by Weyl's polynomial equidistribution theorem, we have that
, it is a polynomial in n with at least one irrational non-constant term. The dominated convergence theorem now completes the proof.
and > 0 there exists a positive integer k = k(f, ) such that the following holds: For all polynomials
such that no non-trivial R-linear combination of them is constant, we have that the
exists in the L 2 (X, µ) norm topology, where p(n) = (p 1 (n), . . . , p d (n)), and if p(Z) ⊂ kZ d then
Proof. Decompose f = h + h ⊥ where h is in the rational Kronecker factor and h ⊥ is orthogonal to the rational Kronecker factor. We already know that the limit Q p h ⊥ exists and equals 0. Now write
where h χ is a χ eigenfunction (meaning that T v f = χ(v)f for all v ∈ Z d ) with h χ 2 = 1. Now if χ is rational then there exists a positive integer k χ such that χ(v) = 1 for all v ∈ k χ Z d , which means that the sequence T p(n) h χ is k χ periodic and so we have the existence of the limit
The existence of the limit Q p f now immediately follows from a basic approximation argument. From this expression it also follows that if
This means that if k is a positive integer such that p(Z) ⊂ kZ d , we will have
But we may choose a highly divisible enough positive integer k such that this upper bound is less than .
Notice that k depends only on and the coefficients c χ and is uniform across all such polynomial sequences p(n).
Proof of the main recurrence result
We are now in a position to prove Theorem 1.15, which we restate verbatim for the convenience of the reader as follows. 
Proof. Apply Proposition 3.3 with f = 1 B and let k = k(f, m ) > 0 be as in the corresponding conclusion of that proposition. We apply Theorem 2.3 to each v i to obtain polynomial walks R i : Z ≥0 → Γ such that each sequence R i (n)v i is hyperplane-fleeing. Note the crucial observation that v i ∈ kZ d implies that the sequence
2) and is also hyperplane-fleeing (if a polynomial sequence enters a hyperplane infinitely many times, it is always there). Hence we may indeed apply Proposition 3.3 with p(n) = P i (n) to get that
Now consider the following average of correlations
and notice that
where P i (n) = R i (n)v i and Q Pi is as defined in the statement of Proposition 3.3. But now applying the estimates (1) iteratively for i = 1, . . . , m together with the fact that P Rat 1 B ∞ ≤ 1 (this follows from the well known fact P Rat is a conditional expectation) we get that
Now we use the fact that (
is an algebra) and
Jensen's inequality to get
This finishes the proof, as we have shown that
5. Proofs of Theorems 1.10 and 1.14 Proof of Theorem 1.10. Let P (z) ∈ Z[z] be a polynomial of degree ≥ 2 with P (0) = 0. The polynomial F (x, y, z) = xy − P (z) has the following symmetries which are polynomial walks:
and S 2 (n)(x, y, z) = (x + H(n, y, z), y, z + ny)
is a polynomial. Observe that, as a polynomial in n (with coefficients in Z[x, z]) the degree of H(n, x, z) is the degree of P (at least 2), with leading term of the form Cx deg P −1 n deg P for some integer C = 0. Let Γ be the semigroup generated by these polynomial walks.
Claim: For all v 0 = (x 0 , y 0 , z 0 ) ∈ Z 3 with x 0 = 0, we have that Γv is hyperplane-fleeing.
We may assume, without loss of generality, that y 0 = 0 since we may find n ∈ N such that v 0 = S 1 (n)v 0 = (x 0 , y 0 , z 0 ) where y 0 = 0 (since, as observed above, H(n, x 0 , z 0 ) is non-constant when x 0 = 0). Suppose firstly that the sequence S 1 (n)(v 0 ) is contained in a hyperplane ax + by + cz = d. As observed earlier, H(n, x 0 , z 0 ) has leading term Cx deg P −1 0 n deg P and hence since x 0 = 0, it has degree deg P ≥ 2. From this we conclude that b = 0. But since z 0 + nx 0 is non-constant, we conclude that c = 0. Thus we have shown that if x 0 = 0, we have that S 1 (n)(x 0 , y 0 , z 0 ) can only be contained in the hyperplane x = x 0 . Finally, by symmetry, we have that S 2 (n)(v 0 ) can only be contained in the hyperplane y = y 0 (in particular, not x = x 0 ). This means that Γv 0 is hyperplane-fleeing.
Using this claim and Theorem 1.13, we reduce Theorem 1.10 to the statement that for all integers k ≥ 1,
contains qZ for some integer q ≥ 1. But F (k, ka, 0) = k 2 a and so we may take
Proof of Theorem 1.14. Let F (x, y) = x − P (y) where P (y) ∈ Z[y] has degree at least 2 with P (0) = 0.
Notice that F is preserved by the polynomial walk S(n)(x, y) = (x + P (y + n) − P (y), y + n) for n ∈ Z ≥0 .
Moreover, for all v 0 = (x 0 , y 0 ) ∈ Z 2 , we have that S(n)v 0 is hyperplane-fleeing since x 0 + P (y 0 + n) − P (y 0 ) is non-linear in n. Consequently, Theorem 1.13 is applicable to the group generated by this polynomial walk.
Appendix A. Basic algebra Lemma A.1. Let Γ ≤ G ≤ GL n (R) be groups such that G is the Zariski closure of Γ. Suppose that
is an irreducible representation such that ρ is a polynomial map. Then the restriction
Proof. Suppose on the contrary that the restriction is reducible. This means that there exists a proper linear
is a polynomial in g which vanishes for all g ∈ Γ. Since G is the Zariski closure of Γ, we get that P also vanishes on G and hence ρ(G)w ⊂ W , which contradicts the irreducibility of ρ.
Lemma A.2. Let a, b ∈ Z \ {0} be non-negative integers. Then the subgroup
Proof. Let
We wish to show that the Zariski closure of Γ 0 contains U (t) and its transpose, for all t ∈ R, as these generate SL 2 (R). Now suppose that P : SL 2 (R) → R is a polynomial map which vanishes on all of Γ 0 . Then, in particular, the polynomial R : R → R given by R(x) = P (U (x)) vanishes on the infinite set aZ, and so R(x) is the zero polynomial. Hence P vanishes on U (t), for all t ∈ R. This shows that U (t) is in the Zariski closure, and a similair argument applies to its transpose. 
