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Abstract
In this paper, multidimensional cellular automaton are considered. We investigate the hierarchy designed by the low complexity
classes when the dimensionality is increased. Whether this hierarchy is strict, is an open problem. However, we compare different
variants and study their closure properties. We present also a correspondence between a main variant of multidimensional real-time
cellular automata and one-way multihead alternating ﬁnite automata.
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1. Introduction
Cellular automaton (CA) is a major model of massively parallel computation. It consists of a regular array of uniformly
interconnected identical ﬁnite automata which work synchronously. Famous examples [6,8], where the information is
distributed and synchronized in a very efﬁcient way, illustrate the ability of CA to do fast computation. On the other
hand, the study of the limitations of these machines is not simple. Notably, for one-dimensional CA bounded in linear
space, the basic question whether unrestricted time is more powerful than minimal time, remains unanswered.
By the way, remind that one-dimensional linear space bounded CA working in unrestricted time has the same
computational ability as linear space bounded Turing machine. Here, we will look at the dimensionality of the array as
resource. In this area, Cole has considered k-dimensional iterative arrays (DIAS) (a main restricted variant of CA with
sequential input mode); he has proved that, for real-time (i.e. minimal time) computation, the computing capability
increases as the dimensionality of the iterative arrays increases [5]. Other variants of k-dimensional CA have been
investigated [1–3,9,13]. Here, we will focus on their lower complexity classes, since they can be simulated in linear
space on Turing machine, as proved in [9]. Moreover, reﬁned simulations have been exhibited. In [2], Chang et al.
have shown that multidimensional CA working in linear time can be simulated by linear time bounded alternating
Turing machine. Furthermore, it has been set that linear time bounded alternating Turing machine can be simulated by
one-dimensional one-way CA [3]. And obviously, one-dimensional linear space bounded CA is at least as powerful
as one-dimensional one-way CA. But whether these models have different computational ability, is unknown. In other
words, to use as resource the dimensionality instead of the time, yields another hierarchy between minimal time
and unrestricted time of one-dimensional linear space bounded CA. But, except for k-dimensional real-time iterative
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arrays which do not have the ability to simulate one-dimensional real-time CA, there is no evidence that for low
complexity classes, increasing the dimensionality of the CA allows to increase the computation ability. Here, we will
investigate more ﬁnely the low complexity classes of multidimensional CA. Among the numerous variants which can
be deﬁned according to the choice of the neighborhood, we will restrict to a few ones which seems representative
to us.
The paper is organized as follow. Section 2 recalls the deﬁnitions and presents different variants of multidimensional
CA. Section 3 deals with speed up results. Section 4 is devoted to comparisons between multidimensional CA types.
In Section 5, closure properties are presented. In Section 6, the equivalence between one-way multihead alternating
ﬁnite automata and one of the multidimensional real-time CA types is exhibited.
2. Deﬁnitions
A k-dimensional CA is a k-dimensional array of identical ﬁnite automata (the cells) indexed by Zk . In vector notation
each cell is identiﬁed to its vector position c = (c1, . . . , ck). The communication links are ﬁnite and uniform for every
cell. They are speciﬁed by a ﬁnite subset of Zk called the neighborhood. Each cell takes on a value from a ﬁnite set, the set
of states. Cells evolve synchronously at discrete time steps according to their neighborhood and to a transition function.
Formally, a k-dimensional CA is a triple (S,V, ) where S is a ﬁnite set of states, the neighborhood V = {v1, . . . , vr}
is a ﬁnite subset of Zk and  : S|V | → S is the transition function. A site (c, t) denotes the cell c at time t and 〈c, t〉
denotes its state. So at each step t0, the state is updated in this way: 〈c, t + 1〉 = (〈c + v1, t〉, . . . , 〈c + vr , t〉 : V =
{v1, . . . , vr}).
To specify language recognition, we distinguish two subsets of S: the alphabet  of the language and the subset
Sacc of accepting states. We also distinguish a special state of S, designated by the quiescent state . Here, we assume
that the computation is bounded in space: when the input size is n, the cells not in {c : 0c1, . . . , ck < n} remain
in the quiescent state  during all the computation. Furthermore, for t < 0, all cells in {c : 0c1, . . . , ck < n}
are in the quiescent state . Each of these cells remains in the quiescent state until the step it may be affected by
the input.
We distinguish two modes to give the input, the parallel one and the sequential one. In parallel input mode, at initial
time 0, the ith input symbol of the input w = x0 . . . xn−1 of size n, is fed to the cell (i, 0, . . . , 0): 〈i, 0, . . . , 0, 0〉 = xi .
In sequential input mode, the input is given sequentially to a speciﬁc cell, the input cell indexed by 0 = (0, . . . , 0).
The symbol xi of the input w = x0 . . . xn−1 is gotten by the input cell 0 at time i; at time tn, the cell 0 gets an
end-marker $. Further, in sequential input mode, the input cell 0 evolves according to a particular transition function
init : ( ∪ {$}) × S|V | → S, so 〈0, t〉 = init(xt , 〈v1, t − 1〉, . . . , 〈vr , t − 1〉 : V = {v1, . . . , vr}) (with xt = $
when tn).
The output cell, which determines the acceptance, depends on the neighborhood. In case of two-way communication,
as with the Von Neumann neighborhood {d ∈ Zk : |di |1} or with the Moore neighborhood {d ∈ Zk : max |di |1},
one chooses the cell 0 as the output cell. In case of one-way communication, as with the one-way Von Neumann
neighborhood {−d : d ∈ Nk and di1} or with the one-way Moore neighborhood {−d : d ∈ Nk and max di1},
one chooses the cell n − 1 = (n − 1, . . . , n − 1) as the output cell.
A CA accepts a word w if, on input w, the output cell enters an accepting state at some time t . Let f be a function
from N to N. A CA recognizes a language L in time f , if it accepts exactly the words w ∈ L of length n = |w| at time
f (n). Among these time complexities, the real-time function rt(n) corresponds to the minimal time for the output cell
to read the whole input of size n. The linear time function corresponds to f (n) =  rt (n), where  is a constant strictly
greater than 1.
We will denote the usual one-dimensional CA with parallel input mode by 1-PCA and 1-PCA(f (n)) will refer to
the class of languages recognized in time f (n) by 1-PCA. In the sequel, we will focus on CA with one-way Von
Neumann neighborhood. k-SOCA (resp. k-POCA) will stand for k-dimensional CA with sequential (resp. parallel)
input mode and one-way Von Neumann neighborhood. See Fig. 1 which depicts these devices in case of dimension 2.
Various denominations are used in different papers: here, we adopt the notations of [7]; 2-SOCA is named one way two-
dimensional iterative array (2-DIA) in [1] and OIA in [13]; k-POCA is named k-dimensional one-way mesh connected
array (k-OWMA) in [2].
Further, k-RSOCA (resp. k-LSOCA) will denote the class of languages recognized in real-time (resp. linear time)
by k-SOCA. For parallel input mode, the corresponding classes are designated by k-RPOCA and k-LPOCA.
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Fig. 1. Two-dimensional OCA.
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Fig. 2. Real-time one-way devices.
Note that the result of the computation is gotten, for k-RSOCA, on the output site (n − 1, (k + 1)(n − 1)) and
for k-RPOCA, on the output site (n − 1, k(n − 1)). As it will be veriﬁed in the next section, k-OCA admits linear
acceleration. So, without loss of generality, in the sequel, we will assume that the result of the computation is gotten,
for k-LSOCA, on the output site (n − 1, (k + 2)(n− 1)) and for k-LPOCA, on the output site (n − 1, (k + 1)(n− 1))
(Fig. 2).
To get some hints on the properties of these classes, we consider the working area composed of the relevant sites
regarding the computation, that means the sites which both are inﬂuenced by the input and can have an effect on the
output site. Note that, the set of sites affected by the input is {(c, t) : tc2 + · · · + ck} when the input mode is parallel
and {(c, t) : tc1 + c2 + · · · + ck} when the input mode is sequential. On the other hand the set of sites which can
inﬂuence an output site (n − 1, (n − 1)) is {(c, t) : tc1 + · · · + ck + (− k)(n − 1)}. Hence, on an input of size n,
the working area is:
• {(c, t) : 0c1, . . . , ck < n and c2 + · · · + ck tc1 + · · · + ck} for a k-RPOCA;
• {(c, t) : 0c1, . . . , ck < n and c2 + · · · + ck t < c1 + · · · + ck + n} for k-LPOCA;
• {(c, t) : 0c1, . . . , ck < n and c1 + · · · + ck t < c1 + · · · + ck + n} for k-RSOCA;
• {(c, t) : 0c1, . . . , ck < n and c1 + · · · + ck t < c1 + · · · + ck + 2n − 1} for k-LSOCA.
The shape of these working areas can be partly described by the following characteristics: the maximal time h, the
number nball of all the sites, the number nbbeg of the sites that depend on the ﬁrst symbol x0 (i.e. on the site (0, 0)),
the number nbend of the sites that depend on the last symbol xn−1 (i.e. on the site (0, . . . , n − 1, 0) in case of parallel
input mode and on the site (0, n − 1) in case of sequential input mode), and the number nbint of the sites that depend
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both on x0 and xn−1. The following table gives the asymptotic behavior of these characteristics for the classes that we
will examine.
h nball nbbeg nbend nbint
k-RPOCA (n) (nk+1) (nk) (nk) (nk−1)
k-RSOCA (n) (nk+1) (nk+1) (nk) (nk)
k-LPOCA (n) (nk+1) (nk+1) (nk) (nk)
k-LSOCA (n) (nk+1) (nk+1) (nk+1) (nk+1)
In the following, we will verify that, among these classes, one class C1 simulates another one C2 if we can embed
the working areas of CA of type C2 into the working areas of CA of type C1. That will be possible when the order of
each characteristic of C1 is greater or equal to the corresponding one of C2. So the relations k-RSOCA = k-LPOCA,
k-RSOCA ⊆ (k + 1)-RPOCA and (k − 1)-LPOCA ⊆ k-RSOCA will be set. Further, the computation turns out to
be symmetrical for classes whose nbbeg and nbend are of same order. So we will prove that k-RPOCA and k-LSOCA
are closed under reverse. Also, for 1-RPOCA, remark that nbint is constant, besides some limits on the computational
ability of 1-RPOCA have been established using counting arguments [17]. By the way, note that, in the case of the
k-dimensional iterative arrays investigated by Cole [5], nbend is also constant for all k.
To end this section, let us precise that the reverse wR of a word w is the word w written backwards. For a language
L, its reverse is LR = {wR : w ∈ L} and for a class of languages C, its reverse is CR = {LR : L ∈ C}.
3. Linear acceleration
In this section, we consider linear acceleration of the running time up to real-time. Observe that, in case of one-way
communication, any two cells are not mutually interdependent. So the sites of the working area and their dependencies
form a directed graph which is acyclic. This characteristic allows to speed up computation easily. Speed up results
have already been proved for dimension 1 [12]. Fig. 3 depicts the scheme for dimension 1: once the cell gets the whole
input part situated on its left, it can operate R times faster for any integer constant R. The principle can be generalized
to any dimension and any neighborhood with one-way communication. Let us prove it for the one-way Von Neumann
neighborhood, ﬁrst when the input mode is sequential, second when the input mode is parallel.
Proposition 1. Let f, rt : N → N be two functions where rt(n) = (k + 1)(n − 1) is the real-time complexity for
k-SOCA. If a language L is recognized by a k-SOCA in time rt(n) + f (n) then, for any positive integer R, L is
recognized by a k-SOCA in time rt(n) + f (n)/R	.
Proof. First remark that for any k-SOCA, the working area W = {(c, t) : 0c1, . . . , ck < n, t0} associated with
inputs of size n, can be divided into two regions X = {(c, t) ∈ W : ∑ ci + n − 1 t} and Y = {(c, t) ∈ W :∑
ci +n− 1 < t}. For that, a wave is initiated on the initial cell 0, at time n, when 0 receives a ﬁrst end-marker $. This
wave spreads at maximal speed and so characterizes the set of sites F = {(c, t) ∈ W : t = ∑ ci + n}. Actually, this
wave marks the ﬁrst time where cells know they have got the whole input. This wave corresponds to the lower layer of
Y and so allows to divide the working area into X and Y .
Now consider any k-SOCA A which recognizes the language L in time rt(n) + f (n). Let us deﬁne the k-SOCA
B which simulates A. On X, B behaves like A. On Y , the computation of A is mapped on B according to the trans-
formation g : Zk+1 → Zk+1 deﬁned by
g(c, t) =
(
c,
⌈
(R − 1)(n − 1 +∑ ci) + t
R
⌉)
.
Let us verify the validity of the transformation. First, as the upper layer of X consists in sites (c, n − 1 + ∑ ci) and
g(c, n−1+∑ ci) = (c, n−1+∑ ci), the transition between X and Y is guaranteed. Second, note that g maps R sites
ofA into one site ofB; that ensures that the computational load on the sites ofB remains bounded and can be performed
by cells which have the computational power of a ﬁnite state automaton. Third, the elementary data movements on A
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Fig. 3. One-way linear acceleration.
are the data movements induced in one time step by the one-way Von Neumann neighborhood. In other words they are
vectors (, 1) where  ∈ {0, 1}k and ∑ i1. On B, they are mapped into
(, ) = g(c + , t + 1) − g(c, t)
=
(
,
⌈
(R − 1)(n − 1 +∑ ci +∑i ) + t + 1
R
⌉
−
⌈
(R − 1)(n − 1 +∑ ci) + t
R
⌉)
.
As
∑
i1, we have

⌈
(R − 1)(n − 1 +∑ ci) + t
R
+∑i
⌉
−
⌈
(R − 1)(n − 1 +∑ ci) + t
R
⌉

∑
i .
Thus, on B governed by the one-way Von Neumann neighborhood, the dependencies constraints 1, . . . , k0 and∑
i are fulﬁlled. Also remark that, as the computational load on the sites, the amount of data to be transmitted is
bounded by a constant. Finally, observe that g(n − 1, rt (n) + f (n)) = (n − 1, rt (n) + f (n)/R	). 
In the same way, the computation on k-POCA can be speeded up.
Proposition 2. Let f, rt : N → N be two functions where rt(n) = k(n − 1) is the real-time complexity for k-POCA.
If a language L is recognized by a k-POCA in time rt(n) + f (n) then, for any positive integer R, L is recognized
by a k-POCA in time rt(n) + f (n)/R	.
Proof. First remark that for any k-POCA, the working area W = {(c, t) : 0c1, . . . , ck < n, t0} can be divided into
two regions X = {(c, t) ∈ W : ∑ ci t} and Y = {(c, t) ∈ W : ∑ ci < t}. For that, a wave is initiated on the initial
cell 0, at time 1, when 0 knows its position as extremity. This wave spreads at maximal speed and so characterizes the
set of sites F = {(c, t) ∈ W : t = ∑ ci + 1}. Actually, this wave marks the ﬁrst time where the cells know they have
got the whole available part of the input. This wave corresponds to the lower layer of Y and so allows to divide the
working area into X and Y .
Now consider any k-POCA A which recognizes the language L in time rt(n) + f (n). Let us deﬁne the k-POCA
B which simulates A. On X, B behaves like A. On Y , the computation of A is mapped on B according to the trans-
formation g : Zk+1 → Zk+1 deﬁned by
g(c, t) =
(
c,
⌈
(R − 1)∑ ci + t
R
⌉)
.
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The same arguments, used in the previous proposition, apply to verify the validity of the transformation. Finally, observe
that g(n − 1, rt (n) + f (n)) = (n − 1, rt (n) + f (n)/R	). 
4. Simulation
In this section, we consider relationships between the real-time and linear time classes of k-OCA. All presented
simulations consist in simple transformations of the working areas.
It has been set that 1-RSOCA and 1-LPOCA deﬁne the same class of languages [10]. Let us see that this equivalence
extends to the higher dimensions.
Fact 1. k-RSOCA ⊆ k-LPOCA.
Proof. For any k-RSOCA A, let us deﬁne a k-LPOCA B which simulates it. Initially, the k-LPOCA B achieves a
preprocessing phase to mimic the sequential input mode from the parallel input mode. Each symbol xi fed on the cell
(i, 0, . . . , 0) remains on the same cell. In this way, xi which is fed on the site (0, i) of the k-RSOCA A, is known on
the site (i, 0, . . . , 0, i) of the k-LPOCA B.
Further, as viewed in proof of Proposition 2, the k-LPOCA B can characterize the region Y = {(c, t) : ∑ ci < t}.
In Y , the sites of A are mapped according to the linear transformation g : Zk+1 → Zk+1 deﬁned by
g(c, t) = (t −∑ ci, c2, . . . , ck, t) .
Let us verify that g maps the accepting (resp. non-accepting) computations of the k-RSOCA A into accepting (resp.
non-accepting) computations of a k-LPOCA B. First, note that g(0, i) = (i, 0, . . . , 0, i). So, as xi is known on the
site (i, 0 · · · , 0, i) of B and (i, 0 . . . , 0, i) is positioned on the frontier with Y , the transition is guaranteed. Second, the
injectivity of g guarantees that, on B, the cells can cope the computational load requirement. Third, the elementary
data movements on A are vectors (, 1) where  ∈ {0, 1}k and ∑ i1. On B, they are mapped into (, ) =
g(c + , t + 1) − g(c, t) = (1 − ∑ i , 2, . . . , k, 1). They satisfy the dependencies constraints: 1, . . . , k0 and∑
i. Finally, g(n − 1, (k + 1)(n − 1)) = (n − 1, (k + 1)(n − 1)) guarantees the correspondence between the
output sites. 
Fact 2. k-LPOCA ⊆ k-RSOCA.
Proof. Let A be any k-LPOCA. Consider the transformation g : Zk+1 → Zk+1 deﬁned by
g(c, t) =
(⌈
t − c2 − · · · − ck
2
⌉
, c2, . . . , ck,
∑
ci +
⌈
t − c2 − · · · − ck
2
⌉)
.
Let us verify that g maps the accepting (resp. non-accepting) computations of the k-LPOCA A into accepting (resp.
non-accepting) computations of a k-RSOCA B. First, g(i, 0, . . . , 0) = (0, . . . , 0, i) guarantees the transition from the
parallel input mode into the sequential input mode. Second, note that g maps two sites on one site. That ensures that the
computational load on the sites of the k-RSOCA remains bounded. Third, on A, the elementary data movements (, 1)
are such that  ∈ {0, 1}k and∑ i1. They are mapped into (, ) = g(c+, t+1)−g(c, t) = (, 2, . . . , k, +∑ i )
with  = (t + 1 − c2 − · · · − ck − 2 − · · · − k)/2	 − (t − c2 − · · · − ck)/2	. They satisfy the dependencies
constraints: 1, . . . , k0 and
∑
i. Finally, g(n − 1, (k + 1)(n − 1)) = (n − 1, (k + 1)(n − 1)) guarantees the
correspondence between the output sites. 
Corollary 1. k-RSOCA = k-LPOCA.
Remark 1. For dimension 1, it has also been set that 1-RPCA deﬁnes the same class of languages as 1-LPOCA and
1-RSOCA [4,10]. At ﬁrst glance, for higher dimensions k > 1, it seems to be different. Indeed, for k-RPCA with Von
Neumann neighborhood, the number of sites inﬂuenced by the rightest input symbol xn−1 is n, for all dimensions k.
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So, when k > 1, we may establish that k-RPCA can be simulated by k-RSOCA but not the converse. On the other hand,
we may exhibit simple transformations to show that k-RPCA with Moore neighborhood is equivalent to k-RSOCA (and
k-LPOCA) with one-way Von Neumann neighborhood. Finally, just recall that Von Neumann and Moore neighborhood
are identical in dimension 1.
Now, we will compare types of different dimensions.
Fact 3. k-RSOCA ⊆ (k + 1)-RPOCA.
Proof. Let L be a language recognized by a k-RSOCA A. Consider the linear transformation g : Zk+1 → Zk+2
deﬁned by
g(c, t) = (t −∑ ci, c1, . . . , ck, t) .
Let us verify that g maps the accepting (resp. non-accepting) computations of a k-RSOCA into accepting (resp. non-
accepting) computations of a (k + 1)-RPOCA. First, note that g(0, i) = (i, 0, . . . , 0, i). So, as detailed in Fact 1, the
input can be gotten on these sites. Second, the injectivity of g ensures that, on B, the cells can cope the computational
load requirement. Third, in A, the data movements (, 1) are such that  ∈ {0, 1}k and ∑ i1. They are mapped into
(1, . . . , k+1, ) = g(, 1) = (1 − ∑ i , 1, . . . , k, 1). They satisfy the dependencies constraints: 1, . . . , k+10
and
∑k+1
i=1 i. Finally, g(n − 1, (k + 1)(n − 1)) = (n − 1, (k + 1)(n − 1)) guarantees the correspondence between
the output sites. 
Fact 4. k-LSOCA ⊆ (k + 1)-RSOCA.
Proof. For any k-LSOCA A, we will deﬁne a (k + 1)-RSOCA B which simulates it. As seen in Proposition 1, the
(k + 1)-RSOCA can distinguish the regions X = {(c, t) : ∑ ci + n − 1 t} and Y = {(c, t) : ∑ ci + n − 1 < t}. In
the region X, the sites (c, t) of A such that t∑ ci + n − 1 , are simply mapped on the sites (0, c1, . . . , ck, t) of B.
Then, in region Y , the sites (c, t) of A such that t > ∑ ci + n − 1, are mapped according to the afﬁne transformation
g : Zk+1 → Zk+2 deﬁned by
g(c, t) = (t −∑ ci − n + 1, c1, . . . , ck, t) .
Let us verify the validity of the transformation. First, observe that g(c,
∑
ci + n− 1) = (0, c1, . . . , ck,∑ ci + n− 1).
So, the transition between the two regions X and Y is guarantied. Second, observe that g corresponds to the linear
transformation of the previous Fact 3 with the translation (−n + 1, 0, . . . , 0). So, in the same way, the load sites
requirements and the dependencies constraints are satisﬁed. Finally, g(n−1, (k+2)(n−1)) = (n−1, . . . , n−1, (k+2)
(n − 1)) ensures the correspondence between the output sites. 
Restricted to unary languages, 1-RPOCA is not more powerful than ﬁnite automaton (which may be considered as
0-RSOCA). For the same reasons, we obtain the following fact.
Fact 5. Restricted to unary languages, k-RSOCA and (k + 1)-RPOCA have the same recognition ability.
Proof. Let A be any (k + 1)-RPOCA whose input alphabet is unary. By deﬁnition, the sites {(c1, . . . , ck+1, t) :
c2 + · · · + ck+1 > t} are in quiescent state. As the alphabet is unary, all sites {(i, 0, . . . , 0, 0) : 0 i < n} are in the
same state. So by induction on t , we may show that, for any ﬁxed c2, . . . , ck+1, t , the sites {(i, c2, . . . , ck+1, t) :
t − c2 − · · · − ck+1 i < n} share the same state. In particular, for all time t < (k + 1)(n − 1), both states
〈n − 2, c2, . . . , ck+1, t〉A and 〈n − 1, c2, . . . , ck+1, t〉A are identical. So, observe that we may project the behavior
of the (k + 1)-RPOCA A within the k-RSOCA B such that 〈c2, . . . , ck+1, t〉B = 〈n − 1, c2, . . . , ck+1, t〉A, since the
missing neighbor state being the same as the current state. Finally, note that the output site of B enters the same state
as the output site of A: 〈n − 1, . . . , n − 1, (k + 1)(n − 1)〉B = 〈n − 1, n − 1, . . . , n − 1, (k + 1)(n − 1)〉A. 
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5. Closure properties
In this section, we will consider closure properties of the classes k-RSOCA, k-RPOCA and k-LSOCA. These classes
are obviously closed under boolean operations.
5.1. Closure under reverse
Closure under reverse has already been observed for k-RPOCA in case of dimension 1 and 2 [4,13], as well for
k-LSOCA in case of dimension 1. For the higher dimensions, we will verify in the two next facts that the computation
turns out to be also symmetrical for k-RPOCA and k-LSOCA. On the other hand, we ignore, for any dimension
k, whether k-RSOCA is closed under reverse. Note that a negative answer, for some dimension k, will yield strict
inclusions between k-RPOCA, k-RSOCA and k-LSOCA. Furthermore, it was shown that 1-RSOCA is closed under
reverse if and only if 1-RSOCA is as powerful as 1-LSOCA [11]. We imagine that this result can be generalized for
the higher dimensions, in using similar techniques.
Fact 6. k-RPOCA is closed under reverse.
Proof. Let L be a language recognized by a k-RPOCA C. Consider the afﬁne transformation g : Zk+1 → Zk+1 deﬁned
by
g(c, t) = (n − 1 + t −∑ ci, c2, . . . , ck, t) .
Let us verify that g maps the accepting (resp. non-accepting) computation of C on any input w = x0 · · · xn−1 into an
accepting (resp. non-accepting) computation of a k-RPOCA D on the input wR = xn−1 · · · x0. First, g(i, 0, . . . , 0) =
(n−1−i, 0, . . . , 0) supports that, onD, the symbolxi of the inputwR = xn−1 · · · x0 is fed on the cell (n−1−i, 0, . . . , 0).
Second, the injectivity of g guarantees that, on D, the cells can cope the computational load requirements. Third, in the
working area of C, the data movements are vectors (, 1) where  ∈ {0, 1}k and ∑ i1. On D, they are mapped into
(, ) = g(c+, t +1)−g(c, t) = (1−∑ i , 2, . . . , k, 1) which satisfy the dependencies constraints: 1, . . . , k0
and
∑
i. Finally, g(n − 1, k(n − 1)) = (n − 1, k(n − 1)) conﬁrms that, on C and D, the results are collected on
the same output site. 
Fact 7. k-LSOCA is closed under reverse.
Proof. Let L be a language recognized by a k-LSOCA A. We will deﬁne a k-LSOCA B which recognizes LR .
Initially, the k-LSOCA B achieves a preprocessing phase. Each symbol xi of the input wR = xn−1 . . . x0, fed on the
site (0, n−1− i), is carried according to the following sequence of moves: one step to the neighbor cell in the direction
of (1, 0, . . . , 0) and two steps on the same cell. In particular, xi goes through the sites {(s, 0, . . . , 0, n−1− i+3s−a) :
a = 0, 1, s0}. Thus xi reaches the line {(b, 0, . . . , 0, n− 1 + b) : b0} on the site (i/2	, 0, . . . , 0, n− 1 +i/2	).
Further, as viewed in Proposition 1, the k-LSOCA B can characterize the region Y = {(c, t) : ∑ ci + n − 1 < t}.
In Y , the sites of A are mapped according to the transformation g : Zk+1 → Zk+1 deﬁned by
g(c, t) =
(⌈
t −∑ ci
2
⌉
, c2, . . . , ck,
⌈
t +∑ ci
2
⌉
+ n − 1
)
.
Let us verify that the accepting (resp. non-accepting) computation of A on any input w = x0 . . . xn−1 are mapped into
an accepting (resp. non-accepting) computation of the k-RPOCA B on the input wR = xn−1 · · · x0. First, observe that
g(0, . . . , 0, i) = (i/2	, 0, . . . , 0, n − 1 + i/2	), and xi is known on this site according to the preprocessing phase.
Second, note that g maps two sites into one site. That guarantees that, on B, the cells can cope the computational load
requirements. Third, in the working area ofA, the data movements are vectors (, 1) where  ∈ {0, 1}k and∑ i1. On
B, they are mapped into (, ) = (, 2, . . . , k, +
∑
i ) with  = (t +1−
∑
ci −∑ i )/2	−(t −∑ ci)/2	. They
satisfy the dependencies constraints: 1, . . . , k0 and
∑
i. Finally,g(n−1, (k+2)(n−1)) = (n−1, (k+2)(n−1))
conﬁrms that, on C and D, the results are collected on the same output site. 
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5.2. Closure under concatenation
The questions of the closure under concatenation of k-RSOCA and k-LSOCA are open. However, as proved in case
of dimension one in [11], the class of unary languages recognizes by k-RSOCA is closed under concatenation. On
other hand, we know that 1-RPOCA is not closed under concatenation [17]. Surprisingly, we will see that k-RPOCA
are closed under concatenation for the higher dimensions.
Fact 8. For any dimension k > 1, if L1 and L2 are recognized by k-RPOCA then X = {uv : u ∈ L1, v ∈ L2 and
|u| |v|} is recognized by k-RPOCA.
Proof. Recall that, by deﬁnition, the sites {(c1, c2, . . . , ck, t) : t < c2 + · · · + ck} are in quiescent state, since they
are not affected by the input. Then a characteristic of k-RPOCA is that the computation on any word w = x0 . . . xn−1
contains the computation of all its subwords xi · · · xj , where 0 ij < n. In particular, the acceptance of xi · · · xj
is determined on the site (j, j − i, . . . , j − i, k(j − i)). So the proof comes down to construct a k-RPOCA A which
characterizes the set of sites
I = {(j, j − i, . . . , j − i, k(j − i)) : xi · · · xh ∈ L1, xh+1 · · · xj ∈ L2 for some h < (i + j)/2}.
First, A simulates the both k-RPOCA which recognize L1 and L2. In this way, the sets of sites
E = {(b, b − a, . . . , b − a, k(b − a)) : xa · · · xb ∈ L1}
and
F = {(d, d − c, . . . , d − c, k(d − c)) : xc · · · xd ∈ L2}
are characterized. Now, from each site of E , a signal S is initialized; it runs by a sequence of elementary moves
(1, 0, . . . , 0, 1). So this family of signals S goes through the sites {(b+ t, b− a, . . . , b− a, k(b− a)+ t) : xa · · · xb ∈
L1 and t0}. Parallelly, a family of signals T starts from the sites (z, 0, . . . , 0) with 0z < n. Each signal T operates
ﬁrst an elementary move (1, 0, . . . , 0, 1), then a sequence of moves (2, 1, . . . , 1, k + 1). So this family of signals T
characterizes the sites {(z + 1 + 2s, s, . . . , s, 1 + s(k + 1)) : 0z < n, s0}. Then the signals S and T cross each
other on the sites:
G = {(2b − a + 1, b − a, . . . , b − a, (k + 1)(b − a) + 1) : xa · · · xb ∈ L1}.
From each site of G, a signal U is initialized; it runs by a sequence of elementary moves (1, . . . , 1, k). So the family of
signalsU goes through the sites {(2b−a+1+t, b−a+t, . . . , b−a+t, (k+1)(b−a)+1+kt) : xa · · · xb ∈ L1 and t0}.
On the other hand, from each site ofF (the set of accepting sites associated to L2), a signal V is initialized; it remains
all the time on the same cell. So this family of signals V goes through the sites {(d, d − c, . . . , d − c, k(d − c) + s) :
xc · · · xd ∈ L2 and s0}. Then the signals U and V cross each other on the sites:
H= {(d, d − b − 1, . . . , d − b − 1, k(d − b − 1) + b − a + 1) :
xa · · · xb ∈ L1, xb+1 · · · xd ∈ L2 and b < (a + d)/2}.
Finally from each site of H, a signal starts and runs with elementary move (0, 1, . . . , 1, k − 1), it reaches the output
site (d, d − x, . . . , d − x, k(d − x)). From d − b− 1 + t = d − x and k(d − b− 1)+ b− a + 1 + (k − 1)t = k(d − x),
we get t = b − a + 1 and x = a. That means we know on the site (d, d − a, . . . , d − a, k(d − a)) whether
xa . . . xb ∈ L1, xb+1 . . . xd ∈ L2 for b < (a + d)/2. So we have all the required information to characterize the
expected set I = {(d, d − a, . . . , d − a, k(d − a)) : xa · · · xb ∈ L1, xb+1 · · · xd ∈ L2 for some b < (a + d)/2}. 
Corollary 2. For any dimension k > 1, k-RPOCA is closed under concatenation.
Proof. Let L1 and L2 be two languages recognized by k-RPOCA. According to Fact 8,
X = {uv : u ∈ L1, v ∈ L2 and |u| |v|}
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is recognized by k-RPOCA. Moreover, as k-RPOCA is closed under reverse,
Y = {vu : v ∈ LR2 , u ∈ LR1 and |v| |u|}
as well
YR = {uv : u ∈ L1, v ∈ L2 and |u| |v|}
are recognized by k-RPOCA. Thus, X ∪ YR = L1L2 is a k-RPOCA language. 
The closure under Kleene star simply derives from the closure under concatenation.
Fact 9. For any dimension k > 1, k-RPOCA is closed under Kleene star.
Proof. According to Fact 8 and Corollary 2, we can characterize, by means of signals, from the sets of sites
E = {(b, b − a, . . . , b − a, k(b − a)) : xa · · · xb ∈ L1}
and
F = {(b, b − a, . . . , b − a, k(b − a)) : xa · · · xb ∈ L2}
the set of sites
I = {(c, c − a, . . . , c − a, k(c − a)) : xa · · · xb ∈ L1 and xb+1 · · · xc ∈ L2}.
Now deﬁne recursively the set F as the sites of E and I. Thus, the characterization of F allows to recognize the set
L2 = L1 + L1L2; i.e. L2 = L+1 . 
Putting Corollary 2, Facts 9 and 5 together, we obtain the following corollary.
Corollary 3. For any positive integer k, the class of unary languages recognized by k-RSOCA is closed under
concatenation and Kleene star.
6. Relationship with alternating device
Relationships between CA and alternating devices are common. By instance, it has been shown that real-time one-
dimensional CA can be simulated by two-dimensional alternating ﬁnite automata [14]. It is also known that real-time
k-dimensional iterative arrays are equivalent through reverse to real-time one-way alternating k counter automata [18].
Here, we will be concerned with one-way multihead alternating ﬁnite automata. This simple alternating device was
introduced by King [15]; see also [16] for further investigations. Precisely, we will show that k-RSOCA are equivalent
through reverse to one-way alternating ﬁnite automata with k + 1 heads. This relationship stresses that k-RSOCA
deﬁne signiﬁcant complexity classes.
6.1. Preliminaries
To begin, we have to recall the deﬁnition of one-way multihead alternating ﬁnite automata. A one-way alternating
ﬁnite automata with k heads (in short 1AFA(k)) is a sextuplet (, SM, M, sinit, UM, FM) where  is the input
alphabet, SM is the set of states, M : SM × ( ∪ {$})k → P(SM × {0, 1}k) is the transition function, sinit ∈ SM
is the initial state, UM ⊂ SM is the set of universal states, SM\UM is the set of existential states and FM ⊂ SM
is the set of accepting states. The input w is delimited with the end-marker $ placed on its right. At initial time, M
starts the computation in the initial state sinit , its k heads reading the ﬁrst symbol (	1 = · · · = 	k = 0). At each
step, M evolves according to the transition function , the current state s, the symbols a1, . . . , ak scanned by the k
heads. For any (s′, (d1, . . . , dk)) ∈ (s, (a1, . . . , ak)), the state is updated to s′ and the k heads move of d1, . . . , dk .
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A conﬁguration describes a computation step of M on the input w; it is an element of {0, . . . , n − 1}k × S which
codes the positions of the k heads and the current state. A conﬁguration J is an immediate successor of a conﬁguration
I = ((	1, . . . , 	k), s), written I J , if J = ((	1 + d1, . . . , 	k + dk), s′) and (s′, (d1, . . . , dk)) ∈ (s, (a1, . . . , ak)).
A conﬁguration is universal (resp. existential) if its state s is universal (resp. existential). A conﬁguration is accepting
if its state s is accepting and the k heads read the end-marker (	1 = · · · = 	k = n). The initial conﬁguration is
((0, . . . , 0), sinit).
An accepting computation tree of M on the input w is a labeled tree such that:
1. each node is labeled by a conﬁguration;
2. the root is labeled by the initial conﬁguration;
3. if an internal node is labeled by an universal conﬁguration I whose all successors are {J1, . . . ,Jr}, it has exactly
r children J1, . . . ,Jr ;
4. if an internal node is labeled by an existential conﬁguration I, it has exactly one child J such that I J ;
5. the leaves are labeled by accepting conﬁgurations.
An accepting computation subtree of M on the input w satisﬁes the same conditions as an accepting computation tree,
except that the root is labeled by any conﬁguration.
A 1AFA M accepts a word w, if there is an accepting computation tree of M on w. The language accepted by M is
the set {w ∈ ∗ : M accepts w}.
For technical reasons, we will use the following fact.
Fact 10. Let L be any language on an alphabet  and $ be any symbol not in . L is recognized by a k-RSOCA if and
only if {$}L is recognized by a k-RSOCA.
Proof. The only if part is trivial. From a k-RSOCA A which recognizes a language L, we can directly construct a
k-RSOCA B which recognizes {$}L. Indeed provided that the k-RSOCA B sends the input symbols from the cell 0 to
the cell 1, what can be computed on the site (c, t)A can be computed in the same way on the site (c + 1, t + k + 1)B.
Conversely, consider a k-RSOCA C which recognizes {$}L. To construct a k-RSOCA D recognizing L, it sufﬁces
to simulate the missing ﬁrst symbol $. For that, the sites bordering the working area will have extra work to achieve.
Formally, the state 〈c,∑ ci + t〉D will consist in the following states of the initial k-SOCA C:{〈
c1 + 1, . . . , ck + k,∑(ci + i ) + t + 〉C :
i = 0, 1 if ci = 1, i = 1 if ci > 1,  = 0, 1 if t = 0,  = 1 if t > 0
}
.
That may be proved by recurrence on r = ∑ ci + t , but we do not give the details. So 〈n − 1, (k + 1)(n − 1)〉D consists
in 〈n, (k + 1)n〉C and D enters an accepting state on input w iff C enters an accepting state on input $w. 
6.2. k-RSOCA ⊆ 1AFA(k + 1)R
In this paragraph, we will present how to code the evolution of a k-RSOCA by a 1AFA(k + 1) employing one head
for each of the k dimensions and one head for the time.
We will use below the following notations. 0 = (0, . . . , 0) denotes the vector whose all k + 1 components are null
and i = (i1, . . . , ik+1) denotes the vector whose all components are null except the ith one set to 1 (ij = 1 if i = j ,
0 otherwise).
Proposition 3. Let L be a language on the alphabet  and A = (, SA, initA , A, FA, ) be a k-RSOCA which
recognizes {$}L. The reverse of L is accepted by the 1AFA(k + 1) M = (, SM, M, sinit, UM, FM) where UM =
Sk+1A , SM = UM ∪ SA ∪ {sinit} ∪ {saccept}, FM = {saccept} and the transition function M is deﬁned by:
• M(sinit, (a1, . . . , ak+1)) = {(s, 0) : s ∈ FA}.
• M(s, ($, . . . , $)) =
{ {(saccept, 0)} if initA ($, ) = s,∅ else.
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• M(s, ($, . . . , $, a)) = {(s′, k+1) : initA (a, s′) = s}.• For (a1, . . . , ak) = ($, . . . , $), M(s, (a1, . . . , ak+1)) = {((s1, . . . , sk+1), 0) : A(s1, . . . , sk+1) = s}.
• M((s1, . . . , sk+1), (a1, . . . , ak+1)) = {(si, i ) : 1 ik + 1 and si = }.
To prove Proposition 3, we will need the following fact which precises the correspondence between the roots of
accepting computation subtrees of the 1AFA and the states of the SOCA.
Fact 11. Let w = x0 · · · xn−1 be any word on . Consider the computation of A on the input $w and the computation
of M on the input wR . For s ∈ SA holds ((	1, . . . , 	k+1), s) is the root of an accepting computation subtree of M if
and only if s = 〈n − 	1, . . . , n − 	k,∑k+1i=1 (n − 	i )〉A.
Proof. The proof is done by induction on the sum
∑k+1
i=1 	i . First, we prove the basis step when
∑
	i = (k + 1)n. In
this case, the positions of the k + 1 heads are n. And ((n, . . . , n), s) is the root of an accepting computation subtree if
and only if it has one successor labeled by the accepting conﬁguration. Hence s = initA ($, ) = 〈0, 0〉A.
Now consider the inductive step. Let us assume the proposition be true when
∑
	i > r . And let us prove it for∑
	i = r . We distinguish two cases according to the positions of the ﬁrst k heads.
Case 1: 	1 = · · · = 	k = n. In this case, ((n, . . . , n, 	k+1), s) is the root of an accepting computation subtree
if and only if it has one successor labeled by ((n, . . . , n, 	k+1 + 1), s′) with initA (xn−	k+1 , s′) = s. By hypothesis,
s′ = 〈0, n − 	k+1 − 1〉A. It follows that s = initA (xn−	k+1 , 〈0, n − 	k+1 − 1〉A) = 〈0, n − 	k+1〉A.
Case 2: (	1, . . . , 	k) = (n, . . . , n). In this case, the conﬁguration ((	1, . . . , 	k+1), s) has one successor labeled
by ((	1, . . . , 	k, 	k+1), (s1, . . . , sk+1)) with A(s1, . . . , sk+1) = s. This universal conﬁguration has the successors
((	1, . . . , 	i + 1, . . . , 	k, 	k+1), si) for every ik such that 	i < n and the successor ((	1, . . . , 	k, 	k+1 + 1), sk+1) if
	k+1 < n. By hypothesis, for all ik, si = (〈n − 	1, . . . , n − 	i − 1, . . . , n − 	k,∑ (n − 	i ) − 1〉A if 	i < n, si = 
otherwise, and sk+1 = 〈n − 	1, . . . , n − 	k,∑ (n − 	i ) − 1〉A) if 	k+1 < n, sk+1 =  otherwise. 
From this fact, the proof of Proposition 3 follows immediately:
Proof of Proposition 3. $x0 · · · xn−1 is accepted by A if and only if on input $x0 · · · xn−1, A enters an accepting state
on site (n, (k + 1)n)A. According Fact 11, it is equivalent to the existence of an accepting computation subtree of M
on xn−1 · · · x0 with root ((0, . . . , 0), s) where s ∈ FA. That is equivalent to the existence of an accepting computation
subtree of M on xn−1 · · · x0 whose root ((0, . . . , 0), sinit) has one successor labeled by ((0, . . . , 0), s) with s ∈ FA.
That is equivalent to the fact that M accepts xn−1 · · · x0. 
6.3. 1AFA(k + 1) ⊆ k-RSOCAR
Now we will translate the computation of 1AFA(k + 1) in terms of k-RSOCA.
Proposition 4. Let L be a language which is accepted by a 1AFA(k + 1). Then there exists a k-RSOCA which
recognizes {$}LR .
Proof. Let w = x0 · · · xn−1 be a given word and M = (, SM, M, sinit, UM, FM) be any 1AFA(k + 1) which
accepts L. For integers 	1, . . . , 	k+1, with 0	1, . . . , 	k+1n, we denote by Q(	1, . . . , 	k+1) the set
{s ∈ SM : ((	1, . . . , 	k+1), s) is the root of an accepting computation subtree}.
In Fact 14, we will show that there exists a k-RSOCA A which, on input $xn−1 · · · x0, computes the set Q(n −
c1, . . . , n−ck,∑ ci +n− t) on each site (c, t) when tn+∑ ci . In particular,A computes the set Q(0, . . . , 0) on the
output site (n, (k + 1)n). Furthermore, A accepts the input $xn−1 · · · x0 provided the state sinit belongs to Q(0, . . . , 0),
that means whether there exists an accepting computation tree on x0 . . . xn−1. 
It remains to establish Fact 14. First, we will need this technical fact.
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Fact 12. Let M be a 1AFA with k+1 heads. There exists a 1AFA M ′ with k+1 heads which accepts the same language
and such that the k + 1th head 	k+1 has the lowest position during all the computation: 	k+1 = mini=1,...,k+1 	i .
Proof. King has proved that multihead ﬁnite automata have the ability to detect coincidence of heads [15]. So we may
assume that when the head 	k+1 meets and will overtake another head, the roles of the two heads are swapped. 
Further, to prove Fact 14, we have to explicit how to construct the k-RSOCA A. The following fact will describe the
move of input symbols in A.
Fact 13. There exists a k-RSOCA such that on input xnxn−1 . . . x0:
1. The sites (c, t), with t max ci +∑ ci , can be distinguished.
2. Any cell c receives the k symbols xn−c1 , . . . , xn−ck , at every time t with t max ci +
∑
ci .
3. Any cell c receives the symbol xn−t+∑ ci , at every time t with
∑
ci tn +∑ ci .
Proof. For each direction d = 1, . . . , k, each input symbol xp, with 0pn, will be spread into the working area
according to the following process. A signal Od is initialized on the site (0, 0); it moves in direction d at speed 12 ; so
Od visits the sites: {(c, 2cd) : cd0 and (ci = 0 for i = d)}. In parallel, each symbol xp, received by the input cell 0
at time n−p, is carried by the following signal Ad,p. This signal Ad,p starts on the site (0, n−p); it moves in direction
d at maximal speed and visits the sites: {(c, cd + n − p) : cd0 and (ci = 0 for i = d)}. Then the two signals Od
and Ad,p intersect on the site Pd,p = (c, 2(n − p)) where cd = n − p and ci = 0 for i = d. From this site Pd,p, the
symbol xp is spread in all directions except the direction d, at maximal speed. So the symbol xp goes through the sites:
Wd,p = {(c, cd + ∑ ci) : cd = n − p and ci0}. Finally, from each site of Wd,p, xp moves according to the time
axis. So the symbol xp goes through the sites: Vd,p = {(c, cd +∑ ci + s) : cd = n − p, ci0 and s0}.
Now observe that a cell c receives at time t , a signal of type Vd provided t
∑
ci + cd . Precisely, for any time
t max ci + ∑ ci , the cell c receives exactly the k input symbols xn−c1 , . . . , xn−ck carried by signals of type V
(respectively by V1,n−c1 , . . . , Vk,n−ck ). On the other hand, for any time t < max ci +
∑
ci , c receives strictly less than
k signals of type V . Thus the two ﬁrst points are satisﬁed.
For the last point, each symbol xp, received by the input cell 0 at time n − p, is carried by the following signal Up.
Up starts on the site (0, n − p) and spreads at maximal speed in all the directions. So the symbol xp goes through the
sites: Up = {(c, (n − p) +∑ ci) : ci0}. Now observe that the cell c receives at time t a signal of type U provided
t = n − p +∑ ci for some p = 0, . . . , n. That means the cell c receives at time t the input symbol xn−t+∑ ci when t
is such that
∑
ci tn +∑ ci . 
Finally, let us complete the construction of the simulating k-RSOCA.
Fact 14. Let M be a given 1AFA(k + 1) with input x0 · · · xn−1. There exists a k-RSOCA such that on input
$xn−1 · · · x0, the site (c, t) computes Q(n − c1, . . . , n − ck,∑ ci + n − t) when tn +∑ ci .
Proof. According to Fact 12, we may suppose that the last head 	k+1 has always the last position during all the
computation of M. Thus if 	k+1 > mini=1,...,k 	i , we have Q(	1, . . . , 	k+1) = ∅. In other part, each site (c, t) with
t < max ci + ∑ ci must compute Q(n − c1, . . . , n − ck,∑ ci + n − t) which is the empty set as ∑ ci + n − t >
n − max ci = min(n − ci). Note that such sites can compute the empty set since they can be characterized according
to Fact 13.
Now it remains to verify the proposition for all sites (c, t) with tn + ∑ ci and t max ci + ∑ ci . It is done by
recurrence on t . At time t = 0, the only involved cell is the input cell 0. The computed value is FM which is equal to
Q(n, . . . , n). Next we suppose the proposition true up to t and we will prove it for t +1. The site (c, t) knows the values
Q(n− c1 + 1, . . . , n− ck,∑ ci +n− t), . . . ,Q(n− c1, . . . , n− ck + 1,∑ ci +n− t),Q(n− c1, . . . , n− ck,∑ ci +
n− t + 1) computed, respectively, on the sites (c1 − 1, . . . , ck, t − 1), . . . , (c1, . . . , ck − 1, t − 1), (c1, . . . , ck, t − 1).
Moreover, according to Fact 13, the site receives the input symbols xn−c1 , . . . , xn−ck , xn−t+∑ ci . So it has all the
required information to compute Q(n − c1, . . . , n − ck,∑ ci + n − t). 
Corollary 4. For any positive integer k, 1AFA(k + 1) and k-RSOCAR recognize the same class of languages.
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Unfortunately, for 1AFA, the question whether adding heads increases the recognition power is unanswered. And
closure under reverse of 1AFA(k + 1) is also unknown. Nevertheless, this correspondence enlightens the result of [2]
which sets that linear time alternating Turing machine can simulate linear time multidimensional POCA.
Concerning context-free languages (CFL), it has been proved in [1], that CFL ⊂ 2-LSOCA. Actually, this inclusion
can be reﬁned.
Corollary 5. CFL ⊂ 2-RSOCA.
Proof. In [15], King has exhibited relationships between one-way multihead non-deterministic pushdown automata and
one-way multihead alternating ﬁnite automata: 1NPDA(k) ⊂ 1AFA(3k). In particular, CFL ⊂ 1AFA(3). Furthermore,
CFL is closed under reverse. 
7. Conclusion
In this paper, we have investigated an other hierarchy between the class of languages recognized in minimal time
and the class of languages recognized in unrestricted time by one-dimensional space bounded CA. This hierarchy was
deﬁned by increasing the dimensionality of the array. We have concentrated on the low complexity classes of two
representative types: the k-SOCA and the k-POCA. Fig. 4 summarizes the inclusion relationships inside
⋃
k-RSOCA.
They have been shown in the previous sections or are inferred from the closure property under reverse of k-RPOCA
and k-LSOCA.
k-LSOCA
k-RSOCAR = 1AFA (k+1)
(k+1)-RPOCA
k-RPOCA
k-LPOCA = k-RSOCA
(k-1)-LSOCA
Fig. 4. Inside
⋃
k k-RSOCA.
∪1 − PCA(nk)
k k
∪k − RSOCA
1 − RPCA = 1 − RSOCA
1 − CA
1 − SOCA
P
Fig. 5. Complexity classes around
⋃
k k-RSOCA.
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And Fig. 5 shows the position of the class
⋃
k-RSOCA relatively to other complexity classes. 1-CA refers to the
class deﬁned by unrestricted time one-dimensional CA which is also the class deﬁned by linear space bounded Turing
machine. 1-SOCA refers to the class deﬁned by unrestricted time one-way one-dimensional CA. And P refers to the
class deﬁned by polynomial time bounded Turing machine. Which of these inclusions are strict, is unknown. We just
know that, at least one of these two inclusions
⋃
1-PCA(nk) ⊆ P and⋃ 1-PCA(nk) ⊆ 1-CA is strict, as P = 1-CA, and
also, at least one of these two inclusions
⋃
k-RSOCA ⊆ 1-SOCA and ⋃ k-RSOCA ⊆ P is strict, as 1-SOCA = P.
Besides, the equality between
⋃
1-PCA(nk) and
⋃
k-RSOCA seems unlikely. Indeed, the known simulation of a
2-RSOCA by a 1-CA requires exponential time and the known simulation of a 1-PCA(n2) on a k-SOCA requires more
than linear time. That gives us some supplementary beliefs that, for one-dimensional space bounded CA, minimal time
is less powerful than unrestricted time.
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