A newly developed hardware-friendly non-iterative fluorescence lifetime imaging (FLIM) analysis method was verified in an FPGA chip. Its performances were also demonstrated on two-photon FLIM images of gold nanorods (GNRs)-Cy5 labelled Hela cells. The results obtained by the proposed method can be presented in a polor plot to be compared to the widely used phasor (Phasor) approach. Combining our method with Phasor will be very useful in FLIM analysis.
INTRODUCTION
A time-correlated single photon counting (TCSPC) system is widely considered as a gold standard for fluorescence lifetime imaging (FLIM) owing to its high temporal resolution, albeit slow. Its speed has been significantly enhanced making real-time acquisition possible, thanks to the recent developments in multiple-channel TCSPCs [1] . FLIM image analysis, however, still heavily rely on iterative based software. Gated time domain (TD) (or frequency domain, FD) intensified CCD based FLIM systems can achieve fast acquisition when the number of gates or the number of phase images (for FD systems), denoted as M for simplicity, is only two [2] . In commercially available systems, however, the number of gates is usually higher than 10 to ensure enough lifetime resolvability within the field of view [2, 3] . A larger M not just slows down the acquisition, but also complicates image analysis. Commercial FLIM software are usually based on nonlinear iterative analysis methods and slow; they are the bottlenecks for real-time applications.
We previously developed a high-speed hardware embedded FLIM processors using center of mass methods (CMM) [4] and demonstrated video-rate FLIM analysis with a 32×32 CMOS single-photon avalanche diode (SPAD) array [5, 6] , but it is only a single-exponential (shown in RESULTS) imager. For most biological questions, at least a bi-exponential model is required. Although some recently published approaches including widely used approximation methods [7, 8] , Phasor [7, 9] , and moment methods (MoM) [7, 10] are bi-exponential, they either underestimate or need to fix some parameters. To study cellular protein-protein interactions using FLIM-FRET (fluorescence resonance energy transfer) techniques [1, 7, 11, 12] , for example, biologists usually conduct a donor-only experiment to estimate the donor lifetime (D) and then fix D to calculate the population of donors participating FRET and the reduction in D in the presence of acceptors [1, 7] . As the lifetime characteristics are usually very sensitive to the local environments (such as pH, temperature, etc) of fluorophores, fixing D might cause artefacts especially when the environments for donor-only and donor-with-acceptor experiments are not exactly the same. Therefore, it is still desirable to resolve all lifetimes and fraction components to obtain robust results.
Here we present a simple hardware-friendly FLIM algorithm that is capable of solving bi-exponential decays by examining the previously reported MoM approaches [7, 10, 13] . We built a module in an FPGA chip to emulate a TCSPC and generate a bi-exponential decay to test the proposed method. Its performances were also demonstrated on FLIM data of gold nanorod (GNR) [14, 15] -Cy5 labelled Hela cells obtained by a two-photon FLIM system. We also applied Fourier transform to the estimated results obtained by different methods and compared with those obtained by Phasor. The results show the benefits of using the proposed method. 
METHODS
Assume the fluorescence density to be measured by the detector is Fig. 1(a) , where a1 and a2 are the prescalars, 1 and 2 the lifetimes, fD = a1/(a1+ a2), and for simplicity we ignore the instrumental response function (IRF) and background noise. There are M time bins (bin width = h) in the TCSPC module, and the photon count in the j -th bin is Nj (j = 1,…, M). Figure 1 (b) shows a typical phasor plot [7, 9] of a bi-exponential decay with 1 = 0.1ns, 2 = 2.8ns, and the measurement window T = Mh = 10ns.
This can be a typical TCSPC-FLIM dataset of a GNR-fluorophore labelled cells, where the lifetime of GNRs is close to
100ps. The phasor plot shows extremely nonlinear in fD when the ratio 2/1 is large making robust analysis difficult.
Previously reported bi-exponential methods are unable to extract lifetimes accurately [7, 13, 16] . For example, traditional MoM methods [13] 
Gold nanorods T < 100ps
Without using the 3 rd moment, the above formulation is much simpler. To verify the proposed method, we used an FPGA development board to build a 2 31 -1 pseudo random bit sequence generator, a look up table for the fluorescence emission density f(t) = 0.7exp(-t/) + 0.3exp(-t/40), and a jitter module for the IRF to emulate an 8-bit time-to-digital converter (TDC) in a TCSPC system, as shown in Fig. 2(a) . The simulator generates 20k counts, builds a histogram, and has four registers to acquire K, N, X, and Y. These registers are not just used for lifetime estimations, but also as data compressors so that it is not necessary to readout all raw TDC data. In realistic FLIM experiments, the laser intensity should be dimmed to avoid pile-up effects, and therefore most TDC outputs are zeros (no photons). With the proposed processor, image data can be compressed and reduced from 1.6Gbit to only 84bit if 20k photons are detected with a detection ratio (the number of non-zero TDC outputs to the number of all TDC data) of 10%. Figure 2(b) shows a histogram generated by the FPGA, a fitted curve, and estimated 1 and 2 using the proposed equations above.
Figure. 
RESULTS
Here we demonstrate the performances of the proposed method on two-photon FLIM images of GNR-Cy5 labelled Hela cells. Gold nanorods were conjugated with Cy5 labelled oligonucleotide through a functionalization method described elsewhere [15] . Nanoprobes (GNR-Cy5) were then uptaken by Hela cells through incubation. Two-photon FLIM was performed using a confocal microscope (LSM 510, Carl Zeiss) equipped with a TCSPC module (SPC-830, Becker & Hickl GmbH). A femtosecond Ti:Sapphire laser (Chameleon, Coherent) was tuned at 730nm with a repetition rate of 80 MHz and duration less than 200 fs. Figure 3(a) shows polar plots for the proposed method for different conditions. These plots are in good agreement with the Phasor polar plot (blue dots). The polar plots show one brighter (thicker black) straight line connecting the far right (GNRs; lifetime < 100ps) and a point near the unit circle and the bottom dimmer (thinner) straight line. The curve marked as yellow crosses represents the area of low nanoprobes uptaken and high contribution from cell background (autofluoresence) with N < 1500 as shown in Fig. 3(b) . Areas containing nanoprobes with stronger emissions (N > 1500) are in green open circles (0.05 < fD = a1/(a1+ a2) < 0.90) or in red dots (fD > 0.05).
The green 2 histogram clearly shows 2 of 2.9ns, reduced from 3.8ns of free cy5, when there is energy transfer between GNRs and Cy5 [14] . It is clear that the single-exponential CMM is not able to tell the story of true interactions. Fig. 3(c) shows the 2 image indicating 2 reduced on cells with gold nanoprobes (red 2 histogram in Fig. 3(d) ). The red polar plot in Fig 3(a) and red 2 histogram in Fig. 3(d) indicates the majority of the interactions happen on the top straight line. Figure 3 (e) indicates locations of GNRs with N > 1500, the average 1 is less than 100ps, consistent with the typical lifetime of GNRs as reported previously [15] .
CONCLUSION
We have demonstrated an innovative hardware-friendly bi-exponential FLIM analysis method. The new method can be implemented in FPGA chips as a data compressor or a FLIM processor. It can be used together with widely used Phasor to provide thorough FLIM analysis. For future developments, we will implement it in a TCSPC system or a CMOS TCSPC camera [6, 17] for real-time FLIM applications.
