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информации, позволяющий получать различные по времени и точности вычис-
ления результаты. Плотность упаковки при увеличении степени дискретизации 
объектов приближается к общедоступным результатам. Также данные исследо-
вания показали фактическую независимость времени упаковки объектов от 
точности аппроксимации объектов полигонами, что оказывает значительное 
влияние на результат упаковки объектов в объектном пространстве. В даль-
нейшем предполагается проведение углубленного вычислительного экспери-
мента по исследованию эффективности применения различных методов опти-
мизации при реализации внешней (оптимизационной) и внутренней (геометри-
ческой) процедур. 
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Введение 
Роль высокопроизводительной вычислительной техники в области мате-
матического моделирования очень важна. Её применение позволяет сократить 
время решения задач моделирования, повысить размерность решаемых задач, а 
в некоторых случаях получать решения, которые принципиально невозможно 
получить на последовательной ЭВМ или аналитически. 
Переход от численного метода к реализации программы для высокопро-
изводительных вычислений на данный момент остается самостоятельной науч-
ной и инженерной проблемой. Данная проблема выделена академиком Г.И. 
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Марчуком как фундаментальное научное направление, называемое «проблемой 
отображения». 
Одним из методов решения проблемы отображения является повторное 
использование имеющихся типовых решений (шаблонов) для распараллелива-
ния алгоритмов разного назначения. Метод берет начало в работах Э. Гамма, Р. 
Хелма, Р. Джонсона и Дж. Влиссидеса. В области типовых решений для парал-
лельного программирования известны работы отечественных и зарубежных 
ученых: М.И. Коула, С. Макдональда, Д. Шмидта, П.К. Берзигиярова, В.Э. Ма-
лышкина и других. Описано около двух десятков типовых решений в области 
параллельного программирования. Однако актуальной является задача разра-
ботки удобного описания типовых решений и конструирования программ на их 
основе, учитывая, что такие типовые решения должны быть языково-
нейтральными. 
В качестве важного приложения методов синтеза параллельных программ 
на базе типовых решений в работе исследованы методы построения интеллек-
туальных систем на базе нейронных сетей, предложенных С. Осовским, С. 
Хайкиным, А.Н. Горбанём, с целью разработки эффективных параллельных ме-
тодов обучения гиперрадиальных нейронных сетей для решения задач прогно-
зирования. 
Цель исследований состоит в разработке методов и моделей представле-
ния объектно-ориентированных типовых решений вычислительных процессов 
и синтезе на их основе параллельных алгоритмов, которые позволяют снизить 
трудоёмкость постановки численных экспериментов на высокопроизводитель-
ных вычислительных системах. 
Содержание исследований 
Приводится обзор актуальных проблем разработки параллельных про-
грамм. Рассматривается метод моделирования «Templet», предназначенный для 
описания типовых решений для распараллеливания численных алгоритмов, с 
использованием которого во второй главе выполнено построение моделей ал-
горитмов. 
Рассматривается построение моделей типовых вычислительных процес-
сов «портфель задач», «конвейер» и «метод переменных направлений» с ис-
пользованием графического языка моделирования Templet. 
Приводится обзор численных методов прогнозирования. На основании 
проведенного обзора, для решения задачи прогнозирования временного ряда, 
выбирается гиперрадиальная нейронная сеть. Для неё строится последователь-
ный алгоритм обучения, затем по последовательному алгоритму и схеме 
«портфель задач» синтезируется параллельный алгоритм. Приводятся результа-
ты численного моделирования. 
Описываются программный комплекс численного моделирования на ос-
нове типовых решений; результаты его применения для решения различных за-
дач численного моделирования (нелинейная динамика, моделирование свето-
вой волны, анализ многомерных динамических систем и процессов) с исполь-
зованием суперкомпьютера «Сергей Королёв»; методика измерения трудоёмко-
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сти кодирования и даются оценки её снижения при реализации параллельных 
численных методов с использованием типовых решений. 
Основные выводы и результаты, полученные в работе 
1. Построены модели типовых решений «портфель задач», «конвейер», 
«метод параллельных направлений» в объектно-ориентированной нотации 
Templet. Показано, что данная техника моделирования позволяет наглядно 
представить декомпозицию параллельного алгоритма на процедуры и обраба-
тываемые ими типы данных, а также представить протоколы взаимодействия 
процессов, абстрагируясь от конкретной реализации параллельного алгоритма. 
2. Разработан последовательный алгоритм обучения гиперрадиальной 
нейронной сети. Продемонстрирована возможность оптимизации количества 
нейронов скрытого слоя в структуре нейронной сети, позволяющая сократить 
время вычисления без снижения точности прогноза.  
3. Представлена методика синтеза параллельного алгоритма с использо-
ванием типового решения «портфель задач» для построения параллельной вер-
сии алгоритма обучения гиперрадиальной нейронной сети. 
4. Получены результаты прогнозирования временных рядов в экономиче-
ских задачах с использованием разработанных в диссертационной работе алго-
ритмов, численных методов обучения гиперрадиальной нейронной сети и ком-
плекса программ численного моделирования на высокопроизводительных вы-
числительных системах. Результаты моделирования показали высокое качество 
прогноза. 
5. Разработан и передан в эксплуатацию на суперкомпьютер «Сергей Ко-
ролев» программный комплекс решения поисково-переборных задач с исполь-
зованием типового решения «портфель задач». 
6. Показано снижение трудоёмкости применения типового решения 
«портфель задач» при организации вычислительных экспериментов. Уменьше-
ние объема ручного кодирования при разработке параллельных программ чис-
ленного моделирования на рассмотренных в работе примерах составило 15-20 
раз. 
Основные результаты работы представлены в публикациях [1-3]. Иссле-
дования выполнены в рамках работ по проекту «Разработка комплекса техноло-
гий использования ресурсов суперкомпьютера «Сергей Королёв» в целях раз-
вития инновационной и научно-образовательной среды университета» (меро-
приятия 3.3 Программы развития национального исследовательского универси-
тета). 
Результаты работы внедрены в научной деятельности факультета лета-
тельных аппаратов СГАУ и применялись при выполнении НИР для анализа 
многомерных динамических систем и процессов с использованием суперком-
пьютера «Сергей Королёв» [4]. 
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Обоснование проекта. Сердечно-сосудистые заболевания являются одной 
из основных причин смертности и потери трудоспособности в развитых стра-
нах. Обычно врачи ставят диагноз, анализируя форму зубцов на электрокардио-
грамме. В работе предлагается распознавать электрокардиограммы методом 
вейвлет-анализа. Было разработано соответствующее программное обеспече-
ние, пригодное для использования в качестве телемедицинского сервиса. 
Методы. На наш взгляд, традиционные методы диагностики сердечно-
сосудистых заболеваний имеют некоторые недостатки. В частности, современ-
ные электрокардиографы выдают относительно высокочастотные сигналы (200, 
500 и даже 1000 Гц), в то время как врачи используют только сглаженные низ-
кочастотные диаграммы. На наш взгляд при этом может теряться ценная ин-
формация. Для распознавания различных цифровых сигналов (звук, данные 
сейсмографов и т.д.) применяется вейвлет-анализ. Вейвлет – это функция, 
определенным образом характеризующая сигнал. В работе были использованы 
образцы электрокардиограмм (холтеровское мониторирование: 3 канала, 200 
Гц, 24 часа), предоставленные Рочестерским университетом (штат Нью-Йорк, 
США). ECG-файлы имеют объем порядка 100 Мб и содержат три одномерных 
массива по 16-17 миллионов двухбайтовых целых чисел в каждом. Рочестер-
ский университет является частью международного консорциума THEW 
(Telemedicine and Holter Electrocardiogram Warehouse). Консорциумом собрана 
