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Resumo
Motivados pelo estudo dos grupos pro-p limite, D.H. Kochloukova e P.A. Zalesski formularam
em [25] uma pergunta concernente ao mínimo número de geradores d(N) de um grupo normal
N de índice primo p em um grupo limite não abeliano G, sendo mais exatos, perguntaram
se é verdade que d(N) > d(G). Neste trabalho mostramos que a pergunta análoga ao posto
racional tem uma resposta aﬁrmativa, sendo mais exatos, mostramos que o posto racional de
N é maior que o posto racional de G. De este resultado conclui-se que a questão original de
D.H. Kochloukova e P.A. Zalesski tem uma resposta aﬁrmativa se a abelianização Gab de G
é livre de torsão e d(G) = d(Gab) ou se G é um tipo especial de um grupo com uma relação.
Além disso, damos uma resposta aﬁrmativa ao análogo do Teorema 1 em [4] para o caso do
completamento proﬁnito de um grupo limite não abeliano.
Palavras-chave: grupo limite, grupos pro-p limite, completamento proﬁnito.
Abstract
Motivated by their study of pro-p limit groups, D.H. Kochloukova and P.A. Zalesski for-
mulated in [25] a question concerning the minimum number of generators d(N) of a normal
subgroup N of prime index p in a non-abelian limit group G, being more exact, asked if it is
true that d(N) > d(G). In this work we show that the analogous question for the rational rank
has an aﬃrmative answer, being more exact, we show that the rational rank of N is greater
than the rational rank of G. From this result one may conclude that the original question of
D.H. Kochloukova and P.A. Zalesski has an aﬃrmative answer if the abelianization Gab of G
is torsion free and d(G) = d(Gab), or if G is a special kind of one-relator group. In addition,
we give an aﬃrmative answer to the analogue of Theorem 1 in [4] for the case of the proﬁnite
complement of a non-abelian limit group.
Keywords: limit groups, pro-p limit groups, proﬁnite complement.
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Introdução
Nos recentes anos grupos limites (ou ω-grupos residualmente livres) tem recebido muita
atenção (ver [40], [3], [8], [11] [17], [18], [22], [28]). Um dos primeiros autores que estudo esta
classe de grupos foi B. Baumslag com o tradicional nome de grupos totalmente residualmente
livres (ver [2]).
Um grupo G ﬁnitamente gerado é um grupo limite se para cada subconjunto ﬁnito T de
G existe um homomorﬁsmo de G a um grupo livre F o qual é injetivo sobre T . Há vinte
anos, O.G. Kharlampovich e A.M. Myasnikov provaram vários Teoremas de estrutura para esta
classe de grupos, que são as principais ferramentas para trabalhar com esta classe (ver [19],
[20]). Logo depois, Z. Sela publicou seu inovador trabalho em grupos limite (veja [34], [35] e
as referências neles contidas) e também introduziu o nome de grupo limite. Mais recentemente,
O.G. Kharlampovich e A.M. Myasnikov estabeleceram muitas propriedades de grupos limite
em [21]. Exemplos de grupos limite incluem todos os grupos livres ﬁnitamente gerados, todos
os grupos abelianos livres ﬁnitamente gerados e todos os grupos fundamentais de superfícies
orientadas fechadas. Além disso, a classe de grupos limite está fechada em relação a subgrupos
ﬁnitamente gerados e produtos livres. Esse fato pode ser usado para construir muitos exemplos.
Exemplos mais soﬁsticados podem ser encontrados em alguns dos artigos citados acima.
Recentemente, D.H. Kochloukova e P.A. Zalesski introduziram e estudaram em [25] uma
classe de grupos pro-p os quais podem ser considerados como o análogo da classe de grupos
limite e chamaram esta classe de grupos pro-p limite. O estudo sobre esta classe de grupos
foi continuado nos trabalhos de D.H. Kochloukova, P.A. Zalesski e I. Snopche (ver [26] e [40]).
Motivados por um do seus resultados principais sobre grupos pro-p limite (ver Teorema 3.3 em
[26]), D.H. Kochloukova e P.A. Zalesski propuseram a seguinte pergunta.
Pergunta A. Seja G um grupo limite não abeliano e U um subgrupo normal de G de índice
primo p. Será que isso implica que d(U) > d(G)?
Aqui d(G) denota o mínimo número de geradores de um grupo ﬁnitamente gerado. Para
um grupo pro-p G˜ o número mínimo (topológico) de geradores d(G˜) esta relacionado com o
grupo de cohomologia H1(G˜,Fp), onde Fp denota o corpo ﬁnito com p elementos, i.e., d(G˜) =
dimFp(H
1(G˜,Fp)) (ver [36, I.4.2, Cor. de Prop. 25]). Para um grupo abstrato G tal relação
não é valida. Além disso, existem dois invariantes homológicos de um grupo ﬁnitamente gerado
abstrato G os quais podem ser vistos como aproximações homológicas de d(G): O posto racional
de G dado por
rkQ(G) = dimQ(G
ab ⊗Z Q) = dimQ(H1(G,Q)), (1)
onde Gab = G/[G,G] denota a abelianização de G, e
d(Gab) = rkZ(G
ab) = rkZ(H1(G,Z)). (2)
Em particular, rkQ(G) ≤ d(Gab) ≤ d(G).
Analogamente, para um grupo pro-p ﬁnitamente gerado G deﬁnimos o posto p-racional de
G dado por
rkQp(G) = dimQp(G
ab ⊗Zp Qp, (3)
onde Gab = G/[G,G] denota a abelianização de G, e em particular, rkQp(G) ≤ d(Gab) = d(G).
Observemos agora que, a maioria dos métodos tradicionalmente utilizados para demonstrar
resultados sobre grupos discretos não podem ser utilizados nos casos proﬁnito e pro-p. De fato,
um elemento de um grupo proﬁnito não pode ser expresso como uma palavra ﬁnita nos gerado-
res, isto elimina a possibilidade de utilizar as técnicas combinatórias no sentido original. Além
disso, quando existem versões proﬁnitas ou pro-p dos métodos tradicionais eles não possuem
força total.
É conhecido o seguinte resultado sobre grupos limites
Teorema (Teorema 1 em [4]). Seja G um grupo limite não abeliano e H um subgrupo
normal de G ﬁnitamente gerado, então H tem índice ﬁnito em G.
Desta forma, motivados pelo Teorema anterior surge a seguinte pergunta.
Pergunta B. Seja Ĝ o completamento proﬁnito de um grupo limite não abeliano e H um
subgrupo normal de Ĝ ﬁnitamente gerado. Será que isso implica que H tem índice ﬁnito em G?
Com o propósito de responder a Perguntas A e B, nós distribuímos a tese da seguinte
forma. No Capítulo 1, apresentaremos e revisaremos fundamentos da teoria de Bass-Serre
sobre grupos abstratos, além disso apresentaremos métodos homológicas e cohomologícos, (por
exemplo sequências de Mayer-Vietoris) que serão usados no transcorrer da tese. Similarmente
no Capítulo 2, serão apresentados a Teoria de Bass-Serre sobre grupos proﬁnitos e pro-p, assim
como métodos homológicos e cohomologícos (por exemplo, característica de Euler de um grupo
proﬁnito, deﬁciência de um grupo proﬁnito e sequências de Mayer-Vietoris) que serão de muita
utilidade na tese.
No Capítulo 3, apresentaremos os grupos limites e ressaltaremos os Teoremas e Propriedades
sobre esta classe de grupos que serão usadas nesta tese. Além disso, serão apresentados os
grupos pro-C limite, onde C é uma classe de grupos, cuja deﬁnição foi introduzida em 2011 por
T. Zapata na sua tese de Doutorado (ver [49]). Nesta tese serão usados os resultados quando
C é classe de grupos ﬁnitos e p-ﬁnitos, ou seja, resultados sobre grupos pro-p limite e proﬁnito
limite.
No Capítulo 4, abordaremos a Pergunta A. Em [5], M. Bridson e D. Kochloukova calcularam,
para um grupo limite G, o seguinte limite
lim
n→∞dimQH1(Un,Q)/[G : Un] = −χ(G) ≥ 0,
onde {Un}n≥0 é uma cadeia exaustiva de subgrupos normais de índice ﬁnito em G, o qual
mostra um crescimento assintótico de H1(Un,Q). É assim que obtemos o seguinte Teorema, o
qual mostra um crescimento absoluto.
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Teorema A. Seja G um grupo limite não abeliano e U um subgrupo normal de G de índice
primo p. Então rkQ(U) > rkQ(G).
Do Teorema A concluímos a seguinte resposta parcial à Pergunta A.
Corolário B. Seja G um grupo limite não abeliano tal que Gab é um grupo livre de torsão e
d(G) = d(Gab). Se U é um subgrupo normal de G de índice primo p, então d(U) > d(G).
Existem grupos limite G para quais d(Gab) 6= d(G) (ver Remark 4.3.13), e Gab não sendo
livre de torsão (ver Remark 3.1.1). Então o Corolário B dá só uma resposta parcial à Pergunta
A.
Já que cada subgrupo aberto de um grupo pro-p é subnormal, a resposta aﬁrmativa ao
análogo da Pergunta A para grupos pro-p limites teria muitas consequências importantes.
Obviamente, subgrupos de índice ﬁnito num grupo limite discreto não necessariamente é
subnormal. Portanto não podemos esperar que uma solução positiva da Pergunta A tenha um
impacto similar ao do caso pro-p. No entanto o Teorema A tem também a seguinte consequência.
Corolário C. SejaG um grupo limite não abeliano, eN um subgrupo normal deG tal queG/N
é inﬁnito e nilpotente. Então rkQ(N) =∞. Em particular, se α : G→ Z, é um homomorﬁsmo
não trivial então rkQ(ker(α)) =∞.
Modiﬁcando a demonstração do Teorema A obtemos uma outra resposta aﬁrmativa à Per-
gunta A para grupos limite de uma relação.
Dizemos que G é um grupo de um relator ciclicamente pinchado , se G ∼= G1 ?C G2
com G1 e G2 grupos livres, C um subgrupo cíclico inﬁnito gerado por uma palavra ciclicamente
reduzida w ∈ G1 e C um subgrupo cíclico maximal em G1 ou G2 (Vide [12]). Dizemos que
G é um grupo de um relator conjugado pinchado um relator, se G ∼= HNNφ(G1, C, t)-
extensão com G1 um grupo livre, C um subgrupo cíclico gerado por uma palavra ciclicamente
reduzida w ∈ G1 e C ou φ(C) um subgrupo cíclico maximal em G1 (Vide [12]).
Teorema D. Seja G um grupo limite não abeliano de um relator ciclicamente pinchado ou
conjugado pinchado, e U um subgrupo normal de G de índice primo p. Então d(U) > d(G).
Ao ﬁnalizar este Capítulo deixamos claro que a Pergunta A até agora só foi respondida
parcialmente e os resultados de este capítulo foram publicados em [43].
Finalmente no capítulo 5, abordaremos a Pergunta B. Assim, usando os trabalhos de M.
Shusterman (ver [38] e [39]) temos que a resposta à Pergunta B é aﬁrmativa, demonstrando
primeiro o seguinte Proposição.
Proposição E. Seja G um grupo proﬁnito livre de torsão e N um subgrupo fechado normal de
G. Dado p um número primo e supor que existe {Vi}i≥1 uma sequência de subgrupos normais
abertos de G tal que Vi+1 ≤ Vi para todo i ≥ 1 e
⋂
i≥1
Vi = 1, tal que satisfaz as seguintes
condições
i) Existe k1 > 0, tal que dimFp H1(ViN,Fp) ≤ k1[G : NVi], para todo i ≥ 1.





existe e é positivo, então |G : N | < ∞.
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E assim, usando a Proposição E obtemos a resposta aﬁrmativa à Pergunta B no seguinte
Teorema.
Teorema F. Seja Ĝ o completamento proﬁnito de um grupo limite não abeliano G de altura
n ≥ 0, e considere N um subgrupo fechado normal ﬁnitamente gerado em Ĝ. Então [Ĝ : N ] <
∞.
Por último neste capítulo, usaremos a ideia da prova do Teorema A para demonstrar o seu
análogo, para o caso pro-p limite e seu posto p-racional.
Teorema G. Seja G um grupo pro-p limite não abeliano, e seja U um subgrupo normal aberto
de G de índice primo p. Então rkQp(U) > rkQp(G).
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Capı´tulo1
Preliminares sobre Grupos abstratos
1.1 Teoria de Bass-Serre
1.1.1 Construções livres
Deﬁnição 1.1.1 (Posto gradiente de um grupo abstrato). Seja G um grupo ﬁnitamente gerado,




[G : U ]
Teorema 1.1.2 (Teorema de Nielsen-Schreier, Teorema 5 em [37]). Cada subgrupo de um grupo
livre é livre. Além disso, se F é um grupo livre de posto d(G) = n e U um subgrupo de índice
ﬁnito m em F , então, o posto d(U) de U é ﬁnito e d(U) = (d(G)− 1)m+ 1
Teorema 1.1.3 (Teorema 6.3 em [7]).
1) Seja G = G1 ∗AG2 um produto livre com subgrupo amalgamado A,temos que G é ﬁnitamente
gerado se, e somente se, G1 e G2 são ﬁnitamente gerados.
2) Além disso, seja G = HNN(G1, A, t) uma HNN -extensão com subgrupo associado A, temos
que G é ﬁnitamente gerado se, e somente se, G1 é ﬁnitamente gerados.
1.1.2 Grafo de Grupos
Consideramos sendo X um grafo ﬁnito conexo diferente de um único vértice. Denotaremos
d0(e) e d1(e) o vértice inicial e ﬁnal da aresta e ∈ E(X). Um grafo de grupos (∆, X) consiste
de uma coleção de grupos {G(m) |m ∈ X} e uma coleção de homomorﬁsmos {∂j,e : G(e) →
G(dj(e)) | e ∈ E(X), j ∈ {0, 1}}. Dizemos que G(v), v ∈ V (X) (resp. G(e), e ∈ E(X)) são os
grupos de vértices (resp. grupos de arestas).
Seja T uma subárvore maximal de X. Uma T -especialização (β, β1) de (∆, X) para um
grupo K consiste de duas aplicações β :
⋃
m∈X
G(m)→ K e β1 : X → K satisfazendo:
(1) β|G(m) : G(m)→ K é um homomorﬁsmo, ∀m ∈ V (X);
(2) β1(m) = 1, ∀m ∈ T ;
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(3) β1(e)−1β|G(d0(e))(∂0,e(g))β1(e) = β|G(d1(e))(∂1,e(g)),∀e ∈ E(T ),∀g ∈ G(e).
O grupo fundamental de um grafo de grupos (∆, X) com respeito a uma subárvore maximal
T , consiste de um grupo G = pi1(∆, X, T ) e uma T -especialização (ν, ν1) : (∆, X)→ G satisfa-
zendo a seguinte propriedade universal: para cada T -especialização (β, β1) : (∆, X)→ K existe
um único homomorﬁsmo ω : G→ K tal que ων = β e ων1 = β1.








Veriﬁca-se que o grupo dado pela apresentação
G = 〈L, Y |U, V,W 〉,
onde L = {gerG(v)| v ∈ V (X)}, Y = {te| e ∈ E(X)}, U = {relG(v) | v ∈ V (X)}, V =
{t−1e ∂0,e(g)te∂1,e(g)−1 | g ∈ G(e), e ∈ E(X)}, e W = {te | e ∈ E(T )}, satisfaz a propriedade
universal (Cf. [10], Sec. I.4).
A seguir, vamos também supor que cada uma das aplicações ∂j,e bem como cada uma
das aplicações canônicas G(m) → pi1(∆, X, T ) sejam injetivas. Com efeito, sempre podemos
substituir os grupos em (∆, X) por suas imagens canônicas em pi1(∆, X, T ); esta operação não
altera o grupo pi1(∆, X, T ) e ﬁcamos assim na situação desejada.
Para a T -especialização (ν, ν1) : (∆, X) → pi1(∆, X, T ) deﬁnimos o grafo universal do




G/ν(G(e)), V (S) =
·⋃
v∈V (X)
G/ν(G(v)), d0(gν(G(m))) = gν(G(d0(m))) =
gν1(m)ν(G(d1(m))), com m ∈ E(X).
O grupo G = pi1(∆, X, T ) age naturalmente sobre S = S(∆, X, T ) por g1(g2ν(G(m))) =
(g1g2)ν(G(m)), e de modo que G\S = X; se Gs = m ∈ X, então o estabilizador de um elemento
s de S é conjugado a ν(G(m)); e, o grafo S = S(∆, X, T ) é uma árvore (Cf. [10], Sec. I.4).
Para conveniência do leitor, explicitamos a construção da árvore universal sobre a qual um
dado produto livre amalgamado G = A ∗C B age. Os vértices de S são todas as classes laterais
de G/A e G/B, e as arestas de S são todas as classes laterais de G/C; cada aresta gC conecta
o vértice inicial gA ao vértice ﬁnal gB.
gA• gC •gB
Teorema 1.1.4 (Teorema 7 em [37] ). Seja G = G1 ∗A G2 um produto amalgamado de dois
grupos. Então, existe uma árvore S (é única, salvo isomorﬁsmos) sobre a qual G age, e neste
caso
S = G1• A •G2
Proposição 1.1.5. (Proposição 22 em [37]) Seja ∆ uma grafo de grupos sobre X, T uma
árvore maximal de X. Então pi1(∆, X, T ) não depende da escolha de T .
Podemos então denotar pi1(∆, X, T ) por pi1(∆), o qual denominamos grupo fundamental
de ∆.
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1.1.3 Aplicações dos Teoremas Estruturais
Teorema 1.1.6 (Teorema 27 em [9]). Seja ∆ um grafo de grupos sobre X e H um subgrupo
de pi1(∆). Então, H = pi1(Ω), em que os grupos de vértices de Ω são H ∩ gGvg−1, ∀v ∈ V (X),
onde g percorre um subconjunto dos representantes das classes bilaterais de H e Gv, da forma
HkGv, k ∈ pi1(∆), e os grupos das arestas de Ω são H∩gGeg−1, ∀e ∈ E(X), onde g percorre um
subconjunto dos representantes das classes bilaterais de H e Ge, da forma HkGe, k ∈ pi1(∆).
Corolário 1.1.7 (Corolário 1 em [9]). Seja H um subgrupo de um grupo fundamental de um
grafo de grupos tal que H intercepta cada conjugado de um grupo de vértices no grupo trivial.
Então, H é livre.
Corolário 1.1.8 (Corolário 2 em [9]). Seja ∆ um grafo de grupos. Suponha que existam um
grupo H e um homomorﬁsmo ϕ : pi1(∆)→ H tal que ϕ é injetora em cada grupo dos vértices.
Então, kerϕ é livre.
1.2 Homologia e Cohomologia de grupos abstratos
Vamos ﬁxar que R denotara um anel associativo com unidade 1. As categorias consideradas
nesta seção serão as de grupos abelianos Ab, de R-módulos à direita MR e de R-módulos à
esquerda RM, logo pré-aditivas (isto é, onde os morﬁsmos formam um grupo abeliano). E
os functores que vamos considerar serão todos aditivos. Recordaremos algumas propriedades
básicas sobre álgebra homológica de grupos abstratos. As principais referências utilizadas neste
capítulo foram [33] e [6].
Uma sequência (ﬁnita ou inﬁnita) de homomorﬁsmos
. . .→Mn+1 fn+1−−−→Mn fn−→Mn−1 → . . .
é exata se cada par adjacente de homomorﬁsmos é exato, isto é, Ker(fn) = Im(fn+1), ∀n ∈ Z.
Em particular, 0→ A f−→ B g−→ C → 0 é dita uma sequência exata curta de R-módulos se f
é monomorﬁsmo, g é epimorﬁsmo e Im(f) = Ker(g).
Deﬁnição 1.2.1. Um functor covariante F é dito exato à esquerda se a exatidão de 0 →
A
f−→ B g−→ C implica na exatidão de 0 → FA Ff−−→ FB Fg−−→ FC. Analogamente, deﬁne-se
functor covariante exato à direita e dualmente functor contravariante exato à esquerda ou
direita. Um functor é exato se é exato à direita e à esquerda.
Vamos sintetizar algumas propriedades dos (bi) functores HomR(, ) e ⊗R:
Proposição 1.2.2. Sejam A um R-módulo à direita e B um R-módulo à esquerda. Então:
(a) HomR( , ) é um functor contravariante na primeira variável e covariante na segunda





Aj , B) ∼=
∏
j∈J






(c) HomR(R,B) ∼= B com f 7−→ f(1).
(d) ⊗R : MR × RM → Ab é um functor covariante, exato à direita e comuta com soma
direita em ambas variáveis.
(e) R⊗R B ∼= B com r ⊗ b 7−→ rb. Analogamente, A⊗R R ∼= A.
Agora falaremos um pouco sobre módulos livres, projetivos e injetivos e também sobre
resoluções livres, projetivas e injetivas que serão fundamentais para o estudo de homo-
logia e cohomologia de grupos abstratos.
Deﬁnição 1.2.3. Um R-módulo à esquerda F é livre se é soma direita de cópias de R, isto
é, F ' ⊕i∈RRai, com Rai ' R e {ai|i ∈ I} é dito base de F .
Equivalentemente, um módulo F é livre com base X, se dado qualquer módulo B e qualquer
função f : X → B, existe um único homomorﬁsmo ϕ : F → B que estende f .
Deﬁnição 1.2.4. Uma resolução livre de um R-módulo M é uma sequência exata longa
. . . Fn
dn−→ Fn−1 → . . . F−→1 d1−→ F0 −→M → 0
onde cada Fi é R-módulo livre e di é R-homomorﬁsmo
Como para qualquer conjunto X, existe um módulo livre com base X e todo módulo M é
quociente de um módulo livre, decorre que todo módulo M possui uma resolução livre.
Deﬁnição 1.2.5. Um R-módulo P é projetivo se dados β : B → C epimorﬁsmo de R-módulos








// C // 0
Agora uma caracterização dos módulos projetivos:
Teorema 1.2.6. As aﬁrmações seguintes sobre um módulo P são equivalentes:
(i) P é projetivo.
(ii) O functor Hom(P, ) é exato.
iii) P é somando um módulo livre.
iv) Toda sequência exata curta 0→ A→ B → P → 0 cinde.
Decorre que soma direita de módulos é projetivo se e só se cada somando é projetivo. No
entanto, se o produto direto de módulos projetivos é inﬁnito, então ele pode não ser projetivo:
Z× Z× Z . . . não é projetivo (Teorema de Baer).
Deﬁnição 1.2.7. Uma resolução projetiva de um R- módulo M é uma sequência exata
longa
. . . Pn
dn−→ Pn−1 → . . . P−→1 d1−→ P0 −→M → 0
onde cada Pi é R-módulo projetivo e di é R− homomorﬁsmo.
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A noção de módulo injetivo é dual à de módulo projetivo.
Deﬁnição 1.2.8. Um módulo E é injetivo se para todo módulo B e todo submódulo A ⊂ B,
cada R-homomorﬁsmo f : A → E pode ser estendido a um R-homomorﬁsmo g : B → E, isto








Dualmente ao caso projetivo, temos uma caracterização para módulos injetivos.
Teorema 1.2.9. As seguintes aﬁrmações sobre um módulo E são equivalentes:
(i) E é injetivo.
(ii) O functor Hom( , E) é exato.
(iii) Toda sequência exata curta 0→ E → B → C → 0 cinde.
(iv) Critério de Baer Todo homomorﬁsmo f : I → E, onde I é ideal à esquerda de R pode
ser estendido a R.
Vale ressaltar que o produto direto de módulos injetivos é injetivo se e só se cada módulo é
injetivo. Já a soma direta de módulos injetivos pode não ser injetivo.
Deﬁnição 1.2.10. Seja A ∈ MR e B ∈ RM. Dizemos que A é plano se A⊗R é functor
exato. Da mesma forma, B é plano se ⊗RB é functor exato.
Teorema 1.2.11. Se R é um domínio, então seu corpo de frações é um R-módulo plano. Em
particular Q é um Z-módulo plano, ou seja ⊗ZQ é um functor exato.
Deﬁnição 1.2.12. Uma resolução injetiva de um R-móduloM é uma sequência exata longa






−→ · · ·
onde cada En é injetivo.
Segue do fato que todo R-módulo M pode ser mergulhado num R-módulo injetivo que todo
R-módulo M tem uma resolução injetiva.
Deﬁnição 1.2.13. Um complexo (ou cadeia de complexo) A é uma sequência de módulos e
homomorﬁsmos (diferenciais)
A : . . . −→ An+1 dn+1−−−→ An dn−→ An−1 → · · ·
com dndn+1 = 0 para todo n ∈ Z.
Se A é um complexo com diferencias dn, sua n-ésima homologia é o grupo abeliano Hn(A) =
Ker(dn)/Im(dn+1). Vale ressaltar que Hn é um functor.
Considere o complexo P : · · · → P1 → P0 → M → 0. O complexo obtido apagando M
é Pm : · · · → P1 → P0 → 0 e é dito complexo apagado de P. Analogamente, deﬁnimos o
complexo apagado εN obtido do complexo ε : 0→ N → E0 → E1 → · · · , apagando N .
Vamos descrever os functores derivados à esquerda LnT para um dado functor aditivo T .
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Deﬁnição 1.2.14. Sejam T um functor aditivo, A e um R-módulo e P uma resolução projetiva
de A. O n-ésimo functor derivado à esquerda de T é deﬁnido por
(LnT )An = Hn(TPA) = Ker(Tdn)
Im(Tdn+1)
Vale ressaltar que (LnT )A não depende da escolha da resolução projetiva P de A, vide [33],
Teorema 6.11, pág. 182.
Exemplo 1.2.15. Se T = − ⊗R B com B ∈ RM, então deﬁnimos LnT = TorRn ( , B). E
se T = A ⊗R − com A ∈ MR, deﬁnimos LnT = torRn (A, ). Em particular, TorRn (A,B) =
Hn(PA⊗RB) e torBn (A,B) = Hn(A ⊗R QB), onde P e Q são resoluções projetivas de A e B,
respectivamente. Ressaltamos que Hn(PA ⊗R B) ∼= Hn(A⊗R QB) e portanto denotaremos por
Tor ambos functores.
Ressaltamos também que se Rop é o anel oposto de R, então para todo n ≥ 0 e quaisquer R-
módulos A e B, tem-se TorRn (A,B) ∼= TorR
op
n (B,A). Por isso, iremos supor todos os resultados
validos na outra variável.
De modo similar, podemos deﬁnir os funtores derivados à direita de um dado functor
covariante aditivo T por
(RnT )A = Hn(TEA) = Ker(Td
n)
Im(Tdn−1)
onde E é uma resolução injetiva de A escolhida. E tal deﬁnição é independente da resolução.
Exemplo 1.2.16. Seja T = HomR(C,−), para algum R-módulo C, então deﬁnimos RnT =
ExtnR(C,−). Em particular, ExtnR(C,A) = Hn(HomR(C, EA)) onde E é uma resolução injetiva
escolhida do R-módulo A.
Se T é contravariante, então seus funtores derivados à direita são (RnT )C = Hn(TPC) =
Ker(Tdn+1)/Im(Tdn) onde P é uma resolução projetiva escolhida do R-módulo C.
Functores derivados de um functor contravariante são chamados de funtores cohomolo-
gícos.
Exemplo 1.2.17. Se T = HomR(−, A), para algum R-módulo A, então deﬁnimos RnT =
extnR(−, A). Em particular, extnR(C,A) = Hn(HomR(PC , A)), onde P é uma resolução pro-
jetiva de C escolhida. Ressaltamos que Hn(HomR(PC , A)) ∼= Hn(HomR(C, EA)), onde P e
E são resoluções projetiva e injetiva de C e A, respectivamente. Denotaremos por Ext ambos
funtores.
Descrevemos um pouco sobre homologia e cohomologia de grupos abstratos. Aqui G será
um grupo abstrato, A um Z[G]-módulo à esquerda, onde Z[G] é o anel de grupo de G sobre Z.
E ainda Z será considerado como um Z[G]-módulo trivial, isto é, G age trivialmente sobre Z.




e o n-ésimo grupo de cohomologia de G com coeﬁcientes de A por
Hn(G,A) = ExtnZ[G](Z, A).
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Segue da deﬁnição que Hn(G,−) e Hn(G,−) são funtores covariantes aditivos indo de Z[G]M
para Ab.
A seguir coletamos alguns resultados básicos sobre homologia e cohomologia de grupos.
Observação 1.2.18. (a) H0(G,A) = Tor
Z[G]
0 (Z, A) ∼= Z ⊗Z[G] A ∼= A/IA, onde I é o ideal
aumentado de Z[G].
(b) H1(G,Z) ∼= G/[G,G] = Gab, onde [G,G] denota o subgrupo comutador de G.






(e) H0(G,A) ∼= HomZ[G](Z, A) ∼= AG = {a ∈ A|ga = a,∀g ∈ G} o submódulo de pontos
ﬁxos A pela ação de G.





a seguir apresentaremos algumas sequências exatas longas que serão muito usadas no Capí-
tulo 4.
Teorema 1.2.19 (Sequência de Mayer-Vietoris, Proposição 13 Pág. 127 em [37]). Seja G um
grupo agindo sobre uma árvore T , onde {Ge}e∈E(T ) são os grupos de arestas e {Gv}v∈V (T ) são
os grupos de vértices. Então para cada G-módulo M temos a sequência longa exata









Hj−1(Ge,M)→ · · ·
Mostramos como as sequências de Mayer-Vietoris são expressas para um produto amalga-
mado e HNN -extensão.
Teorema 1.2.20 (Exemplo 9, amalgamations pág 178,[6]).
i) Considere o produto amalgamado G = G1 ∗C G2 dado pela apresentação
〈X1, X2 |R1,R2, c = φ(c), c ∈ C〉,
onde φ : G2 → G é um homomorﬁsmo injetor, Gi = 〈Xi |Ri〉, para i = {1, 2}. Então existe
uma sequência exata longa da seguinte forma:
· · · → H1(C,Q) α−→ H1(G1,Q)⊕H1(G2,Q)→ H1(G,Q)→ H0(C,Q)→ · · ·
ou equivalentemente, usando a observação 1.2.18 item (c), temos
· · · → Cab ⊗Z Q α // (Gab1 ⊗Z Q)⊕ (Gab2 ⊗Z Q)
β // Gab ⊗Z Q // Q // · · · ,
onde α(cC ′ ⊗ q) = (cG′1 ⊗ q, cφ(c)−1G′2 ⊗ q), c ∈ C e q ∈ Q.
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ii) Considere a HNN -extensão G = HNN(G1, C, t) dado pela apresentação
〈X1, t |R1, c = tφ(c)t−1, c ∈ C〉,
onde φ : G1 → G é um homomorﬁsmo injetor, G1 = 〈X1 |R1〉. Então existe uma sequência
exata longa da seguinte forma:
· · · → H1(C,Q) α−→ H1(G1,Q)→ H1(G,Q)→ H0(C,Q)→ · · ·
ou equivalentemente, usando a observação 1.2.18 item (c), temos
· · · → Cab ⊗Z Q α // Gab1 ⊗Z Q
β // Gab ⊗Z Q // Q // · · · ,
onde α(cC ′ ⊗ q) = (cφ(c)−1G′1 ⊗ q), c ∈ C e q ∈ Q.
O homomorﬁsmo usado no Capítulo 4, será o homomorﬁsmo transfer o qual será deﬁnido
seguinte corolário,
Corolário 1.2.21 (Homomorﬁsmo Transfer, Exercício 2 Pág. 83, [6] ). Seja G um grupo e H
um subgrupo de índice ﬁnito de G. Então, existe um homomorﬁsmo (transfer) ψ : G/[G,G] −→





H ′ onde T é um conjunto de representantes das classes
Hg, i.e. um transversal à direita de H em G, e x é o representante de Hx.
Dizemos que a dimensão projetiva de umR-móduloM é menor ou igual n, (projdimRM) ≤
n, se M admite uma resolução projetiva: P : 0→ Pn → · · · → P1 → P0 →M → 0.
Deﬁnição 1.2.22. Deﬁnimos a dimensão cohomológica cd(G) de um grupo como sendo
projdimZ[G]Z, onde Z é considerado como Z[G]-módulo trivial. Em particular
cd(G) = sup{n |Hn(G,A) 6= 0 para algum Z[G]-módulo A}
Deﬁnição 1.2.23. Uma resolução ou resolução parcial P é de tipo ﬁnito se cada Pi é f.g.
Um R-módulo M é de tipo FPn, n ≥ 0, se existe uma resolução parcial projetiva
Pn → Pn−1 → · · · → P0 →M → 0
de tipo ﬁnito. Dizemos que um R-módulo M é de tipo FP∞ se M é de tipo FPn para todo
n ≥ 0. E um grupo G é de tipo FPn, 0 ≤ n ≤ ∞, se Z é de tipo FPn como um Z[G]-módulo
trivial.
Deﬁnição 1.2.24. Uma resolução é dita ﬁnita se é de tipo ﬁnito e tem comprimento ﬁnito.
Um grupo é de tipo FP se Z admite uma resolução projetiva ﬁnita sobre Z[G].
É possível mostrar que G é de tipo FP se, e somente se, cd(G) < ∞ e G é de tipo FP∞,
vide [6], Prop. 6.1, pág. 199. Nesta tese será usada a característica de Euler de um grupo G.
Deﬁnição 1.2.25 ([6], pág. 247). Seja G um grupo abstrato de tipo FP . A característica





onde para qualquer grupo abeliano f.g. B, o posto de B é deﬁnido por postoZ(B) = dimQ(Q⊗Z
B).
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Coletamos a seguir alguns fatos sobre χ(G) onde o grupo G é de tipo FP . Para mais
detalhes (a)− (c), vide [6] página 248.












Usando o Lema 1.2.26 item ii) e a sequência de Mayer-Vietoris dada no Teorema 1.2.19
obtemos o seguinte corolário
Corolário 1.2.27. Seja G um grupo abstrato de tipo FP .
i) Se G = G1 ∗C G2, um produto amalgamado com C 6= 1, então χ(G) = χ(G1) + χ(G2)−
χ(C)
ii) Se G = HNN(G1, C, t), uma HNN -extensão com C 6= 1, então χ(G) = χ(G)− χ(C)
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Capı´tulo2
Preliminares sobre Grupos Proﬁnitos e
Grupos Pro-p
As principais referências para este capítulo serão [45] e [32].
2.1 Grupos proﬁnitos (pro-p) e Anéis proﬁnitos
As deﬁnições de grupos e anéis proﬁnitos são baseadas no conceito de limite inverso. Vamos
então relembrar brevemente este conceito e algumas de suas propriedades.
Um conjunto dirigido é um conjunto não vazio parcialmente ordenado (I,) com a pro-
priedade que para quaisquer i, j ∈ I existe k ∈ I tal que i, j  k. Um sistema inverso de
espaços (grupos, anéis) topológicos sobre I é uma família de espaços (grupos, anéis) topológicos
{Xi | i ∈ I}, e uma família de aplicações contínuas (homomorﬁsmos contínuos) piij : Xi → Xj
deﬁnidas quando i  j, satisfazendo as condições naturais de compatibilidade piii = IdXi e
piijpijk = piik, sempre que i  j  k.
Seja Y um espaço (grupo, anel) topológico, {Xi, piij , I} um sistema inverso sobre um con-
junto dirigido I e ψi : Y → Xi, para cada i ∈ I, aplicações contínuas (homomorﬁsmos con-
tínuos). As aplicações ψi são compatíveis se piijψi = ψj quando i  j. Um espaço (grupo,
anel) topológico X junto com aplicações contínuas (homomorﬁsmos contínuos) compatíveis









Se Y é um espaço (grupo anel) topológico e ψi : Y → Xi, i ∈ I é um conjunto de aplicações
contínuas (homomorﬁsmos contínuos) compatíveis, então existe uma única aplicação contínua
(um único homomorﬁsmo contínuo) ψ : Y → X tal que ϕψ = ψi, para todo i ∈ I.
O limite inversoX de um sistema inverso {Xi, piij , I} existe e é único a menos de isomorﬁsmo,





da topologia produto, formado pelos elementos (xi) ∈
∏
i∈I
Xi tais que piijxi = xj para todo i  j,




para cada I ∈ I. Então X é denotado por lim←−
i∈I
Xi e as aplicações ϕi são omitidas. Temos que
X = lim←−
i∈I
Xi é um subgrupo (subgrupo, subanel) fechado de
∏
i∈I Xi. Se cada Xi é compacto e
Hausdorﬀ, então
∏
i∈I Xi também é compacto (pelo Teorema e Tychonoﬀ) e Hausdorﬀ. Assim,
o mesmo é valido para X.
Deﬁnição 2.1.1. Um grupo G é um grupo proﬁnito (pro-p) se é um limite inverso lim←−
I∈I
Gi
de grupos ﬁnitos (p-grupos ﬁnitos), onde cada Gi tem a topologia discreta.
Os grupos proﬁnitos são caracterizados de várias maneiras, como podemos ver abaixo.
Teorema 2.1.2 (Teorema 2.1.3 em [32]). Seja G um grupo topológico. Então são equivalentes:
(i) G é proﬁnito (pro-p);
(ii) G é compacto, Hausdorﬀ e a identidade 1 de G admite um sistema fundamental U de
vizinhanças abertas tais que
⋂
U∈U
U = 1 e cada U é um subgrupo normal aberto de G com
G/U é ﬁnito (p-grupo ﬁnito);
(iii) A identidade 1 de G admite um sistema fundamental U de vizinhanças abertas tais que




Observe que um grupo discreto é proﬁnito (pro-p) se, e somente se, é um grupo ﬁnito (p-
grupo ﬁnito). Todo subgrupo aberto de um grupo proﬁnito (pro-p) G é fechado. Além disso,
um subgrupo fechado de um grupo proﬁnito (pro-p) G é aberto se, e somente se, tem índice
ﬁnito (potência de p). Se H é um subgrupo fechado de G, então H é um subgrupo proﬁnito
(pro-p) com a topologia induzida. Se N é um subgrupo normal fechado de G, então G/N é um
grupo proﬁnito (pro-p) com a topologia quociente e o epimorﬁsmo natural G → G/N é uma
aplicação aberta e fechada.
Deﬁnição 2.1.3 (Homomorﬁsmo Transfer). [Cf. [42] pag 3] Seja G um grupo pro-p e H
um subgrupo fechado de índice ﬁnito de G. Então, existe um homomorﬁsmo (transfer)





H ′ onde T é um conjunto de representantes das
classes Hg e x̂ é o representante de Hx.
2.1.1 Completamentos
Exemplos naturais e importante de grupos proﬁnitos provém de completamentos de grupos
abstrato. Seja C uma família não vazia de grupos proﬁnitos com a propriedade que, para todo
U1, U2 ∈ C, existe um grupo V ∈ C tal que V ≤ U1 ∩ U2 (por exemplo, se C é fechada para
subgrupos, quocientes e produtos diretos ﬁnitos). Seja G um grupo abstrato e considere
N = NC(G) = {N /f G |G/N ∈ C}
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a coleção de todos os subgrupos normais de índice ﬁnito N em G tais que G/N ∈ C ordenado
pela inclusão inversa: M  N se, e somente se, N ≤M . Note que N é não vazio, já que G ∈ N .
Se M,N ∈ N e N M , seja ϕNM : G/N → G/M o epimorﬁsmo natural. Então G/N,ϕNM é




é chamado o completamento pro-C de G. Assim, GĈ é um grupo proﬁnito e por ser o limite
de grupos ﬁnitos em C é chamado de grupo pro-C. Se C é a família de todos os grupos ﬁnitos,
então GĈ é chamado de completamento proﬁnito de G e denotado por Ĝ. Se p é um primo e C
é a classe de todos os p-grupos ﬁnitos, então GĈ é chamado de completamento pro-p de G e é
normalmente denotado por Gp̂.
Exemplo 2.1.4. (a) O completamento pro-p de Z é denotado por Zp e
Zp = lim←−
n∈N
Z/pnZ = {(xn)|xn ∈ Z, xn ≡ xm(mod pm), sem ≤ n}
é chamado de anel de inteiros p-ádicos.




(c) o completamento proﬁnito (pro-p) de Zm = Z× Z× ...× Z, com m ∈ N, é Ẑm ( Ẑp
m
).
O completamento pro-C é também caraterizado como segue [Teorema 3.2.1 em [32] ]. A
aplicação j : G → GĈ deﬁnida por g 7→ N∈NNg é um homomorﬁsmo contínuo, onde G é
munido da topologia pro-C, ou seja, a topologia determinada por N . Além disso, j(G) é um
subconjunto denso em GĈ e a seguinte propriedade universal é satisfeita: se H é um grupo pro-C
e ϕ : G→ H é um homomorﬁsmo contínuo, existe um homomorﬁsmo contínuo ϕ : GĈ → H tal
que ϕj = ϕ. O núcleo de j é
⋂
N∈N
N . Então, se
⋂
N∈N
N = 1, temos que j é injetiva e podemos
considerar G como um subconjunto denso de GĈ (o que justiﬁca a palavra "completamento ").
Neste caso, dizemos que G é residualmente C.
Outra propriedade importante é o fato de o completamento pro-C ser um functor da categoria
de grupos discretos na categoria de grupos proﬁnitos (Teorema 3.2.3 em [32]). Assim, se ϕ :
G → H é um homomorﬁsmo de grupos discretos e GĈ e HĈ são os completamentos pro − C
de G e H, então existe um correspondente homomorﬁsmo contínuo ϕĈ : GĈ → HĈ . O functor
completamento preserva epimorﬁsmos, mas em geral não preserva monomorﬁsmos. O seguinte
lema dá uma condição necessária e suﬁciente para que isso ocorra.
Lema 2.1.5 (Lema 3.2.6 em [32] ). Seja C uma família de grupos ﬁnitos fechada para subgrupos,
quocientes e produtos diretos ﬁnitos. Suponha que K ≤ G e seja i : K → G a aplicação
inclusão. Então iĈ : KĈ → GĈ é injetiva se, e somente se, a topologia pro-C de G induz em K
uma topologia pro-C, ou seja para cada M ∈ NC(K), existe N ∈ NC(G) tal que K ∩N ≤M .
Deﬁnição 2.1.6. Um anel R é um anel proﬁnito se é limite inverso de anéis ﬁnitos (todos os
anéis são assumidos com identidade e todos os homomorﬁsmos de anéis levam identidades em
identidades).
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Os anéis proﬁnitos possuem caracterizações análogas às de grupos proﬁnitos em termos de
seus ideais abertos.
Teorema 2.1.7 (Teorema 5.1.2 em [32]). Seja R um anel topológico. São equivalentes:
(i) R é proﬁnito;
(ii) R é compacto e Hausdorﬀ;
(iii) R é compacto e o elemento 0 de R tem um sistema fundamental de vizinhanças formando
pelas ideias abertos;
(iv) O elemento 0 de R admite um sistema fundamental {Ti | i ∈ I} de vizinhanças abertas
tais que cada Ti é um ideal aberto de R e R = lim←−
i∈I
R/Ti;
2.1.2 Grupos Proﬁnitos (pro-p) ﬁnitamente gerados
Seja G um grupo proﬁnito (pro-p) e X um subconjunto de G. Dizemos que G é topolo-
gicamente gerado por X se o grupo abstrato 〈X〉 gerado por X é denso em G. Neste caso,
escrevemos G = 〈X〉 e dizemos que X é um conjunto de geradores topológicos de G. Ao
comprimento do conjunto minimal X que gera topologicamente o grupo G é denotado por
d(G). Se existe um conjunto ﬁnito X de geradores topológicos de G, dizemos que G é topolo-
gicamente ﬁnitamente gerado. Se {Gi, piij , I} é um sistema inverso sobrejetivo (i.e., tal que
cada piij é um epimorﬁsmo contínuo) de grupos proﬁnitos (pro-p) e G = lim←−Gi, temos que G é
topologicamente gerado por um conjunto X se, e somente se, as imagens de X pelas projeções
geram Gi para cada i ∈ I [[32], 2.4.1].
Teorema 2.1.8 ([32], Teorema 4.3.4). Seja p um primo ﬁxado.
(i) Se G é um grupo pro-p abeliano sem torsão topologicamente ﬁnitamente gerado, então G
é um grupo pro-p abeliano livre de posto ﬁnito, isto é, G ∼= ⊕dZp, onde d é um número
natural.
(ii) Se G é um grupo pro-p abeliano topologicamente ﬁnitamente gerado, então o subgrupo de
torsão Tor(G) de G é ﬁnito e G ∼= F ⊕ Tor(G), onde F é um grupo pro-p abeliano livre
de posto ﬁnito
Proposição 2.1.9 ([32], Proposição 4.3.6). Seja G um grupo proﬁnito abeliano ﬁnitamente
gerado com d(G) = d. Seja H um subgrupo fechado de G. Então, H é também ﬁnitamente
gerado e d(H) ≤ d
Lema 2.1.10. Seja G um grupo proﬁnito ﬁnitamente gerado, seja KcG um subgrupo normal
e H ≤c G um subgrupo ﬁnitamente gerado contendo K. Então d(G) ≤ d(H) + d(G/K).
Demonstração. Seja G/K = 〈g1K . . . gnK〉, logo
G = 〈g1, . . . , gn,K〉 = 〈g1, . . . , gn, H〉.
Assim d(G) ≤ d(H) + d(G/K).
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Corolário 2.1.11 (Corolário 3.6.3 [32]). Seja G um grupo proﬁnito ﬁnitamente gerado e seja
U um subgrupo aberto de G. Então U é ﬁnitamente gerado e d(U) ≤ 1 + |G : U |(d(G)− 1).
Deﬁnição 2.1.12. Seja G um grupo proﬁnito ﬁnitamente gerado, deﬁne-se o posto gradiente




[G : U ]
2.2 Módulos proﬁnitos e Discretos
No decorrer desta seção R denota um anel proﬁnito
Deﬁnição 2.2.1. Um R- módulo proﬁnito à direita é um grupo proﬁnito abeliano M com
uma aplicação contínua M × R → M que satisfaz as propriedades usuais de um R-módulo
abstrato.
TodoR-módulo proﬁnitoM tem uma base de vizinhanças abertas de 0 formada pelos subgru-
pos abertos deM que são invariantes sobre a ação de R, ou seja, formada pelos R−submódulos
abertos. Na categoria de R-módulos proﬁnitos todos os morﬁsmos f : M → N entre R−módulos
proﬁnitos são homomorﬁsmos contínuos com imagens fechadas, os quais vamos nos referir ape-
nas como homomorﬁsmos.
Seja X um subconjunto de um R-módulo proﬁnitoM . O R-submódulo fechado N topologi-
camente gerado por X é o fecho do R-submódulo abstrato gerado por X, ou seja, a interseção de
todos os R-submódulos fechados de M que contém X. Se X é um conjunto ﬁnito, dizemos que
N é (topologicamente) ﬁnitamente gerado. Neste caso, o seguinte Lema diz que as deﬁnições
de módulos proﬁnitos topologicamente e abstratamente ﬁnitamente gerado coincidem.
Lema 2.2.2 (Lema 7.2.2 em [45]). Seja R um anel proﬁnito, M um R-módulo proﬁnito e
{a1, . . . an} um subconjunto ﬁnito de M . Então M1 = {
∑n
i=1 aiui |ui ∈ R} é um submódulo
fechado.
Estamos particularmente interessados em dois tipos de R-módulos: os que são compactos,
Hausdorﬀ e totalmente desconexos e os que são discretos. Nos referimos ao primeiro tipo como
módulos proﬁnitos e ao segundo como módulos discretos. Os R-módulos proﬁnitos junto
com seus morﬁsmos formam uma categoria que denotaremos por PMod(R). A categoria dos R-
módulos discretos e seus morﬁsmos será denotada por DMod(R). A subcategoria de DMod(R)
formado por todos os módulos discretos de torsão é denotado por DTMod(R).
2.2.1 G-módulos
Seja G um grupo proﬁnito. Um G-módulo a esquerda o simplesmente um G-módulo é um
grupo abeliano topológico M sobre o qual G opera de modo contínuo. Especiﬁcamente, um
G-módulo é um grupo abeliano topológico M junto com uma aplicação contínua G×M →M
denotada por (g, a) 7−→ ga satisfazendo a seguinte condições:
(i) (gh)a = g(ha),
(ii) g(a+ b) = ga+ gb,
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(iii) 1a = a,
para a, b ∈M e g, h ∈ G, onde 1 é a identidade de G.
Se a topologia de M é discreta, então M é chamada de G-módulo discreto; e se a topologia
de M é proﬁnita, dizemos que M é um G-módulo proﬁnito. G-módulos à direita são deﬁnidos
de modo análogo.
Exemplo 2.2.3. Seja G um grupo proﬁnito e M qualquer grupo abeliano discreto. Deﬁnas
uma ação de G sobre M dada por ga = a, para todo a ∈M e g ∈ G. Então M é um G-módulo
discreto. Esta ação é chamada a ação trivial sobre M , e nós referimos a M com esta ação
como G-módulo trivial.
Sejam M e N G-módulos. Um G-morﬁsmo ϕ : A→ B é G-homomorﬁsmo contínuo, i.e, um
homomorﬁsmo continuo de grupos abelianos para qual se satisfaz
ϕ(ga) = gϕ(a) para todo g ∈ G, a ∈M
A classe de G-módulos e G-morﬁsmos constituem uma categoria abeliana qual é denotada
por Mod(G). Os G-módulos proﬁnitos formam uma subcategoria de Mod(G), denotada por
PMod(G), além disso os G-módulos discretos formam uma subcategoria abeliana denotada
por DMod(G). Os G-módulos discretos de torsão formam uma subcategoria de DMod(G).
2.2.2 A álgebra de grupo completa
Seja R um anel comutativo. Uma R-álgebra é um anel R com um homomorﬁsmo de
anéis de R no centro de R. Escrevemos rλ para o produto da imagem de r ∈ R e λ ∈ R.
Uma aplicação θ : R → E, onde E é uma R-álgebra, é um homomorﬁsmo de anéis e satisfaz
θ(rλ) = rθ(λ), para todo r ∈ R e λ ∈ R. Qualquer anel contendo R no seu centro pode ser
considerado como R-álgebra.
Seja G um grupo abstrato. Denotamos por RG a álgebra de grupo de G sobre R, ou seja,
RG é o conjunto formado por todas as somas formais
∑
g∈G rgg, tais que rg ∈ R e rg 6= 0
somente para um número ﬁnito de elementos g ∈ G, com soma e produto usuais. Identiﬁcamos
R e G com suas imagens naturais em RG. A álgebra de grupo é caracterizada pela seguinte
propriedade universal: cada homomorﬁsmo de grupos de G a unidades E∗ de uma R-álgebra
E estende-se unicamente a um homomorﬁsmo de R-álgebra de RG em E.
Suponha agora que R é um anel proﬁnito comutativo. Uma R-álgebra proﬁnita é um anel
proﬁnito R com um homomorﬁsmo contínuo de R no centro de R. Note que o centro de R é um
subanel fechado de R, já que é a interseção de núcleos de homomorﬁsmos (de grupos proﬁnitos
via +) da forma ϕλ : x 7→ xλ− λx, para cada λ ∈ R.
Deﬁnição 2.2.4. Seja G um grupo proﬁnito. A álgebra de grupo completa [[RG]] de G
sobre R é uma R- álgebra proﬁnita que contém G no seu grupo de unidades e que satisfaz a
seguinte propriedade universal: cada homomorﬁsmo contínuo de G no grupo de unidades E∗
de uma R-álgebra proﬁnita E estende-se a um único homomorﬁsmo contínuo de R-álgebras de
[[RG]] em E.
Note que E∗ é um grupo proﬁnito com a topologia subespaço em E [Cf. Teorema 7.1.1 em





onde U é a família de todos os subgrupos normais abertos N de G. Temos que G mergulha em
[[RG]] via a aplicação g 7→ ∏N∈U Ng que estende-se a um mergulho de RG em [[RG]] como
uma subálgebra densa de [[RG]] (Cf. Teorema 7.1.2 em [45]).
A álgebra de grupo RG de um grupo G abstrato sobre um anel comutativo R é um R-
módulo abstrato livre no conjunto G. A correspondente propriedade não vale para a álgebra
de grupo completa [[RG]] de um grupo proﬁnito G sobre um anel proﬁnito comutativo R. Isso
porque a inclusão de G em [[RG]] é 0-convergente somente se G é ﬁnito. Esse problema pode
ser contornado deﬁnindo-se um novo tipo de módulo livre.
Proposição 2.2.5 ([32], Proposição 5.3.6). a) A categoria PMod(G) coincide com a cate-
goria PMod([[ẐG]]).
b) A categoria DMod([[ẐG]]) coincide com a subcategoria de DMod(G) consistindo dos G-
módulos discretos de torsão.
2.2.3 Produtos tensoriais completo
No que segue, R denota um anel proﬁnito comutativo, R uma R-álgebra proﬁnita, M um
R-módulo proﬁnito à direita e N um R-módulo proﬁnito à esquerda. Um R-bihomomorﬁsmo
f : M × N → L, onde L é um R-módulo proﬁnito, é um homomorﬁsmo contínuo de grupos
proﬁnitos abelianos tal que f(mλ, n) = f(m,λn), para cada m ∈ M , n ∈ N e λ ∈ R. O
produto tensorial completo de M e N sobre R é um R-módulo, denotado por M⊗̂RN ,
junto com um Λ-bihomomorﬁsmo t̂ : M × N → M⊗̂RN deﬁnida pela seguinte propriedade
universal: dado um R-bihomomorﬁsmo f de M ×N em um R-módulo proﬁnito L, existe um
único homomorﬁsmo de R-módulos proﬁnitos f : M⊗̂RN → L tal que f t̂ = f (ou seja, f se
fatora através de t̂).
O produto tensorial completo existe e é único (a menos de isomorﬁsmo), podendo ser cons-
truído como o completamento
M⊗̂RN = lim←−M/U ⊗R N/V
do produto tensorial abstrato M/U ⊗R N/V , onde U e V são R-submódulos abertos de M e
N , respectivamente.
Propriedades sobre produtos tensoriais completos podem ser vistos em [45] Teorema 5.5.3,
como por exemplo
(i) M⊗̂R− é um functor exato à direita e comuta com somas direitas ﬁnitas de R-módulos
proﬁnitos à esquerda.
(ii) M⊗̂RR 'M como R-módulos proﬁnitos e isomorﬁsmo natural;
(iii) Se M é projetivo então o functor M⊗̂R− é exato.
(iv) Além disso, se M é um R-módulo proﬁnito ﬁnitamente gerado, então M⊗̂RN 'M⊗RN .
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(v) Existe um isomorﬁsmo natural de R-módulos proﬁnitos:
A⊗̂R(B1 ⊕B2) ∼= (A⊗̂RB1)⊕ (A⊗̂RB2)





Propriedades análogas valem para o functor −⊗̂RN .
2.3 Homologia e co-homologia de grupos proﬁnitos
Seja R uma R-álgebra proﬁnita, onde R é um anel proﬁnito comutativo. Considere o
functor HomR(−,−) indo da categoria PMod(R) × DMod(R) na categoria DMod(R); este
é um functor covariante na segunda variável e contravariante na primeira. Lembre que agora
HomR(M,N) denota os homomorﬁsmos de R-módulos contínuos.
Fixamos A ∈ PMod(R). Denotamos por ExtnR(A,−) ao n-ésimo funtor derivado à direita
do funtor HomR(A,−) : DMod(R)→ DMod(R)..
Como no caso abstrato se B ∈ DMod(R), então ExtnR(A,B) pode ser calculado obtendo o
n-ésimo functor derivado à direita de HomR(−, B) : PMod(R)→ DMod(R) e logo aplica-lo a
A.
A seguinte proposição caracteriza o functor ExtnR( , ), estas propriedades são análogas ao
caso abstrato.
Proposição 2.3.1 ([32], proposição 6.1.7). Seja R um anel proﬁnito comutativo e R uma
R-álgebra proﬁnita. Fixe A ∈ PMod(R) e B ∈ DMod(R). Então:
1. Para qualquer R-módulo discreto injetivo Q e para n ≥ 1, ExtnR(A,Q) = 0. Além disso,
Ext0R(A,−) = HomR(A,−).
2. Para qualquer R-módulo proﬁnito projetivo P e para n ≥ 1, ExtnR(P,B) = 0. Além disso,
Ext0R(−, B) = HomR(−, B).
3. Os functores ExtnR(A,−) e ExtnR(−, B) comutam com somas diretas ﬁnitas.
Como consequência desta proposição temos que os functores ExtnR(A, ) e Ext
n
R( , B) comu-
tam com limites, mas especiﬁcamente temos:









Ai, B) = lim←−
i∈I
ExtnR(Ai, B), onde {Ai, ϕij} é um sistema inverso de R-módulos
proﬁnitos.
Agora considere o functor ⊗̂R : PMod(Rop) × PMod(R) → PMod(R), onde R é um
anel proﬁnito comutativo e R é uma R-álgebra. Seja A um R-módulo à direita proﬁnito.
Então A⊗̂R− : PMod(R) → PMod(R) é um funtor covariante exato à direita. Deﬁnimos
o functor TorRn (A, ) como o n-ésimo funtor derivado de A⊗̂R− . Seja B um R-módulo à
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esquerda, TorBn (A,B) pode também ser calculado tomando o n-ésimo functor derivado de
−⊗̂RB e aplicando este em A.
Usando esta notação, temos a seguinte caracterização dos funtores TorRn ( , ), análogas ao
caso abstrato.
Proposição 2.3.3 ([32], Proposição 6.1.9). Seja R um anel proﬁnito comutativo e R uma
R-álgebra proﬁnita. Fixe A ∈ PMod(Rop) e B ∈ PMod(R). Então
1. Para qualquer R-módulo à direita proﬁnito projetivo P e para n ≥ 1, TorBn (P,B) = 0.
Além disso, TorB0 (−, B) = ⊗̂RB.
2 Para qualquer R-módulo à esquerda proﬁnito projetivo P e para n ≥ 1, TorRn (A,P ) = 0.
Além disso, TorR0 (A,−) = A⊗̂R−.
3 Os functores TorRn (A,−) e TorRn (−, B) comutam com somas diretas ﬁnitas.
Os functores TorRn (A,−) e TorRn (−, B) comutam com limites inversos, diferentemente do
caso abstrato onde os functores TorRn (A,−) e TorRn (−, B) comutam com limite direto.
Corolário 2.3.4 ([32], Corolário 6.1.10). Sobre as hipóteses da proposição anterior, temos








Ai, B) = lim←−
i∈I
TorRn (Ai, B), onde {Ai, ϕij} é um sistema inverso de R-módulos
à direita proﬁnitos.
2.3.1 Cohomologia de Grupos Proﬁnitos com Coeﬁcientes em DMod([[RG]])
A cohomologia de grupos proﬁnitos com coeﬁcientes em módulos discretos foi introduzida
pelo matemático americano John Torrence Tate Jr. como uma ferramenta no estudo dos grupos
de Galois.
Seja G um grupo proﬁnito e R um anel proﬁnito comutativo.
Considere G agindo trivialmente em R, gr = r para todo g ∈ G e r ∈ R, então R torna-
se um [[RG]]-módulo. Dado um [[RG]]-módulo discreto A, deﬁnimos o n-ésimo grupo de
cohomologia Hn(G,A) de G com coeﬁcientes em A por
Hn(G,A) = Extn[[RG]](R, A), n ∈ N
.
Analogamente ao caso abstrato temos
Lema 2.3.5 ([32], Lema 6.2.1). Seja G um grupo proﬁnito. Existe um isomorﬁsmo de R−
módulos
H0(G,A) = Hom[[RG]](R, A) ∼= AG
onde AG = {a|a ∈ A, ga = a,∀g ∈ G} é o submódulo dos pontos ﬁxos de A via ação de G, para
qualquer A ∈ DMod([[R]]G).
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Proposição 2.3.6 ([32], Proposição 6.2.2). Seja G um grupo proﬁnito então para cada sequên-
cia exata curta 0→ A′ → A→ A′′ → 0 em DMod([RG]), existe sequência exata longa
0→ H0(G,A′)→ H0(G,A)→ H0(G,A′′) δ−→
→ H1(G,A′)→ H1(G,A)→ . . .
com homomorﬁsmo de conexão δ : Hn(G,A′′)→ Hn+1(G,A′).
2.3.2 Homologia de Grupos Proﬁnitos com Coeﬁcientes em PMod([[RG]])
Seja G um grupo proﬁnito, R um anel proﬁnito comutativo e seja A um [[RG]]-módulo à




n (A,R), n ∈ N.
Como Tor[[RG]]n (A,R) é o n-ésimo funtor derivado à esquerda de ⊗̂[[RG]]R, então
H0(G,A) = Tor
[[RG]]
0 (A,R) = A⊗̂[[RG]]R
Deﬁnição 2.3.7. Deﬁnimos o ideal de aumentação ((I)) do anel de grupo completo [[RG]]
como sendo o núcleo do homomorﬁsmo de anéis contínuo ε : [[RG]] → [[R]], o homomorﬁsmo
aumento, dado por ε(g) = 1 para todo g ∈ G.
Proposição 2.3.8 ([32], Proposição 6.3.4). Existe um isomorﬁsmo natural H0(G,A) ' A/A((I)) =
A/〈ag − a|a ∈ A, g ∈ G〉.
Existe uma dualidade entre os módulos proﬁnitos e os módulos discretos, esta dualidade é
explicada na seguinte proposição.
Proposição 2.3.9 ([32], pág. 171). Seja G um grupo proﬁnito e B um [[ZˆG]]-módulo proﬁnito
à direita. Então Hn(G,B) e H
n(G,B∗) são dual Pontryagin, onde B∗ é o dual Portryagin de
B.
Proposição 2.3.10 ([45], Teorema 6.4.1 Pág. 105).
a) Se M ∈ PMod(G), então M∗ é um G-módulo discreto de torsão.
b) Seja M um G-módulo discreto de torsão, então M∗ ∈ PMod(G)
Proposição 2.3.11 ([32], Proposição 6.2.2). Seja G um grupo proﬁnito então para cada sequên-
cia exata curta 0→ A′ → A→ A′′ → 0 em DMod([RopG]), existe sequência exata longa
· · · → H1(G,A)→ H1(G,A′′) δ−→ H0(G,A′)→ H0(G,A)→ H0(G,A′′)→ 0
com homomorﬁsmo de conexão δ : Hn+1(G,A
′′)→ Hn(G,A′).
Exemplo 2.3.12 (Proposição 6.18 em [6]). Considere a sequência exata curta
0→ Zp p
∗
−→ Zp → Fp → 0,
onde aplicação Zp
p∗−→ Zp é a multiplicação por p.
Logo, temos a correspondente sequência exata longa
· · · → Hj(G,Zp) p
∗
−→ Hj(G,Zp) φ−→ Hj(G,Fp) δ−→ Hj−1(G,Zp)→ · · · , (2.1)
onde p∗ é a multiplicação por p.
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Corolário 2.3.13 ( Corolário 7.2.6 em [32]). Seja G um grupo proﬁnito, K um subgrupo
fechado normal de G e B ∈ PMod([ẐG]). Então, existe a seguinte sequência exata:
H2(G,B)→ H2(G/K,BK)→ H1(K,B)G/K α1−→ H1(G,B) α2−→ H1(G/K,BK)→ 0
2.4 Dimensão Cohomologica
Seja G um grupo proﬁnito e seja p um número primo. Seja A um grupo abeliano, denotamos
por Ap sua componente p-primaria i.e. o subgrupo consistindo dos elementos de A de ordem
pn para algum n, Ap = {a ∈ A|∃n ≥ 0, |a| = pn}. Se A = Ap dizemos que A é p-primário.
Deﬁnição 2.4.1. A p-dimensão cohomológica cdp(G) de um grupo proﬁnito G se deﬁne
como o menor inteiro não negativo n tal que Hk(G,A)p = 0 para toda k > n e para todo
[[ẐG]]-módulo discreto A, se tal n existe, ou seja
cdp(G) = min{n|Hk(G,A)p = 0, ∀k > n, ∀A ∈ DMod([[ẐG]])}.
Se tal n não existe dizemos que cdp(G) =∞.
Como no caso abstrato, se cdp(G) <∞, então G é livre de p-torsão. Além disso, cdp(G) ≤
n se, e somente se, existe uma resolução projetiva de Zp ou (Fp) de comprimento n sobre
[[ZpG]]( ou [[FpG]] ).
Exemplo 2.4.2.
1. cdp(Ẑ) = 1.
2. cdp(Zp) = 1.
Deﬁnição 2.4.3. Seja G um grupo proﬁnito, deﬁnimos a dimensão cohomológica cd(G) de




Propriedade 2.4.4 ([45], Proposição 11.1.4). Seja G um grupo pro-p, então
1 cdq(G) = 0 para cada primo q 6= p;
2 cdp(G) = 0 se e somente se G é trivial.
A seguinte proposição simpliﬁca o problema de encontrar a p-dimensão cohomológica de um
grupo proﬁnito.
Propriedade 2.4.5 ([32], Proposição 7.1.4). Seja G um grupo proﬁnito e seja n um número
natural ﬁxo. As seguintes condições são equivalentes:
1. cdp(G) ≤ n;
2. Hk(G,A) = 0, para todo k > n e todo A ∈ DMod([[ẐG]]) p-primário.
Os seguintes resultados relacionam a p-dimensão cohomológica de um grupo proﬁnito e a
de seus subgrupos fechados.
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Teorema 2.4.6 ([32], Teorema 7.3.1). Seja G um grupo proﬁnito, S um subgrupo fechado de
G e p um número primo. Então
1. cdp(S) ≤ cdp(G).
2. Se p - [G : S] então cdp(S) = cdp(G).
3. Se cdp(G) ≤ ∞ e S é aberto em G então cdp(S) = cdp(G).
Agora deﬁniremos módulos e grupos proﬁnitos de tipo FPm.
Deﬁnição 2.4.7. Sejam G um grupo proﬁnito e M um [[ZpG]]-módulo proﬁnito. Dizemos
que M é de tipo FPm sobre [[ZpG]] se M tem uma resolução projetiva de [[Z[G]]-módulos
proﬁnitos onde todos os módulos em dimensão menor ou igual a m são ﬁnitamente gerados. Se
M for de tipo FPm para todo m, então M é dito de tipo FP∞.
Deﬁnição 2.4.8. Um grupo proﬁnito G é de tipo FPm sobre Zp, para algum 0 ≤ m ≤ ∞,
se existe uma resolução projetiva proﬁnita do [[ZpG]]-módulo trivial Zp,
· · · → Pi → Pi−1 → · · · → P0 → Zp → 0,
onde cada Pi é Zp[[G]]-módulo projetivo ﬁnitamente gerado para i ≤ m. E o grupo G é de tipo
FP∞ se G é de tipo FPm para todo m ≥ 0.
Nas últimas deﬁnições, podemos trocar Zp por Fp.
Observação 2.4.9. Analogamente ao caso abstrato, um grupo pro-p G é de tipo FPm sobre
Zp se, e somente se, qualquer subgrupo aberto H de G também é de tipo FPm sobre Zp, vide
([41], Proposição.4.2.1).
Corolário 2.4.10 ([41],Corolário 4.2.5). Um grupo pro-p G é do tipo FP∞ se e só Hn(G,Fp)
é um Fp-espaço vetorial de dimensão ﬁnita para cada n ≥ 0, ou seja, dimFp Hn(G,Fp) < ∞
para cada n ≥ 0.
Observação 2.4.11. Seja G um grupo proﬁnito, então Hn(G,A), onde A é um [[FpG]] módulo
discreto, é um Fp-espaço vetorial.
Proposição 2.4.12 ([41], Proposição 4.6.1). Se um grupo proﬁnito G tem p-dimensão cohomo-
lógica ﬁnita e é do tipo FP∞ sobre Zp, então Hn(G,Fp) é um Fp-espaço vetorial de dimensão
ﬁnita para cada n ≥ 0, ou seja, dimFp Hn(G,Fp) <∞ para cada n ≥ 0.
2.5 Deﬁciência de um Grupo Proﬁnito
Seja G um grupo proﬁnito ﬁnitamente gerado, então nós dizemos que G tem deﬁciência
k se existe uma apresentação pi : F → G de G de deﬁciência k, i.e. tal que o posto do grupo
proﬁnito livre F menos o número de geradores de Ker(pi) como um subgrupo normal fechado
de F é k. Denotamos por def(G) o maior k tal que G é de deﬁciência k.
Deﬁnição 2.5.1. Seja G um grupo pro-p ﬁnitamente apresentável. Deﬁnimos a deﬁciência
de G como o número
def(G) = dimFp H
1(G,Fp)− dimFp H2(G,Fp) = dimFp H1(G,Fp)− dimFp H2(G,Fp).
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Observação 2.5.2. Note que, se X é um conjunto minimal de geradores e R é um conjunto
minimal de relações para um grupo pro-p ﬁnitamente apresentado G = 〈X|R〉 tal que R é
um subconjunto de um grupo pro-p livre com base X, então a cardinalidade de X e de R
correspondem a
|X| = dimFp H1(G,Fp) = dimFpH1(G,Fp)
e
|R| = dimFp H2(G,Fp) = dimFpH2(G,Fp),
respectivamente. Portanto, def(G) = |X| − |R|.
p-Deﬁciência de um grupo Proﬁnito
Introduzimos a p-deﬁciência de um grupo proﬁnito, a qual ajuda a descrever mais precisa-
mente propriedades de grupos proﬁnitos; maiores detalhes deste invariante pode ser encontrado
em [15].
Seja G um grupo proﬁnito. Denotamos por d(G) a quantidade mínima de geradores de G.
Seja M um G-módulo ﬁnito não trivial, denotamos por dim(M) o posto de M como Z-módulo




o posto de Hi(G,M) como Z-módulo (veja deﬁnição
1.2.25 ), para i = 0, 1, 2. Assim deﬁnimos
χ2(G,M) =
− dimH2(G,M) + dimH1(G,M)− dimH0(G,M)
dim(M)





∈ Q ∪ {−∞}
Exemplo 2.5.3 (([15], Example 2.6)).
a) Se G é um grupo proﬁnito ﬁnitamente gerado com d(G) denotando a quantidade mínima
de geradores de G, então dimH0(G,M) = dimMG e χ1(G,M) ≤ d(G) − 1, onde M é um
G-módulo ﬁnito.
b) Se F é um grupo proﬁnito de posto ﬁnito d(F ),
χ2(F,M) = χ1(F,M) = d(F )− 1,
onde M é um G-módulo ﬁnito.
Deﬁnição 2.5.4. Se N é um subgrupo fechado de G eMp(N) é o conjunto de todos os ﬁnitos




Para simpliﬁcar, denotamos por
defp(G) := defp(G, {1})
O número defp(G) é chamado de p-deﬁciência de G.
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Observação 2.5.5. Comparando defp(G) com a deﬁciência de G observamos que
def(G) ≤ defp(G) ≤ dimH1(G,Fp)− dimH2(G,Fp),
Exemplo 2.5.6. Seja G um grupo proﬁnito livre de posto ﬁnito d(G), então pelo exemplo 2.5.3
temos que para todo G-módulo ﬁnito M , χ1(G,M) = χ2(G,M) = d(G) − 1. Assim para um
subgrupo fechado N de G, temos defp(G,N) = d(G).
Proposição 2.5.7 ([15], Proposição 3.2 ). Seja G um grupo proﬁnito ﬁnitamente gerado e
N um subgrupo normal de índice inﬁnito tal que H1(N,Fp) 6= 0. Se defp(G,N) ≥ 2, então
H1(N,Fp) é inﬁnito.
Corolário 2.5.8 ([15], Corolário 3.3). Seja G um grupo proﬁnito ﬁnitamente gerado e N
um subgrupo normal de índice inﬁnito tal que p divide |N |. Se defp(G) ≥ 2, então existe
algum subgrupo aberto U de N tal que H1(U,Fp) é inﬁnito. Em particular, qualquer subgrupo
normal não trivial de um grupo proﬁnito de deﬁciência maior do que 2 que tem índice inﬁnito
é inﬁnitamente gerado.
2.6 Característica de Euler de um grupo Proﬁnito




n(G,Fp) <∞, para todo n ∈ N.
Deﬁnição 2.6.1. Seja G um grupo proﬁnito que satisfazem as condições (i), (ii). Deﬁna a








Para qualquer grupo proﬁnito abeliano ﬁnitamente gerado B, deﬁnimos o p-posto racional
de B por
rkQp(B) = dimQp(Qp ⊗Zp B),
onde Qp é o corpo de frações de Zp.
Observe que Qp não é grupo abeliano proﬁnito pois não é compacto.
Observação 2.6.2. Se G é um grupo pro-p satisfazendo a deﬁnição 2.6.1, então cd(G) =
cdp(G) e a p-característica de Euler de G é chamada de característica de Euler de G e
χp(G) é denotada por χ(G).

















onde Fp é o corpo com p-elementos, para p primo.
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Proposição 2.6.4 ([6], Capitulo 9, Teorema 6.3). Seja G um grupo proﬁnito satisfazendo a
deﬁnição 2.6.1. Então para um subgrupo aberto U de G temos a seguinte relação:
χp(G) = χp(U)/[G : U ]
2.7 Construções Livres
Muito da teoria de grupos ﬁnitos, quando interpretado da maneira adequada, pode ser
executado para grupos proﬁnitos. As principais referências para esta seção são [32] (cap. 3, 8
e 9), [45] (cap. 5) e [13] (cap. 22 e 25)
Grupos livres e projetivos
Como neste trabalho lidamos apenas com grupos ﬁnitamente gerados, nos restringimos aos
grupos livres de posto ﬁnito. O completamento proﬁnito (resp. pro-p) de um grupo livre
(abstrato) de posto ﬁnito r é o grupo proﬁnito (resp. pro-p) livre de posto ﬁnito r. Isto, pois
este satisfaz a devida propriedade universal de objeto livre na categoria dos grupos proﬁnitos
(resp. pro-p)(Cf. Prop. 3.3.2 em [32])
Assim como no caso abstrato temos a seguinte proposição,
Proposição 2.7.1 ( Prop. 3.6.2(b) em [32]). Subgrupos fechados H de índice ﬁnito de um
grupo proﬁnito (resp. pro-p) livre F são proﬁnitos (resp. pro-p) livres e satisfazem a Fórmula
de Schreier
d(H)− 1 = [F : H](d(F )− 1) (2.2)
Aqui, cabe ressalta-nos o seguinte profundo resultado de O. Mel'nikov.
Teorema 2.7.2 (Teorema 8.6.5 em [32]). Seja F um grupo proﬁnito (resp. pro-p) livre de posto
ﬁnito r, com r ≥ 2. Um subgrupo fechado normal de F é ﬁnitamente gerado se, e somente se,
ele possui índice ﬁnito em F .
Mais fundamentalmente, todo subgrupo de um grupo livre (abstrato) é um grupo livre
(Teorema de Nielsen-Schreier); isto não ocorre já no grupo proﬁnito livre de posto 1 (e.g.
o grupo Zp não é proﬁnito livre); o análogo pro-p do referido Teorema é consequência do
importante resultado.
Teorema 2.7.3 (Teorema 7.7.4 em [32]). Seja G um grupo pro-p. As condições são equivalen-
tes:
1 G é um grupo pro-p livre.
2 a dimensão co-homológica de G é no máximo igual a 1.
Observe que o Teorema anterior junto com a proposição 2.4.4, justiﬁcam que um grupo
pro-p G não trivial é livre se cdp(G) = 1. Na realidade, os grupos pro-p livres são muito mas
simples e se comportam de maneira mais próxima aos grupos livres abstratos do que os grupos
proﬁnitos livres. Isto se reﬂete em toda a Teoria Combinatorial de grupos pro-p e proﬁnitos.
Na categoria dos Grupos, os grupos projetivos são retratos de grupos livre e logo são grupos
livres, à luz do Teorema de Nielsen-Schreier. Um grupo proﬁnito projetivo é um objeto
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projetivo na categoria dos grupos proﬁnitos (i.e. cada morﬁsmo P → X fatora-se através de
cada epimorﬁsmo Y → X). Ao contrário do que ocorre com grupos abstratos ou pro-p, grupos
proﬁnitos projetivos podem não ser livres (e.g um subgrupo isomorfo a Zp contido em Ẑ).
Proposição 2.7.4 (Sec. 7.6 em [32]). Seja G um grupo proﬁnito. As seguintes asserções são
equivalentes:
(a) G é um grupo proﬁnito projetivo;
(b) G é isomorfo a um subgrupo fechado de um grupo proﬁnito livre;
(c) para cada primo p, G é p-projetivo (i.e. cdp(G) ≤ 1);
(d) para cada primo p, todo p-Sylow de G é pro-p livre
Além disso temos a seguinte equivalência para grupos pro-p livres.
Teorema 2.7.5 (Teorema 7.7.4 em [32]). Seja G um grupo pro-p. Então as seguintes aﬁrmações
são equivalentes
1 cdp(G) ≤ 1;
2 H2(G,Fp) = 0;
3 G é um grupo pro-p livre.
Amalgamações
Essencialmente existem duas tipos diferentes de amalgamações de grupos: produtos livres
com amalgamações e HNN -extensões; estas duas são construções-chaves e ferramentas essen-
ciais no estudo de grupos inﬁnitos. A ideia geral neste contexto é: decompor, se possível,
um grupo como uma amalgamação de seus subgrupos; e então, informações sobre este grupo
podem ser obtidas das correspondentes informações sobre esses subgrupos. Assumiremos aqui
conhecidas tais construções no contexto de grupos abstratos, as quais serão denotadas por qabs
e HNNabs.
Sejam G1 e G2 grupos proﬁnitos e G0 subgrupo fechado de G1 e G2. Começamos discutindo
no universo proﬁnito os produtos livres com amalgamação Gabs = G1 qabsG0 G2 e as imersões
canônicas ϕabsi : Gi → Gabs(i ∈ 1, 2). Seja N a coleção de todos os subgrupos normais N de Gabs
tais que Gabs/N é um grupo ﬁnito (resp. p-grupo ﬁnito) e (ϕabsi )
−1(N) é um subgrupo fechado
de Gi (i ∈ 1, 2). O completamento proﬁnito (resp. pro-p) Ĝabs
N
de Gabs com respeito de N é o
produto proﬁnito (resp. pro-p) livre deG1 eG2 com amalgamaçãoG0, denotado porG1qG0
G2 (resp. G1 qpG0 G2). Quando G0 é trivial, dizemos simplesmente produto proﬁnito (resp.
pro-p) livre. Quando trabalhamos exclusivamente na categoria dos grupos pro-p, denotamos
qp por q, por simplicidade notacional, já que p ﬁca implícito no contexto.
A justiﬁcativa para esta deﬁnição de produto proﬁnito (resp. pro-p) livre com amalgamação
vem do fato que este grupo proﬁnito (resp. pro-p) G construído, é um pushout na categoria dos
grupos proﬁnitos (resp. pro-p) dos monomorﬁsmos dados, isto é: para quaisquer homomorﬁsmos
contínuos de grupos proﬁnitos (resp. pro-p) ψi : Gi → K (i ∈ {1, 2}) satisfazendo ψ◦f1 = ψ2◦f2,
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existe um único homomorﬁsmo contínuo ψ : G→ K tal que ψϕ = ψi (i ∈ 1, 2), onde cada ϕi é


















(Cf. Proposição 9.2.1 em [32]). Vide [[32], capítulo 9] para produto pro-C livre com amalga-
mação. Em contraste com o caso abstrato, em geral pode ocorrer das aplicações canônicas
Gi → G(i ∈ {1, 2}) não serem injetivas tanto no caso pro-p quanto proﬁnito; quando ambas
são injetivas dizemos que o produto livre com amalgamação é próprio. Por outro lado, se a
imagem canônica de G0 em G coincide com a imagem canônica de G1 (resp. G2) em G então
G = G1 qG0 G2 é isomorfo a G2 (resp. G1); nestas situações dizemos que este produto livre
amalgamado é ﬁctício.
Proposição 2.7.6 (Teorema 2.3 em [29]). O produto proﬁnito livre de G1 e G2 com amalga-
mação G0 é próprio se G0 for central em G1 ou G2.
Proposição 2.7.7 (Teorema 3.2 em [29]). O produto pro-p livre de G1 e G2 com amalgamação
G0 é próprio se G0 for procíclico
O resultado a seguir são consequências imediatas (e podem ser melhor compreendidos atra-
vés) da teoria de grupos proﬁnitos agindo sobre árvores proﬁnitas.
Teorema 2.7.8. Seja G = G1 qH G2 um produto pro-p livre com amalgamação próprio.
(a) (Teorema 4.2(b) em [31]) Seja K um subgrupo ﬁnito de G. Então K ⊂ gGig−1 para
algum g ∈ G e algum i ∈ {1, 2}.
(b) (Teorema 4.3(b) em [31]) Seja g ∈ G. Então Gi ∩ gGjg−1 ⊆ bHb−1 para algum b ∈ Gi,
Vamos deﬁnir agora HNN -extensões. Dado um grupo proﬁnito (resp. pro-p) H, junto a
um isomorﬁsmo contínuo entre dois de seus subgrupos fechados f : A → B, consideramos a
HNN -extensão Gabs = HNNabs(H,A,B, f, t) e a imersão canônica ϕabs : H → Gabs. Seja N
a coleção de todos os subgrupos normais N de Gabs tais que Gabs/N é um grupo ﬁnito (resp.
p-grupo ﬁnito) e (ϕabs)−1(N) é um subgrupo fechado de H. O completamento proﬁnito (resp.
pro-p) Ĝabs
N
de Gabs com respeito a N , com a imagem ι(t) da letra estável t pela aplicação
canônica ι : Gabs → ĜabsN , é a HNN-extensão proﬁnita (resp. pro-p) de H com subgrupos
associados A e B por f , denotada por HNN(H,A,B, f, ι(t)) (resp. HNNp(H,A,B, f, ι(t))).
Quando trabalhamos exclusivamente na categoria dos grupos pro-p, denotamos HNNp por
HNN , por simplicidade notacional-já que p ﬁca implícito no contexto; ademais, dependendo
da situação é comum vermos na literatura os seguintes abusos de notação: HNN(H,A, f, t),
HNN(H,A, t).
A razão para esta deﬁnição vem do fato que este grupo proﬁnito (resp. pro-p) construído,
possui a seguinte propriedade universal: para cada grupo proﬁnito (resp. pro-p) K, para cada
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k ∈ K e para cada homomorﬁsmo contínuo ψ : H → K satisfazendo k−1ψ(a)k = ψ(f(a)) para
todo a ∈ A, existe um único homomorﬁsmo contínuo ω : G → K com ω(ι(t)) = k tal que
ψ = ϕω, onde ϕ é a composição H → Gabs → ĜabsN das aplicações canônicas








Em contraste com o caso abstrato, em geral pode ocorrer da aplicação canônica ϕ : H → G
não ser injetiva tanto no caso pro-p quanto proﬁnito. Quando ϕ é injetiva dizemos que a
HNN -extensão é própria.
2.8 Grupos agindo sobre árvore
Uma abordagem para se estudar amalgamações é puramente Combinatorial, via relações e
apresentações de grupos. Uma segunda abordagem a qual é uma poderosa técnica geométrica/
topológica foi desenvolvida por J-P. SERRE e H. BASS (Cf. [37]). A ideia geral da Teoria de
Bass-Serre é a seguinte. Ao analisarmos a ação de um grupo sobre uma árvore, a estrutura
de amalgamação deste grupo pode ser deduzida. Mais precisamente, "o que podemos dizer
sobre um grupo G agindo sobre uma árvore T quando conhecemos o grafo quociente G\T bem
como todos os estabilizadores de vértices e arestas?" o principal resultado de Bass-Serre diz
que podemos reconstruir G a partir destas informações por meio de sucessivas amalgamações e
extensões HNN.
Observamos ainda, que a Teoria de Bass-Serre recupera de modo relativamente fácil os
principais Teoremas da Teoria Combinatorial de grupos, e.g. Nielsen-Schreier, subgrupo de
Kurosh, Howson, Grushko-Neumann, M.Hall.
Agora notamos que, em geral, um elemento de um grupo proﬁnito ou pro-p não pode ser
expresso como uma palavra ﬁnita nos geradores; isto elimina a possibilidade de utilizar os
métodos combinatórios no sentido original. Como veremos a seguir, a versão proﬁnita da teoria
de Bass-Serre existe mas não com força total. Esta teoria desenvolvida por O. Mel'nikov, L.
Ribes e P. Zalesski [48], [27], [47], [30] é, com os Métodos Homológicos, um dos principais
instrumentos da Teoria Combinatorial de Grupos proﬁnitos, e portanto da nossa investigação.
Um grafo proﬁnito consiste de um conjunto compacto totalmente desconexo não vazio Γ
com um subconjunto distinguido fechado V (Γ) e duas aplicações contínuas d0, d1 : Γ → V (Γ)
cujas restrições a V (Γ) sejam idV (Γ). Os elementos de V (Γ) são chamadas de vértices de Γ, os
elementos de E(T ) := Γ − V (Γ) são chamados de arestas de Γ, d0(e) (resp. d1(e)) é chamado
de vértice inicial (resp.ﬁnal) de uma aresta e. Um morﬁsmo é uma aplicação α : Γ → ∆ entre
grafos proﬁnitos tal que djα = αdj para cada j ∈ {0, 1}. Se α é injetiva (resp. sobrejetiva),
dizemos que α(Γ) é um subgrafo de ∆ (resp. um quociente de Γ).
Um grafo proﬁnito Γ é conexo se todos os seus quocientes ﬁnitos são grafos conexos no
sentido usual (i.e a realização geométrica de cada um destes é conexa).
Seja Γ um grafo proﬁnito. Denotamos por (E∗(Γ), ∗) o espaço topológico quociente E∗(Γ) =
Γ/V (Γ) com ponto distinguido ∗ = {V (Γ)}. Dizemos que Γ é uma árvore proﬁnita (resp.
pro-p) se:
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A1. Γ é conexo
A2. para cada primo l (resp. para l = p), temos a seguinte sequência exata de Fl- módulos
proﬁnitos livres
0 // Fl[|(E∗(Γ, ∗))|] α // Fl[|(V (Γ))|] ε // Fl // 0,
onde os Fl- homomorﬁsmos são dados por ε(v) = 1 para cada v ∈ V (Γ), e, d(e) = d1(e)− d0(e)
onde e é a imagem de uma aresta e ∈ E(Γ) no quociente E∗(Γ), e d(∗) = 0. (Cf. [48], Lema
1.16])
A intersecção de uma família de subárvores proﬁnitas (resp. pro-p) de uma árvore proﬁnita
(resp. pro-p) é, ou vazia, ou uma árvore proﬁnita (resp. pro-p). A menor (única) subárvore
proﬁnita (resp. pro-p) contendo dois vértices v e w será chamada de a geodésica conectando v
e w e será denotada por [v, w] (Cf. pag. 83-84 em [32]).
Um grupo proﬁnito G age sobre um grafo Γ proﬁnito, se a ação sobre o espaço topológico
subjacente Γ é contínua e comuta com as aplicações d0 e d1, (i.e., g(dj(m))) = dj(gm), para
quaisquer g ∈ G, m ∈ Γ, j ∈ {0, 1}). Denotaremos o subgrupo dos estabilizadores de um
elemento m de Γ por stabG(m).
Colecionamos a seguir alguns resultados fundamentais da teoria de grupos proﬁnitos agindo
sobre árvore pro-p.
Teorema 2.8.1. Seja G um grupo pro-p agindo sobre uma árvore pro-p T
1() (Prop. 3.5 em [32]) T/G˜ é uma árvore pro-p, onde G˜ = 〈stabg(v) | v ∈ V (T )〉.
(2) (Cor. 3.6 em [32]) G/G˜ é um grupo pro-p livre, onde G˜ = 〈stabg(v) | v ∈ V (T )〉.
(3) (Cor. 3.8 em [32]) Se v e w são dois vértices distintos de T , então E([v, w]) 6= ∅ e
(stabG(v) ∩ stabG(w)) ≤ stabG(e) para cada e ∈ [v, w].
(4) (Teor. 3.9 em [32]) Se G é ﬁnito, então G = stabG(v), para algum v ∈ V (T ).
Encerramos o presente capítulo com grupos fundamentais de grafos ﬁnitos de grupos pro-p,
os quais aparecem apenas no Capítulo 5. Estes grupos são generalizações das duas importantes
construções por amalgamações que apresentamos anteriormente. Até o ﬁnal da presente seção Γ
será um grafo ﬁnito conexo diferente de um único vértice. Um grafo de grupos pro-p (G,Γ)
consiste de uma coleção de grupos pro-p {G(m) |m ∈ Γ} e uma coleção de homomorﬁsmos
contínuos {∂j,e : G(e) → G(dj(e)) | e ∈ E(Γ), j ∈ {0, 1}}. Dizemos que G(v), v ∈ V (Γ) (resp.
G(e), e ∈ E(Γ)) são os grupos-vértices (resp. grupos-arestas).
Seja T uma subárvore maximal de Γ. Uma T -especialização (β, β1) de (G,Γ) para um
grupo pro-p K consiste de duas aplicações β :
⋃
m∈Γ
G(m)→ K e β1 : Γ→ K satisfazendo:
(1) β|G(m) : G(m)→ K é um homomorﬁsmo contínuo, ∀m ∈ V (Γ);
(2) β1(m) = 1, ∀m ∈ T ;
(3) β1(e)−1β|G(d0(e))(∂0,e(g))β1(e) = β|G(d1(e))(∂1,e(g)),∀e ∈ E(T ),∀g ∈ G(e).
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O grupo pro-p fundamental de um grafo de grupos pro-p (G,Γ) com respeito a uma su-
bárvore maximal T , consiste de um grupo pro-p G =
∏
1(G,Γ, T ) e uma T -especialização
(ν, ν1) : (G,Γ) → G satisfazendo a seguinte propriedade universal: para cada T -especialização












A existência de tal grupo pode ser realizada procedendo como anteriormente (Cf. [48],
(3.3)): consideramos a construção abstrata correspondente; ignoramos a topologia de cada
G(m) e formamos o grupo fundamental abstrato (Cf. [10], Sec. I.4); e completamos este grupo
com respeito a uma certa topologia pro-p. Alternativamente, podemos veriﬁcar que o grupo
dado pela apresentação pro-p
G = 〈X,Y |U, V,W 〉,
onde X = {gerG(v)|v ∈ V (Γ)}, Y = te| e ∈ E(Γ), U = {relG(v) | v ∈ V (Γ)},
V = {t−1e ∂0,e(g)te∂1,e(g)−1 | g ∈ G(e), e ∈ E(Γ)}, e W = {te | e ∈ E(T )}, satisfaz a proprie-
dade universal.
A seguir, vamos também supor que cada uma das aplicações ∂j,e bem como cada uma
das aplicações canônicas G(m) → ∏1(G,Γ, T ) sejam injetivas. Com efeito, sempre podemos
substituir os grupos em (G,Γ) por suas imagens canônicas em pi1(G,Γ, T ); esta operação não
altera o grupo pi1(G,Γ, T ) e ﬁcamos assim na situação desejada.
Para a T -especialização (ν, ν1) : (G,Γ)→
∏
1(G,Γ, T ) deﬁnimos o grafo padrão do grupo
pro-p fundamental de grafos de grupos S = S(G,Γ, T ) do seguinte modo:
S = ∪m∈ΓG/ν(G(m)) com a topologia da união disjunta, V (S) = ∪v∈V (Γ)G/ν(G(v)),
d0(gν(G(m))) = gν(G(d0(m))) = gν1(m)ν(G(d1(m))). Notamos que E(S) é um subconjunto
compacto de S.
Analogamente ao que ocorre na Teoria de Bass-Serre, o grupo G =
∏
1(G,Γ, T ) age natu-
ralmente sobre S = S(G,Γ, T ) por g1(g2ν(G(m))) = (g1g2)ν(G(m)), e de modo que G\S = Γ;
se Gs = m ∈ Γ, então o estabilizador de um elemento s de S é conjugado a ν(G(m)); e, o grafo
S = S(G,Γ, T ) é uma árvore (Cf. [48], Prop. 3.8).
Para conveniência do leitor, explicitamos a construção da árvore proﬁnita padrão sobre a
qual um dado produto proﬁnito livre amalgamado próprio G = A qC B age. Os vértices de S
são todas as classes laterais de G/A e G/B, e as arestas de S são todas as classes laterais de
G/C; cada aresta gC conecta o vértice inicial gA ao vértice ﬁnal gB.
gA• gC •gB
Por último como no caso abstrato, introduziremos a sequência exata longa de Mayer-Vietoris
para grupos proﬁnitos (pro-p).
Teorema 2.8.2 (Sequência de Mayer-Vietoris em Homologia, Teorema 5.7 em [27]). Seja G
um grupo proﬁnito (resp. pro-p) agindo sobre uma árvore proﬁnita (resp. pro-p) T , onde
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{Ge}e∈E(T ) são os grupos de arestas e {Gv}v∈V (T ) são os grupos de vértices. Então para cada
[[ẐG]]-módulo proﬁnito (resp. [[ZpG]]-módulo proﬁnito ) M temos a sequência longa exata









Hj−1(Ge,M)→ · · ·
Proposição 2.8.3 ([44], Proposição 5.2.1). Seja G um grupo pro-p, então
H1(G,Qp) = Qp ⊗Zp Gab.
Teorema 2.8.4 (Teorema 1.13 em [14]).
i) Considere o produto pro-p amalgamado próprio G = G1 qC G2 dado pela apresentação
〈X1, X2 |R1,R2, c = φ(c), c ∈ C〉,
onde φ : C → G é um homomorﬁsmo injetor, Gi = 〈Xi |Ri〉, para i = {1, 2}. Então existe
uma sequência exata longa da seguinte forma:
· · · → H1(C,Qp) α−→ H1(G1,Qp)⊕H1(G2,Qp)→ H1(G,Qp)→ H0(C,Qp)→ · · ·
ou equivalentemente, usando a proposição 2.8.3, temos
· · · → Qp ⊗Zp Cab α // (Qp ⊗Zp Gab1 )⊕ (Qp ⊗Zp Gab2 )
β // Qp ⊗Zp Gab // Q // · · · ,
ii) Considere a HNN -extensão pro-p própria G = HNN(G1, C, t) dado pela apresentação
〈X1, t |R1, c = tφ(c)t−1, c ∈ C〉,
onde φ : G1 → G é um homomorﬁsmo injetor, G1 = 〈X1 |R1〉. Então existe uma sequência
exata longa da seguinte forma:
· · · → H1(C,Qp) α−→ H1(G1,Qp)→ H1(G,Qp)→ H0(C,Qp)→ · · ·
ou equivalentemente, usando a proposição 2.8.3, temos
· · · → Qp ⊗Zp Cab α // Qp ⊗Zp Gab1
β // Qp ⊗Zp Gab // Qp // · · · ,
onde α(q ⊗ cC ′) = (q ⊗ cφ(c)−1G′1), c ∈ C e q ∈ Qp.
Teorema 2.8.5 (Sequência De Mayer-Vietoris em cohomologia, Proposição 9.2.13 e 9.4.2 em
[32]).
i) Seja G = G1qCG2 um produto proﬁnito livre amalgamado próprio de grupos proﬁnitos, então
para qualquer [[ẐG]]-módulo de esquerda discreto A existe uma sequência exata longa
0 // H0(G,A) // H0(G1, A)⊕H0(G2, A) // H0(C,A) · · · // Hn(G,A) // · · · ,
ii) Seja G = HNN(G1, C, t) uma HNN-extensão proﬁnita própria de grupos proﬁnitos, então
para qualquer [[ẐG]]-módulo à esquerda discreto A existe de sequência exata longa
0 // H0(G,A) // H0(G1, A) // H0(C,A) · · · // Hn(G,A) // · · · ,
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Capı´tulo3
Grupos Limites, Grupos Proﬁnito limites
e Pro-p limites
3.1 Grupos limites
3.1.1 Introdução, deﬁnição e exemplos
Nos anos recentes grupos limites (ou w-grupos residualmente livres) tem muita atenção (Cf.
[40], [3], [8], [17], [28]) primeiramente dado pelo excelente trabalho de Z. Sela (Cf. [34], [35] e
as referências anteriormente mencionadas).
Esta classe de grupos foi introduzida por Benjamin Baumslag in [2] com o nome tradi-
cional de grupos totalmente residualmente livres, e seguidamente estudado intensamente por
muitos autores (Cf. [11], [18], [22], [19], [20]). Diz-se G é um grupo limite se para qualquer
subconjunto T de G existe um homomorﬁsmo de G a um grupo livre F que é injetivo sobre T .
Exemplos de grupos limites incluem todos os grupos livres ﬁnitamente gerados, grupos
abelianos livres ﬁnitamente gerados e todos os grupos fundamentais de superfícies fechadas ori-
entáveis. Além disso, a classe de grupos limites é fechada com respeito a subgrupos ﬁnitamente
gerados e produto livre. Este fato poder ser usado para construir muitos exemplos. Exemplos
mais soﬁsticados podem ser encontrados nos artigos citados anteriormente.
Remark 3.1.1. O grupo G = 〈a, b〉a2b2=c2d2〈c, d〉 é o grupo fundamental de uma superfície
fechada não orientável, e é um grupo limite (Cf. [17, 3.1]). Além disso, Gab ' Z3 ×C2, onde
C2 = Z/2Z.
3.1.2 Extensão de Centralizador
Por N denotamos o conjunto de inteiros positivos e por N0 o conjunto de inteiros não
negativos, i.e., N0 = {0, 1, 2, . . .}.
Seja G um grupo limite. Existe um procedimento padrão para construir um grupo limite
G(C,m), onde C ⊆ G é um subgrupo cíclico maximal de G e m ∈ N. Este procedimento é
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conhecido como extensão de centralizador, i.e., se G é um grupo limite, então
G(C,m) = G ?C (C × Zm) (3.1)
é novamente um grupo limite (Cf. [20, Lema 2 e Teo. 4]). Por facilidade chamaremos a um
grupo limite G de uma iterada extensão de centralizador de um grupo livre(=i.e.c.l), se existe
uma sequência de grupos limites (Gk)0≤k≤n tal que
(EZ1) G0 = F é um grupo livre ﬁnitamente gerado, e Gn ' G;
(EZ2) para k ∈ {0, . . . , n − 1} existe um subgrupo cíclico maximal Ck ⊆ Gk e mk ∈ N tal que
Gk+1 ' Gk(Ck,mk).
Se G é uma iterada extensão de centralizador de um grupo livre, chamaremos o menor n ∈ N0
para qual existe uma sequência de grupos limites (Gk)0≤k≤n satisfazendo (EZ1) e (EZ2) de
nível de G. Este número é denotado por `(G). Por exemplo, um grupo livre ﬁnitamente gerado
é uma iterada extensão de centralizador de um grupo livre de nível 0, e um grupo abeliano livre
ﬁnitamente gerado é uma iterada extensão de centralizador de um grupo livre de nível 1.
3.1.3 Altura de um grupo limite
Pelo segundo Teorema de imersão (Cf. [22, 2.3, Thm. 2]), cada grupo limite G é isomórﬁco
a um subgrupo de uma i.e.c.l de um grupo H. A altura ht(G) de G é deﬁnida como
ht(G) = min{ `(H) | G ⊆ H, H an i.e.c.f. group }. (3.2)
Por exemplo, um grupo livre G é de altura 0 se, e somente se, este é um grupo livre de posto
ﬁnito, e um grupo abeliano livre não cíclico ﬁnitamente gerado é de altura 1.
3.1.4 Propriedades e Teoremas sobre grupos limites
Resumiremos propriedades importantes de um grupo limite no seguinte Teorema, as quais
podem ser encontradas no artigo dado por E.Alibegovi¢ e M.Bestvina [1].
Teorema 3.1.2. Seja G um grupo limite. Então
(1) o grupo G é livre de torsão.
(2) todo subgrupo abeliano de G é ﬁnitamente gerado.
(3) Se G for não abeliano, então seu centro é trivial.
(4) O grupo G é ﬁnitamente apresentado.
As seguintes três proposições de grupos limites podem ser encontradas no artigo de D. Ko-
chloukova em [23].
Proposição 3.1.3 (Corolário 4). A abelianização de um grupo limite não trivial é inﬁnito.
Proposição 3.1.4 (Lema 5). Para um grupo limite G, a característica de Euler χ(G) é não
positiva. Além disso, χ(G) = 0 se, e somente se, G é abeliano.
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Proposição 3.1.5 (Corolário 8). Todo grupo limite G é de tipo FP∞ e cd(G) <∞.
Grupos limites com a quantidade mínima de geradores menor ou igual a 3 são conhecidos.
Em [11] o seguinte foi mostrado.
Teorema 3.1.6 ([11]). Seja G um grupo limite. Então
(a) d(G) = 1 se, e só se, G é um grupo cíclico inﬁnito;
(b) d(G) = 2 se, e só se, G é um grupo livre de posto 2 ou abeliano livre de posto 2;
(c) d(G) = 3 se, e só se, G é um grupo livre de posto 3, um grupo abeliano livre de posto 3,
ou uma i.e.c.l de posto 2, i.e, G tem a apresentação
G = 〈x1, x2, x3 | x−13 v x3 = v 〉, (3.3)
onde v = v(x1, x2) ∈ F ({x1, x2}) é não trivial.
Teorema 3.1.7 (Teorema 1 em [4]). Seja G um grupo limite não abeliano e H um subgrupo
normal de G ﬁnitamente gerado, então H tem índice ﬁnito em G.
3.2 Grupos Proﬁnitos Limites e Pro-p limites
Seja C uma classe não-vazia de grupos ﬁnitos fechada sob formação de subgrupo quociente
e produto direto ﬁnito. Deﬁnimos indutivamente as seguintes classes de grupos pro-C :
G0 é a classe de todos os grupos pro-C livres de posto ﬁnito.
Gn (N > 0) é a classe de todos os grupos Gn, onde Gn é o produto pro-C livre amalgamado
Gn−1 qCn−1 An−1 satisfazendo:
(i) Cn−1 é um subgrupo próprio procíclico e um fator direto de um grupo pro-C abeliano
livre de posto ﬁnito qualquer An−1.
(ii) Cn−1 é um subgrupo do grupo Gn−1 de Gn−1 tal que o normalizador em Gn−1 de cada
subgrupo procíclico não trivial de Cn−1 coincide com Cn−1.
Deﬁnição 3.2.1. Um grupo pro-C limite G é um subgrupo fechado topologicamente ﬁni-
tamente gerado de algum grupo Gn de Gn (n ≥ 0). A altura de G ht(G) é o menor inteiro
n.
Observamos que, quando C consiste de todos os p-grupos ﬁnitos a nossa classe de grupos
pro-C coincide precisamente com a classe de grupos originalmente estudada em [25].
Exemplo 3.2.2. Consideremos o grupo pro-p G com a seguinte apresentação
G = 〈a1, b1, · · · , ag, bg|ap
n
1 [a1, b1] · · · [ag, bg]〉,
onde p > 2 e n um número natural ou ∞ (este último signiﬁca que apn1 = 1). Este grupo é
chamado grupo Demushkin.
Se n =∞, então G tem a apresentação pro-p 〈x1, · · ·xd | [x1, x2] · · · [xd−1, xd]〉 onde d é par.
Se d = 2 então G é um grupo pro-p abeliano livre de posto ﬁnito, logo um grupo pro-p limite.
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Os grupos pro-p limites foram estudados por Pavel Zalesski e Dessislava Kochloukova em
seu artigo [25], seguidamente foram estudados por Pavel Zalesski e Ilir Snopche em seu artigo
[40].
A continuação faremos um resumo das Propriedades e Teoremas sobre grupos pro-p limite
demonstradas no artigo [25] e [40]
No seguinte Teorema temos um conjunto de propriedades que satisfazem um grupo pro-p
limite.
Teorema 3.2.3 ( Dessislava Kochloukova e Pavel Zalesski). Seja G um grupo pro-p limite.
Então
(1) G é livre-por-(poli-procíclico livre de torsão);
(2) G tem dimensão cohomológica ﬁnita, logo G é livre de torsão;
(3) G é do tipo FP∞ sobre Zp e tem característica de Euler não positiva;
(4) Se G é 2-gerado então G é pro-p livre ou pro-p abeliano livre.
Demonstração. A demonstração do Teorema encontra-se em [25]. Para (1), (2), (3), observar
Lema 3.1, Proposição 4.3, Corolário 4.4 e Teorema 8.1. A demonstração de (4) esta incluída na
seção 7.
Agora temos um corolário do Teorema 3.2.3 o qual nós diz que a abelianização de um grupo
pro-p limite não trivial não é um grupo de torsão.
Corolário 3.2.4 (Corolário 4.5 em [25]). Cada grupo pro-p limite não trivial tem abelianização
inﬁnita.
O seguinte Teorema caracteriza o índice de um subgrupo normal de um grupo pro-p limite.
Teorema 3.2.5 (Teorema 6.7 em [25]). Seja G um grupo pro-p limite não abeliano e H um
subgrupo normal não trivial ﬁnitamente gerado de G. Então [G : H] é ﬁnito.
O seguinte Teorema expressa um grupo pro-p limite num grafo ﬁnito de grupos.
Teorema 3.2.6 (Teorema B em [40]). Seja G um grupo pro-p limite. Se G tem altura n ≥ 1,
então G é o grupo fundamental de um grafo ﬁnito de grupos que tem grupos de arestas grupos
procíclicos e triviais e grupos de vértices ﬁnitamente gerados. Além disso, se G é não abelino,
então existe ao menos um grupo de vértice que é pro-p não abeliano e todos os grupos de vértices
não abelianos de G são pro-p limite de altura no máximo n− 1.
O seguinte Teorema fala sobre a característica de Euler e deﬁciência de um grupo pro-p
limite
Teorema 3.2.7 (Teorema C em [40]). Seja G um grupo pro-p limite. Então
(1) O grupo G tem característica de Euler não positiva. Além disso, χ(G) = 0 se e só se G
é abeliano;
(2) Se cada pro-p subgrupo abeliano de G é procíclico e G é não procíclico, então def(G) ≥ 2;
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(3) Existe só uma quantidade ﬁnita de classes de conjugação de subgrupos abelianos maximais
não procíclico;
(4) [Propriedade Greenberg-Stallings] Se H e K são subgrupos ﬁnitamente gerados de G com
a propriedade que H ∩K tem índice ﬁnito em H e K, então H ∩K tem índice ﬁnito em
〈H,K〉.
Lembre-se que para um grupo G pro-p deﬁne-se a deﬁciência def(G) de G como
def(G) = dimFp H1(G,Fp)− dimFp H2(G,Fp)
O seguinte resultado mostra que para um subgrupo aberto U de G, a função d(U) é uma função
monótona.
Teorema 3.2.8 (Teorema 3.3 [26]). Seja G um grupo pro-p limite e U um subgrupo normal
aberto de G de índice primo p. Então d(U) > d(G).
O seguinte Teorema ajuda a calcular o posto racional de um grupo pro-p limite.
Teorema 3.2.9 (Teorema 5.3 em [26]). Seja G um grupo pro-p limite e {Ui}i∈I uma sequência
de subgrupos abertos de G tal que Ui+1 ≤ Ui para todo i ∈ I e cd(
⋂
i Ui) ≤ 2. Então,
(1) lim−→
i
dimFp Hj(Ui,Fp)/[G : Ui] = 0 para j ≥ 3;







/[G : Ui] = −χ(G),
onde χ(G) é a característica de Euler de G.
(3) Se [G : Ui] converge para o inﬁnito e
⋂
i∈I
Ui = 1, então temos
lim−→
i
dimFp H2(Ui,Fp)/[G : Ui] = 0 e lim−→
i
dimFp (H1(Ui,Fp)/[G : Ui] = −χ(G).
Deﬁnição 3.2.10. Seja G um grupo e Ĝ seu completamento proﬁnito de G. O grupo G é
chamado bom se o homomorﬁsmo de grupos cohomologícos
Hn(Ĝ,M) −→ Hn(G,M)
induzido pelo homomorﬁsmo natural G −→ Ĝ de G a seu completamento proﬁnito Ĝ é um
isomorﬁsmo, para cada G-módulo M ﬁnito.
Deﬁnição 3.2.11. Seja G o grupo fundamental de um grafo de grupos (∆, X), onde Ge são os
grupos de arestas e Gv são os grupos de vértices, para todo v ∈ V (X), e ∈ E(X). A topologia
proﬁnita sobre G é eﬁciente se G é residualmente ﬁnito e a topologia proﬁnita sobre G induz
a topologia proﬁnita completa sobre Gv e Ge, para todos os grupos de arestas e vértices, e Gv
e Ge são fechados na topologia proﬁnita sobre G.
O seguinte Teorema permite trabalhar com completamento proﬁnito de um grupo limite.
Teorema 3.2.12 (Teorema 3.8 e 3.9 em [16] ). Seja G um grupo limite. Então, a topologia
proﬁnita sobre G é eﬁciente e G é um grupo bom.
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As seguintes duas proposições são dadas por Theo Zapata na sua tese de doutorado (Cf.
[49])
Proposição 3.2.13 (Proposição 2.3.2 em [49]). Se G é um grupo limite, então o completamento
proﬁnito de G é proﬁnito limite.
Teorema 3.2.14 (Proposição 2.2.2 em [49]). Se G é um grupo proﬁnito limite, então a p-
dimensão cohomológica de G é ﬁnita, para qualquer primo p, assim G é livre de torsão.
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Capı´tulo4
Posto racional de um Grupo Limite
O propósito de esta seção é investigar a seguinte pergunta que foi dada por D.H. Koch-
loukova e P.A. Zalesski em [26], onde eles respondem a pergunta para pro-p grupos limites em
Teorema 3.2.8.
Pergunta A. Seja G um grupo limite não abeliano, e seja U um subgrupo normal de G de
índice primo p. Será verdade que d(U) > d(G)?
Aqui d(G) denota o número mínimo de geradores de um grupo ﬁnitamente gerado G.
Para um grupo abstrato G ﬁnitamente gerado, existem dois invariantes homológicos os quais
podem ser vistos como aproximações homológicas de d(G): O posto racional de G dado por
rkQ(G) = dimQ(G
ab ⊗Z Q) = dimQ(H1(G,Q)), (4.1)
onde Gab = G/[G,G] denota a abelianização de G, e
d(Gab) = rkZ(G
ab) = rkZ(H1(G,Z)). (4.2)
Em particular, rkQ(G) ≤ d(Gab) ≤ d(G).
Um dos principais resultados de este capítulo é responder aﬁrmativamente o análogo da
pergunta A para o posto racional. (Cf. Teorema. 4.3.3). Outro principal resultado, deste
capítulo é encontrar classes de grupos limites que respondem a Pergunta A positivamente (cf
Corolário 4.3.4 e Teorema 4.3.12).
Remark 4.0.15. Os resultados deste capítulo foram publicados em [43].
4.1 Grupos limites como grupo fundamental de um grafo
de grupos
Nesta seção expressaremos um grupo limite como um grafo ﬁnito de grupos. Como con-
sequência, obtemos o seguinte Teorema, o qual é levemente mais preciso que o Teorema [20,
Teorema. 6].
Teorema 4.1.1. Seja G um grupo limite de altura n ≥ 1. Então G é isomórﬁco ao grupo
fundamental pi1(G′,Λ0, T0) de um grafo de grupos G′ satisfazendo
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(i) Λ0 é ﬁnito;
(ii) Para todo v ∈ V (Λ0), G′v é um grupo abeliano livre ou um grupo limite de altura ao mais
n− 1;
(iii) Para todo e ∈ E(Λ0), G′e é um grupo cíclico inﬁnito ou trivial.
Demonstração. Seja G um grupo limite de altura ht(G) = n ≥ 1, e seja H uma iterada extensão
de centralizador de um grupo livre de nível `(H) = n tal que G ⊆ H.
Pelo Teorema 1.1.4, H age sobre um árvore Γ sem inversão (de arestas) com 2 órbitas sobre
V (Γ) e 2 órbitas sobre E(Γ), onde V (Γ) é o conjunto de vértices de Γ, e E(Γ) é o conjunto de
(orientadas) arestas de Γ
Além disso, para v ∈ V (Γ) seu estabilizador Hv é um grupo abeliano livre ou um grupo
limite de altura n− 1.
Para e ∈ E(Γ), seu estabilizador He é cíclico inﬁnito ou trivial. Como G esta agindo sobre
Γ sem inversão de arestas, o Teorema de Estrutura da Teoria de Bass-Serre (Cf. Teorema 1.1.6)
implica que G é isomórﬁco ao grupo fundamental pi1(G,Λ, T ) do grafo de grupos G sobre um
grafo conexo Λ e T é uma subárvore maximal de Λ. Além disso, para todo e ∈ E(Λ), Ge é um
grupo cíclico inﬁnito ou trivial.
Por simplicidade assumimos que G = pi1(G,Λ, T ). Já que G é ﬁnitamente gerado, E =
E(Λ) \E(T ) é ﬁnito. Caso contrário, G possui um grupo livre inﬁnitamente gerado como uma
imagem homomórﬁca. Similarmente, como G é ﬁnitamente gerado, existe um conjunto ﬁnito
Ω ⊆ V (Λ), tal que
G = 〈 e, Gv | e ∈ E, v ∈ Ω 〉. (4.3)
Seja T0 = spanT (Ω∪{ o(e), t(e) | e ∈ E }) a árvore dada pelo conjunto Ω e as origens e ﬁnais das
arestas em E, e seja Λ0 o subgrafo de Λ satisfazendo V (Λ0) = V (T0), e E(Λ0) = E(T0)unionsqE. Pela
construção, Λ0 é um grafo conexo ﬁnito, e T0 é uma subárvore maximal de Λ0. Seja G′ = G|Λ0
a restrição de G a Λ0. Então, pela deﬁnição nós temos um homomorﬁsmo canônico de grupos






pi1(G′,Λ0, T0) iT // pi1(G,Λ, T )
(4.4)
onde iP0 é uma aplicação canônica e pela Proposição 1.1.5 as aplicações verticais são isomorﬁs-
mos. Como uma aplicação canônica é uma aplicação que leva palavras reduzidas generalizadas
em palavras reduzidas generalizadas temos que iP0 é injetivo, logo iT é injetivo. Assim, por
(4.4), iT é um isomorﬁsmo, pois ip0 é sobrejetora.
Pelo argumento anterior, é suﬁciente mostrar que G′v é ﬁnitamente gerado para todo v ∈
V (Λ0). Isto segue ao aplicarmos o Teorema 1.1.3 uma quantidade ﬁnita de vezes, portanto para
todo v ∈ V (Λ0), G′v é um grupo abeliano livre ou um grupo limite de altura ao mais n− 1.
4.2 Propriedades do posto racional
Lema 4.2.1. Seja G um grupo limite e rkQ(G) = 1, então G ' Z
42
Demonstração. Supor que G é um grupo não abeliano, então existem a, b em G tais que
[a, b] 6= 1. Pela hipótese existe um grupo livre de posto ﬁnito F e um epimorﬁsmo φ tal que
φ : G −→ F e φ([a, b]) 6= 1. Logo, existe um epimorﬁsmo entre Gab ⊗Z Q e F ab ⊗Z Q, então
rkQ(G) ≥ rkQ(F ) e rkQ(F ) = 1. Já que rkQ(F ) = d(F ab) = d(F ) = 1, então F é um grupo
abeliano e G′ ≤ Ker(φ), assim φ([a, b]) = 1. Isto é uma contradição. Logo G é um grupo
abeliano. Já que G é livre de torsão (Cf. Teorema 3.1.2 item (1)) e rkQ(G) = 1, então nós
temos que G ' Z.
Lema 4.2.2. Seja G1 e G2 grupos ﬁnitamente gerados, e seja C = 〈c〉 um subgrupo cíclico
inﬁnito ou trivial.
(a) Se G = G1 ?C G2 é um produto livre com amalgamação em C, então
rkQ(G) = rkQ(G1) + rkQ(G2)− ρ(G), (4.5)
onde ρ(G) ∈ {0, 1}. Além disso, se C = 1, então ρ(G) = 0.
(b) Se G = HNNφ(G1, C, t) = 〈G1, t | t c t−1 = φ(c) 〉 é uma HNN-extensão com subgrupo
associado em C ⊆ G1, então
rkQ(G) = rkQ(G1) + ρ(G), (4.6)
onde ρ(G) ∈ {0, 1}. Além disso, existe uma sequência exata
C ⊗Z Q α // Gab1 ⊗Z Q
β // Gab ⊗Z Q // Q // 0, (4.7)
onde α(c⊗ q) = (cφ(c)−1G′1)⊗ q, q ∈ Q. Além,
(1) ρ(G) = 0 se, e somente se, α é injetivo;
(2) ρ(G) = 1 se, e somente se, α é a aplicação nula.
Demonstração.
I) Seja G = G1 ∗C G2. Pelo Teorema 1.2.20 item(i) temos a sequência exata longa de
Mayer-Vietoris associada a −⊗Z Q
C ⊗Z Q α−→ (Gab1 ⊗Z Q)⊕ (Gab2 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ (Q⊕Q)→ Q→ 0, (4.8)
onde α(c1 ⊗ q) = (c1G′1 ⊗ q,−φ(c1)G
′
2 ⊗ q), com c1 ∈ C.
Já que 1 = dimQ(C ⊗Z Q) = dimQ(imα) + dimQ(kerα), então temos os seguintes dois
casos:
1) Se α é uma aplicação injetiva, então nós temos a sequência exata
0→ C ⊗Z Q α−→ (Gab1 ⊗Z Q)⊕ (Gab2 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ (Q⊕Q)→ Q→ 0,
(4.9)
logo temos,
−rkQ(C ⊗Z Q) + rkQ(G1) + rkQ(G2)− rkQ(G) + rkQ(Q)− 2.rkQ(Q) + rkQ(Q) = 0
−1 + rkQ(G1) + rkQ(G2)− rkQ(G) + 1− 2 + 1 = 0
rkQ(G) = rkQ(G1) + rkQ(G2)− 1 (4.10)
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2) Se α é a aplicação nula, então nós temos a seguinte sequência exata
0→ (Gab1 ⊗Z Q)⊕ (Gab2 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ (Q⊕Q)→ Q→ 0, (4.11)
logo temos,
rkQ(G1) + rkQ(G2)− rkQ(G) + rkQ(Q)− 2.rkQ(Q) + rkQ(Q) = 0
rkQ(G1) + rkQ(G2)− rkQ(G) + 1− 2 + 1 = 0
rkQ(G) = rkQ(G1) + rkQ(G2) (4.12)
II) Seja G = HNN(G1, C, t).
a) Pelo Teorema 1.2.20 item(ii) temos a sequência exata longa de Mayer-Vietoris associada
a −⊗Z Q
C ⊗Z Q α−→ (Gab1 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ Q→ Q→ 0, (4.13)
onde α(c1 ⊗ q) = ((c1φ(c1)−1G′1)⊗ q), com c1 ∈ C.
Já que 1 = dimQ(C ⊗Z Q) = dimQ(Imα) + dimQ(Kerα) então temos os seguintes dois
casos:
Se α é uma aplicação injetiva, então temos uma sequência exata
0→ C ⊗Z Q α−→ (Gab1 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ Q→ Q→ 0, (4.14)
Logo,
−rkQ(C ⊗Z Q) + rkQ(G1)− rkQ(G) + rkQ(Q)− rkQ(Q) + rkQ(Q) = 0
−1 + rkQ(G1)− rkQ(G) + 1− 1 + 1 = 0
rkQ(G) = rkQ(G1) (4.15)
Se α é a aplicação nula, então temos uma sequência exata
0→ (Gab1 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ Q→ Q→ 0,
logo,
rkQ(G1)− rkQ(G) + rkQ(Q)− rkQ(Q) + rkQ(Q) = 0
rkQ(G1)− rkQ(G) + 1− 1 + 1 = 0
rkQ(G) = rkQ(G1) + 1 (4.16)
Por último, os remarques (1) e (2) seguem do fato que dimQ(im(α)) ∈ {0, 1}, que
dimQ(im(α)) = 1 se e só se, α é injetiva.
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4.3 Resultados Principais Do Capítulo
4.3.1 Teorema sobre Posto racional em grupos limites
Usando o Lema 4.2.2 nós provamos uns dos principais Teoremas deste capítulo.
Observação 4.3.1. No seguinte Teorema por comodidade algumas vezes usaremos o seguinte
isomorﬁsmo H1(G,Q) ∼= G/[G,G]⊗Z Q, onde Q é um G-módulo trivial, dado pela observação
1.2.18 item(c).
Lema 4.3.2. Seja G = HNNφ(G1, C, t) = 〈G1, t | t c t−1 = φ(c) 〉 uma HNN-extensão com
subgrupo base G1 e subgrupo cíclico inﬁnito C = 〈c〉 6= 1. Se U é um subgrupo normal de G de
índice primo p, tal que |G1 : U ∩G1| = p e |C : C ∩U | = p, então o seguinte diagrama comuta






Cp ⊗Z Q α1// (U ∩G1)ab ⊗Z Q
(4.17)
onde tr1 é a aplicação induzida do homomorﬁsmo transfer τ : G
ab
1 → (U ∩ G1)ab, tr2 é a




1)⊗ q) e α1(cp1 ⊗ q) = ((cp1φ(c1)−p(U ∩G1)
′
)⊗ q), c1 ∈ C.
Demonstração. Já que |G1 : U ∩ G1| = p, então pelo Corolário 1.2.21 temos o homomorﬁsmo









onde T é o conjunto de representantes para G1/G1 ∩ U e hg é o representante da classe (U ∩
G1)hg. Além disso, τ é independente de T e induz um homomorﬁsmo
tr1 : G
ab
1 ⊗Z Q→ (U ∩G1)ab ⊗Z Q
dado por gG
′
1 ⊗ q 7→ τ(gG
′
1)⊗ q.
Como |C : C ∩ U | = p, então C  U e φ(C)  U , pois U é normal. Logo UC = G e
Uφ(C) = G, além disso U ∩ C = Cp e U ∩ φ(C) = φ(C)p. Já que
p = | G1
U ∩G1 | = |
C(U ∩G1)
U ∩G1 | = |
φ(C)(U ∩G1)
U ∩G1 |,
então T = {1, c, c2, . . . cp−1} ou T = {1, φ(c), φ(c)2, . . . φ(c)p−1} são conjuntos de representantes
para G1/U ∩G1.
Por outro lado, o homomorﬁsmo injetivo
γ : C → Cp,
dado por c1 7→ cp1, induz um homomorﬁsmo injetivo tr2 : C ⊗Z Q → Cp ⊗Z Q dado por
c1 ⊗ q 7→ cp1 ⊗ q, pois −⊗Z Q é um functor exato.
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Agora nós provamos que tr1 ◦ α = α1 ◦ tr2, ou seja o seguinte diagrama comuta,






Cp ⊗Z Q α1// (U ∩G1)ab ⊗Z Q
(4.18)
Em efeito, seja c1 ⊗ q um gerador de C ⊗Z Q, então
(α1 ◦ tr2)(c1 ⊗ q) = α1(cp1 ⊗ q) = (cp1φ(c1)−p(U ∩G1)
′
)⊗ q









Usando T = {1, c, c2, . . . cp−1}, temos que τ(cG′1) = cp(U ∩ G1)
′
. Similarmente usando T =









(tr1 ◦ α)(c1 ⊗ q) = (τ(c1G′1)τ(φ(c1)G1′)−1)⊗ q = (cp1φ(c1)−p(U ∩G1)
′
)⊗ q.
Portanto tr1 ◦ α = α1 ◦ tr2
Teorema 4.3.3. Seja G um grupo limite não abeliano, e seja U um subgrupo normal de G de
índice primo p. Então rkQ(U) > rkQ(G).
Demonstração. Para demonstrar o Teorema procederemos pela indução sobre a altura n =
ht(G) de G (Cf. 3.1.3). Se n = 0, então G é um grupo livre ﬁnitamente gerado satisfazendo
d(G) ≥ 2, e o Teorema de Nielsen-Schreier (Cf. Teorema 1.1.2) produz
rkQ(U) = d(U) = p · (d(G)− 1) + 1 > d(G) = rkQ(G) (4.19)
e logo nós temos a veracidade do Teorema para n = 0.
Assumimos que G é um grupo limite de altura ht(G) = n ≥ 1, e que o Teorema é valido
para todos os grupos limites de altura menor ou igual a n− 1.
Pelo Teorema 4.1.1, G é isomórﬁco ao grupo fundamental pi1(Υ,Λ, T ) do grafo de grupos
Υ com grafo conexo ﬁnito Λ cujos grupos de arestas são grupos cíclicos inﬁnitos ou triviais,
e cujos grupos de arestas são grupos limites de altura no máximo n − 1 ou grupos abelianos
livres. Aplicamos indução também sobre s(Λ) = |V (Λ)| + |E(Λ)|, logo é suﬁciente considerar
os seguintes dois casos:
(I) G = G1 ?C G2 e Gi é um grupo limite de altura no máximo n− 1 ou grupo abeliano livre,
e C é grupo cíclico inﬁnito ou trivial, i ∈ {1, 2};
(II) G = HNNφ(G1, C, t), onde G1 é um grupo limite de altura no máximo n − 1 ou grupo
abeliano livre, e C é grupo cíclico inﬁnito ou trivial.
Caso I: Seja G = G1 ?C G2. Se C é não trivial, então G1 ou G2 é não abeliano, caso contrário,
usando o Corolário 1.2.27 um conclui que χ(G) = χ(G1) + χ(G2) − χ(C) = 0 e G seria um
grupo (Cf. Prop. 3.1.4) o qual é uma contradição à hipótese.
O grupo G age naturalmente sobre a árvore T sem inversão de arestas com duas órbitas V1 e
V2 sobre V (T ) e duas órbitas E1 e E2 sobre E(T ) satisfazendo E¯1 = E2. Nós pudemos assumir
que para e ∈ E1 temos que o(e) ∈ V1 e t(e) ∈ V2, i.e. T/G tem uma aresta e dois vértices.
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Além disso, U age sobre T , e como [G : U ] < ∞, então pelo Teorema de Estrutura (Cf.
Teorema 1.1.6), U é isomórﬁco ao grupo fundamental U ' pi1(∆, T/U) de um grafo de gru-
pos (∆, T/U) com grafo adjacente conexo T/U e com grupo de vértices {stabU (gG1)}g∈T1 ,
{stabU (gG2)}g∈T2 e grupos de arestas {stabU (gC)}g∈T3 , onde T1, T2 e T3 são os conjuntos de
representantes das classes duplas (U,G1), (U,G2) e (U,C), respectivamente. Então os estabili-
zadores são da forma,
{stabU (gG1)}g∈T1 = {U ∩ stabG(gG1)}g∈T1 = {U ∩ gG1g−1}g∈T1 .
{stabU (gG2)}g∈T2 = {U ∩ stabG(gG2)}g∈T2 = {U ∩ gG2g−1}g∈T2 .
{stabU (gC)}g∈T3 = {U ∩ stabG(gC)}g∈T3 = {U ∩ gCg−1}g∈T3 .
Já que U é um subgrupo normal em G e |G : U | = p, então,
p = |G : U | = |G : G1U ||G1 : G1 ∩ U |
p = |G : U | = |G : G2U ||G2 : G2 ∩ U |
p = |G : U | = |G : CU ||C : C ∩ U |,
portanto nós temos as seguintes restrições,
|G : U Gi| ∈ {1, p} and |G : U C| ∈ {1, p}, (4.20)
e podemos distinguir os seguintes casos:
(I.1) |G : U C| = 1, i.e., U tem uma órbita sobre E1 e E2;
(I.2) |G : U C| = p, i.e., U tem p órbitas sobre E1 e E2.
Caso I.1: A hipótese implica |G1 : G1 ∩ U | = |G2 : G2 ∩ U | = p, assim G2, G1  U , então
|G1U : U | e |G2U : U | dividem |G : U |, portanto UG2 = UG1 = G. Além disso |C : C ∩U | = p,
então C 6= 1 e C  U , então |CU : U | divide a |G : U |, então UC = G.
Assim, U∩C é o grupo de aresta do grafo (∆, T/U), e U∩G1, U∩G2 são os grupos de vértices
do grafo de grupos (∆, T/U). Então U é o produto de amalgamação (U ∩G1) ?C∩U (U ∩G2).
Pelo Lema 4.2.2(a) temos
rkQ(U) ≥ rkQ(U ∩G1) + rkQ(U ∩G2)− 1 (4.21)
Pela simetria assumimos que, G1 não é um grupo abeliano, mas G2 poderia ser abeliano. Agora,
pela hipótese de indução, temos que rkQ(U ∩G1) ≥ 1 + rkQ(G1). Se G2 não é um grupo abe-
liano, então pela hipótese de indução, temos que rkQ(U ∩ G2) > rkQ(G2), assim pela equação
(4.21) temos,
rkQ(U) ≥ rkQ(U ∩G1) + rkQ(U ∩G2)− 1
> rkQ(G1) + 1 + rkQ(G2)− 1 = rkQ(G1) + rkQ(G2) ≥ rkQ(G).
Agora, se G2 é abeliano, então C é um fator direto de G2, ou seja G2 ' C×B, onde B é um
grupo abeliano livre de posto d(G2)− 1. Assim G = G1 ?C G2 ' G1 ?C (C ×B). Além disso, a
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aplicação α em (4.9) é injetiva e logo pela equação (4.10) temos rkQ(G) = rkQ(G1)+rkQ(G2)−1
e rkQ(U ∩G2) = rkQ(G2)
Assim pela equação (4.21) temos
rkQ(U) ≥ rkQ((U ∩G1) + rkQ(U ∩G2)− 1
≥ rkQ(G1) + rkQ(G2) > rkQ(G).
Caso I.2: Neste caso U tem p órbitas sobre E1 e p órbitas on E2. Além disso, |G : UGi| ∈
{1, p}. Logo, por equação 4.20, é suﬁciente considerar os seguintes três casos
(a) |G : UG1| = |G : UG2| = p;
(b) G = UG1 = UG2;
(c) |G : UG2| = p e G = UG1.
Caso (a): Pela hipótese, UG1 = UG2 = U , i.e., U é o grupo fundamental do grafos de grupos
(∆, T/U) com 2p vértices e p arestas, o qual é contradição pois T/U é conexo. Portanto este
caso não é valido.
Caso (b): Pela hipótese, |G1 : G1 ∩ U | = |G2 : G2 ∩ U | = p, assim G2, G1  U , portanto
|G1U : U | e |G2U : U | dividem a |G : U |, então UG2 = UG1 = G. Assim, U ∩ G1 e U ∩ G2
são os grupos de vértices do grafo de grupos (∆, T/U). Fazer U1 = U ∩G1, U2 = U ∩G2, logo




β // H1(U1,Q)⊕H1(U2,Q) // H1(U,Q)

0 Qoo Q⊕Qoo Qpoo
(4.22)
onde R ⊂ G é o conjunto de representantes de G/U . Logo da equação 4.22 temos a seguinte
igualdade
rkQ(U) = rkQ(U ∩G1) + rkQ(U ∩G2) + (p− 1) + δ (4.23)
onde δ = dim(im(β)) ≤ p. Agora nós distinguimos dois casos.
(1) Supor que C = 1. Então β é a 0-aplicação, e como rkQ(U ∩G1) ≥ rkQ(G1) e rkQ(U ∩G2) ≥
rkQ(G2), então pela equação 4.23 temos
rkQ(U) = rkQ(U ∩G1) + rkQ(U ∩G2) + (p− 1) ≥ rkQ(G1) + rkQ(G2) + 1 > rkQ(G).
(2) Supor que C 6= 1. Então, pela equação 4.23 e que δ = dim(im(β)) ≤ p, obtemos que,
rkQ(U) ≥ rkQ(U ∩G1) + rkQ(U ∩G2)− 1. (4.24)
No caso em que uns dos grupos G1 ou G2 seja abeliano, então ambos não podem ser abelianos,
caso contrário, a característica de Euler χ(G) = χ(G1)+χ(G2)−χ(C) é igual a 0, e G é abeliano,
qual foi excluído pela hipótese (Cf. Prop. 3.1.4). Sem perda de generalidade assumimos que
G1 é um grupo não abeliano.
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Se G1 e G2 são grupos não abelianos, então por indução temos que rkQ(U∩G1) ≥ 1+rkQ(G1)
e rkQ(U ∩G2) > rkQ(G2), então usando 4.24 temos
rkQ(U) ≥ rkQ(U ∩G1) + rkQ(U ∩G2)− 1
> rkQ(G1) + 1 + rkQ(G2)− 1 = rkQ(G1) + rkQ(G2) ≥ rkQ(G)
Supor que G1 é um grupo não abeliano e G2 é um grupo abeliano, então G2 ' C × B,
onde B é um grupo abeliano livre de posto rkQ(G2) − 1, e G ' G1 ?C (C × B), assim
rkQ(G) = rkQ(G1)+rkQ(G2)−1. Além disso, pela hipótese de indução temos que rkQ(U∩G1) ≥
1 + rkQ(G1), e é claro que rkQ(U ∩G2) = rkQ(G2), então usando 4.24
rkQ(U) ≥ rkQ(U ∩G1) + rkQ(U ∩G2)− 1
≥ rkQ(G1) + 1 + rkQ(G2)− 1 = rkQ(G1) + rkQ(G2) > rkQ(G)
Caso (c): Seja U1 = U ∩ G1. Pela hipótese |G1 : U1| = p e G1  U , assim p = |G1U : U |
divide a |G : U |, logo UG1 = G. Além, |G2 : G2 ∩ U | = 1, assim G2 ≤ U .
Escolhendo o conjunto de representastes R ⊆ G1 para G1/U1, temos que U1 e {Gg2}g∈R são
os grupos de vértices do grafo de grupo (∆, T/U)









2,Q) // H1(U,Q) // 0 . (4.25)
Logo temos a seguinte igualdade
rkQ(U) = p · rkQ(G2) + rkQ(U1)− δ, (4.26)
onde δ = dim(im(α)). Nós distinguimos dois casos.
(1) Se C = 1, então δ = 0. Assim, pela equação (4.25) temos que,
rkQ(U) = p · rkQ(G2) + rkQ(U1). (4.27)
Além disso, rkQ(U1) ≥ rkQ(G1) e usando 4.27 temos que
rkQ(U) = rkQ(U1) + p.rkQ(G2) > rkQ(G1) + rkQ(G2) ≥ rkQ(G).
(2) Se C 6= 1, então pela equação (4.26) e que δ = dim(im(α)) ≤ p, obtemos que
rkQ(U) ≥ p · (rkQ(G2)− 1) + rkQ(U1) (4.28)
Se d(G2) = 1, então G2 é abeliano e G2 = C. Assim G = G1 ?C C = G1, logo pela hipótese
de indução rkQ(U) > rkQ(G1) = rkQ(G). Então, assumimos que d(G2) ≥ 2, então pelo Lema
4.2.1 rkQ(G2) ≥ 2. Se G1 é um grupo não abeliano, então pela hipótese de indução, temos que
rkQ(U1) ≥ 1 + rkQ(G1). Então usando a equação 4.28 temos que,
rkQ(U) ≥ rkQ(U1) + p.rkQ(G2)− p
≥ rkQ(G1) + 1 + p.rkQ(G2)− p ≥ rkQ(G1) + rkQ(G2) + 1 > rkQ(G).
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Assumimos agora que G1 é abeliano, então G = (B × C) ?C G2, onde B é um grupo abeliano
livre de posto d(G1)− 1. Então rkQ(G) = rkQ(G2) + d(B), assim usando a equação 4.28 temos
que,
rkQ(U) ≥ rkQ(U1) + p.rkQ(G2)− p
≥ rkQ(G1) + 2.rkQ(G2)− 2 > rkQ(G1) + rkQ(G2)− 1 ≥ rkQ(G).
Caso II: Seja G = HNNφ(G1, C, t) = 〈G1, t | t c t−1 = φ(c) 〉 uma HNN-extensão com C = 〈c〉.
Pela equação (4.6), temos que
rkQ(G1) ≤ rkQ(G) ≤ rkQ(G1) + 1. (4.29)
Se C = 1, então G = G1? < t > é isomórﬁco a um produto livre. Logo o resultado segue do
caso (I). Então nós assumimos que C 6= 1. Note que G1 é não abeliano. Caso contrário, usando
Corolário 1.2.27 temos que χ(G) = χ(G1) − χ(C) = 0, e G seria abeliano (Cf. Proposição
3.1.4), uma contradição.
O grupo G age naturalmente sobre a árvore T sem inversão de arestas com uma órbita V1
sobre V (T ) e duas órbitas E1 e E2 sobre E(T ) satisfazendo E¯1 = E2. Nós pudemos assumir
que para e ∈ E1 temos que o(e) ∈ V1 e t(e) ∈ V2, i.e. T/G tem uma aresta e um vértice.
Além disso, U age sobre T , e como [G : U ] < ∞, então pelo Teorema de Estrutura (Cf.
Teorema 1.1.6), U é isomórﬁco ao grupo fundamental U ' pi1(∆, T/U) de um grafo de grupos
(∆, T/U) com grafo adjacente conexo T/U e com grupo de vértices {stabU (gG1)}g∈T1 e grupos
de arestas {stabU (gC)}g∈T2 , onde T1, T2 são os conjuntos de representantes das classes duplas
(U,G1) e (U,C), respectivamente. Então os estabilizadores são da forma,
{stabU (gG1)}g∈T1 = {U ∩ stabG(gG1)}g∈T1 = {U ∩ gG1g−1}g∈T1 .
{stabU (gC)}g∈T2 = {U ∩ stabG(gC)}g∈T2 = {U ∩ gCg−1}g∈T2 .
Já |G : U | = p, então,
p = |G : U | = |G : G1U ||G1 : G1 ∩ U |
p = |G : U | = |G : CU ||C : C ∩ U |,
portanto nós temos as seguintes restrições,
|G : UG1| ∈ {1, p}, and |G : UC| ∈ {1, p}. (4.30)
Logo nós podemos distinguir os seguintes dois casos:
(II.1) G = UC;
(II.2) |G : UC| = p.
Caso II.1: Temos que |G1 : G1∩U | = p. Assim, U∩G1 é o grupo de vértices do grafo de grupos
(∆, T/U). Agora, pela hipótese, |C : C∩U | = p, logo C  U e φ(C)  U , pois U é normal. Logo
UC = G e Uφ(C) = G, e além disso U ∩C = Cp e U ∩ φ(C) = φ(C)p. Então, Cp é o grupo de
arestas do grafo de grupos (∆, T/U), então U = HNN(U∩G1, Cp, t) = 〈U∩G1, t|(cp)t = φ(c)p〉,
com C = 〈c〉.
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Pelo Lema 4.2.2 item(b) temos que
rkQ(U ∩G1) ≤ rkQ(U) ≤ rkQ(U ∩G1) + 1. (4.31)
Já que G1 é um grupo não abeliano, então pela hipótese de indução temos que rkQ(G1 ∩ U) ≥
rkQ(G1) + 1. Então
rkQ(U) ≥ rkQ(G1 ∩ U) ≥ rkQ(G1) + 1 ≥ rkQ(G). (4.32)
Supor que rkQ(U) = rkQ(G), então rkQ(U) = rkQ(G1∩U) = rkQ(G1) + 1 = rkQ(G). Pelo Lema
4.2.2 item (b), temos que ρ(U) = 0 e ρ(G) = 1. Além disso, pelo Lema 4.2.2 item (b), temos as
seguintes sequências exatas
C ⊗Z Q α−→ (Gab1 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ Q→ Q→ 0, (4.33)
com α(c1 ⊗ q) = ((c1φ(c1)−1G′1)⊗ q), c1 ∈ C, e
Cp ⊗Z Q α1−→ ((U ∩G1)ab ⊗Z Q) β1−→ (Uab ⊗Z Q)→ Q→ Q→ Q→ 0,
com α1(c
p
1⊗q) = ((cp1φ(c1)−p(U ∩G1)
′
)⊗q), c1 ∈ C. Como ρ(G) é igual 1, então α é a aplicação
nula e α1 é uma aplicação injetiva pois ρ(U) = 0.
Pelo Lema 4.3.2 o seguinte diagrama comuta






Cp ⊗Z Q α1// (U ∩G1)ab ⊗Z Q
(4.34)
onde tr1 é a aplicação induzida do homomorﬁsmo transfer τ : Gab1 → (U ∩ G1)ab e tr2 é a
aplicação injetiva induzida do homomorﬁsmo injetivo γ : C → Cp, c1 7→ cp1, c1 ∈ C.
Por último, como α1 ◦ tr2 é injetivo, então α é injetivo. Isto é uma contradição. Logo temos
rkQ(U) > rkQ(G)
Caso II.2: Neste caso U tem 2p órbitas sobre E(T ) e novamente distinguimos 2 casos:
(a) U tem 1 órbita sobre V (T );
(b) U tem p órbitas sobre V (T ).
Caso (a): Temos que |C : C ∩ U | = 1 e C ≤ U , logo φ(C) ≤ U , pois U é normal. Assim,
{Cg}g∈T2 são os grupos de arestas do grafo de grupos (∆, T/U). Neste caso |G1 : U ∩G1| = p,
então U é o grupo fundamental do grafo de grupos (∆, T/U) com grupos de vértices U ∩G1 e p
grupos de arestas {Cg}g∈T2 , onde T2 é o conjunto de representantes de G1/G1∩U . Assumimos
T2 = {g0, · · · , gp−1}.
Logo usando o Teorema 1.2.19 sobre U com o item(ii) do Teorema 1.2.20 obtemos uma
sequência exata Mayer-Vietoris associada a −⊗Z Q
p−1⊕
i=0
Cgi ⊗Z Q α1−→ ((U ∩G1)ab ⊗Z Q) β1−→ (Uab ⊗Z Q)→
p−1⊕
i=0










)⊗ q, com ci ∈ C. Assim,
−dimQ(Im(α1)) + rkQ(U ∩G1)− rkQ(U) + p.rkQ(Q)− rkQ(Q) + rkQ(Q) = 0
−dimQ(Im(α1)) + rkQ(U ∩G1)− rkQ(U) + p− 1 + 1 = 0
rkQ(U) + dimQ(Im(α1)) = rkQ(U ∩G1) + p
Pela hipótese de indução, temos que rkQ(U ∩G1) ≥ rkQ(G1) + 1. Então,
rkQ(U) ≥ rkQ(U ∩G1) ≥ rkQ(G1) + 1 ≥ rkQ(G). (4.36)
Supor que rkQ(U) = rkQ(G), então rkQ(U) = rkQ(G1 ∩ U) = rkQ(G1) + 1 = rkQ(G). Então
dimQ(Im(α1)) = p, logo α1 é injetivo.
Por outro lado, como rkQ(G) = rkQ(G1)+1 e pelo Lema 4.2.2 item (b), temos que ρ(G) = 1.
Ademas, pelo Lema 4.2.2 item (b), temos a sequência exata
C ⊗Z Q α−→ (Gab1 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ Q→ Q→ 0,
onde α(c1 ⊗ q) = ((c1φ(c1)−1G′1)⊗ q), com c1 ∈ C.
Como ρ(G) = 1, pelo Lema 4.2.2 item(b) então α é a aplicação nula. Já que |G1 : U∩G1| = p,









onde T é o conjunto de representantes para G1/G1 ∩ U e hg é o representante da classe (U ∩
G1)hg. Como τ é independente de T , então T = T2, além disso τ induz um homomorﬁsmo
tr1 : G
ab
1 ⊗Z Q→ (U ∩G1)ab ⊗Z Q
dado por gG
′
1 ⊗ q 7→ τ(gG
′
1)⊗ q.
Por outro lado, o homomorﬁsmo injetivo γ : C →
p−1⊕
i=0
Cgi , dado por c1 7→ (cgi1 )i, induz um
homomorﬁsmo injetivo tr2 de C⊗ZQ em
p−1⊕
i=0
Cgi⊗ZQ dado por c1⊗q 7→ (cgi1 )i⊗q, pois −⊗ZQ
é um functor exato.
Agora provaremos que tr2 ◦ α = α1 ◦ tr1, ou seja o seguinte diagrama comuta






Cgi ⊗Z Q α1 // (U ∩G1)ab ⊗Z Q
(4.37)
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Então tr1 ◦ α = α1 ◦ tr2
Já que α1 ◦ tr2 é injetivo, então α é injetivo. Assim temos uma contradição e logo rkQ(U) >
rkQ(G).
Caso (b): Neste caso temos |G1 : U ∩ G1| = 1 e |C : U ∩ C| = 1, logo G1 ⊆ U e C ⊆ U .
Como G/U age transitivamente sobre Λ = U/T , então Λ é um grafo k-regular. Logo |E(Λ)| =
k · |V (Λ)|, forçando assim k = 2. Então Λ é um grafo conexo 2-regular, e assim um circuito
com p vértices.
Como |G : U | = p, então {g0, . . . , gp−1} ⊆ G é um conjunto de representante para G/U .
Assim T1 = T2 = {g0, . . . , gp−1}.
Portanto U é o grupo fundamental de um grafo de grupos (∆, T/U) com grupos de vértices
Cgi e p grupos de arestas Ggi1 tal que o grafo de grupos (∆, T/U) é um circuito com p arestas,
para i = 0, . . . , p− 1.
Logo usando o Teorema 1.2.19 sobre U com o item(i),(ii) do Teorema 1.2.20 obtemos uma
sequência exata Mayer-Vietoris associada a −⊗Z Q
p−1⊕
i=0










Q→ Q→ 0, (4.38)
onde α1((c
gi
1 )i ⊗ q) = (gic1φ(c1)−1g−1i (Ggi1 )
′
)i ⊗ q com c1 ∈ C, logo,
−dimQ(Ker(α1)) + p− p.rkQ(G1) + rkQ(U)− p.rkQ(Q) + p.rkQ(Q)− rkQ(Q) = 0
−dimQ(Ker(α1)) + p− p.rkQ(G1) + rkQ(U)− p+ p− 1 = 0
rkQ(U) = p.(rkQ(G1)− 1) + 1 + dimQ(Ker(α1)) (4.39)
Portanto
rkQ(U) ≥ 1− p+ p.rkQ(G1) ≥ rkQ(G1) + 1 ≥ rkQ(G) (4.40)
Supor que rkQ(U) = rkQ(G), então rkQ(U) = 1 − p + p.rkQ(G1) = rkQ(G1) + 1 = rkQ(G).
Pelo Lema 4.2.1, temos que rkQ(G1) ≥ 2, assim (p−1) · (rkQ(G1)−1) ≥ 1, portanto da equação
(4.39) deduzimos dimQ(Ker(α1)) = 0 e p = 2, logo α1 é injetivo.
Por outro lado, pelo Lema 4.2.2 item (b), temos ρ(G) = 1. Além disso, pelo Lema 4.2.2 item
(b), temos uma sequência exata
C ⊗Z Q α−→ (Gab1 ⊗Z Q) β−→ (Gab ⊗Z Q)→ Q→ Q→ Q→ 0,
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onde α(c1 ⊗ q) = ((c1φ(c1)−1G′1)⊗ q), com c1 ∈ C.
Já que rkQ(G) = rkQ(G1) + 1 e pelo Lema 4.2.2 item(b), então α é a aplicação nula.
Por outro lado, o homomorﬁsmo injetivo




dado por c1 7→ (cgi1 )i, induz um homomorﬁsmo injetivo tr1 de C ⊗Z Q em
p−1⊕
i=0
Cgi ⊗Z Q dado
por c1 ⊗ q 7→ (cgi1 )i ⊗ q, pois −⊗Z Q é um functor exato. Além disso, o homomorﬁsmo injetivo







1 7→ (xgi(Ggi1 )
′




ab ⊗Z Q, dado por xG′1 ⊗ q 7→ (xgi(Ggi1 )
′
)i ⊗ q, pois −⊗Z Q é um functor exato.
Agora provaremos que tr2 ◦ α = α1 ◦ tr1, ou seja, o seguinte diagrama comuta












Em efeito, seja c1 ⊗ q é um elemento de C ⊗Z Q. Assim








Então tr2 ◦ α = α1 ◦ tr1
Já que α1 ◦ tr1 é injetiva, então α é injetiva. Isto é uma contradição, logo rkQ(U) > rkQ(G).
Corolário 4.3.4. Seja G um grupo limite não abeliano tal que Gab é livre de torsão e que
d(G) = d(Gab). Se U é um subgrupo normal de G de índice primo p, então d(U) > d(G).
Demonstração. Pelo Teorema 4.3.3, temos que d(U) ≥ rkQ(U) > rkQ(G) = d(Gab) = d(G).
Remark 4.3.5. Seja G um grupo limite. Não é conhecido se o completamento pro-p de um
grupo limite G é um grupo pro-p limite. Se isto fosse verdade o Corolário 4.3.4 pode seguir
como consequência do Teorema 3.2.8 ou seja para grupos limites cujo completamento pro-p é
um grupo pro-p limite o corolário 4.3.4 é consequência do Teorema 3.2.8.
Em efeito
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Demonstração. Usamos Ĝp para denotar completamento pro-p de um grupo G. Seja U um
subgrupo normal do grupo limite G de índice primo, então sobre as hipóteses do corolário 4.3.4,
temos que p = [G : U ] = [Ĝp : Û ], d(G
ab) = d(Ĝabp) e pelo Teorema 3.2.8, d((Ûp) > d(Ĝp).
Logo temos a seguinte cadeia de desigualdades,
d(U) ≥ d(Ûp) ≥ d(Ĝp) ≥ d(Ĝabp) = d(Gab) = d(G) (4.42)
Para G um grupo livre, um grupo abeliano livre ou uma iterada extensão de centralizador
de um grupo livre, tem-se que rkQ(G) = d(G). Em particular, em conexão com o Teorema 3.1.6
concluímos o seguinte corolário.
Corolário 4.3.6. Seja G um grupo limite não abeliano satisfazendo d(G) ≤ 3, e seja U um
subgrupo normal de G de índice primo p ≥ 2. Então d(U) ≥ rkQ(U) > rkQ(G) = d(G).
Outra consequência do Teorema 4.3.3 é a seguinte
Corolário 4.3.7. Seja G um grupo limite não abeliano, e N um subgrupo normal de G tal que
G/N é inﬁnito e nilpotente. Então rkQ(N) = ∞. Em particular, d(N) = ∞ e se α : G → Z é
um homomorﬁsmo não-trivial, então rkQ(ker(α)) =∞.
Demonstração. Supor que rkQ(N) = n < ∞. Seja h = h(G/N) o número de Hirsch do grupo
nilpotente ﬁnitamente gerado G/N . Então h(U/N) = h(G/N) para cada subgrupo de índice
ﬁnito U em G satisfazendo N ⊂ U . Em particular, rkQ(U/N) ≤ h(U/N) = h, e portanto
rkQ(U) ≤ rkQ(N) + rkQ(U/N) ≤ n+ h, contradizendo o Teorema 4.3.3.
Remark 4.3.8. A aﬁrmação do Corolário 4.3.7 contínua sendo valido se substituímos nilpo-
tente por minimax.
4.3.2 Incremento do posto racional em extensão de centralizador
A seguinte proposição nós permite analisar o incremento do posto racional de um subgrupo
normal de índice primo p ≥ 2 de uma iterada extensão de centralizador de um grupo livre.
Proposição 4.3.9. Seja G0 = F um grupo livre de posto ﬁnito. Seja Gi+1 = Gi ?Ci Bi a
iterada extensão de centralizador de G0, para i ≥ 0. Supor que, para algum n ≥ 0, Gn é não
abeliano e U é um subgrupo normal de Gn de índice primo p ≥ 2, então








= f(p)d(G0) com f(p) ≥ 1+ (p− 1)
d(G0)
,
2.- Se n > 0, então rkQ(U) ≥ f(p)d(Gn), onde







e f(p) ≥ 1 + (p− 1)
d(Gn)
.
Demonstração. É claro que rkQ(Gn) = d(Gabn ) = d(Gn), logo pelo Teorema 4.3.3 rkQ(U) >
d(Gn), portanto d(U) > d(Gn). A demonstração será feita em passos.
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• Passo 1: Supor que n ≥ 1, então, pelo Lema 3.1.4, temos que Gi é não abeliano para




d(Bj)− (n− 1) (4.43)





Usamos a indução sobre i. Para i = 1, temos que que d(G1) = d(G0) + d(B0)− 1. Como
G0 não é abeliano, então d(G1) > d(B0).





Pela hipótese de indução d(Gi) >
i−1∑
j=0











• Passo 2: Neste passo serão usadas as equações dadas na demonstração do Teorema
4.3.3 para o caso em que o grupo é um produto amalgamado.
Supor que n ≥ 1. Prova-se que, para 1 ≤ i ≤ n, e U um subgrupo normal de índice primo
p de Gi
rkQ(U) ≥ f(p)d(Gi), onde







Usaremos indução sobre i.
2.1) Supor que i = 1, então temos, G1 = G0 ?C0 B0. Seja U um subgrupo normal de
índice primo p de G1, então provamos que













Sejam |T1| = |G1 : U G0|, |T2| = |G1 : U B0| e |T3| = |G1 : U C0|. Como C0 6= 1 então
temos os seguintes dois casos.
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1.Seja |T1| = 1. Logo pela equação 4.21, 4.24 e 4.28, temos que
rkQ(U) ≥ |T1|d(U ∩G0)− |T1|+ |T2|d(U ∩B0)− |T2|+ 1.
Já que |G0 : G0 ∩ U ||T1| = p, então pelo Teorema de Nielsen-Schreier temos que
d(U ∩G0)− 1 = (d(G0)− 1) p|T1| .
Por tanto,
rkQ(U) ≥ |T1|d(U ∩G0)− |T1|+ |T2|d(U ∩B0)− |T2|+ 1





















d(G0) + d(B0)− 1
)− pd(B0) + |T2|(d(U ∩B0)− 1)+ 1
















2.- Se |T1| = p, então |T2| = 1, logo pela equação 4.28,
rkQ(U) ≥ d(B0) + pd(G0)− p




= d(B0) + p
(
d(G0) + d(B0)− 1
)− pd(B0)
















2.2) Supor que para todo subgrupo normal U de Gi de índice primo p ≥ 2 nós temos que
d(U) ≥ f(p)d(Gi), onde







para 1 < i < n. . . (hipótese de indução).













Sejam |T1| = |Gi+1 : U Gi|, |T2| = |Gi+1 : U Bi| e |T3| = |Gi+1 : U Ci|. Como Ci 6= 1
então temos os seguintes dois casos.
1.Seja |T1| = 1. Logo pela equação 4.21, 4.24 e 4.28, temos que
rkQ(U) ≥ |T1|d(U ∩Gi)− |T1|+ |T2|d(U ∩Bi)− |T2|+ 1.
Já que |Gi : Gi ∩ U ||T1| = p, então pela hipótese de indução temos que



















))−|T1|+ |T2|d(U ∩Bi)−|T2|+ 1




)− |T1|+ |T2|d(U ∩Bi)− |T2|+ 1


















d(Bj)− 1) + d(Bi) + p(i− 1)
= p
(






d(Bj)− 1) + d(Bi) + p(i− 1)
= pd(Gi+1)− (p− 1)
i∑
j=0
d(Bj) + (p− 1)i
= d(Gi+1)f(p)
onde







2.- Se |T1| = p, então |T2| = 1, logo pela equação 4.28,
rkQ(U) ≥ d(Bi) + pd(Gi)− p
= d(Bi) + p(d(Gi+1)− d(Bi) + 1)− p
= pd(Gi+1) + d(Bi)− pd(Bi)
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Portanto, para i = n, temos rkQ(U) ≥ f(p)d(Gn), onde









Resumindo o Passo 2 temos o seguinte:










com f(p) ≥ 1 + (p− 1)
d(G0)
.
2) Se n > 0, então pelo Passo 2, rkQ(U) ≥ f(p)d(Gn), onde







Agora usando o Passo 1, nós obtemos a seguinte desigualdade
f(p) ≥ 1 + (p− 1)
d(Gn)
,
4.3.3 Grupos limites com só uma relação
Para um grupo limite G não é necessariamente verdade que, d(G) = d(Gab) (Cf. Re-
mark 4.3.13). O seguinte Lema mostra que existe uma classe de grupos limites contendo grupos
G satisfazendo d(G) 6= d(Gab) que responde aﬁrmativamente a Pergunta A.
Lema 4.3.10. Seja G = G1 ?C G2 um grupo limite não abeliano, onde G1 e G2 são grupos
livres de posto ﬁnito r(G1) e r(G2), respectivamente, e seja C = 〈c〉 um grupo cíclico inﬁnito ou
trivial. Então, se U é um subgrupo normal de índice primo p em G, temos que rkQ(U) > d(G).
In particular, d(U) > d(G).
Demonstração.
Se C = 1, então G é um grupo livre ﬁnitamente gerado, e a prova segue do Teorema de
Nielsen-Schreier.
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Então nós podemos assumir que C 6= 1. Como G é um grupo não abeliano, então G1 ou G2
é um grupo não abeliano. Caso contrário, χ(G) = χ(G1)+χ(G2)−χ(C) = 0, e pelo Lema 3.1.4,
G é um grupo abeliano.
Seja T a árvore sobre o qual G age naturalmente. Então, como na demonstração do Teo-
rema 4.3.3, Caso I, nós podemos distinguir dois casos:
(1) G = UC, i.e., U tem uma órbita sobre E1 e E2;
(2) |G : UC| = p, i.e., U tem p órbitas sobre E1 e E2;
(b) G = UG1 = UG2;
(c) |G : UG2| = p e G = UG1.
Caso 1:
A hipótese implica |G1 : G1 ∩ U | = |G2 : G2 ∩ U | = p, assim G2, G1  U , então |G1U : U |
e |G2U : U | dividem |G : U |, portanto UG2 = UG1 = G. Além disso |C : C ∩ U | = p, então
C 6= 1 e C  U , então |CU : U | divide a |G : U |, então UC = G.
Assim, U∩C é o grupo de aresta do grafo (∆, T/U), e U∩G1, U∩G2 são os grupos de vértices
do grafo de grupos (∆, T/U). Então U é o produto de amalgamação (U ∩G1) ?C∩U (U ∩G2).
Pela simetria escolhemos G1 não abeliano. Supor que G2 é abeliano, então d(G2) = 1. Se
d(G1) = 2, então pelo corolário 4.3.6 o Lema está provado. Assim temos que d(G1) ≥ 3. Pelo
Teorema de Nielsen-Schreier, temos que d(U ∩G1) > 1 + d(G1). Agora, já que G2 é um grupo
abeliano, então d(U ∩G2) = d(G2), portanto pelo Lema 4.2.2
rkQ(U) ≥ d(U ∩G1) + d(U ∩G2)− 1 > d(G1) + d(G2) ≥ d(G).
Se G2 não é um grupo abeliano, então pelo Teorema de Nielsen-Schreier temos que d(U ∩
G1) ≥ 1 + d(G1) e d(U ∩G2) ≥ 1 + d(G2), portanto pelo Lema 4.2.2
rkQ(U) ≥ d(U ∩G1) + d(U ∩G2)− 1 ≥ d(G1) + d(G2) + 1 > d(G).
Caso 2(b): Pela hipótese, |G1 : G1 ∩ U | = |G2 : G2 ∩ U | = p, assim G2, G1  U , portanto
|G1U : U | e |G2U : U | dividem a |G : U |, então UG2 = UG1 = G. Assim, U ∩G1 e U ∩G2 são
os grupos de vértices do grafo de grupos (∆, T/U).
Como C 6= 1, então pela equação 4.24, temos que
rkQ(U) ≥ d(U ∩G1) + d(U ∩G2)− 1.
Pela simetria escolhemos que G1 seja não abeliano.
Supor que G2 é abeliano, então d(G2) = 1. Se d(G1) = 2, então pelo Corolário 4.3.6 o Lema
está provado.
Assim nós temos que d(G1) ≥ 3, pelo Teorema de Nielsen-Schreier, nós temos que d(U ∩G1) >
1 + d(G1). Agora, já que G2 é abeliano, então d(U ∩G2) = d(G2), portanto
rkQ(U) ≥ d(U ∩G1) + d(U ∩G2)− 1 > d(G1) + d(G2) ≥ d(G).
Por outro lado, se G2 não é abeliano, então pelo Teorema de Nielsen-Schreier, temos que
d(U ∩G1) ≥ 1 + d(G1) e d(U ∩G2) ≥ 1 + d(G2) portanto
rkQ(U) ≥ d(U ∩G1) + d(U ∩G2)− 1 ≥ d(G1) + d(G2) + 1 > d(G).
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Caso 2(c): Seja U1 = U ∩ G1. Pela hipótese |G1 : U1| = p e G1  U , assim p = |G1U : U |
divide a |G : U |, logo UG1 = G. Além, |G2 : G2 ∩ U | = 1, assim G2 ≤ U .
Como C 6= 1, então pela equação 4.28
rkQ(U) ≥ d(G1 ∩ U) + pd(G2)− p.
Se G2 é abeliano, então d(G2) = 1. Logo G1 é um grupo não abeliano. Supor que d(G1) = 2,
então pelo Corolário 4.3.6, o lema está demonstrado.
Então d(G1) ≥ 3, logo pelo Teorema de Nielsen-Schreier temos que d(G1 ∩ U) > d(G1) + 1,
portanto
rkQ(U) ≥ d(G1 ∩ U) + pd(G2)− p = d(G1 ∩ U) > d(G1) + 1 = d(G1) + d(G2) ≥ d(G)
Por outro lado, se G2 não é abeliano, então d(G2) ≥ 2. Se G1 é abeliano, então d(G1) = 1 e
d(U ∩G1) = d(G1). Se d(G2) = 2, então pelo Corolário 4.3.6 o lema ﬁca provado.
Logo d(G2) > 2, portanto
rkQ(U) ≥ d(G1 ∩ U) + pd(G2)− p ≥ d(G1) + pd(G2)− p > d(G1) + d(G2) ≥ d(G).
Se G1 não é abeliano, então pelo Teorema de Nielsen-Schreier temos que d(U ∩ G1) ≥
1 + d(G1). Então
rkQ(U) ≥ d(G1 ∩ U) + pd(G2)− p ≥ d(G1) + 1 + pd(G2)− p ≥ d(G1) + d(G2) + 1 > d(G).
Lema 4.3.11. Seja G = HNNφ(G1, C, t) = 〈G1, t | t c t−1 = φ(c) 〉 um grupo limite não
abeliano, onde G1 é um grupo livre de posto r e C é um grupo cíclico ou trivial. Seja U um
subgrupo normal de G de índice primo p. Então rkQ(U) > d(G), e, em particular, d(U) > d(G).
Demonstração. Se C é trivial, então G = G1? < t > é um grupo livre de posto r+1, e portanto
pelo Teorema de Nielsen-Schreier o Lema está provado. Além disso, se r = 1, então χ(G) = 0,
e G é um grupo abeliano. (Cf. Prop. 3.1.4), o qual é excluído pela hipótese. Logo r ≥ 2. Seja
T a árvore sobre qual G age naturalmente. Então nós podemos distinguir três casos:
(1) G = UC;
(2) |G : UC| = p;
(a) U tem 1 órbita sobre V (T );
(b) U tem p órbitas sobre V (T ).
Caso 1: Temos que |G1 : G1 ∩U | = p. Assim, U ∩G1 é o grupo de vértices do grafo de grupos
(∆, T/U). Agora, pela hipótese, |C : C∩U | = p, logo C  U e φ(C)  U , pois U é normal. Logo
UC = G e Uφ(C) = G, e além disso U ∩C = Cp e U ∩ φ(C) = φ(C)p. Então, Cp é o grupo de
arestas do grafo de grupos (∆, T/U), então U = HNN(U∩G1, Cp, t) = 〈U∩G1, t|(cp)t = φ(c)p〉,
com C = 〈c〉.
Pelo Lema 4.2.2 item(b) temos que
rkQ(U ∩G1) ≤ rkQ(U) ≤ rkQ(U ∩G1) + 1
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Supor que d(G1) ≥ 3. Já que G1 não é abeliano, então pelo Teorema de Nielsen-Schreier,
temos que d(G1 ∩ U) > d(G1) + 1. Então
rkQ(U) ≥ d(G1 ∩ U) > d(G1) + 1 ≥ d(G).
Se d(G1) = 2, então d(G) ≤ 3, logo pelo Corolário 4.3.6 o Lema ﬁca provado.
Caso 2(a): Temos que |C : C ∩ U | = 1 e C ≤ U , logo φ(C) ≤ U , pois U é normal. Assim,
{Cg}g∈T2 são os grupos de arestas do grafo de grupos (∆, T/U). Então U é o grupo fundamental
do grafo de grupos (∆, T/U) com grupos de vértices U ∩ G1 e p grupos de vértices {Cg}g∈T2 ,
onde T2 é o conjunto de representantes de G1/G1 ∩ U .
Supor que d(G1) ≥ 3, já que |G1 : G1∩U | = p > 1 e G1 é não abeliano, então pelo Teorema
de Nielsen-Schreier nós temos que d(U ∩ G1) > d(G1) + 1. Portanto pela equação 4.36, temos
que
rkQ(U) ≥ d(U ∩G1) > d(G1) + 1 ≥ d(G).
Se d(G1) = 2, então d(G) ≤ 3, logo pelo Corolário 4.3.6 o Lema ﬁca provado.
Caso 2(b): Neste caso temos G1 ⊆ U e C ⊆ U . Como G/U age transitivamente sobre
Λ = U/T , então Λ é um k-regular. Logo |E(Λ)| = k · |V (Λ)|, forçando assim k = 2. Então Λ é
um grafo conexo 2-regular, e assim um circuito com p vértices.
Seja { g1, . . . , gp} ⊆ G um conjunto de representante para G/U . Portanto U é o grupo
fundamental de um grafo de grupos (∆, T/U) com grupos de vértices Cx
i
e p grupos de arestas
Gx
i
1 tal que o grafo de grupos (∆, T/U) é um circuito com p arestas, para i = 0, . . . , p− 1.
Supor que d(G1) ≥ 3, logo pela equação 4.40 temos que





1 ) = 1− p+ pd(G1) > d(G1) + 1 ≥ d(G)
Se d(G1) = 2, então d(G) ≤ 3, logo pelo Corolário 4.3.6 o Lema ﬁca provado.
Como uma consequência dos Lemas anteriores uno conclui o seguinte.
Teorema 4.3.12. Seja G um grupo limite não abeliano de um relator ciclicamente pinchado ou
conjugado pinchado, e seja U um subgrupo normal de G de índice primo p. Então d(U) > d(G).
Demonstração. Se G é um grupo de um relator ciclicamente pinchado, então G ' G1 ?CG2 com
G1 e G2 grupos livres, e C sendo um grupo cíclico inﬁnito gerado por uma palavra ciclicamente
reduzida w ∈ G1 e C é um subgrupo cíclico maximal em G1 ou G2(Vide [12]). Logo neste caso,
Lema 4.3.10 produz o resultado. Se G é um grupo de um relator conjugado pinchado, então
G ' HNNφ(G1, C, t)-extensão com G1 um grupo livre, C a subgrupo cíclico gerado por uma
palavra ciclicamente reduzida w ∈ G1, e C ou φ(C) é um subgrupo cíclico maximal G1 (Vide
[12]). Então, pelo Lema 4.3.11, temos que d(U) > d(G) completando a demonstração.
Remark 4.3.13. Existe um grupo limite G satisfazendo d(Gab)  d(G). No blog de Matho-
verﬂow temos o seguinte exemplo dado por H. Wilton em [46]. Seja G1 = G2 = F2 grupos
livres de posto 2, e seja C1 = C2 = 〈w〉, onde w = a2ba−1b−1. Então w é uma palavra ci-
clicamente reduzida, e Ci é um subgrupo cíclico maximal de Gi para i = 1, 2, mas Ci não é
um fator livre. Por um resultado de B. Baumslag (Cf. [17, Cor. 3.6]), o correspondente doble
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G = G1?C1=C2G2 é um grupo limite não abeliano e tem abelianização G
ab isomórﬁco a Z3, i.e.,
d(Gab) = 3. A projeção canônica β : G→ (F2/〈wF2〉) ? (F2/〈wF2〉) is é um homomorﬁsmo so-
brejetor. Assim, pela hipótese e o Teorema de Grushko-Neumann, d(F2/〈wF2〉?F2/〈wF2〉) = 4.
Logo d(G) = 4. Note que pelo Lema 4.3.10, rkQ(U) > 4 para qualquer subgrupo normal U de
G de índice primo p.
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Capı´tulo5
Subgrupos Normais em Grupos proﬁnitos
e pro-p limites
Um dos objetivos principais deste capítulo é encontrar aproximações homológicas para um
grupo pro-p limite usando o corpo Qp e para o completamento proﬁnito de um grupo limite
usando o corpo Fp (Cf. Teorema 5.1.2 e Teorema 5.1.7). Além disso, dar solução ao análogo
do Teorema 3.1.7 para o completamento proﬁnito de um grupo limito (Cf. Teorema 5.1.5 e
Teorema 5.1.12) e por último resolver o análogo do Teorema 4.3.3 para o caso pro-p limite (Cf.
Teorema 5.2.7).
5.1 Aproximações homológicas para um grupo pro-p (pro-
ﬁnito)
De aqui para frente, assumiremos p um número primo maior o igual a 2.
Lema 5.1.1. Seja G um grupo pro-p do tipo FP∞ sobre Zp. Então
dimQp(Qp ⊗Zp Hj(G,Zp)
) ≤ dimFpHj(G,Fp)
para j ≥ 0.
Demonstração.
Considere a sequência exata curta
0→ Zp p
∗
−→ Zp → Fp → 0,
onde aplicação Zp
p∗−→ Zp is a multiplicação por p.
Pelo Exemplo 2.3.12 temos a correspondente sequência exata longa
· · · → Hj(G,Zp) p
∗
−→ Hj(G,Zp) φ−→ Hj(G,Fp)→ · · · , (5.1)
onde p∗ é a multiplicação por p.
Como G é um grupo pro-p, então pelo corolário 2.4.10 Hj(G,Fp) é um espaço vetorial sobre
o corpo Fp e dimFp Hj(G,Fp) é ﬁnita para cada j ≥ 0. Logo Hj(G,Fp) é um grupo proﬁnito
abeliano ﬁnitamente gerado, para j ≥ 0.
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Da equação 5.1 temos que






) ≤ dimFp Hj(G,Fp). (5.2)
Já que G é de Tipo FP∞ sobre Zp, então Hj(G,Zp) é um Zp-módulo ﬁnitamente gerado. Assim
















Portanto, usando 5.4 e 5.2, obtemos o resultado.
Agora nós provaremos que acontece quando no Teorema 3.2.9 o corpo é Qp. Neste caso nós
temos o seguinte Teorema:
Teorema 5.1.2. Seja G um grupo pro-p limite e {Ui}i∈I uma sequência de subgrupos abertos
de G tal que Ui+1 ≤ Ui para todo i ∈ I e cd(
⋂







/[G : Ui] = 0 para j ≥ 3;




dimQp (Qp ⊗Zp H1(U,Zp))− dimQp(Qp ⊗Zp H2(U,Zp))
)
/[G : Ui] = −χ(G),



















/[G : Ui] = lim−→
i
rkQp(Ui)/[G : Ui] = −χ(G)
.
Demonstração.
1) Como G é pro-p limite, então G é do tipo FP∞ sobre Zp. Logo pela observação 2.4.9
também Ui é do tipo F∞ sobre Zp, para cada i ∈ I.
Usando lema 5.1.1, temos que
dimQp(Qp ⊗Zp Hj(Ui,Zp)
)
/[G : Ui] ≤ dimFpHj(Ui,Fp)/[G : Ui],
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para j ≥ 3.
Agora pelo Teorema 3.2.9, item (i), nós temos que
lim−→
i






/[G : Ui] = 0
para j ≥ 3.
2) Pelo Teorema 3.2.3 item(3) G é do tipo FP∞ sobre Zp, logo pelo Corolário 2.4.10
Hj(G,Fp) é um espaço vetorial sobre o corpo Fp e dimFp Hj(G,Fp) é ﬁnita para cada
j ≥ 0, assim a característica de Euler de G está bem deﬁnida (Cf. deﬁnição 2.6.1).




















Deﬁna L(Ui) = dimQp
(
Qp ⊗Zp H1(Ui,Zp)









/[G : Ui]− L(Ui)/[G : Ui] + 1/[G : Ui]
Fazendo lim−→
i




3) Como G é pro-p limite, então G é do tipo FP∞ sobre Zp. Logo também Ui é do tipo
FP∞ sobre Zp, para cada i ∈ I.
Usando lema 5.1.1, temos que
dimQp(Qp ⊗Zp H2(Ui,Zp)
)
/[G : Ui] ≤ dimFpH2(Ui,Fp)/[G : Ui].
Agora pelo Teorema 3.2.9, item (iii), nós temos que
lim−→
i















/[G : Ui] = lim−→
i





/[G : Ui] (5.6)









/[G : Ui] = −χ(G)
.
Logo temos o Corolário referente à parte de torsão de um grupo pro-p limite.
Corolário 5.1.3. Seja G um grupo pro-p limite e {Ui}i∈I uma sequência de subgrupos abertos
de G tal que Ui+1 ≤ Ui e
⋂
i Ui = 1. Então
lim
i∈I
T (Ui)/[G : Ui] = 0,
onde T (Ui) é o posto do grupo de torsão de U
ab
i .
Demonstração. Temos que d(Ui) ≥ d(Uabi ) = rkQp(Ui) + T (Ui). Pelo Teorema 5.1.2, temos
que lim
i∈I
d(Ui)/[G : Ui] = −χ(G) e pelo Teorema 3.2.9 temos lim
i∈I




T (Ui)/[G : Ui] = 0,
Agora analisaremos a p-deﬁciência de um grupo proﬁnito particular.
Lema 5.1.4. Seja G um grupo limite não abeliano tal que cada subgrupo abeliano tem posto
menor o igual a 2. Seja Ĝ o completamento proﬁnito de G e p um número primo, então a
p-deﬁciência de Ĝ é defp(Ĝ) ≥ 2.
Demonstração. Prova-se usando indução sobre a altura ht(G) de G que defp(Ĝ) ≥ 2. De fato,
se h(G) = 0, então G é livre não abeliano, logo Ĝ é um grupo proﬁnito livre não abeliano
ﬁnitamente gerado. Como cdp(Ĝ) = 1, então defp(Ĝ) = d(Ĝ) ≥ 2 (Cf. Exemplo 2.5.6).
Supor que o fato vale para subgrupos limites de altura h(G)− 1. Pelo Teorema 4.1.1 temos
que G é isomorfo ao grupo fundamental de um grafo ﬁnito de grupos (Γ,T), onde os grupos de
vértices são grupos limites não abelianos de altura ao mais h(G) − 1 e grupos abelianos livres
de posto ﬁnito, e os grupos de arestas são grupos cíclicos inﬁnitos ou triviais. Podemos fazer
indução sobre o comprimento de Γ, então nós temos os seguintes casos
1 G = G1 ?C G2, onde Gi é um grupo não abeliano de altura ao mais h(G)− 1 ou abeliano
livre de posto ﬁnito e C é um grupo cíclico inﬁnito o trivial, para i ∈ {1, 2}.
2 G = HNN(G1, C, t), onde G1 é um grupo não abeliano de altura ao mais h(G) − 1 ou
abeliano livre de posto ﬁnito e C é um grupo cíclico inﬁnito o trivial.
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Caso [1]:
Seja G = G1 ?C G2. Se C 6= 1,então G1 ou G2 é não abeliano pois G é não abeliano. Além
disso usando o Teorema 3.2.12 temos Ĝ = Ĝ1 qĈ Ĝ2. Sem perda de generalidade supor que
G1 é não abeliano, então pela hipótese de indução, defp(Ĝ1) ≥ 2. Se G2 é abeliano, então pela
Observação 2.5.5,
defp(Ĝ2) ≥ def(Ĝ2) ≥ def(G2) ≥ 1.
Se G2 é não abeliano então, pela indução defp(Ĝ2) ≥ 2. Seja M um ﬁnito Zp[[Ĝ]]-module,
então pelo Teorema 2.8.5 item(i) temos a seguinte sequência de Mayer-Vitories,
0→ H0(Ĝ,M)→ H0(Ĝ1,M)⊕H0(Ĝ2,M)→ H0(Ĉ,M)→ (5.7)
→ H1(Ĝ,M)→ H1(Ĝ1,M)⊕H1(Ĝ2,M)→ H1(Ĉ,M)→ H2(Ĝ,M)→





o posto de Hi(G,M) como Z-módulo, para i ∈ {1, 2, 3}. Como Ĉ
é proﬁnito livre de posto 1, então H2(Ĉ,M) = 0, logo a equação 5.7 pode ser reescrita como
− dimH2(Ĝ,M) + dimH1(Ĝ,M)− dimH0(Ĝ,M) = −dimH2(Ĝ1,M) + dimH1(Ĝ1,M)− (5.8)
dimH0(Ĝ1,M)− dimH2(Ĝ2,M) + dimH1(Ĝ2,M)− dimH0(Ĝ2,M)−(− dimH2(Ĉ,M) + dimH1(Ĉ,M)− dimH0(Ĉ,M)).
Já que M é um ﬁnito Zp[[Ĝ]]-module, então M é um ﬁnito Zp[[Ĝi]]-module, para i ∈ {1, 2},
além disso M é um ﬁnito Zp[[Ĉ]]-module.
Portanto da equação 5.8 temos que,
χ2(Ĝ,M) = χ2(Ĝ1,M) + χ2(Ĝ2,M)− χ2(Ĉ,M) (5.9)
Como χ2(Ĝ1,M) ≥ defp(Ĝ1) − 1 ≥ 1, χ2(Ĝ2,M) ≥ defp(Ĝ2) − 1 ≥ 0 e χ2(Ĉ,M) =
d(Ĉ)− 1 = 0, temos que χ2(Ĝ,M) ≥ 1, logo defp(Ĝ) ≥ 2.
Se C = 1, então da equação 5.7 e 5.8, temos que
χ2(Ĝ,M) = χ2(Ĝ1,M) + χ2(Ĝ2,M) + 1 (5.10)
Se G1 e G2 são abelianos, então def(Gi) ≥ 1, assim 1 +χ2(Ĝi,M) ≥ defp(Ĝi) ≥ def(Ĝi) ≥
1, para i ∈ {1, 2}, logo χ2(Ĝ,M) ≥ 1, portanto defp(Ĝ) ≥ 2.
Então suporemos sem perda de generalidade que G1 é não abeliano, pela indução defp(Ĝ1) ≥
2, além disso defp(Ĝ2) ≥ 1.
Como χ2(Ĝ1,M) ≥ defp(Ĝ1) − 1 ≥ 1 e χ2(Ĝ2,M) ≥ defp(Ĝ2) − 1 ≥ 0, temos que
χ2(Ĝ,M) ≥ 2, logo defp(Ĝ) ≥ 3.
Caso [2]
Seja G = HNN(G1, C, t). Se C = 1, então G é um produto livre e o resultado segue
do caso [1]. Se C 6= 1, então G1 não abeliano pois G é não abeliano. Além disso usando o
Teorema 3.2.12 temos Ĝ = HNN(Ĝ1, Ĉ, t). Então pela hipótese de indução defp(Ĝ1) ≥ 2.
Seja M um ﬁnito Zp[[Ĝ]]-módulo, então pelo Teorema 2.8.5 item(ii) temos a seguinte sequência
de Mayer-Vitories,
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0→ H0(Ĝ,M)→ H0(Ĝ1,M)→ H0(Ĉ,M)→ (5.11)
→ H1(Ĝ,M)→ H1(Ĝ1,M)→ H1(Ĉ,M)→ H2(Ĝ,M)→
→ H2(Ĝ1,M)→ H2(Ĉ,M)→ · · ·
Como Ĉ é proﬁnito livre de posto 1, então H2(Ĉ,M) = 0, logo temos que
− dimH2(Ĝ,M) + dimH1(Ĝ,M)− dimH0(Ĝ,M) = −dimH2(Ĝ1,M) + dimH1(Ĝ1,M)−(5.12)
dimH0(Ĝ1,M)−
(− dimH2(Ĉ,M) + dimH1(Ĉ,M)− dimH0(Ĉ,M)).
Já que M é um ﬁnito Zp[[Ĝ]]-module, então M é um ﬁnito Zp[[Ĝ1]]-módulo, além disso M é
um ﬁnito Zp[[Ĉ]]-module. Portanto da equação 5.11 temos que,
χ2(Ĝ,M) = χ2(Ĝ1,M)− χ2(Ĉ,M) (5.13)
Como χ2(Ĝ1,M) ≥ defp(Ĝ1) − 1 ≥ 1 e χ2(Ĉ,M) = d(Ĉ) − 1 = 0, temos que χ2(Ĝ,M) ≥ 1,
logo defp(Ĝ) ≥ 2.
Teorema 5.1.5. Seja G um grupo limite não abeliano tal que cada subgrupo abeliano tem
posto menor o igual a 2. Seja Ĝ o completamento proﬁnito de G e N um subgrupo fechado
normal de Ĝ tal que 0 < dimFp H
1(N,Fp) <∞, para todo primo p tal que p divide |N |. Então
|Ĝ : N | <∞.
Demonstração.
Seja p um número primo que divide |N |. Pelo Lema 5.1.4 temos que defp(Ĝ) ≥ 2.
Supor pela contradição que |Ĝ : N | = ∞. Usando a proposição 2.5.7 temos que H1(N,Fp)
é inﬁnito. o qual é uma contradição. Portanto |Ĝ : N | <∞.
A seguinte Lema é o análogo ao caso proﬁnito dada no Teorema 5.1 em [26].
Lema 5.1.6. Dado p um número primo e G um grupo proﬁnito tal que dimFp Hj(G,Fp) <∞
e p-dimensão cohomológica ﬁnita, agindo sobre uma árvore proﬁnita T tal que T/G é ﬁnita e
cada estabilizador de aresta Ge e vértice Gv tem dimFp Hj(Ge,Fp) e dimFp Hj(Gv,Fp) ﬁnitas,
∀j ≥ 1, ∀v ∈ V (T )/G, ∀e ∈ E(T )/G. Dado j ≥ 1 um inteiro e {Ui}i≥1 uma sequência de
subgrupos abertos normais de G tal que para cada i temos Ui+1 ≤ Ui e para cada v ∈ V (T )/G
e e ∈ E(T )/G:
lim
i→∞
dimFp Hj(Ui ∩Gv,Fp)/[Gv : (Ui ∩Gv)] = ρ1(v) <∞ (5.14)
lim
i→∞
dimFp Hj−1(Ui ∩Ge,Fp)/[Ge : (Ui ∩Ge)] = ρ2(e) <∞ (5.15)












Em particular, se ρ1(v) e ρ2(e) são as aplicações nulas, então
lim
i→∞
dimFp Hj(Ui,Fp)/[G : Ui] = 0
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Demonstração. Já que as seguintes dimensões dimFp Hj(G,Fp), dimFp Hj(Gv,Fp) e dimFp Hj(Ge,Fp)
são ﬁnitas, então as seguintes dimensões dimFp Hj(Ui,Fp), dimFp Hj(Ui∩Gv,Fp) e dimFp Hj(Ui∩
Ge,Fp) são ﬁnitas para ∀j ≥ 1, ∀i ≥ 1, ∀v ∈ V (T ), ∀e ∈ E(T ).
Usando o Teorema 2.8.2 temos a seguinte sequência longa exata Mayer-Vietoris sobre o
subgrupo Ui
















Hj−1(Ui ∩Gge ,Fp)→ · · ·










dimFp Hj−1(Ui ∩Gge ,Fp) (5.16)
Como V (T )/G e E(T )/G são conjuntos ﬁnitos, então pela deﬁnição de limite de (5.14) e
(5.15), para um ﬁxo  > 0, existe i0 ∈ N tal que, para i ≥ i0, v ∈ V (T )/G e e ∈ E(T )/G temos
que
dimFpHj(Ui ∩Gv,Fp) ≤ [Gv : Ui ∩Gv] (5.17)
e
dimFpHj−1(Ui ∩Ge,Fp) ≤ [Ge : Ui ∩Ge] (5.18)
Observamos que,
|G : Ui| = |G : GvUi||GvUi : Ui| = |G : GvUi||GgvUi : Ui|
e
|G : Ui| = |G : GeUi||GeUi : Ui| = |G : GeUi||GgeUi : Ui|,
logo obtemos∑
g∈Gv\G/Ui
[Ggv : Ui ∩Ggv] = [G : Ui] e
∑
g∈Ge\G/Ui
[Gge : Ui ∩Gge ] = [G : Ui] (5.19)
Como Ui é normal em G, então para todo g ∈ G temos que































dimFp Hj−1(Ui ∩Ge,Fp) (5.21)

































[Gge : Ui ∩Gge ]














Portanto para i ≥ i0 (lembrando que i0 depende de )









































Teorema 5.1.7. Seja Ĝ o completamento proﬁnito de um grupo limite G de altura n ∈ Z+0 e
p um número primo. Se {Ui}i≥1 é uma sequência de subgrupos normais abertos de Ĝ tal que
Ui+1 ≤ Ui para todo i ≥ 1 e cdp(
⋂
i≥1
Ui) ≤ 2. Então,
(1) lim−→
i
dimFp Hj(Ui,Fp)/[Ĝ : Ui] = 0 para j ≥ 3;







/[G : Ui] = −χp(Ĝ),




Ui = 1, então lim−→
i
dimFp H2(Ui,Fp)/[Ĝ : Ui] = 0
e lim−→
i
dimFp H1(Ui,Fp)/[Ĝ : Ui] = −χp(Ĝ).
Demonstração.
Como G tem a propriedade de ser bom (Cf. Proposição 3.2.12), temos que a p-dimensão
cohomológica cdp(Ĝ) de Ĝ é igual à dimensão cohomológica de G, logo cdp(Ĝ) é ﬁnita, pois a
dimensão cohomológica de G é ﬁnita (Cf. Proposição 3.1.5). Novamente usando a propriedade
de G de ser bom e que G é do Tipo FP∞ (Cf. Proposição 3.1.5), temos dimFp Hj(Ĝ,Fp) =
dimFp Hj(G,Fp) <∞ para j ≥ 0.
1) Fazemos a prova usando a indução sobre a altura de G. Primeiro, se a altura de G é 0,
então G é um grupo livre, logo Ĝ é proﬁnito livre, então Ui é proﬁnito livre e cdp(Ui) = 1.
Portanto Hj(Ui,Fp) = 0, para j ≥ 2 e i ≥ 1.
Assumimos que o Teorema vale para grupos limites de altura menor que altura de G. Seja
n a altura de G e G ⊆ Gn = Gn−1 ∗Cn−1 An−1, onde An−1 = Cn−1 × B é abeliano livre
ﬁnitamente gerado. Logo G é isomorfo ao grupo fundamental pi1(Φ,Λ) de um grafo ﬁnito
de grupos Φ com grafo conexo ﬁnito Λ cujos grupos de arestas {Ge}e∈E(Λ) são grupos
cíclicos inﬁnitos ou triviais e cujos grupos de vértices {Gv}v∈V (Λ) são grupos limites não
abelianos de altura ao máximo n− 1 ou abelianos livres de posto ﬁnito.
Como a topologia proﬁnita sobre G é eﬁciente (Cf. Teorema 3.2.12), então Ĝ é isomorfo ao
grupo fundamental de um grafo ﬁnito de grupos cujos grupos de arestas são {Ĝe}e∈E(Λ),
onde Ĝe ∼= Ẑ ou {1} e os grupos de vértices são {Ĝv}v∈V (Λ), ou seja, grupos proﬁnito
limites.
Para j ≥ 3, deﬁnimos a seguintes sucessões de funções,
ρ1(i, v) = dimFp Hj(Ui ∩ Ĝv,Fp)/[Ĝv : Ui ∩ Ĝv] (5.27)
e
ρ2(i, e) = dimFp Hj−1(Ui ∩ Ĝe,Fp)/[Ĝe : Ui ∩ Ĝe] (5.28)
Para v ∈ V (Λ), se Gv não é abeliano, então aplicamos indução sobre o grupo Gv, logo
temos que ρ1(i, v) converge para 0 quando i vai para o inﬁnito. Se Gv é abeliano, então
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Ĝv é proﬁnito abeliano livre (isomorfo a Ẑn, onde n é um número natural ﬁnito), assim
Ui ∩ Ĝv ' Ĝv para cada i ≥ 1. Assim,
dimFp Hj(Ui ∩ Ĝv,Fp) = dimFp Hj(Ui+1 ∩ Ĝv,Fp),
para cada i ≥ 1. Se {[Ĝv : Ui ∩ Ĝv]}i vai para o inﬁnito, então
lim
i→∞
dimFp Hj(Ui ∩ Ĝv,Fp)/[Ĝv : Ĝv ∩ Ui] = lim
i→∞
ρ1(i, v) = 0.
Caso contrário, se [Ĝv : Ui ∩ Ĝv] não vai para o inﬁnito então existe i0 ∈ N tal que
Ui0 ∩ Ĝv = Ui0+1 ∩ Ĝv = Ui0+2 ∩ Ĝv = · · · . Desta forma
⋂
i∈I
(Ui ∩ Ĝv) = Ui1 ∩ Ĝv para







) ≤ 2, logo cdp(Ut∩ Ĝv) ≤ 2
para t ≥ i1.
Então, Hj(Ut ∩ Ĝv,Fp) = 0, para t ≥ i1, j ≥ 3, portanto
lim
i→∞
dimFp Hj(Ui ∩ Ĝv,Fp)/[Ĝv : Ĝv ∩ Ui] = lim
i→∞
ρ1(i, v) = 0.
Observe que, se Ge 6= 1 para e ∈ E(Λ), então Ĝe é isomorfo ao grupo proﬁnito Ẑ. Logo,
para i ∈ I, Ui∩Ĝe é trivial ou grupo livre proﬁnito isomorfo a Ẑ. Assim cdp(Ui∩Ĝe) ≤ 1,
para cada i ∈ I. Logo Hj−1(Ui ∩ Ĝe,Fp) = 0, para j ≥ 3. Portanto ρ2(i, e) converge para
0 quando i vai pra inﬁnito.
Portanto usando Lema 5.1.6 temos o resultado para j ≥ 3.






χp(Ĝ) = χp(Ui)/[Ĝ : Ui] =
∑
j≥0
(−1)j dimFp Hj(Ui,Fp)/[Ĝ : Ui]













dimFp Hj(Ui,Fp)/[Ĝ : Ui]− lim
i→∞
L(Ui)/[Ĝ : Ui] + lim
i→∞
1/[Ĝ : Ui]
Assim, pelo item (1) do Teorema e que {[Ĝ : Ui]}i≥1 converge para o inﬁnito, temos que






Ui = 1, então [Ĝ : Ui] converge para o inﬁnito.
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Por argumento similar ao item (i) do Teorema, nós provamos que
lim−→
i
dimFp H2(Ui,Fp)/[Ĝ : Ui] = 0,




dimFp H2(Ui ∩ Ĝv,Fp)
)
/[Ĝv : Ui ∩ Ĝv] = 0,
No caso que Gv ser abeliano procedemos do mesmo jeito que item (1).
Além disso, como Ui∩ Ĝe é trivial ou isomorfo a Ẑ, temos que dimFp H1(Ui∩ Ĝe,Fp) ≤ C
é constante para todo i ∈ I. Portanto
lim−→
i
dimFp H2(Ui ∩ Ĝe,Fp)/[Ĝe : Ui ∩ Ĝe] ≤ lim−→
i
C/[Ĝe : Ĝe ∩ Ui] = 0.
Portanto pelo Lema 5.1.6 temos que
lim−→
i
dimFp H2(Ui,Fp)/[Ĝ : Ui] = 0,





/[Ĝ : Ui] = lim−→
i





= −χp(Ĝ) + 0 = −χp(Ĝ).
O seguinte Teorema é o análogo proﬁnito do Teorema 2.7 em [38].
Teorema 5.1.8. Seja G um grupo proﬁnito ﬁnitamente gerado livre de torsão e N um subgrupo
ﬁnitamente gerado de G tal que [G : N ] =∞. Se RG(G) > 0 (posto gradiente positivo), então
a ação da esquerda por multiplicação de G no espaço de cosets G/N é ﬁel.
Note que a conclusão é equivalente a dizer que o core de N em G é trivial.
Demonstração. Seja K o núcleo da ação. Queremos provar que K = 1. Pela contradição supor
que K é não trivial. Temos que K /cG e K ≤ N . Seja  > 0 arbitrário. Pela deﬁnição de índice
do grupo proﬁnito e que |K| = [G : N ] =∞, existe V ◦ G tal que




d(V ) ≤ d(N ∩ V ) + d( V
K ∩ V ) . . . usando Lema2.1.10 (5.30)
≤ d(N)|N : N ∩ V |+ d(KV ) . . . usando Corolário 2.1.11 (5.31)
≤ d(N)|G : V ||G : NV | + d(G)|G : KV |+ 1 . . . usando corolário 2.1.11 (5.32)
=
d(N)|G : V |
|G : NV | +
d(G)|G : V |




|G : V | ≤
d(N)
|G : NV | +
d(G)
|V K : V | (5.34)
≤ d(N) + d(G)




. . . usando a equação 5.29 (5.36)





Fazendo → 0, temos RG(G) = 0, o qual é uma contradição.
Corolário 5.1.9. Seja G um grupo proﬁnito livre de torsão e N um subgrupo ﬁnitamente
gerado de G. Se NG(N) é ﬁnitamente gerado e RG(NG(N)) > 0, então [NG(N) : N ] <∞.
Demonstração. Supor que [NG(N) : N ] = ∞, então aplicando o Teorema 5.1.8 à ação de
NG(N) sob NG(N)/N , temos que a ação é ﬁel, ou seja,
⋂
g∈NG(N)
gNg−1 = 1. Por outro lado,
temos que N =
⋂
g∈NG(N)
gNg−1, logo N = 1, o qual é uma contradição.
Corolário 5.1.10. Seja G um grupo proﬁnito ﬁnitamente gerado livre de torsão e N um
subgrupo normal ﬁnitamente gerado de G. Se RG(G) > 0 (posto gradiente positivo), então
|G : N | <∞.
Demonstração. Se N é normal, então NG(N) = G, logo usando o corolário 5.1.9 temos que
[G : N ] <∞.
No seguinte Teorema usaremos homologia de um grupo, para caracterizar o índice de um
subgrupo normal.
Proposição 5.1.11. Seja G um grupo proﬁnito livre de torsão e N um subgrupo normal de
G. Dado p um número primo e supor que existe {Vi}i≥1 uma sequência de subgrupos normais
abertos de G tal que Vi+1 ≤ Vi para todo i ≥ 1 e
⋂
i≥1
Vi = 1 satisfazendo as seguintes condições
i) Existe k1 > 0, tal que dimFp H1(ViN,Fp) ≤ k1[G : NVi], para todo i ≥ 1.





existe e é positivo, então |G : N | < ∞.
Demonstração. Supor pela contradição que [G : N ] =∞. Seja  > 0 arbitrário. Pela deﬁnição
de índice do grupo proﬁnito e que |N | = [G : N ] =∞, existe Vi0 ◦ G tal que




Seja i ≥ i0 tal que H1(Vi,Fp) 6= 0. Pelo corolário 2.3.13 temos a seguinte sequência exata
H1(N ∩ Vi,Fp)Vi/Vi∩N α1−→ H1(Vi,Fp) α2−→ H1(Vi/Vi ∩N,Fp)→ 0 (5.38)
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Seja A := H1(N ∩ Vi,Fp)Vi/Vi∩N , B := H1(Vi,Fp), C = H1(Vi/Vi ∩N,Fp)
Temos que B/ker(α2) ' C. Temos que ker(α2) = α1(A) ' A/ ker(α1). Logo
d(ker(α2)) ≤ d(A) ≤ d(H1(N ∩ Vi,Fp)) ≤ [N : N ∩ Vi]k2 <∞. (5.39)
Então, usando Lema 2.1.10, temos
d(B) ≤ d(C) + d(ker(α2)) ≤ d(C) + [N : N ∩ Vi]k2
Logo,
d(B) ≤ [N : N ∩ Vi]k2 + d(H1( Vi
N ∩ Vi ,Fp)) (5.40)
≤ k2|N : N ∩ Vi|+ d(H1(NVi,Fp)) (5.41)
≤ k2|G : Vi||G : NVi| + k1|G : NVi| (5.42)
=
k2|G : Vi|
|G : NVi| +
k1|G : Vi|
|ViN : Vi| (5.43)
Logo temos,
d(B)
|G : Vi| ≤
k2
|G : NVi| +
k1
|ViK : Vi| (5.44)
≤ k1 + k2




. . . usando a equação 5.29 (5.46)















= 0 o que é uma contradição.
Teorema 5.1.12. Seja Ĝ o completamento proﬁnito de um grupo limite não abeliano G de
altura n ≥ 0, e considere N um subgrupo fechado normal ﬁnitamente gerado em Ĝ. Então
[Ĝ : N ] <∞.
Demonstração. Seja p um número primo. Existe em Ĝ uma família {Vi}i≥1 de abertos normais
em Ĝ tal que Vi+1 ⊂ Vi e
⋂
i≥1
Vi = 1. Como G tem a propriedade de ser bom (Cf. Proposição
3.2.12), temos que, para todo primo q, a q-dimensão cohomológica cdq(Ĝ) de Ĝ é igual à
dimensão cohomológica de G, logo pela proposição 3.1.5 cdq(Ĝ) é ﬁnita, assim Ĝ é livre de
torsão.
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Seja p um numero primo. Usando novamente que G tem a propriedade de ser bom (Cf. Pro-
posição 3.2.12), temos queHi(Ĝ,Fp) ∼= Hi(G,Fp), logo usando o dual Pontryagin ((Hi(Ĝ,Fp))∗ ∼=






























A característica de Euler de um grupo limite não abeliano é negativa (Cf. Lema3.1.4), então





= −χp(Ĝ) > 0. (5.48)
Portanto usando a Proposição 5.1.11, obtemos o resultado.
O seguinte corolário nós proporciona uma demonstração distinta à feita no Teorema 3.2.5.
Corolário 5.1.13. Se G um grupo pro-p limite não abeliano e considere N um subgrupo
fechado normal ﬁnitamente gerado em G. Então [G : N ] <∞.
Demonstração. Pelo Teorema 3.2.7 item[1], temos que χ(G) < 0. Existe em G uma família
{Vi}i≥1 de abertos normais emG tal que Vi+1 ⊂ Vi e
⋂
i≥1
Vi = 1. Logo, usando a Proposição 3.2.9




= −χ(G) > 0. Pelo Teorema 3.2.3 item(ii), G é livre
de torsão, portanto usando o Teorema 5.1.11, obtemos o resultado.
5.2 Posto p-racional de um Grupo pro-p limite
Exemplo 5.2.1. O grupo pro-p G = F qC F , onde F = F (x, y) é um grupo pro-p livre de
posto dois e C é um subgrupo procíclico auto centralizado de F gerado por xp[x, y], é um grupo
pro-p limite cuja abelianização tem torsão. De fato, o grupo F qC F esta imerso em F qC A,
onde A ' Z2p com A/C ' 〈a〉, pois F qC F ' F qC aFa−1 é um subgrupo de F qC A gerado
por F e aFa−1. Assim F qC F é um grupo pro-p limite. Além disso Gab tem um elemento de
ordem p, pois Gab = 〈x, y, z, w | (xz−1)p = 1, [x, y] = [x, z] = [x,w] = [y, z] = [y, w] = [z, w]〉
Pelo exemplo anterior e o corolário 3.2.4 faz sentido estudar o posto p-racional de um grupo
pro-p limite. Seja p um número primo ﬁxo, Zp o completamento pro-p de Z e Qp o corpo de
frações de Zp. Para um grupo pro-p ﬁnitamente gerado G, o posto p-racional rkQp(G) de G é
dado da forma:
rkQp(G) := dimQp(Qp ⊗Zp Gab) = dimQp H1(G,Qp), ( Cf. Proposição 2.8.3)
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onde rkQp(G) é interpretado como o posto do grupo pro-p abeliano livre
Gab
T (Gab)
, onde T (Gab)
é o grupo de torsão de Gab.
Agora procuramos adaptar o Lema 4.2.2 para o caso pro-p.
Lema 5.2.2. Sejam G1 e G2 pro-p grupos ﬁnitamente gerados, e seja C = 〈c〉 um subgrupo
procíclico inﬁnito isomorfo a Zp ou trivial de G1 e G2.
(a) Se G = G1 qC G2 é um produto pro-p livre com amalgamação em C, então
rkQp(G) = rkQp(G1) + rkQp(G2)− ρ(G), (5.49)
onde ρ(G) ∈ {0, 1}. Além disso, se C = 1, então ρ(G) = 0.
(b) Se G = HNNφ(G1, C, t) = 〈G1, t | t c t−1 = φ(c) 〉 é uma HNN-extensão pro-p com
subgrupo associado em C ⊆ G1, então
rkQp(G) = rkQp(G1) + ρ(G), (5.50)
onde ρ(G) ∈ {0, 1}. Além disso, existe uma sequência exata
Qp ⊗Zp C α // Qp ⊗Zp Gab1
β // Qp ⊗Zp Gab // Qp // 0, (5.51)
onde α(q ⊗ c) = q ⊗ (cφ(c)−1G′1), q ∈ Qp. Além,
(1) ρ(G) = 0 se, e somente se, α é injetivo;
(2) ρ(G) = 1 se, e somente se, α é a aplicação nula.
Demonstração.
I) Seja G = G1 ∗C G2. Usando o Teorema 2.8.4 item(i) temos a sequência exata longa de
Mayer-Vietoris associada a Qp ⊗Zp −
Qp ⊗Zp C α−→ (Qp ⊗Zp Gab1 )⊕ (Qp ⊗Zp Gab2 ) β−→ (Qp ⊗Zp Gab)→ Qp → (Qp ⊕Qp)→ Qp → 0,(5.52)
Já que 1 = dimQp(C ⊗Zp Qp) = dimQp(imα) + dimQp(kerα), então temos 2 casos:
1) Se α é uma aplicação injetiva, então nós temos a sequência exata
0→ Qp⊗ZpC α−→ (Qp⊗ZpGab1 )⊕(Qp⊗ZpGab2 ) β−→ (Qp⊗ZpGab)→ Qp → (Qp⊕Qp)→ Qp → 0,
(5.53)
logo temos,
−rkQp(Qp ⊗Zp C) + rkQp(G1) + rkQp(G2)− rkQp(G) + 1− 2 + 1 = 0
−1 + rkQp(G1) + rkQp(G2)− rkQp(G) + 1− 2 + 1 = 0
rkQp(G) = rkQp(G1) + rkQp(G2)− 1
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2) Se α é a aplicação nula, então nós temos a seguinte sequência exata
0→ (Qp ⊗Zp (Gab1 )⊕ (Qp ⊗Zp Gab2 ) β−→ (Qp ⊗Zp Gab)→ Qp → (Qp ⊕Qp)→ Qp → 0,
(5.54)
logo temos,
rkQp(G1) + rkQp(G2)− rkQp(G) + 1− 2 + 1 = 0
rkQp(G) = rkQp(G1) + rkQp(G2)
II) Seja G = HNN(G1, C, t). Usando o Teorema 2.8.4 item(ii) temos a sequência exata longa
de Mayer-Vietoris associada a Qp ⊗Zp −
Qp ⊗Zp C α−→ (Qp ⊗Zp Gab1 ) β−→ (Qp ⊗Zp Gab)→ Qp → Qp → Qp → 0, (5.55)
onde α(q ⊗ c1) = (q ⊗ (c1φ(c1)−1G′1)), com c1 ∈ C.
Já que 1 = dimQp(Cp ⊗Zp Qp) = dimQp(Imα) + dimQp(Kerα) então temos os seguintes
dois casos:
Se α é uma aplicação injetiva, então temos uma sequência exata
0→ Qp ⊗Zp C α−→ (Qp ⊗Zp Gab1 ) β−→ (Qp ⊗Zp Gab)→ Qp → Qp → Qp → 0, (5.56)
Logo,
−rkQp(Qp ⊗Zp C) + rkQp(G1)− rkQp(G) + 1− 1 + 1 = 0
−1 + rkQp(G1)− rkQp(G) + 1− 1 + 1 = 0
rkQp(G) = rkQp(G1)
Se α é a aplicação nula, então temos uma sequência exata
0→ (Qp ⊗Zp Gab1 ) β−→ (Qp ⊗Zp Gab)→ Qp → Qp → Qp → 0,
logo,
rkQp(G1)− rkQp(G) + 1− 1 + 1 = 0
rkQp(G) = rkQp(G1) + 1 (5.57)
Por último, os remarques (1) e (2) seguem do fato que dimQp(im(α)) ∈ {0, 1} e que
dimQp(im(α)) = 1 se e só se, α é injetiva.
Agora procuramos adaptar o Lema 4.2.1 nesta vez para caso pro-p limite.
Lema 5.2.3. Se G é um grupo pro-p limite não procíclico, então rkQp(G) ≥ 2.
Demonstração. Nos procedemos pela indução sobre a altura ht(G) de G. Se n = 0, então G é
um grupo pro-p abeliano livre ou pro-p livre, logo é claro que
rkQp(G) ≥ 2.
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Então assumimos que G é um grupo pro-p limite de altura n ≥ 1. Assumimos que o resultado
é valido para grupos pro-p limite de altura n − 1. Logo, pelo Teorema 3.2.6 G é isomorfo
ao grupo fundamental pi1(Υ,Λ) de um grafo de grupos Υ com grafo conexo ﬁnito Λ, cujos
grupos de arestas são grupos procíclicos inﬁnitos isomorfos a Zp e grupos triviais e cujos grupos
de vértices são grupos pro-p limite não abelianos de altura ao máximo n − 1 e grupos pro-p
abelianos livres de posto ﬁnito. Fazemos também indução sobre o comprimento de Λ, então é
suﬁciente considerar os seguintes dois casos:
I) G = G1 ?C G2 onde Gi é um grupo pro-p limite não abeliano de altura no máximo n− 1
ou pro-p abeliano livre de posto ﬁnito e C é um grupo procíclico inﬁnito isomorfo a Zp
ou trivial, i ∈ {1, 2}.
II) G = HNN(G1, C, t), onde G1 é um grupo pro-p limite não abeliano de altura no máximo
n− 1 ou pro-p abeliano livre de posto ﬁnito e C é procíclico inﬁnito ou trivial.
Caso I Seja G = G1 ?C G2, então, pelo Lema 5.2.2 item (a) temos que
rkQp(G) = rkQp(G1) + rkQp(G2)− ρ(G), (5.58)
Se C = 1, então ρ(G) = 0, assim
rkQp(G) = rkQp(G1) + rkQp(G2) ≥ 1 + 1 = 2 (5.59)
Agora supor que C 6= 1. Não pode acontecer que G1 e G2 sejam procíclicos pois nesse
caso G seria procíclico. Sem perda de generalidade supor que G1 não é procíclico.
Logo se G1 é abeliano então rkp(G1) ≥ 2, ou se G1 é um grupo limite de altura ao
mais n− 1, então pela hipótese de indução rkQp(G1) ≥ 2. Além disso rkQp(G2) ≥ 1,
portanto usando equação 5.58, temos
rkQp(G) = rkQp(G1) + rkQp(G2)− ρ(G) ≥ 2 + 1− 1 = 2, (5.60)
Caso II Seja G = HNN(G1, C, t). Se C = 1, então o Lema segue do Caso (I). Então supor
que C 6= 1. Então, pelo Lema 5.2.2 item(b) temos que
rkQp(G) = rkQp(G1) + ρ(G), (5.61)
Agora G1 não é procíclico, pois caso contrário G seria procíclico. Assim se G1 é
abeliano então rkp(G1) ≥ 2, ou se G1 é um grupo limite de altura no máximo n− 1,
então pela hipótese de indução rkQp(G1) ≥ 2. Portanto pela equação 5.61
rkQp(G) = rkQp(G1) + ρ(G) ≥ 2. (5.62)
Logo temos o seguinte Corolário
Corolário 5.2.4. Seja G um grupo pro-p limite e rkQp(G) = 1, então G ' Zp.
Na seguinte proposição observamos que se no Teorema 3.2.7 item (2) mudamos o corpo Fp
para o corpo Qp obtemos um resultado similar.
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Proposição 5.2.5. Seja G um grupo pro-p limite não pro-cíclico. Se cada pro-p subgrupo
abeliano de G é procíclico, então
dimQp H1(G,Qp) = rkQp(G) ≥ 2 + dimQp H2(G,Qp)
Demonstração. Nos procedemos pela indução sobre a altura de G. Se n = 0, então G é um
grupo pro-p abeliano livre ou pro-p livre não abeliano. Logo pela hipótese G é pro-p livre não
abeliano, assim cd(G) = 1 e H2(G,Qp) = 0. Logo
rkQp(G) ≥ 2.
Então assumimos que G é um grupo pro-p limite de altura n ≥ 1. Assumimos que o resultado
é valido para grupos pro-p limite de altura n − 1. Logo, pelo Teorema 3.2.6 G é isomorfo
ao grupo fundamental pi1(Υ,Λ) de um grafo de grupos Υ com grafo conexo ﬁnito Λ, cujos
grupos de arestas são grupos procíclicos inﬁnitos isomorfos a Zp e grupos triviais e cujos grupos
de vértices são grupos pro-p limite não abelianos de altura ao máximo n − 1 e grupos pro-p
abelianos livres de posto ﬁnito. Fazemos também indução sobre o comprimento de Λ, então é
suﬁciente considerar os seguintes dois casos:
I) G = G1 ?C G2 (produto livre com amalgamação pro-p própria) onde Gi é um grupo pro-p
limite não abeliano de altura no máximo n − 1 ou abeliano pro-p de posto ﬁnito e C é
um grupo procíclico inﬁnito isomorfo a Zp ou trivial, i ∈ {1, 2}.
II) G = HNN(G1, C, t) (HNN-extensão pro-p própria), onde G1 é um grupo pro-p limite de
altura no máximo n− 1 ou pro-p abeliano livre de posto ﬁnito e C é procíclico inﬁnito ou
trivial.



















) ≥ 2. Se Gi é um grupo pro-p abeliano livre, então
Gi ' Zp, assim dimQp
(
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≥ 1 + 1 = 2.
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Pela hipótese temos que nenhum dos Gi são procíclicos, pois sem perda de generalidade,
supor que G1 é procíclico, logo G ' G2. Se G2 é abeliano então pela hipótese procíclico,
logo G procíclico, uma contradição. Se G2 é pro-p livre não abeliano temos contradição














≥ 2 + 2− 1 = 3 (5.68)
II) Seja G = HNN(G1, C, t). Se C = 1, então Proposição segue do caso(I). Supor que C 6= 1,
então H2(C,Qp) = 0. Logo, pela sequência Mayer-Vietoris
(
Cf. Teorema 2.8.4) item (ii)
)



















Pela hipótese temos que, G1 não é procíclico, pois caso contrário G1 ' Zp, logo G ' Zp,











Observação 5.2.6. A demonstração da proposição 2.3.10 vale também se mudamos o corpo Qp
para o corpo Fp, obtendo assim uma demonstração alternativa do item (2) do Teorema 3.2.7.
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5.2.1 Teorema sobre Posto p-racional em grupos pro-p limite
A demonstração do seguinte Teorema basicamente é a adaptação do Teorema 4.3.3 para
grupos pro-p limites, usando os fatos que são verdade tanto para grupos limites discretos e
grupos pro-p limites.
Teorema 5.2.7. Seja G um grupo pro-p limite não abeliano, e seja U um subgrupo normal
aberto de G de índice primo p. Então rkQp(U) > rkQp(G).
Demonstração.
Procedemos a demonstração pela indução sobre n = ht(G). Se n = 0, então G é um grupo
pro-p livre ﬁnitamente gerado satisfazendo d(G) ≥ 2, e o Teorema de Nielsen-Schreier (Cf.
Proposição 2.7.1) produz
rkQp(U) = d(U) = p · (d(G)− 1) + 1 > d(G) = rkQp(G), (5.72)
logo o Teorema está provado.
Assumimos que G é um grupo pro-p limite de altura ht(G) = n ≥ 1, e que o Teorema vale
para todo grupo pro-p limite de altura no máximo n − 1. Pelo Teorema 3.2.6, G é isomórﬁco
ao grupo fundamental pi1(Υ,Λ, T ) de um grafo de grupos Υ com grafo conexo ﬁnito adjunto Λ
cujos grupos de arestas são grupos procíclicos inﬁnitos isomorfos a Zp ou triviais, e cujos grupos
de vértices são grupos pro-p limites de altura no máximo n − 1. Aplicando indução sobre o
comprimento do grafo Λ, s(Λ) = |V (Λ)|+ |E(Λ)|, então é suﬁciente considerar os seguintes dois
casos:
(I) G = G1 ?C G2 e Gi é um grupo pro-p limite de altura no máximo n− 1, e C é um grupo
procíclico isomorfo a Zp ou trivial, i ∈ {1, 2};
(II) G = HNNφ(G1, C, t) onde G1 é um a grupo pro-p limite de altura no máximo n− 1, e C
é um grupo procíclico isomorfo a Zp ou trivial.
Caso I: Seja G = G1 ?C G2. Se C é não trivial, então G1 ou G2 é abeliano. Caso contrário
temos que χ(G) = χ(G1) + χ(G2) − χ(C) = 0, logo pelo Teorema 3.2.7, G é um grupo pro-p
limite abeliano o qual é uma contradição. Pelo Hipóteses, temos que
|G : U Gi| ∈ {1, p} and |G : U C| ∈ {1, p}, (5.73)
e podemos distinguir os seguintes casos:
(I.1) |G : U C| = 1,
(I.2) |G : U C| = p,
Caso I.1: A hipótese implica que G = U G1 = U G2, Assim, temos que U ' (U ∩G1) ?(U∩C)
(U ∩ G2). A hipótese implica também que |C : C ∩ U | = p, i.e., C 6= 1. Logo sem perda de
generalidade podemos assumir queG1 não é abeliano, e pela hipótese de indução, rkQp(U∩G1) ≥
1+rkQp(G1). Se G2 é também não abeliano, então, pela indução, rkQp(U ∩G2) ≥ rkQp(G2)+1.
logo, aplicando Lema 5.2.2(a), concluímos que
rkQp(U) ≥ rkQp(U ∩G1) + rkQp(U ∩G2)− 1 > rkQp(G1) + rkQp(G2) ≥ rkQp(G). (5.74)
83
Por outro lado, se G2 é abeliano, C é um fator direto em G2, i.e., G2 ' Zp ×B, onde B é um
grupo pro-p abeliano livre de posto d(G2)−1. Logo temos, rkQp(G) = rkQp(G1)+rkQp(G2)−1.
Além disso, rkQp(U ∩G2) = rkQp(G2) e pelo Lema 5.2.2(a) produz
rkQp(U) ≥ rkQp((U ∩G1) + rkQp(U ∩G2)− 1 ≥ rkQp(G1) + rkQp(G2) > rkQp(G). (5.75)
Caso I.2: Neste caso temos que |G : UGi| ∈ {1, p}. Logo, pela (5.73), é suﬁciente considerar
os seguintes 3 casos,
(a) |G : UG1| = |G : UG2| = p;
(b) |G : UG1| = p e G = UG2;
(c) G = UG1 = UG2.
Caso (a): Pela hipótese, UG1 = UG2 = U , logo U = G, isto é impossível.
Caso (b): Seja U2 = U ∩G2. Pela hipótese, |G2 : U2| = p e G1 ⊆ U . Escolhendo um conjunto
de representantes R ⊆ G2 para G2/U2, usando o Teorema 2.8.2 e a proposição 2.8.3 obtemos a
sequência Mayer-Vietoris
. . . //
∐
r∈R
Qp ⊗Zp Cr α //
∐
r∈R
(Qp ⊗Zp (Gr1)ab)⊕ (Qp ⊗Zp Uab2 ) // Qp ⊗Zp Uab // 0 .
(5.76)
Isto produz
rkQp(U) = p · rkQp(G1) + rkQp(U2)− δ, (5.77)
onde δ = dim(im(α)) ≤ p. Logo distinguimos dois casos.
(1) Se C = 1, então δ = 0. Logo, por (5.76),
rkQp(U) = p · rkQp(G1) + rkQp(U2). (5.78)
Como rkQp(U2) ≥ rkQp(G2) (a igualdade é dada no caso que G2 é abeliano), concluímos que
rkQp(U) = p · rkQp(G1) + rkQp(U2) > rkQp(G1) + rkQp(G2) ≥ rkQp(G).
(2) Se C 6= 1, então C = Zp, logo pela equação (5.77),
rkQp(U) ≥ p · (rkQp(G1)− 1) + rkQp(U2) ≥ 2 · (rkQp(G1)− 1) + rkQp(U2). (5.79)
Como d(G1) = 1 implica que G1 = Zp e G = Zp ?ZpG2 ' G2, o qual foi excluído por (I), assim
podemos assumir que d(G1) ≥ 2. Logo usando o Lema 5.2.3, temos que rkQp(G1) ≥ 2. Assim,
usando a equação 5.79 temos que
rkQp(U) ≥ rkQp(G1) + rkQp(U2). (5.80)
Se G2 não é abeliano, então pela hipótese de indução, rkQp(U2) ≥ 1+rkQp(G2). Logo rkQp(U) ≥
1 + rkQp(G1) + rkQp(G2) > rkQp(G). Se G2 é abeliano, então G2 = (Zp × B) para algum
grupo pro-p abeliano livre B de posto d(G2) − 1 e G = G1 ?Zp (Zp × B). Em particular,
rkQp(G) = rkQp(G1) + d(B). Como rkQp(U2) = rkQp(G2) = d(B) + 1, então usando (5.80)
temos
rkQp(U) ≥rkQp(G1) + rkQp(U2)
=rkQp(G1) + rkQp(B) + 1 > rkQp(G)
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Caso (c): Seja U1 = U ∩G1, U2 = U ∩G2. Pela hipótese, |G1 : U1| = p e |G2 : U2| = p, logo
pelo mesmo argumento usando no caso (b) obtemos a sequência Mayer-Vietoris,∐
r∈R







onde R ⊂ G é um conjunto de representantes de G/U . Novamente distinguimos dois casos.
(1) C = 1. Então β é a 0-aplicação, e como rkQp(Ui) ≥ rkQp(Gi) para i ∈ {1, 2}, temos que
rkQp(U) = rkQp(U1) + rkQp(U2) + (p− 1) ≥ rkQp(G1) + rkQp(G2) + 1 > rkQp(G). (5.82)
(2) C 6= 1. Então, por (5.81),
rkQp(U) ≥ rkQp(U ∩G1) + rkQp(U ∩G2)− 1. (5.83)
Se G1 e G2 não são abelianos, então pela hipótese de indução, rkQp(U ∩G1) ≥ 1 + rkQp(G1) e
rkQp(U ∩G2) > rkQp(G2). Logo
rkQp(U) > rkQp(G1) + 1 + rkQp(G2)− 1 = rkQp(G1) + rkQp(G2) ≥ rkQp(G). (5.84)
Neste caso um dos grupos G1, G2 é não abeliano, caso contrário a característica de Euler de G
χ(G) = χ(G1) + χ(G2)− χ(C) é igual a 0 e G seria um grupo abeliano (Cf. Teorema 3.2.7), o
qual é uma contradição.
Sem perda de generalidade podemos assumir que G1 é não abeliano e que G2 é abeliano.
Então G2 ' Zp × B, onde B é um grupo pro-p abeliano livre de posto d(G2) − 1, e G '
G1?Zp (Zp×B). Logo rkQp(G) = rkQp(G1)+rkQp(G2)−1. Além disso, rkQp(U∩G2) = rkQp(G2)
e por hipótese de indução, rkQp(U ∩ G1) ≥ 1 + rkQp(G1). Assim, pela equação (5.83) temos
que,
rkQp(U) ≥ rkQp(G1) + 1 + rkQp(G2)− 1 = rkQp(G1) + rkQp(G2) > rkQp(G). (5.85)
Caso II: Seja G = HNN(G1, C, t) = 〈G1, t | t c t−1 = φ(c) 〉 com C = 〈c〉. Pelo Lema 5.2.2
item (b), temos que
rkQp(G1) ≤ rkQp(G) ≤ rkQp(G1) + 1. (5.86)
Se C = 1, então G = G1? < t > é isomórﬁco a um produto pro-p livre. Logo o Teorema
segue do Caso (I). Assim, assumiremos que C 6= 1. Note que G1 não pode ser abeliano. Caso
contrário, temos χ(G) = χ(G1)− χ(C) = 0, e G seria um grupo abeliano (Cf. Teorema. 3.2.7),
uma contradição.
Como no Caso (I), temos que
|G : UG1| ∈ {1, p}, and |G : UC| ∈ {1, p}. (5.87)
Logo podemos distinguir os seguintes 2 casos:
(II.1) G = UC;
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(II.2) |G : UC| = p.
Caso II.1: Pela hipótese, G = UG1. Assim U ' HNN(U ∩G1, Cp, t) = 〈U ∩G1, t | t (cp) t−1 =
φ(c)p 〉, e como na equação (5.86), concluímos que
rkQp(U ∩G1) ≤ rkQp(U) ≤ rkQp(U ∩G1) + 1. (5.88)
Já que G1 não é abeliano e |G1 : U ∩G1| = p, a hipótese de indução implica que rkQp(G1∩U) ≥
rkQp(G1) + 1. Logo
rkQp(U) ≥ rkQp(G1 ∩ U) ≥ rkQp(G1) + 1 ≥ rkQp(G). (5.89)
Supor que rkQp(U) = rkQp(G). Então rkQp(U) = rkQp(G1 ∩ U) = rkQp(G1) + 1 = rkQp(G).
Pelo Lema 5.2.2(b), temos a sequência exata
. . .→ Qp ⊗Zp C α−→ (Qp ⊗Zp Gab1 ) β−→ (Qp ⊗Zp Gab)→ Qp → Qp → Qp → 0,
onde α(q ⊗ c1) = (q ⊗ (c1φ(c1)−1G′1)), com c1 ∈ C e
. . .→ Qp ⊗Zp Cp α1−→ (Qp ⊗Zp (U ∩G1)ab) β−→ (Qp ⊗Zp Uab)→ Qp → Qp → Qp → 0,
onde α1(q⊗ cp1) = (q⊗ (cp1φ(cp1)−1(U ∩G1)′)), com c1 ∈ C. Em particular, pelo Lema 5.2.2(b),
ρ(U) = 0 e ρ(G) = 1, i.e., α é a 0-aplicação, e α1 é injetiva.
Similar ao caso (II.1) do Teorema 4.3.3, a última sequência produz um diagrama comutativo
. . . // Qp ⊗Zp C α //
tr1

(Qp ⊗Zp Gab1 )
tr2

// . . .
. . . // Qp ⊗Zp Cp
α1// (Qp ⊗Zp (U ∩G1)ab) // . . .
(5.90)
onde a aplicação tr1 e a aplicação tr2 são dadas pelos homomorﬁsmos transfer deﬁnido em 2.1.3.
Além, como a aplicação tr1 no diagrama 5.90 é um isomorﬁsmo, então α é injetiva o qual
produz uma contradição. Assim rkQ(U) > rkQ(G).
Caso II.2: Novamente nós podemos distinguir dois casos:
Caso (a): Neste caso |G1 : U ∩G1| = p e C ⊆ U . Logo, U é o grupo fundamental de um grafo
de grupos da forma de um buquê de p laços. Usando o Teorema 2.8.2 sobre U e Qp com o





α1 // Qp ⊗Zp (U ∩G1)ab // Qp ⊗Zp Uab // Qp // 0, (5.91)




−1g−1i (U ∩G1)′), com ci ∈ C e { g0, . . . , gp−1} ⊆ G1 é
um conjunto de representantes para G1/U ∩G1.
Além disso, pela Lema 5.2.2(b), nós temos a sequência exata,
Qp ⊗Zp C α // Qp ⊗Zp Gab1 // Qp ⊗Zp Gab // Qp // 0, (5.92)
onde α(q ⊗ c1) = (q ⊗ (c1φ(c1)−1G′1)), com c1 ∈ C.
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Similar ao caso II.2 item(a) do Teorema 4.3.3, as equações 5.91 e 5.92 produzem o seguinte
diagrama comutativo
. . . // Qp ⊗Zp C α //
tr1 
Qp ⊗Zp Gab1 //
tr2

// . . .




α1 // (Qp ⊗Zp (U ∩G1)ab) // . . . ,
(5.93)
onde tr2 é dada pelo homomorﬁsmo transfer deﬁnido em 2.1.3 e é similar ao caso II.2 item(a)
do Teorema 4.3.3, e para c ∈ C, q ∈ Qp, temos que tr1(q ⊗ c) = q ⊗ (cgi).
Assim, pela equação 5.91 temos que
rkQ(U) + dimQ(im(α1)) = rkQ(U ∩G1) + p, (5.94)
e pela indução temos rkQp(U ∩G1) ≥ rkQp(G1) + 1. Logo
rkQp(U) ≥ rkQp(U ∩G1) ≥ rkQp(G1) + 1 ≥ rkQp(G). (5.95)
Supor que rkQp(U) = rkQp(G), então temos igualdade na equação (5.95). Em particular, (5.94)
implica que dimQp(im(α1)) = p, i.e., α1 é injetiva. Logo, como tr1 é injetivo, α1 ◦ tr1 é injetivo,
assim α é injetiva. Do Lema 5.2.2(b) concluímos que ρ(G) = 1 e α = 0, uma contradição.
Assim rkQp(U) > rkQp(G).
Caso (b): Neste caso temos que G1 ⊆ U e C ⊆ U . Assim, U é o grupo fundamental de um
grafo de grupos da forma de uma circuito com p vértices.
Usando o Teorema 2.8.2 sobre U e Qp com o item(i),(ii) do Teorema 2.8.4 obtemos a sequên-
cia longa exata Mayer-Vietoris








ab // Qp ⊗Zp Uab // Qp // 0,
(5.96)
onde α1(q ⊗ (cgi1 )i) =
(
q ⊗ (gic1φ(c1)−1g−1i (Ggi1 )′ )i) com c1 ∈ C, e { g0, . . . , gp−1} ⊆ G um
conjunto de representantes para G/U .
Além disso, pelo Lema 4.2.2(b), temos a sequência exata
Qp ⊗Zp C α // Qp ⊗Zp Gab1 // Qp ⊗Zp Gab // Qp // 0, (5.97)
onde α(q ⊗ c1) = (q ⊗ (c1φ(c1)−1G′1)), com c1 ∈ C.
Similar ao caso II.2 item(a) do Teorema 4.3.3, as equações 5.96 e 5.97 produzem o seguinte
diagrama comutativo















onde tr1 e tr2 são as aplicações diagonais deﬁnidas similarmente ao caso II.2 item(b) do Teorema
4.3.3. Logo, pela equação 5.96, temos que
rkQp(U) = 1 + p · (rkQp(G1)− 1) + dimQp(ker(α1)). (5.99)
Pela Lema 5.2.3 temos que rkQp(G1) > 1, assim (p− 1) · (rkQp(G1)− 1) ≥ 1, logo
rkQp(U) ≥ rkQp(G1) + 1 ≥ rkQp(G). (5.100)
Supor que rkQp(U) = rkQp(G). Então temos igualdade na equação (5.100), assim
1 + p · (rkQp(G1)− 1) + dimQp(ker(α1)) = rkQp(G) + 1,
logo
0 = (p− 1) · (rkQp(G1)− 1)− 1 + dimQp(ker(α1)),
portanto dimQp(ker(α1)) = 0, p = 2 e rkQp(G1) = 2. Em particular, α1 é injetiva, e pelo
Lema 4.2.2(b), ρ(G) = 1, i.e., α = 0. Logo, como tr1 é injetivo, então α é injetivo, o qual é uma
contradição. Portanto rkQp(U) > rkQp(G).
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