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vRe´sume´. — On reformule la the´orie des polygones de Harder-Narasimhan par le
langage des R-filtrations. En utlisant une variante du lemme de Fekete et un argument
combinatoire des monoˆmes, on e´tablit la convergence uniforme des polygones associe´s
a` une alge`bre gradue´e munie des filtrations. Cela conduit a` l’existence de plusieur
invariants arithme´tiques dont un cas tre`s particulier est la capacite´ sectionnelle. Deux
applications de ce re´sultat dans la ge´ome´trie d’Arakelov sont aborde´es : le the´ore`me
de Hilbert-Samuel arithme´tique ainsi que l’existence et l’interpre´tation ge´ome´trique
de la pente maximale asymptotique.
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INTRODUCTION
Dans l’approximation diophantienne, on s’inte´resse a` e´tudier les solutions ra-
tionnelles d’un syste`me d’e´quations polynomiales a` coefficients dans un corps
de nombres. L’approche d’Arakelov, qui est une combinaison de la the´orie des
sche´mas a` la Grothendieck avec la ge´ome´trie complexe hermitienne, fournit un cadre
ge´ome´trique bien adapte´ aux e´quations polynomiales en tenant compte les me´triques.
Un formalisme important dans ce cadre est l’application d’e´valuation et la me´thode
de pentes dues a` J.-B. Bost [3, 6]. E´tant donne´s un corps de nombres K, une varie´te´
projective X de´finie sur K et un faisceau inversible ample L sur X , l’espace H0(X,L)
peut eˆtre conside´re´ comme un espace de “polynoˆmes homoge`nes”. L’application
d’e´vluation (note´e EVΣ,L) est un homomorphisme de H
0(X,L) vers H0(Σ, L|Σ) de´fini
par restriction des sections a` Σ, ou` Σ est un sous-K-sche´ma ferme´ de X . Cela
ge´ne´ralise la construction classique qui consiste a` e´valuer les valeurs des polynoˆmes
homoge`nes en un ou plusieur points rationnels.
Quitte a` choisir un mode`le entier de (X,L) et une me´trique hermitienne sur LC,
la source et le but de l’application EVΣ,L deviennent des espaces vectoriels sur K
associe´s a` certains fibre´s vectoriels hermtiens sur SpecOK , ou` OK est l’anneau des
entiers dansK. On obtient, en utilisant les ine´galite´s de pentes, des e´le´ments non-nuls
dans H0(X,L) dont l’image par EVΣ,L est nulle. Classiquement ces e´le´ments sont ap-
pele´s des “polynoˆmes auxilliaires” qui sont des objets essentiels dans l’approximation
diophantienne, souvent construits par le lemme de Siegel.
L’inte´reˆt de la me´thode de pentes est de transformer une “de´monstration de tran-
scendence” a` une seule ine´galite´. Cette ine´galite´, dont les ingre´dients sont des invari-
ants arithme´tiques naturellement de´finis, comme la hauteur d’un homomorphisme
K-line´aire, le degre´ d’Arakelov et la pente d’un fibre´ vectoriel hermitien, permet de
se´parer les contributions de diffe´rents termes, et de donner un cadre plus souple pour
diverses me´thodes d’estimation.
2 INTRODUCTION
Dans de nombreuses applications, on conside`re une suite d’applications d’e´valuation
EVΣ,L⊗n et e´tudie leur comportement asymptotique lorsque n tend vers l’infini. Il est
donc ne´cessaire de comprendre le comportement asymptotique des fibre´s vectoriels
hermitiens dont l’espace vectoriel sous-jaent est H0(X,L⊗n).
Le premier re´sultat dans cette direction est le the´ore`me de Hilbert-Samuel
arithme´tique duˆ a` Gillet et Soule´ [20]. Soient (X ,L ) un mode`le entier de (X,L)
et π : X → SpecOK le morphisme structurel. Si on munit l’espace vectoriel
H0(X,L⊗n) des sup-normes, le OK-module π∗(L ⊗n) peut eˆtre conside´re´ comme
un re´seau dans un espace vectoriel norme´. Gillet et Soule´ ont montre´ que, si les
me´triques sur L sont positives, alors
lim
n→+∞
(d+ 1)!
nd+1
χ(π∗(L
⊗n), ‖ · ‖sup) = ĉ1(L )d+1,
ou` d = dimX , ĉ1(L )
d+1 est le nombre d’intersection arithme´tique et χ est la car-
acte´ristique d’Euler-Poincare´, qui est le logarithme du volume de la boule unite´ divise´
par le covolume du re´seau. Une reformulation de ce re´sultat est
lim
n→+∞
µ̂(π∗(L⊗n))/n =
ĉ1(L
d+1
)
[K : Q](d+ 1)c1(L)d
,
ou` µ̂ est la fonction de pente, qui est le degre´ d’Arakelov normalise´ divise´ par le rang.
Bien que les autres pentes comme par exemple la pente maximale µ̂max, qui est la
valeur maximale des pentes des sous-fibre´s, et la pente minimale µ̂min, qui est la valeur
minimale des pentes des fibre´s quotients, interviennent aussi naturellement dans les
ine´galite´s de pentes, on sait relativement peu sur leur comportement asymptotique.
Par exemple, dans [4], Bost a de´montre´ que les pentes maximales µ̂max(S
nE) coissent
line´airement lorsque n tend vers l’infini. Il a aussi obtenu des majorations de ces pentes
maximales. Mais on ne sait pas en ge´ne´ral si la limite des µ̂max(S
nE)/n existe dans
R. L’une des difficulte´s est que, contrairement a` la fonction de pente µ̂, en ge´ne´ral
la pente maximale et la pente minimale n’admettent pas d’additivite´ par rapport
aux suites exactes courtes, qui est une condition importante dans la technique de
de´vissage.
Le but de cet article est alors d’e´tudier le comportement asymptotique des
fibre´s vectoriels hermitiens. En particulier, on e´tablit la convergence des suites
(µ̂max(π∗(L⊗n))/n)n≥1 et (µ̂min(π∗(L ⊗n))/n)n≥1. Pour surmonter la difficulte´
d’absence de l’additivite´, on utilise la technique de polygone de Harder-Narasimhan
avec le point de vue des R-filtrations et des mesures. Le polygone de Harder-
Narsimhan est initialement une notion en ge´ome´trie alge´brique, propose´e par Harder
et Narasimhan [25]. En ge´ome´trie d’Arakelov, cette notion est introduite par Stuhler
[36] et Grayson [21]. Si E est un fibre´ vectoriel hermitien sur SpecOK , le polygone
de Harder-Narasimhan de E est par de´finition la fonction concave sur [0, rgE] dont
le graphe est l’enveloppe convexe des points (rgF, d̂egn(F )), ou` d̂egn(F ) est le degre´
d’Arakelov normalise´ de F . On de´signe par PE la forme normalise´e de ce polygone,
INTRODUCTION 3
c’est-a`-dire la fonction de´finie sur [0, 1] dont le graphe est similaire a` celui du polygone
de Harder-Narasimhan. L’avantage du polygone normalise´ est qu’il permet d’e´tudier
les diverses pentes en meˆme temps :
µ̂(E) = PE(1), µ̂max(E) = limt→0+
P ′
E
(t), µ̂min(E) = lim
t→1−
P ′
E
(t).
Les sommets du polygone de Harder-Narasimhan correspondent a` un drapeau de E :
E = E0 ) E1 ) · · · ) Ed = 0
tel que les sous-quotients Ei/Ei+1 soient semi-stables (c’est-a`-dire µi := µ̂(Ei/Ei+1)
co¨ıncide avec µ̂max(Ei/Ei+1)) et que les pentes successives µi satisfassent aux
ine´galite´s µ0 < · · · < µd−1. Classiquement le drapeau comme ci-dessus s’appelle
la filtration de Harder-Narasimhan de E. Mais la donne´e d’un drapeau et d’une
suite strictement croissante de nombres re´els de la meˆme longueur de´finit en fait une
R-filtration de´croissante. Dans la figure 1, le graphe a` gauche repre´sente la de´rive´e
Figure 1. De´rive´ du polygone normalise´ et la fonction de distribution
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du premier order de la fonction PE , ou` ti = rgEi/ rgE. C’est une fonction d’escalier
de´finie sur [0, 1]. Le graphe a` droite re´presente la fonction inverse de la fonction dans
le graphe a` gauche. C’est une fonction de´croissante d’escalier de´finie sur R qui prend
valeurs dans [0, 1]. Elle de´finit donc une mesure de probabilite´ bore´lienne νE sur
R. Si on place convenablement les Ei, comme pre´sente´ dans le graphe a` droite, on
obtient une R-filtration de´croissante de E qui induit par changement de scalaire a` K
une R-filtration de´croissante FE de EK .
4 INTRODUCTION
Re´ciproquement, si on se donne un espace vectoriel de rang fini et non-nul V sur K
muni d’une R-filtration F , alors la fonction rg(FxV )/ rgV est une fonction d’escalier
de´croissante, comme dans le graphe a` droite. L’integrale de son inverse de´finit une
fonction concave et line´aire par morceaux — c’est-a`-dire un polygone — sur [0, 1]. En
re´sume, on a des applications natuelles
{espaces vectoriels de
rang fini R-filtre´s
}
−→
{mesures de probabilite´ bore´lienne
sur R combinaisons line´aires de
mesures de Dirac
}
←→
{polygones
sur [0, 1]
}
,
dont la dernie`re est une bijection, qui envoie νE en PE . Cela nous permet d’utiliser
les espaces R-filtre´s et les mesures bore´liennes sur R a` e´tudier les fibre´s vectoriels
hermitiens. En outre, des constructions similaires existent dans le cadre ge´ome´trique
des fibre´s vectoriels sur une courbe.
L’alge`bre B =
⊕
n≥0H
0(X,L⊗n) des sections globales, munie des filtrations de
Harder-Narasimhan est une alge`bre gradue´e de type fini munie de R-filtrations.
On a explique´ plus haut que l’information des pentes et des polygones de Harder-
Narasimhan est comple`tement encode´e dans les R-filtrations de B. On propose
deux strate´gies diffe´rentes a` e´tudier le comportement asymptotique de ces filtrations.
La premie`re est inspire´e par un travail de Faltings et Wu¨stholz [17], qui est une
ge´ne´ralisation de la the´orie des se´ries de Poincare´ — un instrument important a`
e´tudier des alge`bres gradue´es, classiquement utilise´e pour de´terminer le comporte-
ment asymptotique des rangs des composantes homoge`nes. Bien que cette approche
permet de calculer explicitement la limite des polygones, elle n’est valable que pour
le cas particulier ou` les filtrations sont induite par une autre graduation de B. L’une
des obstruction d’utiliser la me´thode de se´rie de Poincare´ au cas ge´ne´ral est que,
dans une alge`bre gradue´e, le degre´ du produit de deux e´le´ments homoge`nes est e´gal
a` la somme de leurs degre´s; par contre, dans l’alge`bre munie des filtrations qui nous
inte´resse, en ge´ne´ral on sait seulement une minoration de la position d’un produit
dans la filtration par la somme des positions de chaque e´le´ment, avec meˆme un
terme d’erreur. Cette observation conduit a` la deuxie`me strate´gie : suites presque
sur-additives et lemme de Fekete. Le lemme de Fekete est une me´thode classique a`
de´terminer la convergence d’une suite sous(sur)-additive : si (an)n≥1 est une suite
re´elle qui est sur-additive, a` savoir an+m ≥ an + am quels que soient m,n, alors la
suite (an/n)n≥1 converge dans R ∪ {+∞}, et la limite est finie lorsque an = O(n).
On e´tablit d’abord la presque sur-additivite´ de la suite des mesures associe´es aux
filtrations de l’alge`bre gradue´e, et on en de´duit la convergence vague des mesures
dilate´es en faisant appel a` une variante du lemme de Fekete. Enfin on obtient la
convergence uniforme des polygones par le lien entre les mesures et les polygones.
Par une me´thode similaire, l’existence des limites de pentes maximales et de pentes
minimales est aussi obtenue.
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Les re´sultats obtenus dans cet article peuvent eˆtre compare´s a` un travail de Rumely,
Lau et Varley [34] sur l’existence des capacite´s sectionnelles. La capacite´ sectionnelle
est un invariant qui ge´ne´ralise simultane´ment la capacite´ logarithmique d’un diviseur
en ge´ome´trie complexe, et le nombre d’auto-intersection d’un fibre´ inversible hermitien
en ge´ome´trie d’Arakelov. Le re´sultat sur la convergence des polygones que l’on obtient
implique en particulier l’existence et la positivite´ de la capacite´ sectionnelle au cas des
normes (dans [34], les auteurs conside`rent un cadre plus ge´ne´ral des semi-normes) et
donc implique le the´ore`me de Hilbert-Samuel arithme´tique. De plus, la convergence
des polygones est valable pour toute alge`bres gradue´es de type fini munie de filtrations
convenables. Donc le polygone limite est un invariat arithme´tique qui existe dans un
cadre tre`s ge´ne´ral et qui ge´ne´ralise de nombreux invariants inte´ressants.
Dans le cas ou` les me´triques sur L sont positives, la valeur en 1 de la limite des
polygones est lie´e au nombre d’intersection arithme´tique de L . Il est donc tre`s na-
turelle d’e´tudier les interpre´tations ge´ome´trique des autres invariants limites. Dans
cet article, on propose une telle interpre´tation pour la pente maximale asymptotique
µ̂pimax(L ) — la limite des µ̂max(π∗(L
⊗n))/n — par une proprie´te´ d’annulation de
sections non-nulle de petite norme. En outre, on de´montre que cette pente maxi-
male asymptotique est sur-additive par rapport a` L . Cette observation nous permet
d’e´tendre son domaine de de´finition a` l’ensemble de tous les fibre´s inversibles her-
mitiens L sur X , meˆme si les espaces π∗(L⊗n) se re´duisent e´ventuellement a` ze´ro.
Cela montre que cet invariant a une souplesse a` appliquer dans diverses situations.
Le lien explicite avec la proprie´te´ d’annulation sugge`re des applications en ge´ome´trie
alge´brique et en ge´ome´trie d’Arakelov dans la future.
L’article est organise´ comme la suite. Dans le premier chapitre, on rappelle d’abord
quelques notations utilise´es dans l’article; ensuite, un pre´liminaire sur les R-filtrations
est introduit, y compris la mesure et le polygone associe´s a` une filtration, qui sont
des outils importants; la section suivante est consacre´e a` quelques ge´ne´ralisations
du lemme de Fekete; enfin, on rappelle des faits dans la ge´ome´trie alge´brique que
l’on utilisera plus loin. Le deuxie`me chapitre est un rappel sur la the´orie des fibre´s
vectoriels ade´liques, tout particulie`ment sur les polygones de Harder-Narasimhan,
qui sont des objets a` e´tudier dans cet article. C’est dans le troisie`me chapitre que
le re´sultat principal de l’article — la convergence des polygone — est de´montre´ :
la premie`re section est consacre´e au cas d’alge`bres bigradue´es, ou` on de´veloppe la
me´thode des se´ries de Poincare´ a` deux variables; dans la deuxie`me section, on pro-
pose deux notions, alge`bre gradue´e quasi-filtre´e et alge`bre gradue´e pseudo-filtre´e, qui
sont des alge`bres gradue´es munies des filtrations ou` la converge des polygones est
suspectible d’eˆtre vraie; on de´montre dans la troisie`me section cette convergence pour
le cas particulier ou` l’alge`bre gradue´e est une alge`bre de polynoˆmes, en utilisant un
argument combinatoire fin sur les monoˆmes et en faisant appel au lemme de Fekete
ge´ne´ralise´ applique´ aux mesures associe´es aux filtrations; enfin, dans la quatrie`me
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section, on de´montre le cas ge´ne´ral par re´duction au cas pre´ce´dent d’alge`bres de
polynoˆmes. Le dernier chapitre est consacre´ aux applications de la the´orie ge´ne´rale
e´tablie dans le chapitre pre´ce´dent : on obtient l’existence de la capacite´ sectionnelle et
donc le the´ore`me d’Hilbert-Samuel arithme´tique; ensuite, l’interpre´tation ge´ome´trique
de la pente maximale asymptotique est discute´e; enfin, on aborde l’analogue de ces
re´sultats dans le cadre de la ge´ome´trie alge´brique sur une courbe.
Une grande partie des re´sultats dans cet article est issue de ma the`se doctor-
ale dirige´e par J.-B. Bost. Je tiens a` lui exprimer mes remerciements pour son en-
cadrement et ses encouragements. Je suis reconnaissant a` E´. Gaudron qui m’a invite´
a` une rencontre de l’ANR ((Autour de la the´orie des pentes )) organise´e a` l’Institut
Fourier ou` j’ai appris de lui la the´orie des fibre´s vectoriels ade´liques.
CHAPITRE 1
RAPPELS ET PRE´LIMINAIRES
1.1. Notations et rappels sur un corps de nombres
Dans cet article, sauf mention au contraire, K de´signe un corps de nombres dont
l’anneau des entiers est note´ OK . On de´signe par Σf l’ensemble des places finies de
K, qui s’identifie a` l’ensemble des points ferme´s dans SpecOK . Soit Σ∞ l’ensemble
des places infinie de K, qui se de´compose en une union disjointe de deux parties :
Σ∞,r des places re´elles et Σ∞,c des places complexes.
Si p ∈ Σf est une place finie de K, on de´signe par vp : K× → Z la valuation
discre`te associe´e a` p. Soient Fp = OK/p le corps re´siduel de p et | · |p la valeur absolue
sur K telle que |a|p = p−vp(a) pour tout a ∈ K×, ou` p est la caracte´rsitique de Fp.
On note np = [Fp : Z/pZ].
Chaque place infinie v ∈ Σ∞ correspond a` un plongement σ : K → C, unique a`
conjugaison complexe pre`s. On de´signe par | · |v la valeur absolue sur K de´finie par
|a|v = |σ(a)|, ou` | · | est la valeur absolue usuelle sur C. On de´finit nv = 1 si v ∈ Σ∞,r
et nv = 2 si v ∈ Σ∞,c.
La formule de produit comme ci-dessous est importante dans la the´orie des nom-
bres : si a est un e´le´ment non-nul de K, alors, pour toute sauf un nombre fini de
places p ∈ Σf , |a|p = 1; de plus, on a
(1)
∏
v∈Σf∪Σ∞
|a|nvv = 1.
Pour toute place v ∈ Σf ∪ Σ∞, on de´signe par Kv le comple´te´ de K par rapport
a` la valeur absolue | · |v, et par Cv le comple´te´ d’une cloˆture alge´brique de Kv. La
valeur absolue | · |v sur K s’e´tend de fac¸on unique sur Cv.
Pour toute place finie p ∈ Σf , on de´signe par mp la mesure de Haar sur Kp
normalise´e de sorte que mp(Op) = 1, ou` Op est l’anneau des e´le´ments a ∈ Kp tels
que |a|p ≤ 1. Pour toute v ∈ Σ∞,r, soit mv la mesure de Lebesgue sur Kv = R. Pour
toute w ∈ Σ∞,c, soit mw le double de la mesure de Lebesgue sur Kw = C.
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Soit AK l’anneau topologique des ade`les de K. On rappelle que AK est le sous-
espace du produit
∏
v∈Σf∪Σ∞
Kv des e´le´ments α = (αv)v∈Σf∪Σ∞ tels que, pour tout p ∈
Σf en dehors d’un nombre fini, on ait αp ∈ Op. Le produit des mesuresmv de´finit une
mesure de Haar m sur AK . En outre, le corps K se plonge diagonalement dans AK
comme un sous-anneau et l’espace quotient AK/K est compact. Plus ge´ne´ralement,
si E est un espace vectoriel de rang fini r sur K, quitte a` choisir une base de E, on
peut identifier E⊗AK a` ArK et donc on obtient une mesure de HaarmE sur E⊗AK .
D’apre`s la formule de produit, cette mesure ne de´pend pas du choix de la base de
E. En outre, le covolume de E dans E ⊗K AK pour la mesure mE , c’est-a`-dire la
mesure d’un domaine fondamental du quotient (E ⊗K AK)/E pour mE , est e´gale a`
|DK |rgE/2, ou` DK est le discriminant absolu de K.
1.2. Filtrations des espaces vectoriels
On pre´sente dans cette section les proprie´te´s e´le´metaires des R-filtrations. Ce sont
des objets interme´diaires a` travers desquels on e´tudie les invariants arithme´tiques. On
fixe un corps k. Sauf mention au contraire, tous les espaces vectoriels sont suppose´s
eˆtre sur k et de rang fini.
1.2.1. De´finition et constructions. —
De´finition 1.2.1. — Soit V un espace vectoriel sur k. On appelle R-filtration (ou
simplement filtration) de V toute famille F = (FaV )a∈R de sous-espaces vectoriels de
V soumise aux conditions suivantes :
1) FaV ⊃ Fa′V pour tous les re´els a et a′ tels que a ≤ a′,
2) FaV = 0 pour a suffisamment positif,
3) FaV = V pour a suffisamment ne´gatif,
4) la fonction a 7→ rg(FaV ) est continue a` gauche sur R.
Un espace vectoriel filtre´ est un espace vectoriel muni d’une filtration, c’est-a`-dire un
couple (V,F) ou` V est un espace vectoriel et F est une filtration de V .
Remarque 1.2.2. — Les conditions 2)—4) sont en fait respectivement la se´paration,
l’exhaustivite´ et la continuite´ a` gauche de la filtration F , que l’on supposera toujours
dans cet article.
Une filtration F de V est e´quivalente a` la donne´e d’un drapeau
V = V0 ) V1 ) V2 ) · · · ) Vd = 0
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de V et d’une suite strictement croissante (ai)0≤i<d. En effet, on construit de telle
donne´e une filtration de la forme
FaV =
⋃
0≤i<d
ai≥a
Vi.
Re´ciproquement, e´tant donne´e une filtration F , la fonction a 7→ rg(FaV ) est
de´croissante, continue a` gauche et prend valeurs dans l’ensemble fini {0, · · · , rgV },
donc elle est de la forme
rgV · 11]−∞,a0](a) +
d−1∑
i=1
ri11]ai−1,ai](a),
ou` a0 < · · · < ad−1 et 0 < rd−1 < · · · < r1 < rgV . Soit Vi = FaiV pour i ∈
{0, · · · , d−1} et soit Vd = 0. On obtient alors un drapeau V = V0 ) V1 ) · · · ) Vd = 0
et une suite strictement croissante (ai)0≤i<d.
E´tant donne´ un vecteur x ∈ V , la position de ce vecteur dans la filtration F est
donne´e par la fonction λF : V → R ∪ {+∞} suivante :
(2) λF (x) := sup{a ∈ R | x ∈ FaV }.
Cette application prend valeurs dans l’ensemble {a0, · · · , ad−1} ∪ {+∞}, et elle est
finie sur V \ {0}. On note en outre
(3) λmin(F) = a0 = min
x∈V
λF (x), λmax(F) = ad−1 = sup
06=x∈V
λF (x).
Si V est nul, alors par convention λmin(F) = +∞ et λmax(F) = −∞.
Proposition 1.2.3. — 1) Pour tout u ∈ K× et tout x ∈ V , λF (ux) = λF (x).
2) λF (x) ≥ b si et seulement si x ∈ FbV .
3) Pour tous les e´le´ments x et y de V , λF (x+ y) ≥ min(λF (x), λF (y)).
4) Si x et y sont deux e´le´ments de V tels que λF (x) 6= λF (y), alors x + y 6= 0, et
λF (x+ y) = min(λF (x), λF (y)).
De´monstration. — 1) Comme u est inversible, x ∈ FaV si et seulement si ux ∈ FaV ,
d’ou` {a ∈ R | x ∈ FaV } = {a ∈ R | ux ∈ FaV }.
2) Si x ∈ FbV , alors b ∈ {a ∈ R | x ∈ FaV }. Donc λF (x) ≥ b. Re´ciproquement, si
λF (x) ≥ b, alors λF (x) > b − ε quel que soit ε > 0. On en de´duit x ∈ Fb−εV pour
tout ε > 0. Or la fonction a 7→ rg(FaV ) est continue a` gauche, l’e´galite´ Fb−εV = FbV
est vraie lorsque ε est suffisamment petit. Donc x ∈ FbV .
3) Soient a = λF (x) et b = λF (y). D’apre`s 2), on a x ∈ FaV et y ∈ FbV . Il est
anodin de supposer a ≥ b. Alors x ∈ FbV puisque FaV ⊂ FbV . On en de´duit donc
x+ y ∈ FbV et λF (x + y) ≥ b compte tenu de 2).
4) Si x+ y = 0, alors x = −y. D’apre`s 1), λF (x) = λF (y). Cela est absurde. Donc
x + y est non-nul. On peut supposer λF (x) < λF (y). Pour tout a ∈]λF (x), λF (y)[,
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on a y ∈ FaV mais x 6∈ FaV . Donc x + y 6∈ FaV et λF (x + y) < a. Comme a est
arbitraire, λF (x+ y) ≤ λF (x). D’apre`s 3) on obtient l’e´galite´.
E´tant donne´e une application k-line´aire f : V → W d’espaces vectoriels et une
filtration de l’un des espaces V et W , sous certaine condition de f , on peut constru-
ire “naturellement” une filtration de l’autre espace. On pre´sente dans la suite ces
constructions en commenc¸ant par de´finir la compatibilite´ de f aux filtrations.
Soient F et G des filtrations de V et deW respectivement. On dit que l’application
f est compatible aux filtrations (F ,G) si f(FaV ) ⊂ GaW quel que soit a ∈ R, ou de
fac¸on e´quivalente, λG(f(x)) ≥ λF (x) pour tout x ∈ V .
La composition de deux applications k-line´aires compatibles aux filtrations est
encore compatible aux filtrations. Donc les espaces vectoriels filtre´s et les applications
k-line´aires compatibles aux filtrations forment une cate´gorie que l’on notera Filk.
Si f : V → W est injective et si G est une filtration de W , on de´signe par f∗G la
filtration de V telle que (f∗G)aV = f−1(GaW ) pour tout a ∈ R, appele´e la filtration
induite (de G par f). Pour tout x ∈ V , λf∗G(x) = λG(f(x)). Donc l’application f est
compatible aux filtrations (f∗G,G).
Si f est surjective et si F est une filtration de V , on de´finit une filtration note´e f∗F
de W telle que (f∗F)aW = f(FaV ) pour tout a ∈ R, appele´e la filtration quotiente
(de F par f). Pour tout y ∈ W , λf∗F(y) = sup
x∈f−1(y)
λF (x). L’application f est
compatible aux filtrations (F , f∗F).
1.2.2. Mesure associe´e a` une filtration. — Soit V un espace vectoriel de rang
r > 0. A` chaque filtration de V sera associe´e une mesure de probabilite´ bore´lienne
sur R. On montrera que cette mesure admet une additivite´ par rapport aux suites
exactes courtes (d’espaces vectoriels filtre´s).
Soit M1 l’ensemble des mesures de probabilite´ bore´liennes sur R. On de´finit une
relation d’ordre ≻ sur M1 :
ν1 ≻ ν2 si et seulement si
∫
R
f dν1 ≥
∫
R
f dν2 pour toute fonction crois-
sante et borne´e f sur R.
L’expression ν2 ≺ ν1 est aussi utilise´e pour de´signer la relation ν1 ≻ ν2.
Soit F une filtration de V . Si e = (e1, · · · , er) est une base de V , on de´signe par
νF ,e la mesure de probabilite´
νF ,e =
1
r
r∑
i=1
δλF (ei)
qui est une combinaison line´aire de mesure de Dirac. Le sous-ensemble de M1 forme´
des mesures de la forme νF ,e ou` e parcourt toutes les bases de V admet un e´le´ment
maximal νF pour la relation d’ordre ≻, appele´e la mesure associe´e a` F . En effet, la
mesure νF ,e est maximale si et seulement si la base e est compatible a` la filtration F ,
c’est-a`-dir que #(e ∩ FrV ) = rg(FrV ) quel que soit r ∈ R.
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Proposition 1.2.4. — Pour toute base e de V , il existe une matrice triangulaire
A dans Mr×r(k) dont la diagonale est (1, · · · , 1) et telle que Ae soit compatible a` la
filtration F .
De´monstration. — C’est une conse´quence de la de´composition de Bruhart pour le
groupe line´raire ge´ne´ral. Voir [13] 4.2.15 pour une preuve directe.
Si la filtration F correspond au drapeau V = V0 ) V1 ) V2 ) · · · ) Vd = 0 et a` la
suite (ai)0≤i<d, alors la mesure νF s’e´crit comme
(4) νF =
d−1∑
i=0
rgVi − rgVi+1
rgV
δai ,
ou de fac¸on e´quivalente, νF est la de´rive´e d’ordre un au sens de distribution de la
fonction x 7→ 1− rg(FxV )/ rgV . En effet, si e = (e1, · · · , er) est une base compatible
a` la filtration F , alors le nombre des e´le´ments ej tel que λF (ej) = ai est e´gal a`
rg(Vi/Vi+1). On de´duit de la formule (4) que
λmin(F) = inf(supp νF ) et λmax(F) = sup(supp νF),
ou` supp νF est le support de la mesure νF .
L’espace vectoriel nul admet une seule filtration. Pour simplifier les notations,
on de´finit par convention la mesure associe´e a` l’espace nul comme la mesure nulle.
Attention : ce n’est plus une mesure de probabilite´.
Bien que la cate´gorie Filk des espaces fitre´s n’est gue`re une cate´gorie abe´lienne,
les suites exactes courtes sont naturellement de´finies : on dit qu’une suite
0 // (V ′,F ′) // (V,F) // (V ′′,F ′′) // 0 de morphismes dans Filk
est exacte si
1) la suite 0 // V ′ // V // V ′′ // 0 est exacte,
2) la filtration F ′ est la filtration induite,
3) la filtration F ′′ est la filtration quotiente.
Proposition 1.2.5. — Si 0 // (V ′,F ′) // (V,F) // (V ′′,F ′′) // 0
est une suite exacte dans Filk, alors
(5) rgV · νF = rgV ′ · νF ′ + rgV ′′ · νF ′′ .
De´monstration. — La suite 0 // (V ′,F ′) // (V,F) // (V ′′,F ′′) // 0
est exacte si et seulement si, pour tout r ∈ R, la suite
0 // F ′rV ′ // FrV // F ′′r V ′′ // 0
d’homomorphismes k-line´aires est exacte. On obtient ainsi l’e´galite´ rg(FrV ) =
rg(F ′rV ′) + rg(F ′′r V ′′) et puis l’e´galite´ (5) en prenant la de´rive´e au sens de distribu-
tion.
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1.2.3. Extension de base. — Si k′/k est une extension de corps, alors toute fil-
tration F de V induit naturellement une filtration F˜ de Vk′ := V ⊗k k′ telle que, pour
tout r ∈ R, F˜rVk′ = (FrV ) ⊗k k′. Cette construction est fonctorielle, c’est-a`-dire
que l’application (V,F) 7→ (Vk′ , F˜) de´finit en fait un foncteur de Filk vers Filk′ . Ce
foncteur est exact dans le sens suivant : il envoie une suite exacte courte dans Filk
vers une suite exacte courte dans Filk′ . En outre, ce foncteur pre´serve la mesure
associe´e, plus pre´cise´ment, on a νF = νF˜ .
1.2.4. Ope´rations sur les mesures. — On introduit deux sortes d’ope´rations sur
l’espace de mesures M1. Pour tout a ∈ R, soit ϕa : R→ R l’application de translation
qui envoie x en x + a. Elle induit un automorphisme τa : M1 → M1 qui envoie une
mesure de probabilite´ ν en son image directe par ϕa. Par de´finition, τa+a′ = τa ◦ τa′ .
Pour tout ε > 0, soit γε : R → R l’application de dilatation qui envoie x en εx. Elle
induit par image directe un automorphisme Tε : M1 → M1. On a Tεε′ = Tε ◦Tε′ . En
outre, les automorphismes τa et Tε pre´servent la relation d’ordre ≻.
E´tant donne´s deux espaces filtre´s et une bijection k-line´aire des espaces vectoriels
sous-jacents, le lemme au-dessous compare les filtrations de la source et du but :
Lemme 1.2.6. — Soient (V,F) et (V ′,F ′) deux espaces vectoriels filtre´s, ϕ : V →
V ′ un isomorphisme de k-espaces vectoriels et c un nombre re´el. Si, pour tout x ∈ V ,
λF (x) ≤ λF ′(ϕ(x)) + c, alors τcνF ′ ≻ νF .
De´monstration. — Soit e = (ei)1≤i≤n une base de V qui est compatible a` la filtration
F . Alors e′ = (ϕ(ei))1≤i≤n est une base de V ′, et
τcνF ′ ≻ τcνF ′,e′ = 1
n
n∑
i=1
δλF′ (ϕ(ei))+c ≻
1
n
n∑
i=1
δλF (ei) = νF .
1.2.5. Polygone associe´ a` une mesure. — On de´signe par C0 l’ensemble des
fonctions concaves de´finies sur [0, 1] qui valent 0 en l’origine. Soit M1,c l’ensemble des
mesures de probabilite´ bore´liennes a` support compact sur R. On de´finit au-dessous
une application P : M1,c → C0. Cette application sera utilise´e plus loin pour retrouver
les polygones de Harder-Narasimhan.
Soient ν ∈ M1,c et Fν : R → [0, 1] la fonction de´finie par Fν(x) = ν(]x,+∞[).
On de´signe par P(ν) : [0, 1] → R la transforme´e de Legendre (cf. [29] II §2.2) de la
fonction concave x 7→ ∫ x0 Fν(y)dy.
Voici une forme explicite de la fonction P(ν). Soit F ∗ν : [0, 1[→ R la fonction
telle que F ∗ν (t) = sup{x | Fν(x) > t}. Comme ν est a` support compact, F ∗ν est une
fonction de´croissante, continue a` droite et borne´e. En outre, pour tout t ∈ [0, 1[ et
tout y ∈ R, Fν(y) > t si et seulement si y < F ∗ν (t). La fonction P (ν) envoie t ∈ [0, 1]
en
∫
[0,t[ F
∗
ν (s)ds.
L’application P pre´serve la relation d’ordre.
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Proposition 1.2.7. — Si ν1 et ν2 sont deux mesures dans M1,c telles que ν1 ≺ ν2,
alors P(ν1)(t) ≤ P(ν2)(t) quel que soit t ∈ [0, 1].
De´monstration. — Par de´finition, Fν1(x) ≤ Fν2 (x) quel que soit x ∈ R. Par
conse´quent, F ∗ν1 ≤ F ∗ν2 et donc P(ν1) ≤ P(ν2).
L’espace M1,c est invariant par les ope´rateurs τa et Tε. De plus, on a les e´galite´s :
(6) P(τaν)(t) = P(ν)(t) + at, P(Tεν) = εP(ν).
Si ν est une combinaison line´aire de mesures de Dirac, alors F ∗ν est une fonction
d’escalier. Par conse´quent, la fonction P(ν) est line´aire par morceaux. Une telle
fonction est appele´e un polygone sur [0, 1]. En particulier, si (V,F) est un espace
vectoriel filtre´, alors P(νF) est un polygone.
De´finition 1.2.8. — La fonction P(νF ) est appele´e le polygone associe´ a` F .
On rappelle qu’une suite de mesures bore´liennes (νn)n≥1 sur R converge vaguement
vers une mesure bore´lienne ν si et seulement si, pour toute fonction f continue et a`
support compact sur R, la suite des inte´grales (
∫
R
f dνn)n≥1 converge vers
∫
R
f dν.
La convergence vague des mesures est lie´e a` la convergence uniforme des polygones.
Proposition 1.2.9. — Soit (νn)n≥1 une suite de mesures dans M1,c. On suppose
que les supports des mesures νn sont uniforme´ment borne´s et que la suite de mesures
(νn)n≥1 converge vaguement. Alors la mesure limite ν est aussi dans M1,c; de plus,
la suite de fonctions (P(νn))n≥1 converge uniforme´ment sur [0, 1] vers P(ν).
De´monstration. — Soit I = [A,B] un intervalle ferme´ et borne´ tel que supp νn ⊂ I
pour tout n. Comme les supports des vn sont tous contenus dans I, il en est de meˆme
du support de ν. Si f est une fonction de support compact a` valeurs dans [0, 1] telle
que f |I ≡ 1, alors
∫
R
f dνn = 1 pour tout n. On en de´duit
∫
R
f dν = 1. Donc ν est
une mesure de probabilite´. Soit Z l’ensemble des x ∈ R tel que ν({x}) 6= 0, qui est
un ensemble de´nombrable. Alors la suite Fνn converge simplement vers Fν sur R \ Z
d’apre`s [9] IV §5 n◦12 Proposition 22.
Si t ∈]0, 1[ et si y = F ∗ν (t), alors il existe une suite strictement croissante (xm)m≥1 ⊂
R \ Z qui converge vers y. Comme xm < y, on a Fν(xm) > t. Comme xm 6∈ Z, il
existe N(m) ∈ N tel que Fνn(xm) > t, ou de fac¸on e´quivalente, xm < F ∗νn(t) pour
tout n > N(m). Cela implique lim inf
n→+∞
F ∗νn(t) ≥ F ∗ν (t).
Pour tout entier n ≥ 1, soit Un l’ensemble des t ∈ [0, 1[ tels que F−1νn ({t}) ait un
point inte´rieur. C’est un sous-ensemble de´nombrable de [0, 1[. Soient U ′′ l’ensemble
des t ∈ [0, 1[ tels que F−1ν ({t}) ait un point inte´rieur et U l’union de U ′′ et tous les
U ′n. L’ensemble U est de´nombrable. Si t ∈ [0, 1[\U et si y = F ∗ν (t), alors il existe
une suite strictement de´croissante (xm)m≥1 ⊂ R \ Z qui converge vers y. Comme
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t 6∈ U ′′, on obtient Fν(xm) < t. Donc il existe N(m) ∈ N tel que Fνn(xm) < t et alors
xm ≥ F ∗νn(t) pour tout n > N(m). On en de´duit lim sup
n→+∞
F ∗νn(t) = F
∗
ν (t).
D’apre`s les arguments comme ci-dessus, il existe un sous-ensemble de´nombrable
U de [0, 1[ tel que (F ∗νn)n≥1 converge simplement vers F
∗
ν sur [0, 1[\U . De plus, les
fonctions F ∗νn sont uniforme´ment borne´es. Donc le the´ore`me de convergence domine´e
montre que ∣∣∣ ∫
[0,t[
F ∗νn(s) ds−
∫
[0,t[
F ∗ν (s) ds
∣∣∣ ≤ ∫ 1
0
|F ∗νn(s)− F ∗ν (s)| ds
convergent vers 0 quand n tend vers l’infini.
On pre´sente enfin quelques faits concernant la convergence vague des mesures que
l’on utilisera plus loin dans le chapitre 3.
Lemme 1.2.10. — Si f est une fonction continue a` support compact sur R, alors
lim
ε→0
‖f ◦ ϕε − f‖sup = 0, lim
ε→0
‖f ◦ γ1+ε − f‖sup = 0.
De´monstration. — Comme f est a` support compact, elle est uniforme´ment continue.
La premie`re e´galite´ est donc vraie.
On suppose que supp(f) ⊂ [−M,M ], ou` M > 0. Pour tout ε ∈ [−1/2, 1/2], on a
‖f ◦ γ1+ε − f‖sup = sup
−2M≤x≤2M
|f(x+ εx)− f(x)|.
Comme f est uniforme´ment continue,
lim
ε→0
sup
−2M≤x≤2M
|f(x+ εx)− f(x)| = 0.
On en de´duit donc lim
ε→0
‖f ◦ γ1+ε − f‖sup = 0.
Lemme 1.2.11. — Soient (νn)n≥1 une suite dans M1 et ν une mesure bore´lienne
sur R. Soit (an)n≥1 une suite dans ] − 1,+∞[ qui converge vers 0. Les conditions
suivantes sont e´quivalentes :
1) la suite (νn)n≥1 converge vaguement vers ν;
2) la suite (T1+anνn)n≥1 converge vaguement vers ν;
3) la suite (τanνn)n≥1 converge vaguement vers ν.
De´monstration. — Comme τ−1an = τ−an et comme T
−1
1+an
= T(1+an)−1 = T1− an1+an
, il
suffit de ve´rifier “1)=⇒2)” et “1)=⇒3)”, qui sont des conse´quences imme´diates du
lemme 1.2.10.
Lemme 1.2.12. — Soient (ν′n)n≥1, (νn)n≥1 et (ν
′′
n)n≥1 trois suites de mesures dans
M1,c telles que ν
′
n ≺ νn ≺ ν′′n quel que soit n ≥ 1. On suppose que les supports
des mesures ν′n, νn et ν
′′
n sont uniforme´ments borne´s et que les deux suites (ν
′
n)n≥1 et
(ν′′n)n≥1 convergent vaguement vers la meˆme limite ν. Alors la suite (νn)n≥1 converge
vaguement aussi vers ν.
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De´monstration. — Comme les mesures que l’on conside`re sont a` supports uni-
forme´ment borne´s, pour toute fonction continue f sur R,
lim
n→+∞
∫
R
f dν′n = lim
n→+∞
∫
R
f dν′′n = lim
n→+∞
∫
R
f dν.
Or, par l’hypothe`se, si f est croissante et borne´e,∫
R
f dν′n ≤
∫
R
f dνn ≤
∫
R
f dν′′n .
Ainsi lim
n→+∞
∫
R
f dνn = lim
n→+∞
∫
R
f dν pour une telle fonction f . Enfin, comme
une fonction continue et a` support compact peut s’e´crire comme la diffe´rence de
deux fonctions continues croissantes et borne´es, on en de´duit que la suite de mesures
(νn)n≥1 converge vaguement vers ν.
1.2.6. Conventions. — Soit V un espace vectoriel sur k muni d’une R-filtration F .
Dans la suite, s’il y a aucune ambigu¨ıte´ sur la filtration F , on utilise aussi l’expression
λV ou simplement λ pour de´signer la fonction λF , et on utilise le symbole νV pour
de´signer la mesure associe´e a` la filtration F .
1.3. Suites presque sous(sur)-additives
Le but de cette article est de montrer la convergence d’une suite de certains in-
variants arithme´tiques normalise´s. Une me´thode tre`s classique pour montrer la con-
vergence d’une suite normalise´e est le lemme de Fekete (voir [18] page 233 pour un
cas particulier). E´tant donne´e une suite (an)n≥1 de nombres re´els, si cette suite est
sous-additive (a` savoir, an+m ≤ an + am quel que soit (m,n) ∈ Z2>0), alors le lemme
de Fekete affirme que la limite de la suite normalise´e (an/n)n≥1 existe dans R∪{−∞}.
La preuve de ce re´sultat est un exercice facile.
Cependent, le lemme de Fekete — sous sa forme primitive — ne suffit pas pour
notre application arithme´tique. En effet, il s’agit des suites qui ne sont pas sur-
additives mais seulement sur-additives a` des termes d’erreur pre`s. Par conse´quent, il
faut de´velopper des crite`res de convergence qui sont plus ge´ne´raux. Dans la suite, on
pre´sente deux telle ge´ne´ralisations dont la premie`re (la proposition 1.3.1) concerne une
suite multi-sous-additive a` une erreur strictement sous-line´aire pre`s et la seconde (la
proposition 1.3.5) traite des suites presque sous-additives en demandant une condition
plus forte de croissance lente sur les termes d’erreur. Dans les corollaires 1.3.2, 1.3.3
et 1.3.6 on pre´sente les variantes sur-additives que l’on utilisera plus loin.
Proposition 1.3.1. — Soient (an)n≥1 une suite dans [0,+∞[ et f : Z>0 → R une
application telle que lim
n→∞
f(n)/n = 0. S’il existe un entier n0 > 0 tel que, pour
toute famille finie (ni)1≤i≤r d’entiers supe´rieurs ou e´gaux a` n0, on ait an1+···+nr ≤
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an1 + · · ·+ anr + f(n1) + · · ·+ f(nr), alors la suite (an/n)n≥1 admet une limite dans
[0,+∞[.
De´monstration. — Si n et p sont deux entiers supe´rieurs ou e´gaux a` n0 et si l ∈
{n, n+ 1, · · · , 2n− 1}, alors
apn+l
pn+ l
≤ pan + al
pn+ l
+
pf(n) + f(l)
pn+ l
≤ an
n
+
al
pn
+
pf(n) + f(l)
pn+ l
≤ an
n
+
al
pn
+
|f(n)|
n
+
|f(l)|
pn
.
Comme
lim
p→∞
max
n≤i<2n
ai
pn
+
max
n≤i<2n
|f(i)|
pn
= 0,
on obtient que, pour tout entier n > 0,
(7) lim sup
m→∞
am
m
≤ an
n
+
|f(n)|
n
,
d’ou`
lim sup
m→∞
am
m
≤ lim inf
n→∞
(
an
n
+
|f(n)|
n
)
≤ lim inf
n→∞
an
n
+ lim sup
n→∞
|f(n)|
n
= lim inf
n→∞
an
n
.
Par conse´quent, la suite (an/n)n≥1 a une limite, qui est clairement positive, et est
finie d’apre`s (7).
Corollaire 1.3.2. — Soient (an)n≥1 une suite de nombres re´els et f : Z>0 → R une
application telle que lim
n→∞
f(n)/n = 0. Si les deux conditions suivantes sont ve´rifie´es:
1) il existe un entier n0 > 0 tel que, pour toute famille n1, · · · , nl d’entiers supe´rieurs
ou e´gaux a` n0, on ait an1+···+nr ≥ an1 + · · ·+ anr − f(n1)− · · · − f(nr),
2) il existe une constante α > 0 telle que, pour tout entier n ≥ 1, on ait an ≤ αn,
alors la suite (an/n)n≥1 admet une limite dans R.
De´monstration. — On conside`re la suite forme´e des nombres re´els de la forme bn =
αn−an. C’est une suite de nombres positifs. Si n1, · · · , nr sont des entiers supe´rieurs
ou e´gaux a` n0 et si n = n1 + · · ·+ nr, alors
bn = αn− an = α
r∑
i=1
ni − an ≤ α
r∑
i=1
ni −
r∑
i=1
(
ani − f(ni)
)
=
r∑
i=1
(
αni − ani + f(ni)
)
= bn1 + · · ·+ bnr + f(n1) + · · ·+ f(nr).
D’apre`s la Proposition 1.3.1, la suite (bn/n)n≥1 admet une limite dans R. Comme
bn/n = α− an/n, la suite (an/n)n≥1 a aussi une limite dans R.
Corollaire 1.3.3. — Soient (an)n≥1 une suite de nombres re´els et c1, c2 deux con-
stantes positives telles que :
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1) pour tout couple (m,n) d’entiers suffisamment grands, am + an ≤ am+n + c1,
2) pour tout entier n ≥ 1, an ≤ c2n,
alors la suite (an/n)n≥1 admet une limite dans R.
De´monstration. — Il suffit d’appliquer le corollaire 1.3.2 a` la fonction constante f
qui prend valeur c1.
Lemme 1.3.4. — Si f : Z>0 → [0,+∞[ est une application croissante telle que∑
α≥1
f(2α)/2α < +∞, alors lim
α→+∞
2−α
α∑
i=0
f(2i) = 0.
De´monstration. — Pour tout entier α ≥ 0, soit Sα =
∑
i≥α
f(2i)/2i. Par la sommation
d’Abel, on a
α∑
i=0
f(2i) =
α∑
i=0
(Si − Si+1)2i = S0 − Sα+12α +
α∑
i=1
Si2
i−1.
Comme lim
α→+∞
Sα = 0, le terme 2
−α
α∑
i=1
Si2
i−1 converge vers 0 lorsque α → +∞.
Cela montre que lim
α→+∞
2−α
α∑
i=0
f(2i) = 0.
Proposition 1.3.5. — Soient (bn)n≥1 une suite de nombres positifs et f : Z>0 →
[0,+∞[ une application croissante telle que
∑
α≥1
f(2α)/2α < +∞. S’il existe un entier
n0 > 0 tel que, pour tout couple (m,n) d’entiers ≥ n0, on ait bn+m ≤ bm+bn+f(m)+
f(n), alors la suite (bn/n)n≥1 admet une limite dans [0,+∞[.
De´monstration. — On conside`re d’abord le cas ou` n0 = 1. Comme f est une fonction
croissante, on obtient que, pour tout (m,n) ∈ Z2>0,
(8) bm+n ≤ bn + bm + 2f(m+ n).
Pour tout entier α ≥ 0, soit Sα =
∑
i≥α
f(2i)/2i. D’apre`s l’hypothe`se on a lim
α→+∞
Sα =
0. Si n ∈ Z>0 et β ∈ N sont tels que 2β ≤ n < 2β+1, alors, pour tout α ∈ N, on a
(9) b2αn ≤ 2αbn +
α∑
i=1
2α+1−if(2i−1n) ≤ 2αbn +
α∑
i=1
2α+1−if(2β+i).
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Si p =
k∑
i=0
ǫi2
i, ou` ǫi ∈ {0, 1} pour tout i ∈ {0, 1, · · · , k − 1} et ou` ǫk = 1, et si
r ∈ {0, 1, · · · , n− 1}, d’apre`s (8), on a l’ine´galite´ suivante:
(10) bnp+r ≤ bnp+br+2f(np+r) ≤
k∑
i=0
ǫib2in+br+2
k∑
i=0
ǫif
( i∑
j=0
ǫj2
jn
)
+2f(np+r)
Compte tenu de l’ine´galite´ (9), on obtient
bnp+r ≤
k∑
i=0
ǫi2
ibn + br +
k∑
i=1
ǫi
i∑
j=1
2i+1−jf(2β+j)
+ 2
k∑
i=0
ǫif(2
i+β+2) + 2f(2k+β+2).
(11)
Par conse´quent,
bnp+r
np+ r
≤ pbn
np+ r
+
br
np+ r
+ 2−k−β
k∑
i=1
i∑
j=1
2i+1−jf(2β+j)
+ 2−k−β+1
k∑
i=0
f(2i+β+2) + 2−k−β+1f(2k+β+2).
Comme
2−k−β
k∑
i=1
i∑
j=1
2i+1−jf(2β+j) = 2−k−β
k∑
j=1
k∑
i=j
f(2β+j)2i+1−j
≤
k∑
j=1
f(2β+j)22−j−β = 4Sβ+1,
on obtient
bnp+r
np+ r
≤ pbn
np+ r
+
br
np+ r
+ 4Sβ+1 + 2
−k−β+1
k+β+3∑
i=0
f(2i). D’apre`s le
lemme 1.3.4, on a
lim sup
m→+∞
bm
m
≤ lim inf
n→+∞
(bn
n
+ 4S⌊log2 n⌋+1
)
= lim inf
n→+∞
bn
n
.
Donc la suite (bn/n)n≥1 est convergente.
Pour le cas ge´ne´ral, en appliquant le re´sultat obtenu a` la sous-suite (bn0k)k≥1 et
a` la fonction g(k) = f(n0k), on obtient que la suite (bn0k/k)k≥1 a une limite dans
[0,+∞[. D’autre part, si l est un entier tel que n0 ≤ l < 2n0, alors, pour tout entier
k ≥ 1, on a l’encadrement
(12) bn0(k+2)− b2n0−l− f(n0k+ l)− f(2n0− l) ≤ bn0k+l ≤ bn0k+ bl+ f(n0k)+ f(l).
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En divisant (12) par n0k + l, par passage a` la limite quand k → +∞, on obtient
lim
k→+∞
bn0k+l
n0k + l
= lim
k→+∞
bn0k
n0k
.
Comme l est arbitraire, la proposition est acheve´e.
Corollaire 1.3.6. — Soient (an)n≥1 une suite de nombres re´els, f : Z>0 → R une
application croissante et c > 0 une constante. On suppose que
1) pour tous les entiers n et m assez grands, on ait an+m ≥ an + am − f(n)− f(m),
2) an ≤ cn pour tout entier n ≥ 1,
3)
∑
α≥0
f(2α)/2α < +∞.
Alors la suite (an/n)n≥1 admet une limite dans R.
De´monstration. — On conside`re la suite (bn)n≥1 telle que bn = cn − an. C’est une
suite de nombres re´els positifs. Si n et m sont deux entiers assez grands, on a
bn+m = c(n+m)−an+m ≤ cn+cm−an−am+f(n)+f(m) = bn+bm+f(n)+f(m).
D’apre`s la proposition 1.3.5, la suite (bn/n)n≥1 admet une limite dans R. Comme
an/n = c− bn/n, la suite (an/n)n≥1 admet aussi une limite dans R.
1.4. Quelques faits dans la ge´ome´trie alge´brique
Soit S un sche´ma. On appelle fibre´ vectoriel sur S tout OS-module localement
libre de rang fini. Si E est un fibre´ vectoriel sur S, on utilise le symbole P(E) pour
de´signer le foncteur
(13)
Schema/S −→ Ensemble
(p : X → S) 7−→
{
quotient localement
libre de rang 1 de p∗V
}
On de´signe par OE(1) le fibre´ canonique sur P(V ), a` savoir l’objet universelle du
foncteur reprs´entable (13). C’est un fibre´ inversible sur P(V ). Pour tout entierm ≥ 1,
l’expression OE(m) de´signe la puissance tensorielle OE(1)⊗m.
Soit X un sche´ma quasi-compact et quasi-se´pare´. On dit qu’un OX -module in-
versible L est ample (cf. [22] II.4.5.5 et [24] IV.1.7.14) si, pour tout OX -module
quasi-cohe´rent et de type fini F , il existe un entier n0 > 0 tel que, pour tout entier
n ≥ n0, F ⊗ L⊗n soit engendre´ par ses sections globales (autrement dit, il existe un
entier a > 0 ainsi qu’un homomorphisme surjectif de O⊕aX vers F ⊗ L⊗n).
Soit f un morphisme quasi-compact d’un sche´ma quasi-compact et quasi-se´pare´
X vers un sche´ma Y . On dit qu’un OX -module inversible L est ample relativement
a` f (cf. [22] II.4.6.1) s’il existe un recouvrement (Uα) de Y par des ouverts affines
tel que L|Uα soit ample sur f−1(Uα) pour tout α. Ceci revient a` dire que, pour tout
OX -module quasi-cohe´rent et de type fini F , il existe un entier n0 > 0 tel que, pour
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tout entier n ≥ n0, l’homomorphisme canonique f∗(f∗(F ⊗ L⊗n)) −→ F ⊗ L⊗n soit
surjectif (cf. [22] II.4.6.8 et [24] IV.1.7.15). Si Y est affine, cela e´quivaut a` l’amplitude
de L sur X .
Dans [26] (voir aussi [27]) Hartshorne a e´tendu la notion d’amplitude aux faisceaux
localement libre de rang fini. Soit X un sche´ma quasi-compact et quasi-se´pare´. On
dit qu’un OX -module localement libre de rang fini E est ample si pour tout OX -
module quasi-cohe´rent de type fini F , il existe un entier n0 > 0 tel que pour tout
entier n ≥ n0, le faisceau SnE ⊗ F soit engendre´ par ses sections au-dessus de X ,
c’est-a`-dire, soit un quotient d’un OX -module libre de rang fini, ou` SnE est la nie`me
puissance syme´trique de E.
Soit f : X → Y un morphisme quasi-compact d’un sche´ma quasi-compact et quasi-
se´pare´ vers un sche´ma. On dit qu’un OX -module localement libre de rang fini E est
ample relativement a` f (ou a` Y ) s’il existe un recouvrement de Y par des ouverts
affines (Uα) de telle sorte que E|Uα soit ample sur f−1(Uα) pour tout α. Lorsque Y
est localement noethe´rien et f est de type fini, l’amplitude de E relativement a` Y est
e´quivalente a` l’amplitude de OE(1) relativement a` Y .
On rappelle deux re´sultats classiques concernant les fibre´s inversible amples que
l’on utlisera plus loin dans le chapitre 4.
Proposition 1.4.1. — Soit π : X → Y un morphisme surjectif de sche´mas projectifs
de´finis sur un corps k. Si L est un OX-module inversible ample relativement a` π, alors
il existe un OY -module inversible ample M tel que L⊗ π∗M soit ample.
De´monstration. — Comme L est ample relativement a` π, il existe un entier n > 0, un
OY -module localement libre de rang fini et non-nul E et une immersion f : X → P(E)
compatible a` π tels que L⊗n ∼= f∗(OE(1)). On de´signe par p : P(E)→ X la projection
canonique et conside`re le diagramme commutatif suivant :
X
f
//
pi

P(E)
p
}}zz
z
z
z
z
z
z
Y
Comme π est propre, le morphisme f est une immersion ferme´e. Comme Y est
projective, il existe un OY -module inversible ample M tel que E ⊗M⊗n soit encore
ample. On a alors P(E) ∼= P(E ⊗M⊗n), et OE⊗M⊗n(1) ∼= OE(1)⊗ p∗M⊗n. Comme
f est une immersion ferme´e,
(L⊗ π∗M)⊗n = f∗(OE(1))⊗ f∗(p∗M)⊗n = f∗(OE(1)⊗ p∗M⊗n) ∼= f∗(OE⊗M⊗n(1))
est ample puisque E ⊗M⊗n est ample.
Proposition 1.4.2. — Soient X un sche´ma inte`gre et noethe´rien, L un OX -module
inversible ample et F un OX-module cohe´rent sans torsion. Alors il existe deux entiers
a,m > 0 ainsi qu’un homomorphisme injectif de F dans (L⊗m)⊕a.
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De´monstration. — Comme F est sans torsion, l’homomorphisme canonique
θF : F −→ F∨∨
est injectif. Comme L est ample, il existe un entier m > 0 tel que L⊗m ⊗ F∨ soit
engendre´ par ses sections au-dessus de X , i.e., il existe un entier a et un homomor-
phisme surjectif ϕ : O⊕aX → L⊗m ⊗ F∨. Par dualite´ on obtient un homomorphisme
injectif
L∨⊗m ⊗F  1⊗θF // L∨⊗m ⊗F∨∨  ϕ
∨
// O⊕aX
qui induit un homomorphisme injectif F → (L⊗m)⊕a.
CHAPITRE 2
FILTRATIONS DE HARDER-NARASIMHAN
Les notions de filtration de Harder-Narasimhan et de polygone de Harder-
Narasimhan d’un fibre´ vectoriel sur une courbe projective lisse sont introduites par
Harder et Narasimhan [25]. Leurs avatars en ge´ome´trie d’Arakelov sont de´ve´lope´s
par Stuhler [36] et Grayson [21] pour les fibre´s vectoriels hermitiens. Re´cemment
E´. Gaudron [19] a ge´ne´ralise´es ces notions dans un cadre plus ge´ne´ral des fibre´s
ade´liques hermitiens.
Classiquement la filtration de Harder-Narasimhan d’un fibre´ vectoriel E est un
drapeau de E dont les sous-quotients sont semi-stables et de pentes strictement
de´croissantes, et le polygone de Harder-Narasimhan de E est une fonction concave et
line´aire par morceaux de´finie sur [0, rgE] dont les pentes successives sont les pentes
des sous-quotients dans la filtration de Harder-Narasimhan. En ge´ome´trie d’Arakelov,
le polygone de Harder-Narasimhan est un invariant arithme´tique tre`s ge´ne´ral qui per-
met de conside´rer toutes les pentes d’un fibre´ vectoriel (ou ade´lique) hermitien en
meˆme temps (cf. [3] et [19]).
Dans ce chapitre, on introduit un nouveau point de vue de cette the´orie. A` chaque
fibre´ ade´lique hermitien, on associe une R-filtration de l’espace vectoriel sous-jacent,
qui me´morise en meˆme temps le drapeau et les pentes successives. On ve´rifie que le
polygone associe´ a` cette R-filtration co¨ıncide avec une forme normalise´e du polygone
de Harder-Narasimhan du fibre´ ade´lique hermitien. Ce re´sultat nous permet d’utiliser
la me´thode des R-filtrations et des mesures a` e´tudier les fibre´s ade´liques hermitiens.
On rappelle que le symbole K de´signe un corps de nombres, comme convenu dans
§1.1.
2.1. Fibre´s ade´liques hermitiens
Les fibre´s vectoriels ade´liques, notamment les fibre´s vectoriels hermitiens sont des
objects fondamentaux de la the´orie des pentes. Depuis l’article fondateur [3] de J.-B.
Bost, les fibre´s vectoriels ade´liques ainsi que leurs invariants arithme´tiques ont e´te´
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syste´matiquement e´tudie´s dans une se´rie d’articles tels que [4, 12, 5, 19]. Dans cette
section, on rappelle des notions basiques de cette the´orie et des re´sultats classiques
que l’on aura beseoin dans la suite. Voir [19] pour une pre´sentation comple`te et
de´taille´e.
2.1.1. Fibre´s vectoriels ade´liques. —
De´finition 2.1.1. — On appelle fibre´ vectoriel ade´lique sur SpecK toute donne´e
E = (E, (‖ · ‖v)v∈Σf∪Σ∞) d’un espace vectoriel E de rang fini sur K et d’une famille
de normes ‖ · ‖v sur E ⊗K Cv, soumise aux conditions suivantes :
1) Pour tout e´le´ment s ∈ E, il existe un sous-ensemble fini S de Σf tel que ‖s‖p = 1
quel que soit p ∈ Σf \ S.
2) Pour toute place v ∈ Σf ∪ Σ∞, la norme ‖ · ‖v est invariante sous l’action de
Gal(Cv/Kv). Plus pre´cise´ment, si (s1, · · · , sr) est une base de EKv sur Kv et si
a1, · · · , ar sont des e´le´ments dans Cv, alors ‖τ(a1)s1 + · · ·+ τ(ar)sr‖v = ‖a1s1 +
· · ·+ arsr‖v quel que soit τ ∈ Gal(Cv/Kv).
3) Si p ∈ Σf , alors la norme ‖ · ‖p est ultrame´trique, c’est-a`-dire ‖s + s′‖p ≤
max(‖s‖p, ‖s′‖p).
Le fibre´ vectoriel ade´lique E est dit nul si son espace vectoriel sous-jacent E est nul.
En outre, le rang de E est par de´finition le rang de E sur K. Un fibre´ vectoriel
ade´lique de rang 1 s’appelle aussi un fibre´ inversible ade´lique.
Remarque 2.1.2. — Ici notre condition 1) est e´quivalente a` la condition 1) de [19]
De´finition 3.1 :
il existe une base (s1, · · · , sr) de E sur K et une partie finie S de Σf telles
que, ‖a1s1+ · · ·+arsr‖v = max(|a1|v, · · · , |ar|v) quel que soient v ∈ Σf \S
et (a1, · · · , ar) ∈ Crv,
sachant que les normes correspondant aux places finies sont ultrame´tiques.
Soit E un fibre´ vectoriel ade´lique non-nul sur Spec k. On de´finit la boule unite´ de
E comme le sous-ensemble B(E) de E ⊗K AK des e´le´ments (sv)v∈Σf∪Σ∞ tels que
‖sv‖v ≤ 1 quel que soit v ∈ Σf ∪ Σ∞. La caracte´ristique d’Euler-Poincare´ de E est
par de´finition le nombre re´el
(14) χ(E) := log(vol(B(E))) − log(covol(E)),
ou` vol est une mesure de Haar quelconque sur E⊗K AK, et covol(E) est le covolume
de E pour cette mesure, c’est-a`-dire la mesure pour vol d’un domaine fondamental
du quotient (E ⊗K AK)/E. Cette de´finition ne de´pend pas du choix de la mesure de
Haar vol. En particulier, on a l’e´galite´
(15) χ(E) = log(mE(B(E)))− rg(E) log
√
|DK |,
ou` mE est la mesure de Haar de´finie dans §1.1.
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Pour tout entier r ≥ 1, soit Kr = (Kr, (‖ · ‖v)v∈Σf∪Σ∞) l’espace vectoriel de rang
r sur K muni des me´triques qui “proviennent de celles de K”. Plus pre´cise´ment, si
on de´signe par (e1, · · · , er) la base canonique de Kr, alors pour toute place v de K
et tous les e´le´ments a1, · · · , ar dans Cv, on a
‖a1e1 + · · ·+ arer‖v =
{
max(|a1|v, · · · , |ar|v), si v ∈ Σf ,√
|a1|2v + · · ·+ |ar|2v, si v ∈ Σ∞.
K
r
est donc un fibre´ vectoriel ade´lique sur SpecK, appele´ le fibre´ vectoriel ade´lique
trivial de rang r sur SpecK.
Si E est un fibre´ vectoriel ade´lique de rang r > 0 sur SpecK, on de´finit le degre´
d’Arakelov de E comme la diffe´rence
(16) d̂egE := χ(E)− χ(Kr) = log(vol(B(E)))− log(vol(B(Kr))).
Sa version normalise´e est par de´finition d̂egn(E) =
1
[K : Q]
d̂eg(E). La pente de E est
de´finie comme le quotient µ̂(E) := d̂egn(E)/ rgE. En particulier, le degre´ d’Arakelov
d’un fibre´ vectoriel ade´lique trivial sur SpecK est nul. Enfin, si E est nul, alors son
degre´ d’Arakelov et sa pentes sont nuls par convention.
Proposition 2.1.3. — La caracte´ristique d’Euler-Poincare´ de K
r
est
χ(K
r
) = (#Σ∞,r) log Vr + (#Σ∞,c)(log V2r + r log 2)− r log
√
|∆K |,
ou` Vn est le volume euclidien standard du disque unite´ dans R
n.
De´monstration. — C’est une conse´quence de la formule (15) ainsi que la de´finition
de mE.
Remarque 2.1.4. — D’apre`s [19] (10), on a
logVn = n(logV1 + Γ(3/2))− Γ(1 + n/2) = −n
2
logn+O(n).
On en de´duit donc
(17) χ(K
r
) = − [K : Q]
2
r log r +O(r)
puisque #Σ∞,r + 2#Σ∞,c = [K : Q].
Si L est un fibre´ inversible ade´lique et si s est un e´le´ment non-nul de L, alors le
degre´ d’Arakelov de L se calcule comme ci-dessous :
(18) d̂eg(L) = −
∑
v∈Σf∪Σ∞
nv log ‖s‖v.
Si L1 et L2 sont deux fibre´s inversibles ade´liques, alors leur produit tensoriel L1⊗L2
est par de´finition le fibre´ inversible ade´lique dont l’espace vectoriel sous-jacent est
26 CHAPITRE 2. FILTRATIONS DE HARDER-NARASIMHAN
L1 ⊗ L2 et dont les me´triques satisfont ‖s1 ⊗ s2‖v = ‖s1‖v‖s2‖v quel que soit v. La
formule (18) implique que
(19) d̂eg(L1 ⊗ L2) = d̂eg(L1) + d̂eg(L2)
Soient E et F deux fibre´s vectoriels ade´liques sur SpecK. Si ϕ : E → F est une
applicationK-line´aire, alors elle induit pour chaque place v ∈ Σf∪Σ∞ une application
Cv-line´aire ϕv : E⊗K Cv → F ⊗K Cv par extension de scalaire. On de´finit la hauteur
de ϕ comme la somme normalise´e
(20) h(ϕ) :=
1
[K : Q]
∑
v∈Σf∪Σ∞
nv log ‖ϕv‖v,
ou` ‖ϕv‖v est la norme d’ope´rateur line´aire.
2.1.2. Ine´galite´ de pentes. — La proposition suivante est une ine´galite´ de pentes.
Voir [19] Lemmes 6.2 et 6.3 pour une preuve. Cette ine´galite´ nous permet de comparer
les pentes lorsque l’on change les me´triques d’un fibre´ vectoriel ade´lique.
Proposition 2.1.5. — Soient E et F deux fibre´s vectoriels ade´liques de rang r > 0
sur SpecK. Si ϕ : E → F est un isomorphisme K-line´aire, alors
(21) µ̂(E) ≤ µ̂(F ) + h(ϕ).
Si de plus r = 1, alors l’ine´galite´ (21) est en fait une e´galite´.
La pente maximale de E est la valeur maximale des pentes des sous-fibre´s vectoriels
ade´liques (c’est-a`-dire sous-espace de E muni des me´triques induites) non-nuls de E,
note´e µ̂max(E). Par convention µ̂max(0) = −∞. L’existence de la pente maximale est
justifie´e dans [19] proposition 5.3. On rappelle ici une ine´galite´ dans le lemme 6.4 loc.
cit. qui compare les pentes maximales de la source et du but d’un homomorphisme
injectif.
Proposition 2.1.6. — Soient E et F deux fibre´s vectoriels ade´liques et ϕ : E → F
une application K-line´aire injective. Alors
(22) µ̂max(E) ≤ µ̂max(F ) + h(ϕ).
2.1.3. Fibre´s ade´liques hermitiens. — On dit qu’un fibre´ vectoriel ade´lique E =
(E, (‖ · ‖v)v∈Σf∪Σ∞) sur SpecK est un fibre´ ade´lique hermitien si, pour chaque place
infinie v ∈ Σ∞, la norme ‖·‖v est induite par une forme hermitienne 〈 , 〉v sur E⊗KCv.
Par de´finition, les fibre´s inversibles ade´liques sont des fibre´s ade´liques hermitiens. Si
E et F sont deux fibre´s ade´liques hermitiens, on appelle homomorphisme de E vers
F toute application K-line´aire de E vers F .
Remarque 2.1.7. — Dans la litte´rature, la notion de fibre´ vectoriel hermitien sur
SpecOK est plus couramment utilise´e. Un fibre´ vectoriel hermitien E sur SpecOK
est la donne´e d’un OK-module projectif E et d’une famille de normes hermitiennes
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‖ · ‖v sur E ⊗OK Cv, invariantes par la conjugaison complexe si la place v est re´lle
(c’est-a`-dire que, si v est re´elle, alors ‖ · ‖v est induite par une norme euclidienne sur
E⊗OK,vR). Une autre de´finition e´quivalente est la donne´e (E , (‖·‖σ)σ:K→C) d’un OK-
module projectif E et d’une famille de me´triques ‖ ·‖σ indexe´es par les plongement de
K dans C, invariantes par la conjugaison complexe (on tient compte aussi de l’action
de la conjugaison complexe sur les plongements). Soit E = EK . Pour chaque place
finie p ∈ Σf , la structure de OK -module sur E induit une norme ‖ · ‖p sur E ⊗K Cp :
‖s‖p = inf
{|a|p ∣∣ a ∈ Cp, s ∈ a(E ⊗OK Ôp)},
ou` Ôp est l’anneau de valuation p de Cp. Ainsi (E, (‖ · ‖v)v∈Σf∪Σ∞) est un fibre´
ade´lique hermitien sur SpecK.
Re´ciproquement, e´tant donne´ un fibre´ ade´lique hermitien E sur SpecK, on peut
en de´duire une structure entie`re sur une localisation de OK . En effet, soit S la partie
finie de Σf comme dans la remarque 2.1.2. Soient U le sous-sche´ma ouvert dense de
SpecOK le comple´mentaire de S et OU l’anneau de U . L’ensemble
E = {x ∈ E | ∀p ∈ Σf \ S, ‖x‖p ≤ 1}
est un OU -module projectif de type fini et, pour chaque p ∈ Σf \ S, la norme sur
E ⊗K Cp induite par la structure entie`re de E co¨ıncide avec ‖ · ‖p. Ainsi le fibre´
ade´lique hermitien E peut eˆtre conside´re´ comme un fibre´ vectoriel hermitien sur U si
on pre´tend que les places dans S sont “infinies”.
E´tant donne´ un fibre´ ade´lique hermitien E, les sous-fibre´s ade´liques hermitiens
et les quotients ade´liques hermitiens sont naturellement de´finis. Un sous-fibre´
ade´lique hermitien est la donne´e F d’un sous-espace vectoriel F de E muni
des me´triques induites. L’espce quotient E/F et les me´triques quotientes for-
ment aussi un fibre´ ade´lique hermitien sur SpecK, note´ E/F . Le diagramme
0 // F // E // E/F // 0 est appele´ une suite exacte courte de fibre´s
ade´liques hermitiens.
Plusieurs constructions alge´briques sont “canoniquement” de´finies pour les fibre´s
ade´liques hermitiens, notamment la somme directe et le produit tensoriel de deux fibre´s
ade´liques hermitiens, ainsi que le dual, les puissances syme´triques et les puissances
exte´rieures d’un fibre´ ade´lique hermitien. En particulier, le de´terminant d’un fibre´
ade´lique hermitien E est par de´finition la puissance exte´rieure de´tE := ΛrgEE. De
plus, on a d̂egn(E) = d̂egn(de´tE). D’autre part, d̂egn(E)+ d̂egn(E
∨
) = 0, ou` E
∨
est
le dual de E.
Si 0 // F // E // G // 0 est une suite exacte courte de fibre´s
ade´liques hermitiens, alors de´tE est canoniquement isomorphe a` de´tF ⊗ de´tG, d’ou`
(23) d̂egn(E) = d̂egn(F ) + d̂egn(G).
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Si E et F sont deux fibre´s ade´liques hermitiens, alors de´t(E ⊗ F ) est isomorphe a`
(de´tE)⊗ rgF ⊗ (de´tF )⊗ rgE . Par conse´quent,
(24) d̂eg(E ⊗ F ) = rgF d̂eg(E) + rgEd̂eg(F ).
Les e´galite´s de degre´s d’Arakelov (23) et (24) impliquent les e´galite´s suivantes de
pentes
µ̂(E) =
rgF
rgE
µ̂(F ) +
rgG
rgE
µ̂(G),(25)
µ̂(E ⊗ F ) = µ̂(E) + µ̂(F ),(26)
pourvu que tous les fibre´s ade´liques hermitiens sont non-nuls.
2.1.4. Ine´galite´ de pentes des fibre´s ade´liques hermitiens. — La pente min-
imale d’un fibre´ ade´lique hermitien non-nul E est la valeur minimale des pentes de
ses quotients ade´liques hermitiens non-nuls, note´e µ̂min(E). Par de´finition on a la
relation µ̂min(E) ≤ µ̂(E) ≤ µ̂max(E). En outre, µ̂max(E∨) = −µ̂min(E). On note par
convention µ̂min(0) = +∞.
Remarque 2.1.8. — Dans [19], la pente minimale est aussi introduite pour un fibre´
vectoriel ade´lique. Mais l’e´galite´ µ̂max(E
∨
) = −µ̂min(E) n’est plus vraie en ge´ne´ral.
E´tant donne´ un homomorphisme non-nul de fibre´s ade´liques hermitiens sur SpecK,
les diverses pentes de la source et du but se comparent par les ine´galite´s de pentes :
Proposition 2.1.9. — Soit ϕ : E → F un homomorphisme non-nul de fibre´s
ade´liques hermitiens. Les ine´galite´s suivantes sont ve´rifie´es :
1) µ̂min(E) ≤ µ̂max(F ) + h(ϕ).
2) Si ϕ est injectif, alors µ̂max(E) ≤ µ̂max(F ) + h(ϕ).
3) Si ϕ est surjectif, alors µ̂min(E) ≤ µ̂min(F ) + h(ϕ).
De´monstration. — 2) est un cas particulier de la proposition 2.1.6. Si on applique
2) a` ϕ∨ : F
∨ → E∨ on obtient 3). On de´signe par G l’image de E par ϕ munie des
me´trique induite. En appliquant 3) a` l’homomorphisme canonique E → G, on obtient
µ̂min(E) ≤ µ̂min(G) + h(ϕ) ≤ µ̂max(F ) + h(ϕ), qui de´montre 1).
2.1.5. Pente minimale du produit tensoriel. — On rappelle une estimation de
la pente minimales du produit tensoriel d’un nombre fini de fibre´s ade´liques hermitiens
e´tablie dans [14].
Proposition 2.1.10. — Soit (Ei)1≤i≤n une famille finie de fibre´s ade´liques hermi-
tiens non-nuls sur SpecK. L’ine´galite´ suivante est ve´rifie´e :
(27) µ̂min(E1 ⊗ · · · ⊗En) ≥
n∑
i=1
(
µ̂min(Ei)− log(rgEi)
)
.
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Remarque 2.1.11. — 1) Dans [14] theorem 1.1, l’auteur a montre´ que
µ̂max(E1 ⊗ · · · ⊗En) ≤
n∑
i=1
(
µ̂max(Ei) + log(rgEi)
)
.
Si on applique ce re´sultat a` la famille (E
∨
i )1≤i≤n, en s’appuyant sur l’e´galite´
µ̂max(E
∨
) = −µ̂min(E), on obtient (27).
2) Dans [14], les estimations sont obtenus dans le cadre des fibre´s vectoriels her-
mitiens sur SpecOK , mais ces estimations reste valables pour le cas ge´ne´ral des
fibre´s ade´liques hermitiens avec le meˆme terme d’erreur. En effet, il s’agit la` d’un
argument dans la the´orie classique des invariants et de l’ine´galite´ de pentes, qui
sont tous les deux valables dans le cadre ade´lique.
2.1.6. Comparaison des fibre´s vectoriels ade´liques aux fibre´s ade´liques her-
mitiens. — Soit V un espace vectoriel de rang fini et non-nul sur C. Soit r = rg(V ).
Les normes sur V se comparent aux normes hermitiennes via l’ellipso¨ıde de John et
l’ellipso¨ıde de Lo¨wner (cf. [19] de´finition-the´ore`me 2.4, voir aussi [37] Page 84). Plus
pre´cise´ment, si ‖ · ‖ est une norme sur V , alors il existe deux normes hermitiennes
‖ · ‖John et ‖ · ‖Lo¨wner telles que
(28)
1√
r
‖x‖John ≤ ‖x‖ ≤ ‖x‖John, et ‖x‖Lo¨wner ≤ ‖x‖ ≤
√
r‖x‖Lo¨wner
quel que soit x ∈ V . On en de´duit la comparaison suivante des fibre´s vectoriels
ade´liques aux fibre´s ade´liques hermitiens :
Proposition 2.1.12. — Soit E un fibre´ vectoriel ade´lique de rang r > 0 sur SpecK.
Il existe deux fibre´s ade´liques hermitiens EJohn et ELo¨wner dont les espaces vectoriels
sous-jacents s’identifient tous a` E et tels que,
1) la hauteur de l’application d’identite´ E → EJohn est contenue dans [0, log
√
r];
2) la hauteur de l’application d’identite´ E → ELo¨wner est contenue dans [− log
√
r, 0].
De´monstration. — On suppose E = (E, (‖ · ‖v)). Pour tout p ∈ Σf , soient ‖ · ‖′p =
‖·‖′′p = ‖·‖p. Si v est une place infinie, on note ‖·‖′v = ‖·‖v,John et ‖·‖′′v = ‖·‖v,Lo¨wner.
Enfin, soient EJohn = (E, (‖ · ‖′v)) et ELo¨wner = (E, (‖ · ‖′′v)). La proposition re´sulte
alors des ine´galite´s dans (28).
2.2. Filtration et polygone de Harder-Narasimhan
Dans cette section, on rappelle d’abord la notion de semi-stabilite´ et celle du dra-
peau de Harder-Narasimhan pour un fibre´ ade´lique hermitien, puis introduit la filtra-
tion de Harder-Narasimhan indexe´e par R. Un lien explicite avec la notion classique
est ensuite e´tabli.
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2.2.1. Semi-stabilite´ et drapeau de Harder-Narasimhan. — On dit qu’un
fibre´ ade´lique hermitien non-nul E est semi-stable si µ̂max(E) = µ̂(E), ou de fac¸ont
e´quivalente, µ̂min(E) = µ̂(E).
D’apre`s [19] Proposition 5.3, il n’y a qu’un nombre fini de sous-espaces non-nuls F
de E tel que µ̂(F ) = µ̂max(E). D’autre part, si F1 et F2 sont deux tels sous-espaces,
alors la suite exacte courte
0 // F1 ∩ F2 // F 1 ⊕ F 2 // F1 + F2 // 0
implique que
d̂egn(F1 + F2) = d̂egn(F 1) + d̂egn(F 2)− d̂egn(F1 ∩ F2)
≥ µ̂max(E)(rgF1 + rgF2 − rg(F1 ∩ F2)),
et on obtient donc µ̂(F1 + F2) = µ̂max(E). Cela montre l’existence d’un plus grand
sous-espace Edes de E tel que µ̂(Edes) = µ̂max(E). Par de´finition, Edes est semi-
stable, et Edes = E si et seulement si E est semi-stable. Si ce n’est pas le cas, on
dit que Edes est le sous-fibre´ ade´lique hermitien qui de´stabilise E. Par re´currence on
obtient un drapeau de E :
(29) E = E0 ) E1 ) · · · ) Ed = 0
tel que Ei/Ei+1 = (E/Ei+1)des quel que soit i ∈ {0, · · · , d−1}. Ce drapeau est appele´
le drapeau de Harder-Narasimhan de E. Par de´finition, les sous-quotients Ei/Ei+1
sont semi-stables. En outre, si on note µi = µ̂(Ei/Ei+1), alors on a les (in)e´galite´s :
(30) µ̂min(E) = µ0 < µ1 < · · · < µd−1 = µ̂max(E).
Les nombres µi sont appele´s les pentes successives de E.
2.2.2. Filtration de Harder-Narasimhan. — La donne´e du drapeau de Harder-
Narasimhan (29) et des pentes successives (30) de´terminent une R-filtration note´e
FE de E telle que FEs E =
⋃
0≤i<d, µi≥s
Ei (cf. §1.2.1 infra), appele´e la filtration de
Harder-Narasimhan de E. Par de´finition, on a
(31) λmin(FE) = µ̂min(E) et λmax(FE) = µ̂max(E),
ou` λmin et λmax sont de´finies dans (3).
Si E = 0, alors par convention F0 est l’unique filtration de l’espace nul. Les e´galite´s
dans (31) sont encore valides.
Proposition 2.2.1. — Pour tout s ∈ R, µ̂min(FEs E) ≥ s.
De´monstration. — La proposition est e´vidente si FEs E = 0. Dans la suite, on suppose
que FEs est non-nul, d’ou` l’espace E est lui-meˆme non-nul. Soit le drapeau de Harder-
Narasimhan de E comme dans (29). Soit i ∈ {0, · · · , d} tel que FEs E = Ei. Comme
2.2. FILTRATION ET POLYGONE DE HARDER-NARASIMHAN 31
FEs est non-nul, i < d. Le drapeau Ei ) Ei+1 ) · · · ) Ed est le drapeau de Harder-
Narasimhan de Ei. Donc µ̂min(Ei) = µi ≥ s.
Proposition 2.2.2. — Soient E et F deux fibre´s ade´liques hermitiens. Si ϕ : E →
F est une application K-line´aire, alors ϕ(E) est contenue dans FF
µ̂min(E)−h(ϕ)
F .
De´monstration. — Le cas ou` ϕ = 0 est trivial. On suppose alors que ϕ est non-nul.
Soit F = F0 ) F1 ) · · · ) Fm = 0 le drapeau de Harder-Narasimhan de F . Soit
i le plus grand indice dans {0, · · · ,m} tel que ϕ(E) ⊂ Fi. Comme ϕ est non-nul,
i < m. Soit ψ l’homomorphisme compose´ E
ϕ
// Fi // Fi/Fi+1 ou` la dernie`re
fle`che est la projection canonique. L’homomorphisme ψ est non-nul car l’image de E
par ϕ n’est pas contenue dans Fi+1. Par l’ine´galite´ de pentes (proposition 2.1.9 3)),
on obtient
µ̂min(E) ≤ µ̂max(Fi/Fi+1) + h(ϕ) = µ̂(Fi/Fi+1) + h(ϕ).
On en de´duit Fi = FFµ̂(Fi/Fi+1)F ⊂ F
F
µ̂min(E)−h(ϕ)
F .
Corollaire 2.2.3. — Pour tout fibre´ ade´lique hermitien non-nul E, on a
(32) FEs E =
∑
06=F⊂E
µ̂min(F )≥s
F.
De´monstration. — D’une part, la proposition 2.2.2 montre que, si F ⊂ E est un
sous-espace non-nul tel que µ̂min(F ) ≥ s, alors F est contenu dans FEs E, sachant que
l’application d’inclusion de F dans E est de hauteur negative ou nulle. D’autre part,
la proposition 2.2.1 affirme que µ̂min(FEs E) ≥ s. Donc FEs E est en fait le plus grand
sous-espace G de E tel que µ̂min(G) ≥ s, d’ou` (32).
La proposition suivante compare les filtrations de Harder-Narasimhan de deux
fibre´s ade´liques hermitiens.
Proposition 2.2.4. — Soient E et F deux fibre´s ade´liques hermitiens sur SpecK.
Soit ϕ : E → F une application K-line´aire. Alors, pour tout s ∈ R, l’image de FEs E
par ϕ est contenu dans FFs−h(ϕ)F . Autrement dit, λFF (ϕ(x)) ≥ λFE (x) − h(ϕ) quel
que soit x ∈ E.
De´monstration. — D’apre`s la proposition 2.2.1, µ̂min(FEs E) ≥ s. On obtient donc
ϕ(FEs E) ⊂ FFs−h(ϕ)F compte tenu de la proposition 2.2.2.
De´finition 2.2.5. — On de´signe par νE la mesure νFE , appele´e la mesure associe´e
a` E. Si E est non-nul, alors νE est une mesure de probabilite´.
Corollaire 2.2.6. — Si E et E
′
sont deux fibre´s ade´liques hermitiens et si ϕ : E →
E′ est un isomorphisme d’espaces vectoriels sur K, alors τ−h(ϕ)νE′ ≻ νE .
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De´monstration. — C’est une conse´quence de la proposition 2.2.4 et du lemme 1.2.6.
2.2.3. Polygone de Harder-Narasimhan. — E´tant donne´ un fibre´ ade´lique her-
mitien non-nul E, on de´signe par PE la fonction de´finie sur [0, 1] dont le graphe est
l’enveloppe convexe des points
( rgF
rgE
, µ̂(F )
)
, ou` F parcourt tous les sous-espaces de
E. La fonction PE est un polygone, appele´ le polygone de Harder-Narasimhan (nor-
malise´) de E. Si le drapeau de Harder-Narasimhan de E est (29) et si les pentes
successives de E sont comme dans (30), alors les sommets de PE sont de coordonne´s(
rgEi
rgE , µ̂(Ei)
)
, et les pentes de PE co¨ıncident avec les µi. On en de´duit donc la
proposition suivante :
Proposition 2.2.7. — Le polygone de Harder-Narasimhan normalise´ de E co¨ıncide
avec P(νE), le polygone associe´ a` la mesure νE de´fini dans §1.2.5.
Remarque 2.2.8. — Classiquement le polygone de Harder-Narasimhan de E est par
de´finition la fonction P˜E de´finie sur [0, rgE] dont le graphe est l’enveloppe convexe des
points (rgF, d̂egn(F )), ou` F parcourt tous les sous-espaces vectoriels de E. Autrement
dit, on a la relation PE(t) = P˜E(t rgE)/ rgE. La version normalise´e du polygone de
Harder-Narasimhan a deux avantages. Premie`rement, les valeurs de PE repre´sente
diffe´rentes pentes de E, qui sont plus courrament utilise´es que les degre´s dans la
me´thode des pentes. Deuxie`mement, les polygones de Harder-Narasimhan normalise´s
sont tous de´finis sur le meˆme intervalle [0, 1], cela donne la possibilite´ de comparer les
polygones de diffe´rents fibre´s ade´liques hermitiens. La proposition 2.2.7 nous permet
d’utiliser les mesures a` e´tudier les polygones de Harder-Narasimhan.
Corollaire 2.2.9. — Si E et E
′
sont deux fibre´s ade´liques hermitiens et si ϕ : E →
E′ est un isomorphisme d’espaces vectoriels sur K, alors PE(t) ≤ PE′(t)− h(ϕ)t.
De´monstration. — On a P(τ−h(ϕ)νE′) ≥ P(νE) compte tenu de la proposition 1.2.7 et
du corollaire 2.2.6. D’apre`s (6), P(τ−h(ϕ)νE′)(t) = P(νE′)(t)−h(ϕ)t = PE′(t)−h(ϕ)t.
D’autre part, P(νE) = PE . On obtient donc PE(t) ≤ PE′(t)− h(ϕ)t.
2.3. Cas de corps de fonctions
Il est bien connu que les corps de fonctions et les corps de nombres son tre`s sim-
ilaires. E´tant donne´ un corps k. Un corps de fonctions est une extension finie du
corps k(T ) des fractions rationnels a` une variable. Un tel corps peut s’e´crire comme
le corps des fonctions me´romorphes sur une courbe projective C de´finie sur k. La
the´orie des fibre´s vectoriels ade´liques sur un corps de fonctions est aussi de´veloppe´e
dans [19]. Dans cette section, on rappelle la notion de fibre´ vectoriel ade´lique et
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on discute dans ce cadre les filtrations de Harder-Narasimhan. On fixe un corps de
fonctions K ′ = k(C).
2.3.1. Fibre´ vectoriel ade´lique sur K ′. — Soit Σ′ l’ensemble des places de K ′,
qui s’identifie a` l’ensemble des points ferme´s de C. Toutes les places dans Σ′ sont non-
archime´diennes. Pour chaque x ∈ Σ′, on de´signe par nx l’entier [k(x) : k], ou` k(x) est
le corps re´siduel de C en x. Soit en outre vx la valuation discre`te de K
′ correspondant
a` x. La version logarithmique de la formule de produit pour K ′ s’e´nonce comme
(33) ∀f ∈ K ′×,
∑
x∈Σ′
nxvx(f) = 0.
Soit | · |x la valeur absolue sur K ′ telle que |f |x = e−vx(f) quel que soit f ∈ K ′×. On
de´signe par K ′x le comple´te´ de K
′ pour la valeur absoule | · |x et par C′x le comple´te´
d’une cloˆture alge´brique de K ′x, ou` la valeur absolue | · |x s’e´tend de fac¸on unique.
Remarque 2.3.1. — Dans [19], l’auteur a choisi de travailler dans le cas ou` le corps
k est fini. Dans ce cas-la`, il y a un choix canonique de la me´trique | · |x (c’est d’ailleur
le cas pour un corps de nombres). Mais le changements de valeurs absolues conduit
a` une constante supple´mentaire (strictement positive) devant les degre´s d’Arakelov
et les pentes, qui est en fait anodin. Donc les re´sultats et les de´monstrations dans
loc. cit. sont valables pour k quelconque, quitte a` de´signer une valeur absolue de
l’uniformisante.
De´finition 2.3.2. — On appelle fibre´ vectoriel ade´lique sur SpecK ′ toute donne´e
E = (E, (‖ · ‖x)x∈Σ′) d’un espace vectoriel E de rang fini sur K ′ ainsi qu’une famille
de normes ultrame´triques ‖ · ‖x sur E ⊗K′ C′x, soumises aux conditions suivante :
1) Pour tout e´le´ment s ∈ E, il exist eun sous-ensemble fini S′ de Σ′ tel que ‖s‖x = 1
quel que soit x ∈ Σ′ \ S′.
2) Pour tout x ∈ Σ′, la norme ‖ · ‖x est invariante sous l’action de Gal(C′x/K ′x). Plus
pre´cise´ment, si (e1, · · · , er) est une base de EK′x sur K ′x et si a1, · · · , ar sont des
e´le´ments dans C′x, alors ‖τ(a1)e1+ · · ·+ τ(ar)er‖x = ‖a1e1+ · · ·+arer‖x quel que
soit τ ∈ Gal(C′x/K ′x).
Le rang de E est par de´finition rgK′ E. Si rgK′ E = 1, on dit que E est un fibre´
inversible ade´lique.
Comme toute place de K ′ est non-archime´dienne, E est automatiquement “her-
mitien”. Si r = rgK′ E et si (s1, · · · , sr) est une base de E sur K ′, alors le degre´
d’Arakelov de E et sa version normalise´e sont respectivement
d̂eg(E) =
∑
x∈Σ′
nx log ‖s1 ∧ · · · ∧ sr‖x et d̂egn(E) =
1
deg(C)
d̂eg(E).
Cette de´finition ne de´pend pas du choix de la base (s1, · · · , sr), graˆce a` la formule
de produit (33). L’avantage du proce´de´ de normalisation est que, la fonction d̂egn
34 CHAPITRE 2. FILTRATIONS DE HARDER-NARASIMHAN
est invariant par toute extension finie du scalaire. Les ope´rations alge´briques sont
naturellement de´finies pour les fibre´s vectoriels ade´liques sur SpecK ′. En particulier,
le de´terminant de´t(E) := ΛrgEE satisfait a` l’e´galite´ d̂egn(de´t(E)) = d̂egn(E). La
caracte´ristique d’Euler-Poincare´ est de´finie comme
χ(E) = d̂eg(E) + rgE(1− g),
ou` g est le genre de C.
Remarque 2.3.3. — Si E est un OC -module localement libre de rang fini, et si
E = EK′ , alors la structure de OC -module sur E de´finit naturellement une famille
de ultranormes ‖ · ‖x sur les E ⊗K′ Cx ou` x ∈ Σ′. On de´signe par Ôx l’anneau de
valuation dans Cx. La norme ‖ · ‖x est de´finie comme
‖s‖x = inf
{|a|x ∣∣ a ∈ Cx, s ∈ a(Ex ⊗OC,x Ôx)}.
On obtient ainsi un fibre´ vectoriel ade´lique E sur SpecK ′, et on a la relation d̂eg(E) =
deg(E).
2.3.2. Pentes, filtration et polygone de Harder-Narasimhan. — Les con-
structions dans la section pre´ce´dente, notamment celles des pentes, de filtration et
polygone de Hardern-Narasimhan sont valables pour un fibre´ vectoriel ade´lique sur
SpecK ′. Il suffit de remplac¸er dans §2.1.4 et §2.2 les occurences de l’expression “fibre´
ade´lique hermitien” par “fibre´ vectoriel ade´lique” et celles du symboles “K” par “K ′”.
Dans le cadre de la ge´ome´trie alge´brique sur C, on est plus habitue´ a` la version
non-normalise´e du degre´ et des pentes. Soit E un fibre´ vectoriel non-nul sur C, qui
correpsond a` un fibre´ vectoriel ade´lique EK′ sur SpecK ′. On de´signe par µ(E) la
pente de E , qui est le quotient deg(E)/ rg(E). Par de´finition on a la relation µ(E) =
deg(C)µ̂(EK′). Les faits sur les fibre´s ade´liques que l’on a pre´sente´s conduisent a`
des e´nonce´s analogues dans ce cadre qui sont compatibles aux re´sultats classiques
concernant les fibre´s vectoriels sur C. Pour faciliter les lecteurs, on re´sume quelques
constructions et re´sultats.
E´tant donne´ un fibre´ vectoriel non-nul E sur C. La pente maximale et la pente
minimale de E existent. On rappelle que la pente maximale µmax(E) est la valeur
maximale des pentes des sous-fibre´s vectoriels de E ; et la pente minimale µmin(E) est
la valeur minimale des pentes des quotients localement libres de E . Le fibre´ vectoriel
E est dit semi-stable si µ(E) = µmax(E), ou de fac¸on e´quivalente, µ(E) = µmin(E).
Il existe un unique drapeau E = E0 ) E1 ) · · · ) Ed = 0 tel que les sous-quotients
Ei/Ei+1 soient semi-stables et que µ(E0/E1) < · · · < µ(Ed−1/Ed). Ce drapeau induit
par restriction a` la fibre ge´ne´rique un drapeau EK = E0,K′ ) E1,K ) · · · ) Ed,K = 0
d’espaces vectoriels sur K ′. On en de´duit donc (cf. §1.2.1 infra) une filtration de
EK , appele´e la filtration de Harder-Narasimhan de E . On de´signe par PE le polygone
normalise´ correspondant.
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Comme explique´ plus haut dans la remarque 2.3.3, le fibre´ vectoriel E de´termine
un fibre´ vectoriel ade´lique EK′ . On a les relations
(34) µ̂max(EK′) = µmax(E)
deg(C)
, µ̂min(EK′) = µmin(E)
deg(C)
et PEK′ =
PE
deg(C)
.
Dans le cadre de la ge´ome´trie relative, les ine´galite´s de pentes sont plus simple.
Notamment, si ϕ : E → F est un homomorphisme non-nul de fibre´s vectoriels sur
C, alors µmin(E) ≤ µmax(F). Si ϕ est injectif, alors µmax(E) ≤ µmax(F). Si ϕ est
surjectif, alors µmin(E) ≤ µmin(F).
CHAPITRE 3
CONVERGENCE DES POLYGONES
Dans ce chapitre on e´tablit la convergence uniforme des polygones associe´s a` une
alge`bre gradue´e dont chaque composante homoge`ne est munie d’une R-filtration.
Deux strate´gies radicalement diffe´rentes sont propose´es. La premie`re est inspire´e
par un travail de Faltings et Wu¨stholz [17] qui remonte a` l’ide´e tre`s classique de
se´ries de Poincare´. Cette approche, qui permet de calculer explicitement la limite des
polygones, se restreint cependent au cas d’alge`bre N2-bigradue´e, c’est-a`-dire au cas
ou` les filtrations sont induites par une autre graduation. Ce cas particulier est loin
d’eˆtre suffisant pour les applications arithme´tiques car de´ja` les pentes successsives d’un
fibre´ ade´lique hermitien, qui de´crivent les points de saut de sa filtration de Harder-
Narasimhan, ne sont pas ne´cessairement des entiers, autrement dit, en ge´ne´ral la fil-
tration de Harder-Narasimhan ne peut pas eˆtre induite par une Z-graduation. D’autre
part, meˆme si dans certains cas particuliers les pentes successives sont des entiers, il est
peu plausible d’espe´rer que la structure d’alge`bre de l’alge`bre qui nous inte´resse soit
compatible aux graduations induites par les filtrations de Harder-Narasimhan. L’une
des difficulte´s majeures pour e´tendre cette approche au cas ge´ne´ral est l’absense de
finitude de l’alge`bre bigradue´e associe´e a` une alge`bre gradue´e munie des filtrations.
Pour surmonter cette difficulte´, on adopte la deuxie`me strate´gie qui consiste a` montrer
que les mesures associe´es aux filtrations que l’on conside`re ve´rifient une sur-additivite´.
En s’appuyant sur les ge´ne´ralisations du lemme de Fekete e´tablies dans §1.3, on ob-
tient la convergence vague des mesures dilate´es et en de´duit la convergence uniforme
des polygones normalise´s.
On fixe dans ce chapitre un corps k. Toutes les alge`bres sont suppose´es sur k.
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3.1. Cas de modules bigradue´s
Dans cette section, on pre´sente la the´orie des se´ries de Poincare´ a` deux variables
qui est similaire a` la the´orie classique (cf. [11] VIII §4). On e´tudie ensuite le com-
portement asymptotique de ces se´ries de Poicare´ et en de´duit le comportement asymp-
totique des polygones associe´s.
On entend par alge`bre bigradue´e toute k-alge`bre commutative N2-gradue´e.
Autrement dit, une alge`bre bigradue´e A est une somme directe A =
⊕
(n,d)∈N2 An,d
d’espaces vectoriels sur k, munie d’une structure de k-alge`bre unife`re telle que
An,dAn′,d′ ⊂ An+n′,d+d′.
Pour munir une alge`bre de polynoˆme k[T1, · · · , Tm] d’une structure d’alge`bre bi-
gradue´e, il suffit d’assigner une application f : {1, · · · ,m} → N2. Dans ce cas-la`,
l’e´le´ment Ti est homoge`ne de bidegre´ f(i). Une telle alge`bre est note´e k[f ].
E´tant donne´e une alge`bre bigradue´e A. On appelle A-module bigradue´ tout A-
module M muni d’une Z2-graduation en espaces vectoriels sur k telle que, pour tout
(n, d) ∈ N2 et tout (n′, d′) ∈ Z2, on ait An,dMn′,d′ ⊂ Mn+n′,d+d′. A` partir de M ,
on peut construire des nouveaux A-modules bigradue´s en de´calant les composantes
homoge`nes : pour tout (n, d) ∈ Z2, on de´signe par M(n, d) le A-module bigradue´ tel
que M(n, d)n′,d′ = Mn+n′,d+d′. En outre, les A-modules bigradue´s et les homomor-
phismes homoge`nes forment une cate´gorie abe´lienne. Cela nous permet de conside´rer
les suites exactes de A-modules bigradue´s.
Si A est une alge`bre bigradue´e de type fini, alors elle est engendre´e par un nombre
fini d’e´le´ments homoge`nes a1, · · · , am. Soit f : {1, · · · ,m} → N2 l’application qui
envoie i en le bidegre´ de ai. Alors l’homomorphisme surjectif de k-alge`bres de k[f ] ∼=
k[T1, · · · , Tm] vers A qui envoie Ti en ai est homoge`ne. Tout A-module bigradue´ peut
donc eˆtre conside´re´ comme un k[f ]-module bigradue´, qui est de type fini si M est un
A-module de type fini.
On renvoie les lecteurs a` [10] II §11 pour une pre´sentation plus comple`te des
alge`bres gradue´es et des modules gradue´s.
3.1.1. Se´ries de Poincare´ a` deux variables. — Soient f = (f1, f2) une appli-
cation de {1, · · · ,m} vers N2 et M un k[f ]-module bigradue´ de type fini. On appelle
se´rie de Poincare´ de M l’e´le´ment PM ∈ Z[[X,Y ]][X−1, Y −1] de´fini par
PM =
∑
(n,d)∈Z2
rgk(Mn,d)X
nY d.
On note QM = PM
m∏
i=1
(1−Xf1(i)Y f2(i)).
La se´rie de Poincare´ est additive par rapport aux suites exactes courtes : si
0 // M ′ // M // M ′′ // 0 est une suite exacte de k[f ]-modules bi-
gradue´s de type fini, alors PM = PM ′ + PM ′′ .
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La proposition suivante est un analogue d’un re´sultat classique des se´ries de
Poincare´ a` une variable.
Proposition 3.1.1. — Avec les notations au-dessus, on a QM ∈ Z[X,Y,X−1, Y −1].
De´monstration. — On raisonne par re´currence en m. Si m = 0, alors k[f ] = k.
CommeM est un k-module de type fini, PM ∈ Z[X,Y,X−1, Y −1]. On suppose que la
proposition a e´te´ de´montre´e pour les modules bigradue´s sur une alge`bre des polynoˆmes
a` m− 1 variables. Soit f ′ la restriction de f a` {1, · · · ,m− 1}. On note (nm, dm) =
f(m). L’application Tm : M(−nm,−dm) −→ M est un homomorphisme de k[f ]-
modules bigradue´s. Soit N son noyau (vu comme un sous-k[f ]-module bigradue´ de
M). La suite suivante est exacte :
0 // N(−nm,−dm) // M(−nm,−dm) // M // M/TmM // 0 .
Par conse´quent,
PM −XnmY dmPM = PM/TmM −XnmY dmPN .
Comme M/TmM et N sont des k[f
′] = k[f ]/(Tm)-modules bigradue´s de type fini,
d’apre`s l’hypothe`se de re´currence, on a
QM = QM/TmM −XnmY dmQN ∈ Z[X,Y,X−1, Y −1].
Remarque 3.1.2. — Dans le cas particulier ou` f1 ≡ 1, l’alge`bre k[f ] munie de
la premie`re graduation est l’alge`bre de polynoˆme usuellement gradue´e. On peut
e´galement conside´rer la premie`re graduation de M pour laquelle la nie`me composante
homoge`ne de M est
⊕
d∈Z Mn,d. Avec cette graduation, M est un module gradue´ de
type fini sur l’alge`bre de polynoˆmes k[T1, · · · , Tm] usuellement gradue´e. Si on de´signe
par HM la se´rie de Poincare´ classique de M (pour la premie`re graduation), alors on
a la relation HM (X) = PM (X, 1). La the´orie classique des se´ries de Poincare´ affirme
qu’il existe h ∈ {0, · · · ,m} tel que HM (X) s’e´crive sous la forme
(35) HM (X) = ah(X)(1−X)−h + ah−1(X)(1−X)−h+1 + · · ·+ a0(X),
ou` a0, · · · , ah sont des e´le´ments dans Z[X,X−1] et ah est a` coefficients positifs, et est
non-nul lorsque M 6= 0. D’autre part, les valeurs de h et de ah(1) ne de´pendent pas
du choix de (a0, · · · , ah). LorsqueM 6= 0, la valeur de h co¨ıncide avec la dimension de
M (note´e dim(M)) et ah(1) est le nombre d’intersection de M que l’on notera c(M).
Si M = 0, on note par convention dim(M) = −∞ et c(M) = 0.
Dans la suite, on pre´sente un analogue de la formule (35) pour les se´ries de Poincare´
a` deux variables :
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The´ore`me 3.1.3. — Soient f = (f1, f2) : {1, · · · ,m} → N2 une application telle
que f1 ≡ 1 et M un k[f ]-module bigradue´ de type fini. Alors la se´rie PM peut s’e´crire
sous la forme
(36) PM (X,Y ) =
h∑
r=0
∑
α⊂{1,··· ,m}
#α=r
Iα(X,Y )
∏
i∈α
(1−XY f2(i))−1,
ou`
1) Iα ∈ Z[X,Y,X−1, Y −1],
2) si #α = h, Iα est a` coefficients positifs,
3) si M 6= 0, il existe au moins un α ⊂ {1, · · · ,m} de cardinal h tel que Iα 6= 0.
Pour simplifier la de´monstration du the´ore`me 3.1.3, on introduit la notation suiv-
ante : si M est un k[f ]-module bigradue´ de type fini satisfaisant a` l’assertion du
the´ore`me 3.1.3, on dit que M ve´rifie la condition P, note´ P(M). Avec cette notation,
l’e´nonce´ du the´ore`me 3.1.3 se simplifie comme :
pour tout k[f ]-module bigradue´ de type fini M , on a P(M).
Pour tout entier m > 0, soit Θm l’ensemble
{(i, j) ∈ Z | 0 ≤ i ≤ m, j > 0} ∪ {(−∞, 0)}.
On le munit de la relation lexicographique “≤” comme ci-dessous:
(i, j) ≤ (i′, j′) si et seulement si i < i′ ou si i = i′, j ≤ j′.
C’est une relation d’ordre. L’ensemble Θm est totalement ordonne´ pour cette relation.
On utilisera l’expression “(i, j) < (i′, j′)” pour de´signer la condition
(i, j) ≤ (i′, j′) mais (i, j) 6= (i′, j′).
Lemme 3.1.4. — Soit 0 // M ′ // M // M ′′ // 0 une suite exacte
courte de k[f ]-modules bigradue´s de type fini. Alors
1) dimM = max(dimM ′, dimM ′′),
2)
c(M) =

c(M ′) + c(M ′′), dimM ′ = dimM ′′,
c(M ′), dimM ′ > dimM ′′,
c(M ′′), dimM ′′ > dimM ′.
3) P(M ′) et P(M ′′) =⇒ P(M).
De´monstration. — C’est une conse´quence des e´galite´s PM = PM ′ + PM ′′ et HM =
HM ′ +HM ′′ .
De´monstration du the´ore`me 3.1.3. — On raisonne par re´currence en m en com-
menc¸ant par montrer que le the´ore`me est vrai pour le cas ou` dimM ≤ 0. Si M est
de dimension ≤ 0, alors la se´rie de Poincare´ classique de M , i.e., HM (X) = PM (X, 1)
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est un e´le´ment de Z[X,X−1], et on a PM ∈ Z[X,Y,X−1, Y −1]. Donc la condition
P(M) est ve´rifie´e. Comme dimM ≤ m, le the´ore`me est vrai lorsque m = 0. On
suppose que le the´ore`me est vrai pour les modules bigradue´s sur une alge`bre des
polynoˆmes a` au plus m− 1 variables (m ≥ 1). Soient f = (f1, f2) : {1, · · · ,m} → N2
une application telle que f1 ≡ 1 et M un k[f ] ∼= k[T1, · · · , Tm]-module bigradue´
de type fini. Soit d = f2(m). On commence un autre proce´de´ de re´currence en
(dimM, c(M)). La conditon P(M) a e´te´ de´ja` de´montre´e pour dimM ≤ 0. On sup-
pose qu’elle a aussi e´te´ prouve´e pour le cas ou` (dimM, c(M)) < (r, s), ou` 0 < r ≤ m,
s > 0. Dans la suite, on de´montre P(M) pour le cas ou` (dimM, c(M)) = (r, s).
On conside`re l’homothe´tie Tm : M(−1,−d) −→ M , qui est un homomorphisme de
k[f ]-modules bigradue´s. On de´signe par f ′ la restriction de f a` {1, · · · ,m − 1}.
Soit N1 le noyau de Tm (vu comme un sous-k[f ]-module bigradue´ de M). C’est
un k[f ′]-module bigradue´ de type fini. D’apre`s l’hypothe`se de re´currence, P(N1)
est vraie. Soit M1 = M/N1. D’apre`s le lemme 3.1.4 3), pour de´montrer P(M), il
suffit de de´montrer P(M1). Si dimN1 = dimN , alors ou bien dimM1 < dimM ,
ou bien dimM1 = dimM et c(M1) = c(M) − c(N1) < c(M). Donc on a toujours
(dimM1, c(M1)) < (dimM, c(M)). D’apre`s l’hypothe`se de re´currence on obtient
P(M1). Sinon, dimN1 < dimN et (dimM1, c(M1)) = (dimM, c(M)). Si P(M)
n’e´tait pas vrai, en ite´rant le proce´de´ comme ci-dessus on obtiendrait une suite
croissante de sous-modules homoge`nes
(37) N1 ⊂ N2 ⊂ · · ·Nj ⊂ Nj+1 ⊂ · · ·
de M telle que,
i) Nj = KerT
j
m,
ii) dimNj < dimM ,
iii) Mj := M/Nj ne satisfait pas a` la condition P, et (dimMj , c(Mj)) =
(dimM, c(M)).
Comme k[f ] est un anneau noethe´rien, la suite (37) est stationnaire. Autrement
dit, il existe j ∈ N tel que Nj = Nj+1. Cela montre que l’application d’homothe´tie
Tm :Mj(−1,−d)→Mj est injective. On conside`re la suite exacte
0 //Mj(−1,−d) Tm // Mj // Mj/TmMj // 0 .
Soit N ′ =Mj/TmMj . C’est en fait un k[f
′]-module de type fini. D’apre`s l’hypothe`se
de re´currence on a P(N ′). Enfin, comme (1 − XY d)PMj (X,Y ) = PN ′(X,Y ), on
obtient P(Mj). Cela est absurde. Donc la condition P(M) est ve´rife´e.
3.1.2. Mesures associe´es a` une se´rie a` deux variables. — On associe a` chaque
se´rie formelle dans Z[[X,Y ]][X−1, Y −1] dont les coefficients sont positifs une suite de
mesures bore´liennes sur R et ensuite e´tudie le comportement asymptotique de ces
mesures. On verra plus loin que, si la se´rie formelle que l’on conside`re est la se´rie
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de Poincare´ d’un module bigradue´, alors ces mesures co¨ıncident avec les mesures
associe´es aux filtrations induites par la deuxie`me graduation.
Soit P une se´rie formelle dans Z[[X,Y ]][X−1, Y −1] a` coefficients positifs. Alors P
s’e´crit sous la forme P (X,Y ) =
∑
(n,d)∈Z2
an,d(P )X
nY d. On note, pour tout n ∈ N,
Sn(P ) =
∑
d∈Z
an,d(P ), et on de´signe par νn,P la mesure bore´lienne sur R de la forme
(38) νn,P =
∑
d∈Z
an,d(P )
Sn(P )
δd/n.
Si Sn(P ) = 0, alors par convention νn,P est la mesure nulle.
On s’inte´resse a` e´tudier la convergence vague des mesure νn,P pour une se´rie de
Poincare´ a` deux variables, c’est-a`-dire une se´rie P de la forme (36). Une telle se´rie
sous la forme la plus simple est celle dans la proposition au-dessous. Dans ce cas-la`
la suite des mesures νn,P converge vaguement vers une mesure bore´lienne, qui est
l’image directe de la mesure de Lebesgue sur un simplexe par une projection line´aire.
On montrera dans le the´ore`me 3.1.7 que la convergence au cas ge´ne´ral se de´duit
naturellement du re´sultat dans ce cas particulier, et la limite des mesures est une
combinaison line´aire d’images directes de mesures de Lebesgue.
Pour tout entier m ≥ 1, soit ∆m le simplexe ∆m = {(y1, · · · , ym) ∈ Rm+ | y1+ · · ·+
ym = 1}. Si u = (u1, · · · , um) est un e´le´ment dans Rm, on de´signe par ϕu : ∆m → R
l’application qui envoie (y1, · · · , ym) en y1u1 + · · ·+ ymum et par νu l’image directe
de la mesure de Lebesgue sur ∆m (normalise´e de sorte que la masse totale est 1) par
l’application ϕu. C’est une mesure de probabilite´. Enfin, soit ν∅ la mesure nulle par
convention.
On fixe dans la suite du sous-paragraphe un entier m ≥ 1 et un e´le´ment u =
(u1, · · · , um) ∈ Nm.
Proposition 3.1.5. — Si P est une se´rie dans Z[[X,Y ]] de la forme
P (X,Y ) =
m∏
i=1
(1−XY ui)−1,
alors les mesures bore´liennes νn,P convergent vaguement vers νu lorsque n→ +∞.
De´monstration. — On a
P (X,Y ) =
m∏
i=1
∑
n≥0
XnY nui =
∑
(n,d)∈N×Z
XnY d
∑
(a1,··· ,am)∈N
m
a1+···+am=n,
a1u1+···+amum=d
1
= 1 +
∑
(n,d)∈Z2
n>0
XnY d
∑
(y1,··· ,ym)∈
1
n
Nm
y1+···+ym=1,
y1u1+···+ymum=d/n
1.
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En outre,
Sn(P ) =
∑
(y1,··· ,ym)∈
1
n
Nm
y1+···+ym=1
1.
Pour tout entier n > 0, soit ηn,P la mesure sur ∆m de´finie par
ηn,P =
∑
y∈ 1
n
Nm∩∆m
1
Sn(P )
δy.
On observe que νn,P est l’image directe de ηn,P par ϕu. Par conse´quent, νn,P est a`
support dans ϕu(∆m). Donc pour toute fonction continue f : R→ R, f est inte´grable
par rapport a` la mesure νn,P . Par la formule du changement de variables, on a∫
R
f dνn,P =
∫
∆m
f ◦ ϕu dηn,P ,
qui est la nie`me somme de Riemann de la fonction f ◦ ϕu : ∆m → R. Donc la suite(∫
R
f dνn,P
)
n≥1
converge vers
∫
∆m
f ◦ ϕu dη =
∫
R
f dϕu∗η, ou` η est la mesure de
Lebesgue sur ∆m. On en de´duit alors que les mesure νn,P converge vaguement vers
ϕu∗η.
Corollaire 3.1.6. — Si Q est une se´rie non-nulle dans Z[X,Y,X−1, Y −1] a` coeffi-
cients positifs, et si P ∈ Z[[X,Y ]][X−1, Y −1] est de la forme
P (X,Y ) = Q(X,Y )
m∏
i=1
(1−XY ui)−1,
alors les mesures bore´liennes νn,P convergent vaguement vers νu lorsque n→ +∞.
De´monstration. — Soit P ′ =
m∏
i=1
(1−XY ui)−1. On suppose que Q soit de la forme
Q(X,Y ) =
∑
|n′|≤b
∑
|d′|≤r
cn′,d′X
n′Y d
′
,
ou` cn′,d′ ≥ 0. Comme P = P ′Q,
an,d(P ) =
∑
|n′|≤b
∑
|d′|≤r
cn′,d′an−n′,d−d′(P
′)
et
Sn(P ) =
∑
d∈Z
an,d(P ) =
∑
d∈Z
∑
|n′|≤b
∑
|d′|≤r
cn′,d′an−n′,d−d′(P
′)
=
∑
|n′|≤b
∑
|d′|≤r
∑
d∈Z
cn′,d′an−n′,d−d′(P
′) =
∑
|n′|≤b
∑
|d′|≤r
cn′,d′Sn−n′(P
′).
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On note Cn′ =
∑
|d′|≤r
cn′,d′. Avec cette notation, Sn(P ) =
∑
|n′|≤b
Cn′Sn−n′(P
′). Si
g : R→ R est une fonction continue a` support compact, alors∫
R
g dνn,P =
∑
d∈Z
an,d(P )
Sn(P )
g(d/n) =
1
Sn(P )
∑
d∈Z
∑
|n′|≤b
∑
|d′|≤r
cn′,d′an−n′,d−d′(P
′)g(d/n).
La suite des nombres de la forme
1
Sn(P )
∑
|n′|≤b
∑
|d′|≤r
∑
d∈Z
cn′,d′an−n′,d−d′(P
′)g
( d− d′
n− n′
)
=
1
Sn(P )
∑
|n′|≤b
∑
|d′|≤r
cn′,d′Sn−n′(P
′)
∫
R
g dνn−n′,P ′
=
1
Sn(P )
∑
|n′|≤b
Cn′Sn−n′(P
′)
∫
R
g dνn−n′,P ′
converge vers
∫
R
g dνu puisque les mesures νn,P ′ convergent vaguement vers νu lorsque
n tend vers l’infini. La fonction g e´tant uniforme´ment continue sur R, pour tout
δ > 0, il existe ε > 0 tel que, pour tous x, y ∈ R ve´rifiant |x − y| < ε, on ait
|g(x)−g(y)| < δ. Soit d0 = max
1≤i≤m
|ui|. Comme P ′ =
∏m
i=1(1−XY ui)−1, si |d| > d0n,
alors an,d(P
′) = 0. Par conse´quent, pour tous les entiers n, d, n′ et d′ tels que n > b,
|n′| ≤ b, |d′| ≤ r et que an−n′,d−d′(P ′) 6= 0, on a∣∣∣∣ dn − d− d′n− n′
∣∣∣∣ = ∣∣∣∣d′n− dn′n(n− n′)
∣∣∣∣ ≤ rn− n′ + b((n+ b)d0 + r)n(n− n′) .
Donc il existe un entier N > 0 tel que, pour tous les entiers n, d, n′ et d′ ve´rifiant
n > b, |n′| ≤ b et |d′| ≤ r, on ait, ou bien an−n′,d−d′(P ′) = 0, ou bien
∣∣∣ d
n
− d− d
′
n− n′
∣∣∣ < ε.
On obtient donc∣∣∣∣∣∣
∫
R
g dνn,P − 1
Sn(P )
∑
|n′|≤b
∑
|d′|≤r
∑
d∈Z
cn′,d′an−n′,d−d′(P
′)g
( d− d′
n− n′
)∣∣∣∣∣∣
≤ 1
Sn(P )
∑
|n′|≤b
∑
|d′|≤r
∑
d∈Z
cn′,d′an−n′,d−d′(P
′)
∣∣∣∣g( dn)− g( d− d′n− n′)
∣∣∣∣
≤ δ
Sn(P )
∑
|n′|≤b
∑
|d′|≤r
∑
d∈Z
cn′,d′an−n′,d−d′(P
′) = δ.
On en de´duit la convergence vague des νn,P vers νu.
The´ore`me 3.1.7. — Soit
(39) P (X,Y ) =
h∑
r=0
∑
α⊂{1,··· ,m}
#α=r
Iα(X,Y )
∏
i∈α
(1−XY ui)−1
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une se´rie dans Z[[X,Y ]][X−1, Y −1] ou`
a) P est a` coefficients positifs,
b) Iα ∈ Z[X,Y,X−1, Y −1],
c) pour tout α ⊂ {1, · · · ,m} de cardinal h, Iα est a` coefficients positifs,
d) il existe au moins un α ⊂ {1, · · · ,m} de cardinal h tel que Iα 6= 0.
Alors les mesures bore´liennes νn,P convergent vaguement vers une mesure bore´lienne
νP lorsque n → +∞. De plus, si pour tout α = {i1 < · · · < ih} on note uα =
(ui1 , · · · , uih), alors la mesure limite νP est e´gale a`
(40)
∑
α⊂{1,··· ,m}
#α=h
Iα(1, 1)
S
νu
α
ou` S =
∑
α⊂{1,··· ,m}
#α=h
Iα(1, 1).
Donc νP est une mesure de probabilite´ lorsque h > 0. Si h = 0, alors νP est la mesure
nulle.
De´monstration. — Pour toute se´rie Q ∈ Z[[X,Y ]][X−1, Y −1], on utilise les expression
an,d(Q) et Sn(Q) pour de´signer respectivement le coefficient de X
nY d de Q et le
coefficient de Xn de Q(X, 1). Pour tout α ⊂ {1, · · · ,m} tel que #α = h, on note
P
(1)
α (X,Y ) = Iα(X,Y )
∏
i∈α
(1−XY ui)−1. Soient
P (1) =
∑
α⊂{1,··· ,m}
#α=h
P (1)α et P
(2) = P − P (1).
D’apre`s le corollaire 3.1.6, les mesures ν
n,P
(1)
α
convergent vaguement vers νdα lorsque
Iα 6= 0, et convergent vaguement vers la mesure nulle lorsque Iα = 0. Comme
νn,P (1) =
∑
α⊂{1,··· ,m}
#α=h
Sn(P
(1)
α )
Sn(P (1))
ν
n,P
(1)
α
et comme lim
n→∞
Sn(P
(1)
α )
Sn(P (1))
=
Iα(1, 1)
S
, on obtient que les mesures νn,P (1) con-
vergent vaguement vers
∑
α⊂{1,··· ,m}
#α=h
Iα(1, 1)
S
νuα . Enfin, comme les Iα (#α = h)
sont a` coefficients positifs et comme l’un parmi eux est non-nul, on obtient
lim
n→+∞
Sn(P
(2))/Sn(P
(1)) = 0. On en de´duit donc que les mesures
νn,P =
1
Sn(P )
(
Sn(P
(1))νn,P (1) +
∑
d∈Z
an,d(P
(2))δd/n
)
convergent vaguement vers la limite des νn,P (1) .
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3.1.3. Convergence des polygones. — On s’inte´re`sse maintenant a` la conver-
gence des polygones associe´s a` un module bigradue´. Soient m ≥ 1 un entier et
u = (u1, · · · , um) ∈ Nm. Soit f = (f1, f2) : {1, · · · ,m} → N2 une application telle
que f1 ≡ 1 et que f2(i) = ui. Soient A = k[f ] et M un A-module bigradue´ de type
fini.
Soit P = PM la se´rie de Poincare´ a` deux variables de M . Pour tout entier n ≥ 1,
on munit l’espace vectoriel Mn,• :=
⊕
d∈Z Mn,d de la R-filtration F (n) de´finie par
F (n)λ Mn,• =
⊕
d≥λMn,d, alors la mesure νn,P de´finie dans (38) s’identifie a` T 1n νF(n) ,
ou` νF(n) est la mesure associe´e a` la filtration F (n) de´finie dans §1.2.2, et T 1
n
est
l’ope´ration de dilatation de´finie dans §1.2.4. On suppose queMn,• est non-nul lorsque
n est assez grand et donc νF(n) est une mesure de probabilite´. Le the´ore`me 3.1.7
combine´ avec la proposition 1.2.9, implique le re´sultat suivant :
The´ore`me 3.1.8. — La suite des polygones de la forme 1nP(νF(n)) converge uni-
forme´ment vers une fonction concave sur [0, 1] lorsque n tend vers l’infini. Si de plus
la se´rie P s’e´crit sous la forme (39), alors la limite des polygones co¨ıncide a` P(νP )
ou` νP est la mesure de probabilite´ de´finie dans (40).
De´monstration. — D’apre`s le the´ore`me 3.1.7, la suite de mesures (T 1
n
νF(n))n≥1 con-
verge vaguement vers νP . D’apre`s (6), on a P(T 1
n
νF(n)) =
1
nP(νF(n)). La proposition
1.2.9 montre alors que ( 1nP(νF(n)))n≥1 converge uniforme´ment vers P(νP ).
Exemple 3.1.9. — On conside`re un cas particulier ou` M = A. Dans ce cas-la`, la
limite νP des mesure est νu — l’image directe de la mesure de Lebesgue sur ∆m
par l’application line´aire ϕu. Par conse´quent, la fonction Fνu (x) = νu(]x,+∞[) est
continue et est line´aire par morceaux lorsque les ui ne sont pas identiques. Donc il
en est de meˆme de la fonction F ∗νu (voir §1.2.5 pour la de´finition). On en de´duit que
la limite des polygone P(νu) est quadratique par morceaux. Si de plus n = 2, alors
∆2 = {(x, 1 − x) | x ∈ [0, 1]} est parame´tre´ par [0, 1], et l’application ϕu : ∆2 → R
envoie (x, 1−x) en u1x+u2(1−x). Donc νu est la mesure e´quiprobable sur l’intervalle
de´limite´ par u1 et u2. La fonction Fνu(x) est e´gale a`
∣∣∣ (u2 − x)+ − (u1 − x)+
u2 − u1
∣∣∣ si
u1 6= u2 et a` 11]u1,+∞[(x) si u1 = u2. On en de´duit F ∗νu (t) = |u1 − u2|t+max(u1, u2)
et donc P(νu)(t) = 12 |u1 − u2|t2 +max(u1, u2)t.
Remarque 3.1.10. — Dans certains cas particuliers on peut ge´ne´raliser le the´ore`me
3.1.8. Soit B = k[X1, · · · , Xm] l’alge`bre des polynoˆmes, munie de la graduation
usuelle. Pour tout α = (α1, · · · , αm) ∈ Nm, on utilise le symbole Xα pour de´signer le
monoˆmeXα11 · · ·Xαmm et on note |α| = α1+· · ·+αm. On suppose que, pour tout entier
n ≥ 1, l’espace Bn des polynoˆmes homoge`nes de degre´ n est muni d’une R-filtration
F (n) telle que la base forme´e des monoˆmes soit compatible a` la filtration F (n) et que
λF(|α|+|β|)(X
α+β) = λF(|α|)(X
α)+λF(|β|)(X
β). Autrement dit, l’alge`bre B est “N×R-
bigradue´e”. Pour tout i ∈ {1, · · · ,m} soit bi = λF(1)(Xi). Soit b = (b1, · · · , bm). Par
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de´finition
νF(n) =
1
rgBn
∑
|α|=n
δα1b1+···+αmbm , T 1
n
νF(n) =
1
rgBn
∑
y∈ 1
n
Nm∩∆m
ϕb∗(δy).
On en de´duit donc que la suite de mesures (T 1
n
νF(n))n≥1 converge vaguement vers νb.
3.2. Alge`bres gradue´es quasi-filtre´es et pseudo-filtre´es
Dans la section pre´ce´dente, en utilisant la me´thode des se´ries de Poincare´ on a pu
e´tablir un the´ore`me de convergence (le the´ore`me 3.1.8) pour les alge`bres bigradue´es.
En fait, le meˆme re´sultat est aussi vrai pour une alge`bre gradue´e munie des filtrations
dont l’alge`bre bigradue´e associe´e est de type fini.
Soit B =
⊕
n≥0Bn une alge`bre gradue´e de type fini sur k. On suppose que
chaque espace vectoriel Bn est muni d’une R-filtration de´croissante F (n) telle que
le support de νF(n) est contenu dans N (c’est-a`-dire que les points de saut sont des
entiers positifs) et que l’alge`bre B soit filtre´e pour les filtrations F (n), c’est-a`-dire que
F (n)s BnF (n
′)
t Bn′ ⊂ F (n+n
′)
s+t Bn+n′ quels que soient (n, n
′) ∈ N2 et (s, t) ∈ R2. Pour
tout entier d, soit B˜n,d le sous-quotient F (n)d Bn/F (n)d+1Bn. Alors la somme directe
B˜ =
⊕
n,d B˜n,d forme une alge`bre bigradue´e sur k, ou` le produit de deux e´le´ments
[x] ∈ Bn,d et [y] ∈ Bn′,d′ est la classe de xy dans F (n+n
′)
d+d′ Bn+n′/F (n+n
′)
d+d′+1Bn+n′ . Soit
P ∈ Z[[X,Y ]] la se´rie telle que
P (X,Y ) =
∑
(n,d)∈N2
rgk(B˜n,d)X
nY d.
Il s’ave`re que la mesure dilate´e T 1
n
νF(n) associe´e a` la filtration F (n) co¨ıncide avec
νn,P . Dans le cas ou` B˜ est une alge`bre de type fini sur k, cette observation nous
permet d’appliquer le the´ore`me 3.1.8 pour de´montrer la convergence des T 1
n
νF(n) et
pour calculer la limite.
Cependant, il est tre`s rare que la nouvelle alge`bre B˜ soit de type fini. On peut
conside´rer un exemple simple ou` B = k[X ] est l’alge`bre des polynoˆmes a` une variable.
Soit (an)n≥0 une suite d’entiers dans N telle que
(41) a0 = 0, 0 ≤ an ≤ n, an+n′ < an + an′ quel que soit (n, n′) ∈ Z2>0.
On suppose que B est usuellement gradue´e et que la filtration F (n) de l’espace kXn
admet un seul point de saut en n− an. L’alge`bre B est filtre´e car
λF(n+n′)(X
n+n′) = (n+n′)−an+n′ ≥ (n−an)+(n′−an′) = λF(n)(Xn)+λF(n′)(Xn
′
),
ou` les fonctions λ sont de´finies dans (2). L’alge`bre bigradue´e B˜ s’identifie a`
k[T1, · · · , Tn, · · · ], ou` le bidegre´ de Tn est (n, an), modulo l’ide´al homoge`ne engendre´
par les e´le´ments de la forme TnTn′ . Ce n’est pas une alge`bre de type fini. Par ailleurs,
la mesure associe´e a` F (n) est la mesure de Dirac δan . La condition (41) combine´e
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avec le corollaire 1.3.3 montre que la suite (an/n)n≥1 converge dans R. Cela montre
effectivement que les mesures T 1
n
δan = δan/n convergent vaguement vers une mesure
de Dirac lorsque n tend vers l’infini.
Cet exemple sugge`re que la convergence vague des mesures associe´es a` une alge`bre
gradue´e munie des filtrations devrait ve´rifier sous une hypothe`se assez faible sur la
croissance des filtrations. La formalisation de cette observation conduit a` deux notions
similaires — alge`bre gradue´e quasi-filtre´e et alge`bre gradue´e pseudo-filtre´e — qui sont
importantes dans la deuxie`me strate´gie a` e´tudier la convergence des polygones que
l’on pre´sentera dans les sections qui suivent.
On fixe dans cette section une application f : N → R≥0 et une alge`bre gradue´e
B =
⊕
n≥0Bn qui est de type fini sur k, ou` chaque espace vectoriel Bn est muni
d’une R-filtration de´croissante F (n).
3.2.1. Alge`bre gradue´e quasi-filtre´e. —
De´finition 3.2.1. — On dit que l’alge`bre gradue´e B est f -quasi-filtre´e s’il existe
un entier n0 > 0 tel que, pour tout entier r > 0, tout (ni)1≤i≤r ∈ Zr≥n0 et tout
(si)1≤i≤r ∈ Rr, on ait
r∏
i=1
F (ni)si Bni ⊂ F
(N)
S BN , ou` N =
r∑
i=1
ni et S =
r∑
i=1
(si − f(ni)).
Une alge`bre gradue´e 0-quasi-filtre´e s’appelle aussi une alge`bre gradue´e filtre´e, ou` le
symbole 0 de´signe la fonction constante de N vers R≥0 qui prend valeur 0.
L’alge`bre gradue´e B est f -quasi-filtre´e si et seulement s’il existe un entier n0 > 0
tel que, pour tous les e´le´ments homoge`nes x1, · · · , xr de degre´ n1, · · · , nr dans N≥n0
respectivement, en posant x = x1x2 · · ·xr et N = n1 + · · ·+ nr, on ait
λF(N)(x) ≥
r∑
i=1
(
λF(ni)(xi)− f(ni)
)
.
Exemple 3.2.2. — On conside`re un exemple ou` l’alge`bre B est l’alge`bre k[X ] des
polynoˆme a` une variable, munie de la graduation usuelle. Pour tout entier n ≥ 1 soit
an = λF(n)(X
n). Alors cette alge`bre gradue´e est f -quasi-filtre´e si et seulement s’il
existe un entier n0 > 0 tel que, pour toute suite finie n1, · · · , nr d’entiers ≥ n0, on ait
an1+···+nr ≥
r∑
i=1
(
ani − f(ni)
)
.
D’apre`s le corollaire 1.3.2, la suite (an/n)n≥1 converge pourvu que an = O(n) (n →
∞) et que lim
n→+∞
f(n)/n = 0.
Remarque 3.2.3. — On suppose que l’alge`bre gradue´e B est f -quasi-filte´e. Alors
pour toute fonction g qui domine f , c’est-a`-dire telle que g(n) ≥ f(n) quel que soit
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n ∈ N, l’alge`bre B est g-quasi-filtre´e. En outre, pour toute sous-alge`bre A engendre´e
par des e´le´ments homoge`nes, A est aussi f -quasi-filtre´e.
On pre´sente au-dessous un re´sultat de convergence. Bien que sa de´monstration est
e´le´mentaire, elle contient de´ja` des ide´es importantes de la preuve de la convergence
des polygone.
Proposition 3.2.4. — On suppose que
1) l’alge`bre gradue´e B est inte`gre et f -quasi-filtre´e, et Bn 6= 0 pour n assez grand,
2) lim
n→+∞
f(n)/n = 0,
3) il existe α > 0 tel que λmax(F (n)) ≤ αn pour tout entier n ≥ 1.
Alors la suite (λmax(F (n))/n)n≥1 converge dans R, ou` l’application λmax est de´finie
dans (3).
De´monstration. — Soit n0 ∈ Z>0 comme dans la de´finition 3.2.1. Pour tout entier
n ≥ 1, soit xn un e´le´ment non-nul dans Bn tel que λF(n)(xn) = λmax(F (n)). On
suppose que r ≥ 1 et un entier et que n1, · · · , nr sont des e´le´ments dans Z≥n0 . On
note N = n1 + · · ·+ nr. L’alge`bre B e´tant inte`gre, le produit xn1 · · ·xnr est non-nul.
Comme B est f -quasi-filtre´e, on a
λmax(F (N)) ≥ λF(N)(xn1 · · ·xnr ) ≥
r∑
i=1
(
λF(ni)(xni)− f(ni)
)
=
r∑
i=1
(
λmax(F (ni))− f(ni)
)
.
Par conse´quent, la suite (λmax(F (n)))n≥1 ve´rifie les conditions du corollaire 1.3.2.
Donc elle converge dans R.
Remarque 3.2.5. — On verra dans la remarque 3.4.4 que l’e´nonce´ de la proposition
3.2.4 n’est pas ne´cessairement vrai si l’alge`bre B n’est pas inte`gre.
Proposition 3.2.6. — On suppose que
1) l’alge`bre gradue´e B est f -quasi-filtre´e, Bn 6= 0 pour n assez grand, et BnBm =
Bn+m pour n et m assez grands,
2) lim
n→+∞
f(n)/n = 0,
3) il existe α > 0 tel que λmin(F (n)) ≤ αn pour tout entier n ≥ 1.
Alors la suite (λmin(F (n))/n)n≥1 converge dans R, ou` l’application λmin est de´finie
dans (3).
De´monstration. — Soit n0 ∈ Z>0 comme dans la de´finition 3.2.1. Quitte a` agrandir
n0, on peut supposer que BnBm = Bn+m de`s que n et m sont tous supe´rieurs ou
e´gaux a` n0. Soient n1, · · · , nr des entiers arbitraires dans Z≥n0 et N = n1+ · · ·+nr.
Soit W = {b1 · · · br | ∀i, bi ∈ Bni}. Comme BN = Bn1 · · ·Bnr , l’espace BN est
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engendre´ comme groupe additif par W . Si a1, · · · , am sont des e´le´ments dans W , on
a λF(N)(a1 + · · · + am) ≥ min
1≤i≤m
(λF(N)(ai)). On en de´duit l’existence d’un e´le´ment
y ∈ W tel que λF(N)(y) = λmin(F (N)). On suppose que y = c1 · · · cr avec ci ∈ Bni .
Alors
λmin(F (N)) = λF(N)(y) ≥
r∑
i=1
(
λF(ni)(ci)− f(ni)
) ≥ r∑
i=1
(
λmin(F (ni))− f(ni)
)
.
D’apre`s le corollaire 1.3.2, la suite (λmin(F (n))/n)n≥1 converge dans R.
Remarque 3.2.7. — L’assertion de la proposition 3.2.6 n’est pas ne´cessairement
vraie si la condition “Bn+m = BnBm pour n,m assez grands” n’est pas satisfaite.
On conside`re l’alge`bre de polynoˆmes B = k[X,Y ] qui est gradue´e de sorte que X soit
homoge`ne de degre´ 1 et Y soit homoge`ne de degre´ 2. Dans ce cas-la` Bn est engendre´
comme un espace vectoriel sur k par en := (X
n, Xn−2Y, · · · , Y n/2) si n est pair et
par en := (X
n, Xn−2Y, · · · , XY (n−1)/2) si n est impaire. Pour tout entier n ≥ 1, on
munit l’espace Bn une filtration F (n) telle que
1) la base en soit compatible a` F (n);
2) si n est impair, pour tout a ∈ en, λF(n)(a) = 0;
3) si n est pair, pour tout a ∈ en autre que Y n/2, λF(n)(a) = 0, et λF(n)(Y n/2) = −n.
On ve´rifie que l’alge`bre B est filtre´e. D’abord, pour tout e´le´ment Q ∈ Bn, λF(n)(Q) =
0 si Q est divisible parX et λF(n)(Q) = −n sinon. On suppose que P ∈ Bn et Q ∈ Bm
sont deux e´le´ments non-nuls. Si l’un des P et Q est divisible par X , alors il en est
de meˆme de PQ. Par conse´quent, λF(n+m)(PQ) = 0 ≥ λF(n)(P ) + λF(n)(Q); sinon
λF(n+m)(PQ) = −(n+m) = λF(n)(P ) + λF(m)(Q). Donc la relation λF(n+m)(PQ) ≥
λF(n)(P ) + λF(n)(Q) est toujours ve´rifie´e. On en de´duit par re´currence que l’alge`bre
gradue´e B est filtre´e. Cependant, λmin(F (n)) est e´gal a` 0 si n est impair et est e´gal a`
−n si n est pair. Donc la convergence de (λmin(F (n))/n)n≥1 n’est pas ve´rifie´e.
Bien que les hypothe`ses alge´briques dans les propositions 3.2.4 et 3.2.6 sont
le´ge`rement diffe´rentes, les preuves utilise une meˆme technique — les suites presques
sur-additives — discute´e dans §1.3, qui jouera un roˆle important dans l’e´tude de la
convergence des polygones.
3.2.2. Alge`bre gradue´e pseudo-filtre´e. — On pre´sente une variante de la no-
tion d’alge`bre gradue´e quasi-filtre´e — celle d’alge`bre gradue´e pseudo-filtre´e. Cette
notion demande des conditions alge´briques plus faibles. Ceci permet de simplifier
dans certains cas la ve´rification des conditions.
De´finition 3.2.8. — On dit que l’alge`bre gradue´e B est f -pseudo-filtre´e s’il existe
un entier n0 > 0 tel que, pour tout couple d’entiers (m,n) ∈ Z2≥n0 , tout (s, t) ∈ R2,
on ait (F (m)s Bm)(F (n)t Bn) ⊂ F (m+n)s+t Bm+n.
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Une alge`bre gradue´e 0-pseudo-filtre´e est exactement une alge`bre gradue´e filtre´e.
En outre, l’alge`bre gradue´e B est pseudo-filtre´e si et seulement s’il existe un entier
n0 > 0 tel que, pour tous les e´le´ments homoge`nes x et y de B de degre´s m et n dans
Z≥n0 respectivement, on ait λF(m+n)(xy) ≥ λF(m)(x) + λF(n)(y)− f(m)− f(n).
On pre´sente dans le contexe des alge`bres gradue´es pseudo-filtre´es les re´sultats de
convergence des suites (λmax(F (n))/n)n≥1 et (λmin(F (n))/n) en s’imposant d’une
condition de croissante lente de f qui est plus forte que l’annulation de la limite
lim
n→+∞
f(n)/n. Au lieu d’utiliser le corollaire 1.3.2, on fait appel au corollaire 1.3.6.
Comme les de´monstrations sont tre`s similiares que celles des propositions 3.2.4 et
3.2.6, on laisse les lecteurs le soin de les comple´ter.
Proposition 3.2.9. — On suppose que
1) l’alge`bre gradue´e B est inte`gre et f -pseudo-filtre´e, et Bn 6= 0 pour n assez grand,
2) la fonction f est croissante et
∑
α≥0
f(2α)/2α < +∞,
3) il existe α > 0 tel que λmax(F (n)) ≤ αn pour tout entier n ≥ 1.
Alors la suite (λmax(F (n))/n)n≥1 converge dans R.
Proposition 3.2.10. — On suppose que
1) l’alge`bre gradue´e B est f -pseudo-filtre´e, Bn 6= 0 pour n assez grand, et BnBm =
Bn+m pour n et m assez grands,
2) la fonction f est croissante et
∑
α≥0
f(2α)/2α < +∞,
3) il existe α > 0 tel que λmin(F (n)) ≤ αn pour tout entier n ≥ 1.
Alors la suite (λmin(F (n))/n)n≥1 converge dans R.
3.3. Convergence des mesures : cas d’alge`bre de polynoˆmes
On de´montrera dans cette section la convergence vague des mesures associe´s a` une
alge`bre de polynoˆme usuellement gradue´e qui est quasi-filtre´e. Comme explique´ au
de´but du chapitre, l’ide´e est de passer par la presque sur-additivite´ de ces mesures.
Cette presque sur-additivite´ sera e´tablie par un argument combinatoire fin des points
entiers dans des simplexes.
3.3.1. Combinatoire des points entiers dans des simplexes. — Pour tout
couple d’entiers (n, d) tel que n ≥ 0 et que d ≥ 1, soit Ω(d)n le sous-ensemble de Nd
forme´ des de´compositions de n en somme de d entiers positifs ou nuls. On introduit la
relation d’ordre lexicographique sur Ω
(d)
n : (a1, · · · , ad) ≥ (b1, · · · , bd) si et seulement
s’il existe i ∈ {1, · · · , d} tel que aj = bj pour tout j ∈ {1, · · · , i} et que ai+1 > bi+1
si i < d. L’ensemble Ω
(d)
n est totalement ordonne´ par cette relation d’ordre. D’autre
part, pour tout n = (ni)1≤i≤r ∈ Nr, on a une application de Ω(d)n1 × · · · × Ω(d)nr vers
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Ω
(d)
n1+···+nr . qui envoie (αi)1≤i≤r vers α1+ · · ·+αr (l’addition e´tant celle de Zd). Cette
application n’est pas injective en ge´ne´ral mais est toujours surjective. En outre, si
(αi)1≤i≤r et (βi)1≤i≤r sont deux e´le´ments de Ω
(d)
n1 × · · ·Ω(d)nr tels que αi ≥ βi pour
tout i, alors α1 + · · ·+ αr ≥ β1 + · · ·+ βr.
Pour tout n ∈ N, on de´signe par Γ(d)n le sous-ensemble de Nd−1 forme´ des e´le´ments
(ai)1≤i≤d−1 tels que 0 ≤ a1 + · · · + ad−1 ≤ n. On a une bijection naturelle p(d)n :
Ω
(d)
n → Γ(d)n de´finie par la projection sur les d − 1 premiers facteurs. Son inverse est
l’application qui envoie (ai)1≤i≤d−1 en (a1, · · · , ad−1, n− a1 − · · · − ad−1). Pour tout
n = (ni)1≤i≤r ∈ Nr, le diagramme suivant est commutatif :
(42) Ω
(d)
n1 × · · · × Ω(d)nr
p(d)n1 ×···×p
(d)
nr

+
// Ω
(d)
|n|
p
(d)
N

Γ
(d)
n1 × · · · × Γ(d)nr + // Γ
(d)
|n|
ou` |n| = n1 + · · ·+ nr et ou` les applications “+” sont de´finies par l’addition dans les
mono¨ıdes Nd et Nd−1, respectivement.
The´ore`me 3.3.1. — Soient r ≥ 2 et d ≥ 1 deux entiers. Pour tout n = (ni)1≤i≤r ∈
Nr, il existe une mesure de probabilite´ ρn sur Ω
(d)
n1 ×· · ·×Ω(d)nr telle que l’image directe
de ρn par chacune des r projections sur Ω
(d)
n1 , · · · ,Ω(d)nr soit une mesure e´quiprobable,
ainsi que son image directe par l’application “+” a` valeurs dans Ω
(d)
|n| .
De´monstration. — Le the´ore`me est trivial lorsque d = 1 car alors, pour tout k ∈ N,
Ω
(d)
k est le singleton {k}. Dans la suite de la de´monstration, on suppose d ≥ 2.
D’apre`s (42) il suffit de construire une mesure de probabilite´ ρn sur Γ
(d)
n1 × · · · × Γ(d)nr
telle que l’image directe de ρn par chacune des r projections sur Γ
(d)
n1 , · · · ,Γdnr soit
une mesure e´quiprobable, ainsi que son image directe par l’application “+” a` valeurs
dans Γ
(d)
|n| .
Pour tout α = (ai)1≤i≤d−1 ∈ Nd−1, on de´finit |α| = a1 + · · · + ad−1. L’ensemble
Γ
(d)
n s’e´crit sous la forme Γ
(d)
n =
{
α ∈ Nd−1
∣∣ |α| ≤ n}. Si α = (ai)1≤i≤d−1 est un
e´le´ment de Nd−1, on note α! = a1!× · · · × ad−1!.
On conside`re l’anneau des se´ries formelles de rd variables R = Z[[t,X]], ou` t =
(t1, · · · , tr), X = (Xi,j) 1≤i≤r,
1≤j≤d−1
. Si α = (a1, · · · , ad−1) ∈ Nd−1 et si i ∈ {1, · · · , r},
on de´signe par Xαi le produit X
a1
i,1 × · · · ×Xad−1i,d−1. Si n = (n1, · · · , nr) est un e´le´ment
de Nr, on de´signe par tn le produit tn11 × · · · × tnrr . Soit H(t,X) la se´rie formelle a`
coefficients entiers positifs∑
n=(ni)∈Nr
tn
∑
(αi)∈(N
d−1)r
|αi|≤ni
(α1 + · · ·+ αr)!
α1! · · ·αr!
(n1 + · · ·+ nr − |α1 + · · ·+ αr|)!
(n1 − |α1|)! · · · (nr − |αr|)!
r∏
j=1
X
αj
j .
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En faisant les changements d’indexation mi = ni − |αi| et en permutant les somma-
tions, puis en posant (β1, · · · , βd−1) = α1+ · · ·+αr et m = m1+ · · ·+mr, on obtient
l’e´galite´ suivante dans Z[[t,X]] :
H(t,X) =
∑
(αi)∈(Nd−1)r
(α1 + · · ·+ αr)!
α1! · · ·αr!
r∏
j=1
t
|αj |
j X
αj
j
∑
m=(mi)∈Nr
(m1 + · · ·+mr)!
m1! · · ·mr! t
m
=
∑
(βi)∈Nd−1
d−1∏
i=1
(t1X1,i + · · ·+ trXr,i)βi
∑
m∈N
(t1 + · · ·+ tr)m
= (1− (t1 + · · ·+ tr))−1
d−1∏
i=1
(1 − (t1X1,i + · · ·+ trXr,i))−1.
Ce calcul montre aussi (cf. [28] II §2.4) que le domaine de convergence absolue de
Reinhardt de H(t,X) dans Crd est de´fini par les conditions
r∑
j=1
|tj | < 1 et
r∑
j=1
|tj ||Xj,i| < 1.
Cette observation nous autorise a` substituer le vecteur 11 = ( 1, · · · , 1︸ ︷︷ ︸
d−1 copies
) a` certaines
des variables Xi sans avoir a` examiner de questions de convergence (qui sont en fait
anodines).
On effectue le changement de variables mi = ni−|αi| pour 2 ≤ i ≤ r, et on obtient
H(t,X)|X2=···=Xr=1
=
∑
n1≥0
tn11
∑
|α1|≤n1
Xα11
∑
(αi)
r
i=2∈(N
d−1)r−1
(mi)
r
i=2∈N
r−1
(α1 + · · ·+ αr)!
α1! · · ·αr!
(n1 +m2 + · · ·+mr − |α1|)!
(n1 − |α1|)!m2! · · ·mr!
r∏
j=2
t
mj+|αj |
j
=
∑
n1≥0
tn11
∑
|α1|≤n1
Xα11
∑
(αi)ri=2∈(N
d−1)r−1
(α1 + · · ·+ αr)!
α1! · · ·αr!
r∏
j=2
t
|αj |
j
∑
(mi)ri=2∈N
r−1
(n1 +m2 + · · ·+mr − |α1|)!
(n1 − |α1|)!m2! · · ·mr!
r∏
j=2
t
mj
j .
Pour tout a ∈ N, l’e´galite´ suivante est ve´rifie´e dans Z[[t]]∑
b≥0
(a+ b)!
a!b!
tb = (1− t)−a−1.
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On en de´duit donc
∑
(αi)ri=2∈(N
d−1)r−1
(α1 + · · ·+ αr)!
α1! · · ·αr!
r∏
j=2
t
|αj |
j
=
∑
(αi)ri=2∈(N
d−1)r−1
(α1 + · · ·+ αr)!
α1!(α2 + · · ·+ αr!)
(α2 + · · ·+ αr)!
α2! · · ·αr!
r∏
j=2
t
|αj |
j
=
∑
α∈Nd−1
(α1 + α)!
α1!α!
∑
(αi)
r
i=2∈(N
d−1)r−1
α2+···+αr=α
(α2 + · · ·+ αr)!
α1! · · ·αr!
r∏
j=2
t
|αj|
j
=
∑
α∈Nd−1
(α1 + α)!
α1!α!
(t2 + · · ·+ tr)|α| = (1− (t2 + · · ·+ tr))−|α1|−d+1,
et
∑
(mi)ri=2∈N
r−1
(n1 +m2 + · · ·+mr − |α1|)!
(n1 − |α1|)!m2! · · ·mr!
r∏
j=2
t
mj
j
=
∑
(mi)ri=2∈N
r−1
(n1 +m2 + · · ·+mr − |α1|)!
(n1 − |α1|)!(m2 + · · ·+mr)!
(m2 + · · ·+mr)!
m2! · · ·mr!
r∏
j=2
t
mj
j
=
∑
M≥0
(n1 − |α1|+M)!
(n1 − |α1|)!M !
∑
(mi)
r
i=2∈N
r−1
m2+···+mr=M
(m2 + · · ·+mr)!
m2! · · ·mr!
r∏
j=2
t
mj
j
=
∑
M≥0
(n1 − |α1|+M)!
(n1 − |α1|)!M ! (t2 + · · ·+ tr)
M = (1 − (t2 + · · ·+ tr))−n1+|α1|−1.
Par conse´quent,
H(t,X)|X2=···=Xr=1 =
∑
n1≥0
tn11 (1 − (t2 + · · ·+ tr))−n1−d
∑
|α1|≤n1
Xα11
=
∑
n=(ni)∈Nr
tn
(n1 + · · ·+ nr + d− 1)!
(n1 + d− 1)!n2! · · ·nr!
∑
|α1|≤n1
Xα11 .
(43)
De meˆme, pour tout j ∈ {1, · · · , r}, on a
H(t,X)|X1=···=Xj−1=Xj+1=···=Xr=1
=
∑
n=(ni)∈Nr
tn
(n1 + · · ·+ nr + d− 1)!
n1! · · ·nj−1!(nj + d− 1)!nj+1! · · ·nr!
∑
|αj |≤nj
X
αj
j .
(44)
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D’autre part,
H(t,X)|X1=···=Xr=Y =
∑
n=(ni)∈Nr
tn
∑
(αi)∈(N
d−1)r
|αi|≤ni
Y α1+···+αr
(α1 + · · ·+ αr)!
α1! · · ·αr!
(n1 + · · ·+ nr − |α1 + · · ·+ αr|)!
(n1 − |α1|)! · · · (nr − |αr|)! .
En faisant les changements d’indexationmi = ni−|αi| pour tout 1 ≤ i ≤ r, on obtient
H(t,X)|X1=···=Xr=Y
=
∑
(αi)∈(Nd−1)r
(α1 + · · ·+ αr)!
α1! · · ·αr!
r∏
j=1
t
|αj |
j Y
α1+···+αr
∑
m=(mi)∈Nr
(m1 + · · ·+mr)!
m1! · · ·mr! t
m
=
∑
N≥0
(t1 + · · ·+ tr)N
∑
γ∈Nd−1
Y γ(t1 + · · ·+ tr)|γ| =
∑
M≥0
(t1 + · · ·+ tr)M
∑
|γ|≤M
Y γ ,
ou` on a utilise´ le changement d’indexation M = N + |γ| dans la dernie`re e´galite´. Par
conse´quent,
(45) H(t,X)|X1=···=Xr=Y =
∑
n=(ni)∈Nr
(n1 + · · ·+ nr)!
n1! · · ·nr! t
n1
1 · · · tnrr
∑
|γ|≤n1+···+nr
Y γ .
Enfin,
H(t, (11, · · · 11)) = (1− (t1 + · · ·+ tr))−d
=
∑
N≥0
(N + d− 1)!
N !(d− 1)!
∑
n=(ni)∈N
r
n1+···+nr=N
N !
n1! · · ·nr!t
n
=
∑
n=(ni)∈Nr
(n1 + · · ·+ nr + d− 1)!
n1! · · ·nr!(d− 1)! t
n.
(46)
Pour tout n = (ni) ∈ Nr, posons
ρn =
(d− 1)!n1! · · ·nr!
(n1 + · · ·+ nr + d− 1)!
∑
(αi)∈(N
d−1)r
|αi|≤ni(
(α1 + · · ·+ αr)!
α1! · · ·αr!
(n1 + · · ·+ nr − |α1 + · · ·+ αr|)!
(n1 − |α1|)! · · · (nr − |αr|)!
)
δ(α1,··· ,αr).
La de´finition de H(t,X) et les e´galite´s (44), (45) et (46) montrent que ρn ve´rifie les
conditions requises.
Remarque 3.3.2. — Le the´ore`me 3.3.1 e´quivaut a` re´soudre un syste`me d’e´quations
line´aires homoge`nes, ou` le nombre des inde´termine´s est en ge´ne´ral beaucoup plus
grand que celui des e´quations. La difficulte´ provient du besoin d’une solution positive
et non-triviale. Un cas tre`s particulier ou` d = 2 du the´ore`me montre que, pour tous
les entiers m,n ≥ 1, dans un re´seau rectangulaire de taille m × n, on peut toujours
56 CHAPITRE 3. CONVERGENCE DES POLYGONES
placer des entiers strictement positifs tels que, les sommes des entiers dans chaque
ligne, dans chaque colone et dans chaque diagonale principale sont respectivements
e´gales.
3.3.2. Convergence vague des mesures. — Dans ce sous paragraphe, on utilise
le the´ore`me combinatoire e´tabli au-dessus pour de´montrer la convergence vague des
mesures. On fixe une alge`bre de polynoˆmes B = k[X1, · · · , Xd] (d ≥ 1) qui est usuelle-
ment gradue´e, c’est-a`-dire que Bn est l’espaces des polynoˆmes homoge`nes de degre´ n
en X1, · · · , Xd. Si α = (α1, · · · , αd) est un e´le´ment dans Nd, on utilise l’expression
Xα pour de´signer le monoˆme Xα11 · · ·Xαdd . Pour tout entier n ≥ 1, on munit l’espace
Bn d’une R-filtration F (n). Enfin, soit f : N→ R≥0 une application. On suppose que
l’alge`bre gradue´e B est f -quasi-filtre´e. Soit n0 comme dans la de´finition 3.2.1.
Soit ϕn : Ω
(d)
n → Bn l’application qui envoie α = (α1, · · · , αd) en Xα, ou` Ω(d)n est
l’ensemble des de´compositions de n de´fini dans le sous-paragraphe pre´ce´dent. L’image
de Ω
(d)
n par ϕn est une base de Bn. D’apre`s la proposition 1.2.4), il existe, pour tout
n ∈ N, une base u(n) = (uα)α∈Ω(d)n de Bn telle que,
(47) ∀α ∈ Ω(d)n , uα ∈ Xα +
∑
β<α
kXβ,
et qui est compatible a` la filtration F (n). Si n = (ni)1≤i≤r ∈ Nr et si N = n1+· · ·+nr,
pour tout γ ∈ Ω(d)N , soit u(n)γ un e´le´ment dans{
r∏
i=1
uαi
∣∣∣∣∣ αi ∈ Ω(d)ni ,
r∑
i=1
αi = γ
}
.
tel que
λF(N)(u
(n)
γ ) = max
αi∈Ω
(d)
ni
α1+···+αr=γ
λF(N)(uα1 · · ·uαr ).
De (47), on de´duit
u(n)γ ∈ Xγ +
∑
δ<γ
kXδ.
Donc u(n) := (u
(n)
γ )γ∈Ω(d)
N
est une base de BN .
Proposition 3.3.3. — Soient c un nombre re´el positif et g : R → R une fonction
croissante concave et c-lipschitzienne. Pour tout entier n ≥ 0, soit
In =
∫
R
gd
(
T 1
n
νF(n)
)
,
ou` νF(n) est la mesure associe´e a` la filtration F (n) et T 1
n
est l’ope´ration de dilatation
de´finie dans §1.2.4. Alors, pour tout entier r ≥ 2 et tout n = (ni) ∈ Zr≥n0 , si on note
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N = n1 + · · ·+ nr, alors on a l’ine´galite´
NIN ≥
r∑
i=1
(
niIni − cf(ni)
)
.
De´monstration. — Pour tout entier n ≥ 0 on de´signe par ξn la mesure e´quiprobable
sur Ω
(d)
n , par ρn une mesure sur Ω
(d)
n1 × · · · × Ω(d)nr satisfaisant aux conditions du
the´ore`me 3.3.1, et par u(n) la base de BN construite comme ci-dessus. En utilisant
les notations introduites dans §1.2.2, on a l’ine´galite´ suivante :
IN ≥
∫
R
gd
(
T 1
N
νF(N),u(n)
)
=
∫
Ω
(d)
N
g
(
1
N
λF(N)(u
(n)
γ )
)
dξN (γ)
=
∫
Ω
(d)
n1
×···×Ω
(d)
nr
g
(
1
N
λF(N)(u
(n)
α1+···+αr )
)
dρn(α1, · · · , αr),
ou` la dernie`re e´galite´ est parce que l’image directe de ρn par l’addition est
e´quiprobable. Comme g est une fonction croissante, d’apre`s la de´finition de u
(n)
γ , on
a
IN ≥
∫
Ω
(d)
n1
×···×Ω
(d)
nr
g
(
1
N
λF(N)(u
(n1)
α1 · · ·u(nr)αr )
)
dρn(α1, · · · , αn).
Comme l’alge`bre B est gradue´e f -quasi-filtre´e et comme g est croissante,
IN ≥
∫
Ω
(d)
n1
×···×Ω
(d)
nr
g
(
1
N
r∑
i=1
(
λF(ni)(u
(ni)
αi )− f(ni)
))
dρn(α1, · · · , αr).
Car la fonction g est c-lipschitzienne,
IN ≥
∫
Ω
(d)
n1
×···×Ω
(d)
nr
[
g
(
1
N
r∑
i=1
λF(ni)(u
(ni)
αi )
)
− c
N
r∑
i=1
f(ni)
]
dρn(α1, · · · , αr).
Ensuite, la concavite´ de g implique que
IN ≥
∫
Ω
(d)
n1
×···×Ω
(d)
nr
[
r∑
i=1
ni
N
g
(
λF(ni)(u
(ni)
αi )
ni
)]
dρn(α1, · · · , αr)− c
N
r∑
i=1
f(ni)
Enfin, comme les images directes de ρn par les r projections sont des mesures
e´quiprobables, on obtient
IN ≥
r∑
i=1
ni
N
Ini −
c
N
r∑
i=1
f(ni).
Corollaire 3.3.4. — Avec les notations de la proposition 3.3.3, si la suite (In)n≥0
est borne´e supe´rieurement et si lim
n→+∞
f(n)/n = 0, alors la suite (In)n≥0 admet une
limite dans R lorsque n→ +∞.
De´monstration. — D’apre`s la proposition 3.3.3, la suite (nIn)n≥1 ve´rifie les condi-
tions du corollaire 1.3.2. On en de´duit donc la convergence de la suite (In)n≥0.
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Remarque 3.3.5. — La suite (In)n≥1 est borne´e supe´rieurement notamment
lorsque la fonction g est borne´e supe´rieurement, ou lorsque λmax(F (n)) = O(n)
(n→ +∞).
On a e´tabli dans le corollaire pre´ce´dent la convergence des inte´grales pour une
famille particulie`re de fonctions de´finies sur R. En fait, l’espace line´aire sur R engendre´
par cette famille de fonctions contient un sous-espace qui est dense dans Cc(R) —
l’espace des fonctions continues a` support compact. Cet argument permet de conclure
la convergence vague des mesures.
Proposition 3.3.6. — Si lim
n→+∞
f(n)/n = 0, alors la suite de mesures (T 1
n
νF(n))≥1
converge vaguement vers une mesure bore´lienne.
De´monstration. — Pour simplifier les notations, on note νn = T 1
n
νF(n) . Soit G
l’ensemble des fonctions bore´liennes g sur R telle que, pour tout n ∈ N, g soit
inte´grable par rapport a` νn et telle que la suite d’inte´grales (
∫
R
g dνn)n≥1 converge
dans R. Le corollaire 3.3.4 (voir aussi la remarque 3.3.5) montre que G contient
toutes les fonctions croissantes, concaves, lipschitziennes et borne´es supe´rieurement.
L’ensemble G est un espace vectoriel sur R. On suppose que f est une fonction dans
C∞0 (R), l’espace des fonctions lisses et a` support compact sur R. Soit I = [a, b] un
intervalle qui contient le support de f . Les fonctions f ′ et f ′′ sont aussi lisses et les
supports de f ′ et f ′′ sont tous contenus dans I. Par conse´quent, f ′ et f ′′ sont des
fonctions borne´es. Soient C = ‖f ′‖sup et C′ = ‖f ′′‖sup/2. Soit h la fonction
h(x) =

C′(b − a)(2x− a− b) + C(x − b), x ≤ a,
−C′(b− x)2 + C(x− b), a < x ≤ b,
0, x > b.
C’est une fonction croissante concave (2C′(b − a) + C)-lipschitzienne et borne´e
supe´rieurement par 0. Donc h ∈ G. D’autre part, h + f est aussi une fonc-
tion croissante concave car, sur [a, b], h′ ≥ C et h′′ = −2C′. Elle est de plus
(2C′(b−a)+2C)-lipschitienne et borne´e supe´rieurement par ‖f‖sup. Par conse´quent,
on a h+ f ∈ G. On en de´duit f ∈ G. Enfin, comme C∞0 (R) est dense dans l’espace
norme´ (Cc(R), ‖ · ‖sup), on a Cc(R) ⊂ G.
Soit S : Cc(R) → R l’ope´rateur qui associe a` chaque fonction continue a` support
compact g la limite de la suite (
∫
R
g dνn)n≥1. C’est un ope´rateur line´aire. De plus, si
g est une fonction positive, alors
∫
R
g dνn ≥ 0 quel que soit n ∈ N. Par conse´quent,
S(g) ≥ 0. D’apre`s le the´ore`me de repre´sentation de Riesz, il existe une unique mesure
bore´lienne finie ν sur R telle que S(g) =
∫
R
g dν. Par de´fintion la suite de mesure
(νn)n≥1 converge vaguement vers ν.
Remarque 3.3.7. — La limite des mesures obtenue dans la proposition 3.3.6 n’est
pas ne´cessairement une mesure de probabilite´ : il suffit de conside´rer le cas ou`
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B = k[X ] et λF(n)(X
n) = n2. La limite des mesures T 1
n
νF(n) = δn est alors
nulle. Cependant, si on rajoute une condition supple´mentaire que λmax(F (n)) = O(n)
(n→ +∞), alors cette mesure limite est effectivement une mesure de probabilite´. En
effet, dans ce cas-la` les suites (λmax(F (n))/n)n≥1 et (λmin(F (n))/n)n≥1 convergent
dans R (voir les propositions les propositions 3.2.4 et 3.2.6), donc les supports des
mesures T 1
n
νF(n) sont uniforme´ment borne´s. La proposition 1.2.9 montre donc la
mesure limite est une mesure de probabilite´.
3.3.3. Variant pseudo-filtre´. — Les re´sultats que l’on a obtenus dans le sous-
paragraphe pre´ce´dent admettent des analogues dans le cas ou` l’alge`breB est f -pseudo-
filtre´e. On pre´sent au-dessous un analogue de la proposition 3.3.6.
Proposition 3.3.8. — Soit f : N → R≥0 une fonction croissante telle que∑
α≥0
f(2α)/2α < +∞. Soit B = k[X1, · · · , Xd] l’alge´bre des polynoˆmes qui est
usuellement gradue´e. Si pour chaque entier n ≥ 1, Bn est muni d’une R-filtration
F (n) de sorte que B devient une alge`bre gradue´e f -pseudo-filtre´e, alors la suite de
mesures (T 1
n
νF(n))n≥1 converge vaguement. Si de plus λmax(F (n)) = O(n), alors la
mesure limite est une mesure de probabilite´.
3.4. Convergence des mesures : cas ge´ne´ral
Dans cette section, on de´montre le the´ore`me de convergence ge´ne´ral par la
re´duction au cas d’alge`bre des polynoˆmes. Une technique classique d’attaquer ce
genre de proble`me est de ge´ne´raliser le proble`me aux modules gradue´s et puis faire
appel a` la me´thode de de´vissage, qui est un argument de re´currence. Nous avons
de´ja` utilise´ cette technique dans §3.1 pour les alge`bres bigradue´es. Pourtant, comme
on montrera plus loin dans la remarque 3.4.4, la convergence vague des mesures n’est
pas ne´cessairement vraie pour un “module gradue´ quasi-filtre´”. En effet, la condition
d’eˆtre quasi-filtre´(e) donne seulement une minoration de la position (i.e. la valeur
de la fonction λ) du produit de plusieurs e´le´ments. C’est la structure d’alge`bre qui
empeˆche le produit d’aller trop loin dans la filtration.
On fixe dans cette section une alge`bre gradue´e B =
⊕
n≥0Bn de type fini sur k.
On rappelle que, si M =
⊕
n∈Z Mn est un B-module gradue´ de type fini et non-nul,
alors on a l’estimation suivante :
(48) rgk(Mn) =
c(M)
(r − 1)!n
r−1 + o(nr−1),
ou` r est la dimension de M et c(M) est une constante qui ne de´pend que de M . Si
M est nul, alors par convention dim(M) = −∞ et c(M) = 0. Les e´nonce´s 1) et 2)
du lemme 3.1.4 sont vrai pour une suite exacte courte de B-modules de type fini.
On suppose que l’espace Bn est muni d’une R-filtration F (n). Dans toute la suite de
section, siM est un B-module gradue´ de type fini, on suppose, pour tout entier n ≥ 1,
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que l’espace Mn est muni d’une R-filtration que l’on ne pre´cise pas. On utilise les
conventions pre´sente´es dans §1.2.6. Par exemple, l’expression νMn de´signe la mesure
associe´e a` la filtration sous-entendue de Mn.
3.4.1. Condition de convergence vague. —
De´finition 3.4.1. — Soit M un B-module gradue´ de type fini (muni des R-
filtrations). On dit que M satisfait a` la condition de convergence vague et on note
CV(M) si la suite de mesures bore´lienne (T 1
n
νMn)n≥1 converge vaguement.
D’apre`s la de´finition, une B-module gradue´ M de dimension 0 satisfait automa-
tiquement a` la condition de convergence vague : νMn = 0 pour n suffisamment grand.
On pre´sente au-dessous un lemme qui e´tudie la condition de convergence vague
pour une suite exacte. Ce lemme sera utilise´ dans la de´monstration du the´ore`me
3.4.3.
Lemme 3.4.2. — Soit 0 // M ′
φ
// M
pi
// M ′′ // 0 une suite exacte
courte de B-modules gradue´s de type fini munis des filtrations. On suppose que, pour
tout n ∈ Z, 0 // M ′n
φn
// Mn
pin
//M ′′n
// 0 est une suite exacte d’espaces
filtre´s. On note d′ = dimM ′, d = dimM, d′′ = dimM ′′.
1) Si d′ > d′′, alors CV(M ′)⇐⇒ CV(M).
2) Si d′′ > d′, alors CV(M ′′)⇐⇒ CV(M).
3) Si d′ = d′′, alors CV(M ′) et CV(M ′′) =⇒ CV(M).
De´monstration. — Si dimM ′ = 0, alors pour n assez grand, on a Mn = M
′′
n , donc
CV(M ′′) ⇐⇒ CV(M). Donc la proposition est vraie lorsque dimM ′ = 0. On
peut de´montrer de fac¸on similaire que la proposition est vraie lorsque dimM ′′ = 0.
Dans toute le reste de la de´monstration, on supposera min(d′, d′′) ≥ 1. On a d =
max(d′, d′′). Pour tout n ∈ N, on note
ν′n = T 1
n
νM ′n , νn = T 1n νMn , ν
′′
n = T 1
n
νM ′′n
r′n = rgM
′
n, rn = rgMn, r
′′
n = rgM
′′
n .
Pour n suffisamment grand, r′n, rn et r
′′
n sont strictement positifs et les mesures ν
′
n,
νn et ν
′′
n sont des mesures de probabilite´. En outre, la proposition 1.2.5 montre que
νn =
r′n
rn
ν′n +
r′′n
rn
ν′′n .
D’ape`rs (48),
r′n =
c(M ′)
(d′ − 1)!n
d′−1 + o(nd
′−1), r′′n =
c(M ′′)
(d′′ − 1)!n
d′′−1 + o(nd
′′−1), rn = r
′
n + r
′′
n.
1) Si d′ > d′′, alors
lim
n→+∞
r′n
rn
= 1, lim
n→+∞
r′′n
rn
= 0,
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donc (νn)n≥1 converge vaguement si et seulement si (ν
′
n)n≥1 converge vaguement, et
si c’est le cas, elles ont la meˆme limite.
2) Si d′′ > d′, alors
lim
n→+∞
r′n
rn
= 0, lim
n→+∞
r′′n
rn
= 1,
donc (νn)n≥1 converge vaguement si et seulement si (ν
′′
n)≥1 converge vaguement, et
si c’est le cas, elles ont la meˆme limite.
3) Si d′′ = d′, alors c(M) = c(M ′) + c(M ′′), et
lim
n→+∞
r′n
rn
=
c(M ′)
c(M)
, lim
n→+∞
r′′n
rn
=
c(M ′′)
c(M)
,
Si (ν′n)n≥1 converge vaguement vers ν
′ et si (ν′′n)n≥1 converge vaguement vers ν
′′,
alors (νn)n≥1 converge vaguement vers
c(M ′)
c(M)
ν′ +
c(M ′′)
c(M)
ν′′.
3.4.2. The´ore`me de convergence des mesures. — Dans ce sous-paragrphe,
on e´tablit le the´ore`me principal de l’article qui affirme la convergence des mesures
(dilate´es) associe´es a` B. On en de´duit ensuite la convergence uniforme des polygones
associe´s.
The´ore`me 3.4.3. — Soit f : Z≥0 → R≥0 une fonction telle que lim
n→+∞
f(n)/n = 0.
On suppose que
1) l’alge`bre gradue´e B est inte`gre et f -quasi-filtre´e, et Bn 6= 0 pour n assez grand,
2) il existe α > 0 tel que λmax(F (n)) ≤ αn quel que soit n ≥ 1.
Pour tout entier n ≥ 1, soit νn = T 1
n
νF(n). Alors les supports des mesures νn sont
uniforme´ment borne´s et la suite de mesures (νn)≥1 converge vaguement vers une
mesure de probabilite´ bore´lienne sur R.
De´monstration. — Soit n0 comme dans la de´finition 3.2.1. D’apre`s [22] II.2.1.6, il
existe deux entiers m0 ≥ n0 et d0 > 0 tels que, pour tout entier n ≥ m0, on ait
Bd0+n = Bd0Bn. Soit d = d0m0. L’alge`bre gradue´e B
(d) =
⊕
n≥0Bnd est engendre´e
comme une B0-alge`bre par B
(d)
1 = Bd. De plus, si on de´signe par g : N → R≥0 la
fonction telle que g(n) = f(nd), alors l’alge`bre gradue´e B(d) est g-quasi-filtre´e. Pour
tout entier n assez grand, on a Bn 6= 0 et donc λmin(F (n)) ≤ λmax(F (n)) ≤ αn.
D’apre`s la proposition 3.2.6, la suite (λmin(F (nd))/nd)n≥1 converge dans R. De plus,
pour tout entier l ∈ [m0,m0 + d[ et tout entier n ≥ 1, on a Bnd+l = BndBl. On en
de´duit λmin(F (nd+l)) ≥ λmin(F (nd))+λmin(F (l))−f(nd)−f(l) (voir la de´monstration
de la proposition 3.2.6). Par passage a` la limite, on obtient
lim inf
n→+∞
λmin(F (nd+l))/(nd+ l) ≥ lim
n→+∞
λmin(F (nd))/nd
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Comme l est arbitraire, on en de´duit que lim inf
n→+∞
λmin(F (n))/n existe dans R. Si
Bn 6= 0, alors le support de νn est contenu dans [λmin(F (n))/n, λmax(F (n))/n], donc
les supports des νn sont uniforme´ment borne´s.
D’apre`s la proposition 1.2.9, pour de´montrer la deuxie`me assertion du the´ore`me,
il suffit d’e´tablir CV(B). On commence par un cas particulier ou` l’alge´bre B est
engendre´e comme une B0-alge`bre par B1. La de´monstration se de´compose en trois
e´tapes:
E´tape 1: quelque re´ductions.
D’abord, par extension des scalaires (voir §1.2.3), en introduisant une extension
infinie de k, on peut supposer que k est un corps infini.
Si c est une constante re´elle, on peut conside´rer la filtration F (n),c sur Bn telle
que F (n),ct Bn = F (n)t−cnBn. Autrement dit, pour tout e´le´ment a ∈ Bn, on a la relation
λF(n),c(a) = λF(n)(a) + cn. Si (ni)1≤i≤r ∈ Zr≥n0 est un multi-indice et si pour tout i,
ai est un e´le´ment dans Bni , en posant N = n1 + · · ·+ nr et a = a1 · · · ar, on a
λF(N),c(a) = λF(N)(a) + cN ≥
r∑
i=1
(
λF(ni)(ai)− f(ni)
)
+
r∑
i=1
cni
=
r∑
i=1
(
λF(ni),c(ai)− f(ni)
)
,
autrement dit, l’alge`bre gradue´e B, munie des filtrations F (n),c, est encore f -quasi-
filtre´e. D’autre part, si on de´signe par νcBn la probabilite´ associe´e a` la filtration
F (n),c, on a νcBn = τcnνBn , ou` νBn est la mesure associe´e a` F (n). Par conse´quent,
on a T 1
n
νcBn = T 1n τcnνBn = τcT
1
n
νBn . Autrement dit, B satisfait a` la condition de
convergence vague pour les filtrations F (n) si et seulement si c’est le cas pour les
filtrations F (n),c. En remplac¸ant les filtrations F (n) par F (n),c avec c suffisamment
grand, on se rame`ne au cas ou` λmin(F (n))−f(n) ≥ 0 pour tout n ≥ 1. En particulier,
pour tout e´le´ment homoge`ne a de degre´ n de B, λF(n)(a) ≥ f(n).
E´tape 2: Comme k est un corps infini, par la normalisation de Noether (cf. [16]
The´ore`me 13.3), il existe d e´le´ments x1, · · · , xd dans B1 tels que
1) l’homomorphisme de l’alge`bre de polynoˆmes k[T1, · · · , Td] vers B qui envoie Ti en
xi soit un isomorphisme de k-alge`bres gradue´es de k[T1, · · · , Td] sur son image.
2) si on de´signe par A cette image, c’est-a`-dire la sous-k-alge`bre de B engendre´e par
x1, · · · , xd, alors B soit un A-module gradue´ de type fini.
L’alge`bre A, munie des filtrations induites, est une k-alge`bre gradue´e f -quasi-filtre´e.
La proposition 3.3.6 montre que l’on a CV(A).
Soit a un e´le´ment homoge`ne de A. Alors Aa est un sous-A-module gradue´ de B.
On munit Aa des filtrations induites (de celles de B). Comme dimA/Aa < dimA, on
3.4. CONVERGENCE DES MESURES : CAS GE´NE´RAL 63
a CV(Aa) compte tenu du lemme 3.4.2. De plus, les suites de mesures de probabilite´
(T 1
n
νAn)n≥1 et (T 1
n
ν(Aa)n)n≥1 convergent vaguement vers la meˆme limite.
Si x est un e´le´ment homoge`ne de degre´ m > 0 dans B, alors il existe un polynoˆme
unitaire P ∈ A[X ] de degre´ p ≥ 1 tel que P (x) = 0. On suppose que P est de
degre´ minimal et s’e´crit sous la forme P (X) = Xp + ap−1X
p−1 + · · · + a0. Comme
P est minimal et comme B est un anneau inte`gre, a0 est non-nul. Pour tout i ∈
{0, · · · , p− 1}, soit a˜i la composante de degre´ (p− i)m de ai. Si on note
P˜ (X) = Xp + a˜p−1X
p−1 + · · ·+ a˜0,
alors on a P˜ (x) = 0 puisque x est homoge`ne de degre´ m. On peut donc supposer
que ai est homoge`ne de degre´ (p − i)m quel que soit i ∈ {0, · · · , p − 1}. Soit y =
xp−1 + ap−1x
p−2 + · · · + a1. Il est homoge`ne de degre´ (p − 1)m. En outre, on a
xy + a0 = 0. Dans la suite, on utilise les notations simplifie´es introduites dans §1.2.6
pour les fonctions λ. Puisque l’alge`bre gradue´e B est f -quasi-filtre´e, si u est un
e´le´ment homoge`ne de degre´ n de A, alors
(49) λ(ua0) = λ(uxy) ≥ λ(ux)−f(n+m)+λ(y)−f((p−1)m) ≥ λ(ux)−f(n+m),
ou` dans la dernie`re ine´galite´, on a utilise´ l’hypothe`se λmin(F (p−1)m) ≥ f((p − 1)m)
introduite dans l’e´tape 1. On en de´duit λ(ux) ≤ λ(ua0) + f(n+m). En outre,
(50) λ(ux) ≥ λ(u) + λ(x)− f(m)− f(n) ≥ λ(u)− f(n).
Soient M = Aa0, M
′ = Ax. L’alge`bre B e´tant inte`gre, pour tout entier n ≥ 1,
l’application ux 7→ ua0 (u ∈ An) est un isomorphisme de k-espaces vectoriels de
M ′n+m vers Mn+mp. D’apre`s (49) et le lemme 1.2.6, on a νM ′n+m ≺ τf(n+m)νMn+mp .
D’autre part, l’application u 7→ ux (u ∈ An) est un isomorphisme de k-espaces vecto-
riels de An versM
′
n+m. D’apre`s (50) et le lemme 1.2.6, on obtient νAn ≺ τf(n)νM ′n+m ,
ou encore τ−f(n)νAn ≺ νM ′n+m . On obtient donc l’encadrement
τ−f(n)νAn ≺ νM ′n+m ≺ τf(n+m)νMn+mp ,
et donc
T 1
n+m
τ−f(n)νAn ≺ T 1
n+m
νM ′
n+m
≺ T 1
n+m
τf(n+m)νMn+mp ,
ou encore
(51)
τ−f(n)/(n+m)T nn+mT 1n νAn ≺ T 1n+m νM ′n+m ≺ τf(n+m)/(n+m)Tn+mpn+m T 1n+mp νMn+mp .
Comme observe´ plus haut, les suites (T 1
n
νAn)n≥1 et (T 1
n
νMn)n≥1 convergent vague-
ment vers une meˆme limite que l’on note ν. D’apre`s le lemme 1.2.11, l’encadrement
(51), et le lemme 1.2.12, on conclut que la suite (T 1
n
νM ′n)n≥1 converge vaguement
aussi vers ν.
E´tape 3: Soit k′ le corps des fractions de A. Comme B est une alge`bre finie sur A,
l’alge`bre k′⊗AB est de rang fini sur k′. Le A-module B est engendre´ par les e´le´ments
homoge`nes, il existe donc des e´le´ments homoge`nes x1, · · · , xs de B qui forment une
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base de k′⊗AB sur k′. Si on note H = Ax1+ · · ·+Axs, alors H est un sous-A-module
libre de base (x1, · · · , xs) de B. Soit H ′ = B/H . On a une suite exacte :
0 // H
ψ
// B
pi
// H ′ // 0 .
Comme 1 ⊗ ψ : k′ ⊗A H → k′ ⊗A B est un isomorphisme, on a k′ ⊗A H ′ = 0, donc
H ′ est un A-module de torsion. On a alors dimAH
′ < dimA = dimAH = dimAB.
D’apre`s l’e´tape 2, la condition CV(Axi) est ve´rifie´e pour tout 1 ≤ i ≤ s. D’apre`s le
lemme 3.4.2, on a CV(H) et puis CV(B). Le the´ore`me est donc de´montre´ pour le
cas particulier ou` B est engendre´e comme une B0-alge`bre par B1.
On retourne maintenant au cas ge´ne´ral. Comme remaque´ au debut de la
de´monstration, il existe un entier d > 0 tel que B(d) =
⊕
n≥0Bdn soit une B0-alge`bre
engendre´e par B
(d)
1 = Bd. C’est un anneau inte`gre. De plus, elle est g-quasi-filtre´e
pour la fonction g(n) = f(nd). D’apre`s le re´sultat de´ja` de´montre´, on a CV(B(d)).
On de´signe par ρ la limite de (T 1
n
νBnd)n≥1. En outre, l’alge`bre B, vue comme
une B(d)-alge`bre, est finie sur B(d). D’apre`s un argument similaire a` l’e´tape 2,
pour tout e´le´ment homoge`ne non-nul x de B, B(d)x satisfait a` la condition de
convergence vague, et la suite des probabilite´s (T 1
n
νBndx)n≥1 converge aussi vers ρ.
On suppose que Bn 6= 0 pour tout n ≥ m, ou` m ∈ N. Alors pour tout entier l tel
que m ≤ l < m + d, le B(d)-module B(d,k) = ⊕n≥0Bnd+k est non-nul. D’apre`s un
arguement similaire a` l’e´tape 3, en utilisant le fait que B(d) est un anneau inte`gre, on
conclut que B(d,k) satisfait a` la condition de convergence vague, et que la limite de la
suite (T 1
n
νBnd+k)n≥1 co¨ıncide avec ρ. Enfin, en combinant ces suites de probabilite´s et
en s’appuyant sur le lemme 1.2.11, on conlure que la suite de probabilite´s (T 1
n
νBn)n≥1
converge vaguement vers T 1
d
ρ.
Remarque 3.4.4. — 1) La condition d’eˆtre quasi-filtre´ peut s’e´tendre facilement au
cas de module gradue´. Soit f : N→ R≥0 une application. On suppose que l’alge`bre
gradue´e B est f -quasi-filtre´e. Soit M un B-module gradue´ muni des filtrations
(G(n))n≥1. On dit queM est f -quasi-filtre´ s’il existe un entier n0 > 0 tel que, pour
tout entier r > 0, tout (ni)1≤i≤r+1 ∈ Zr+1≥n0 et tout (si)1≤i≤r+1 ∈ Rr+1, on ait( r∏
i=1
F (ni)si Bni
)
G(nr+1)sr+1 Mnr+1 ⊂ G
(N)
S MN , ou` N =
r+1∑
i=1
ni et S =
r+1∑
i=1
(si − f(ni)).
Si f ≡ 0, M est dit filtre´. Cepedent, l’assertion du the´ore`me 3.4.3 n’est pas vraie
en ge´ne´ral pour un module gradue´ (quasi-)filtre´. En effet, soit B l’alge`bre K[X ]
des polynoˆmes a` une variable munie de la graduation usuelle et de la filtration
F (n) telle que
F (n)t Bn =
{
Bn, si t ≤ 0,
0, si t > 0.
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Evidemment B est uneK-alge`bre gradue´e filtre´e. SoitM le B-module gradue´ libre
engendre´ par un e´le´ment homoge`ne de degre´ 0. Soit ϕ : Z≥0 → R une fonction
croissante. Pour tout entier n ≥ 1, on de´finit une filtration Gϕ,(n) surMn telle que
Gϕ,(n)t Mn =
{
Mn, si t ≤ ϕ(n),
0, si t > ϕ(n).
AlorsM est un B-module gradue´ filtre´ et, pour tout entier n ≥ 0, νMn = δϕ(n). La
conditionCV(M) est e´quivalente a` l’existence de lim
n→+∞
ϕ(n)/n dans R∪{+∞}. Si
ϕ : Z≥0 → R est une fonction croissante telle que la suite (ϕ(n)/n)n≥1 ait plusieurs
points adhe´rents — par exemple, ϕ(n) = 2⌊log2 n⌋, CV(M) n’est plus satisfaite.
Ce contre-exemple montre l’impossibilite´ de de´montrer le the´ore`me 3.4.3 par la
version classique de la technique de de´vissage.
2) L’assertion du the´ore`me 3.4.3 n’est pas vraie en ge´ne´ral pour une alge`bre gradue´e
quasi-filtre´e non-inte`gre. Soient B et M comme dans 1) plus haut. Si on de´signe
par C l’extension nilpotente de B par M (cf. [30] chap. 9 §25), alors C est une
alge`bre gradue´e quasi-filtre´e sur K, mais la condition CV(C) n’est pas vraie. La
meˆme construction founit aussi un contre-exemple de la proposition 3.2.4 lorsque
l’alge`bre B n’est pas inte`gre.
Corollaire 3.4.5. — Avec les meˆmes hypothe`ses du the´ore`me 3.4.3, la suite de poly-
gones (P(νn))n≥1 converge uniforme´ment vers une fonction concave sur [0, 1].
De´monstration. — C’est une conse´quence du the´ore`me 3.4.3 et de la proposition
1.2.9.
3.4.3. Variante pseudo-filtre´e. — On pre´sente enfin la version pseudo-filtre´e du
the´ore`me 3.4.3.
The´ore`me 3.4.6. — Soit f : Z≥0 → R≥0 une fonction croissante telle que∑
α≥0
f(2α)/2α < +∞. On suppose que
1) l’alge`bre gradue´e B est inte`gre et f -pseudo-filtre´e, et Bn 6= 0 pour n assez grand,
2) il existe α > 0 tel que λmax(F (n)) ≤ αn quel que soit n ≥ 1.
Pour tout entier n ≥ 1, soit νn = T 1
n
νF(n). Alors les supports des mesures νn
sont uniforme´ment borne´s et la suite de mesures (νn)≥1 converge vaguement vers
une mesure de probabilite´ bore´lienne sur R. Donc la suite de polygones (P(νn))n≥1
converge uniforme´ment sur [0, 1].
CHAPITRE 4
APPLICATIONS
4.1. The´ore`me de Hilbert-Samuel arithme´tique
Le the´ore`me de Hilbert-Samuel arithme´tique e´tudie le comportement asympo-
tique des caracte´ristiques d’Euler-Poincare´ des images directes des puissances ten-
soriels d’un fibre´ inversible hermitien sur une varie´te´ arithme´tique. Ce the´ore`me e´tait
d’abord de´montre´ par Gillet et Soule´ [20] en utilisant leur the´ore`me de Riemann-Roch
arithme´tique. Puis il a e´te´ ree´tdudie´ par plusieurs auteurs comme Abbes et Bouche [1],
Zhang [38], Rumely, Lau et Varley [34], Autissier [2] et Randriambololona [31] dans
divers contextes. Dans le cas ou` la me´trique sur le fibre´ inversible hermitien est posi-
tive, ce comportement asymptotique peut eˆtre interpre´te´ par le nombre d’intersection
du fibre´ inversible hermitien conside´re´.
Dans cette section, on applique la convergence de polygones a` l’e´tude du the´ore`me
de Hilbert-Samuel. Comme le re´sultat pre´ce´demment e´tabli est tre`s ge´ne´ral, on ob-
tient le the´ore`me de Hilbert-Samuel (la partie de convergence) dans toute ge´ne´ralite´
sans condition de positivite´ sur la me´trique.
4.1.1. Alge`bre en fibre´s ade´liques hermitiens. — Soient K un corps de nom-
bres et B =
⊕
n≥0Bn une alge`bre inte`gre et de type fini sur K telle que Bn 6= 0
pour n suffisamment grand. On suppose que Bn est l’espace vectoriel sous-jacent
d’un fibre´ ade´lique hermitien Bn sur SpecK. Pour tout entier r ≥ 2 et tout e´le´ment
n = (ni)1≤i≤r ∈ Nr, on de´signe par ψn : Bn1 ⊗ · · · ⊗ Bnr → B|n| l’application
K-line´aire induite par la structure de K-alge`bre de B, ou` |n| = n1 + · · ·+ nr.
The´ore`me 4.1.1. — Avec les notations comme ci-dessus, s’il existe α > 0 tel que
µ̂max(Bn) ≤ αn pour n suffisamment grand et si l’une des deux conditions suivantes
est ve´rife´e :
1) il existe une fonction g : N→ R≥0 et un entier n0 > 0 tels que lim
n→+∞
g(n)/n = 0
et que h(ψn) ≤ g(n1) + · · ·+ g(nr) quels que soient r ∈ Z≥2 et n = (ni) ∈ Zr≥n0 ,
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2) il existe une fonction croissante g : N → R≥0 et un entier n0 > 0 tels que∑
α≥0
g(2α)/2α < +∞ et que h(ψ(n,m)) ≤ g(n) + g(m) quels que soient les entiers n
et m supe´rieurs ou e´gaux a` n0,
alors la suite de polygones (PBn/n)n≥1 converge uniforme´ment vers une fonction
concave sur [0, 1], et la suite de pentes maximales (µ̂max(Bn)/n)n≥1 converge dans
R. Si de plus ψ(n,m) est surjectif pour n et m assez grand, alors la suite de pentes
minimales (µ̂min(Bn)/n)n≥1 converge aussi dans R.
De´monstration. — 1) On de´montre d’abord que l’alge`bre gradue´eB est f -quasi-filtre´e
pour f(n) = g(n) + log(rgBn) sous la premie`re condition. En effet, si (si)1≤i≤r est
un e´le´ment dans Rr, alors on a l’ine´galite´
µ̂min(F (n1)s1 Bn1 ⊗ · · · ⊗ F (nr)sr Bnr ) ≥
r∑
i=1
(
µ̂min(F (ni)si Bnr)− log(rgBnr)
)
compte tenu de l’ine´galite´ (27). D’apre`s la proposition 2.2.1, on obtient
µ̂min(F (n1)s1 Bn1 ⊗ · · · ⊗ F (nr)sr Bnr ) ≥
r∑
i=1
(
si − log(rgBnr )
)
Par conse´quent, ψn(F (n1)s1 Bn1 ⊗ · · · ⊗ F (nr)sr Bnr) est contenu dans F (|n|)t B|n| ou` t =
r∑
i=1
(
si − log(rgBni)) − h(ψ|n|) (cf. la proposition 2.2.4 infra). Cela montre que B
est f -quasi-filtre´e. Comme rgBn croˆıt polynomialement par rapport a` n, on obtient
lim
n→+∞
f(n)/n = 0. D’apre`s le corollaire 3.4.5, les polygones P(T 1
n
νBn) = PBn/n
convergent uniforme´ment quand n → +∞. De meˆme, les convergences des pentes
extre´males re´sultent respectivement des propositions 3.2.4 et 3.2.6.
2) La de´monstration du deuxie`me cas est tre`s similaire a` celle du premier cas,
en utilisant la variante pseudo-filtre´e. En effet, la fonction log(rgBn) est de crois-
sance logarithmique. Comme
∑
α≥0 log(2
α)/2α < +∞, on obtient la proposition en
s’appuyant sur le the´ore`me 3.4.6 et les propositions 3.2.9 et 3.2.10.
Corollaire 4.1.2. — Avec les notations du the´ore`me 4.1.1, la suite des pentes nor-
malise´es (µ̂(Bn)n≥1) converge dans R.
Remarque 4.1.3. — Bien que on a suppose´ dans le the´ore`me 4.1.1 que les fibre´s vec-
toriels ade´liques Bn sont hermitiens, le polygone limite et les pentes extre´males limites
ont un sens pour le cas ge´ne´ral. Si Bn est un fibre´ vectoriel ade´lique, alors il exite un
fibre´ ade´lique hermitien B
′
n ayant Bn comme espace vectoriel sous-jacent et tel que
la hauteur de l’application d’identite´ Bn → B′n est dans [− log(rgBn), log(rgBn)] (cf.
la proposition 4.1.1 infra). L’ine´galite´ de pentes (22) montre que µ̂max(Bn) = O(n)
si et seulement si µ̂max(B
′
n) = O(n). Le fibre´ ade´lique hermitien B
′
n n’est pas
ne´cessairement unique, mais si B
′′
n est un autre tel fibre´ ade´lique hermitien, alors
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la hauteur de l’application d’identite´ B
′
n → B
′′
n est dans [−2 log(rgBn), 2 log(rgBn)].
Par conse´quent, on a ‖PB′n − PB′′n‖sup ≤ 2 log(rgBn), |µ̂max(B
′
n) − µ̂max(B
′′
n)| ≤
2 log(rgBn) et |µ̂min(B′n)− µ̂min(B
′′
n)| ≤ 2 log(rgBn). Si l’assertion du the´ore`me 4.1.1
est ve´rife´e pour les B
′
n, alors la meˆme assertion est ve´rifie´e pour les B
′′
n, et les limites
sont les meˆmes.
Remarque 4.1.4. — Le corollaire 4.1.2 implique un re´sultat de convergence pour
les caracte´ristiques d’Euler-Poincare´. En effet, d’apre`s 2.1.4, il existe une constante
α tel que χ(K
m
) ≤ αm(logm + 1) quel que soit m ≥ 1. On en de´duit donc
lim
n→+∞
χ(K
rgBn
)/n rgBn = 0. D’apre`s la relation entre le degre´ d’Arakelov et la
caracte´ristique d’Euler-Poincare´ (16), on obtient que
lim
n→+∞
χ(Bn)/n rgBn = lim
n→+∞
[K : Q]µ̂(Bn)/n
existe dans R. Autrement dit, la limite lim
n→+∞
(d+ 1)!
nd+1
χ(Bn) existe dans R. Cette
convergence est aussi valable pour le cas ou` les Bn sont des fibre´s vectoriels ade´liques,
graˆce a` la remarque 4.1.3.
4.1.2. Existence de la capacite´ sectionnelle. — Le the´ore`me 4.1.1 peut eˆtre
compare´ avec le the´ore`me (A) de [34]. Soient X un sche´ma inte`gre projectif de
dimension d de´finie sur K et L un fibre´ inversible sur X . Si chaque espace des
sections globales Γ(X,L⊗n) est muni des normes de sorte que Γ(X,L⊗n) soit un fibre´
vectoriel ade´lique, on dit que L est un fibre´ inversible avec sections norme´es. La
capacite´ sectionnelle de L est par de´finition
Sγ(L) = exp
(
− lim
n→+∞
(d+ 1)!
nd+1
χ(Γ(X,L⊗n))
)
pourvu que la limite dans le terme a` droit existe dans R ∪ {+∞}. Cette notion est
d’abord introduite par Chiburg [15]. Elle ge´ne´ralise en meˆme temps deux notions : la
capacite´ logarithmique d’un diviseur ample dans X et le nombre d’auto-intersection
d’un fibre´ inversible hermitien arithme´tiquement ample. L’existence de la capacite´
est e´tudie´e par plusieur auteurs dans une se´rie d’articles comme [15, 32, 33, 34].
En particulier, cette existence est de´montre´e dans [34] a` une grande ge´ne´ralite´ avec
eventuellement des semi-normes sur Γ(X,L⊗n).
Le the´ore`me 4.1.1 donne un crite`re d’existence de la capacite´ sectionnelle.
Corollaire 4.1.5. — Si l’alge`bre
⊕
n≥0 Γ(X,L
⊗n) est de type fini sur K (cette con-
dition est ve´rifie´e notamment lorsque L est ample) et si les fibre´s ade´liques hermitiens
Γ(X,L⊗n)Lo¨wner (voir 2.1.12 pour la notation) ve´rifient les conditions du the´ore`me
4.1.1, alors la capacite´ sectionnelle Sγ(L) existe et est non-nul.
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Remarque 4.1.6. — Dans [34], les auteurs ont obtenu l’existence de la capacite´
sectionnelle sous des hypothe`ses de compatibilite´ et de finitude pour les me´triques.
En particulier, l’une des conditions de compatibilite´ alge´brique (A1),
‖f ⊗ g‖v ≤ ‖f‖v‖g‖v quels que soient v ∈ Σf ∪Σ∞, f ∈ Kv ⊗ Γ(X,L⊗n)
et g ∈ Kv ⊗ Γ(X,L⊗m),
implique les conditions 1) et 2) du the´ore`me 4.1.1. En effet, si on note Bn =
Γ(X,L⊗n), alors pour toute place infinie v, Bn1,Cv ⊗ · · · ⊗ Bnr,Cv contient une base
orthonorme´e forme´e d’e´le´ments de la forme s1 ⊗ · · · ⊗ sr, ou` si est un e´le´ment dans
Bni,Cv . La condition de compatibilite´ alge´brique comme ci-dessus montre alors que
la hauteur locale de ψn en v, qui est par de´finition log ‖ψn,v‖v, est majore´e par
1
2
log(rg(Bn1 ⊗ · · · ⊗Bnr )) =
1
2
r∑
i=1
log(rgBni).
D’autre part, la capacite´ sectionnelle est justifie´e d’eˆtre strictement positive pourvue
que la condition de croissance suivante dans [34] theorem (A) est ve´rifie´e :
il existe ǫ > 0 tel que inf
06=f∈Γ(X,L⊗n)
∏
v
‖f‖v ≥ ǫn.
Mais cette condition n’est rien d’autre que la condition µ̂max(Bn) = O(n) dans le
the´ore`me 4.1.1 compte tenu de la comparaison du premier minimum avec la pente
maximale, e´tablie dans [19] the´ore`me 5.20. Enfin, le point de vue alge´brique que
l’on a adopte´ permet d’obtenir le corollaire 4.1.5 pour le cas ou` L est e´ventuellement
non-ample.
4.1.3. The´ore`me de Hilbert-Samuel arithme´tique. — Soient X un sche´ma
inte`gre, projectif et plat sur SpecOK et L un fibre´ inversible sur X tel que L := LK
est ample. Soient X = XK et d = dimX . Pour chaque plongement σ : K → C,
on choisit une me´trique hermitien ‖ · ‖σ sur Lσ,C, qui est un faisceau inversible sur
la varie´te´ analytique complexe Xσ(C). On suppose que les me´triques ‖ · ‖σ sont
continues et sont invariantes par la conjugaison complexe. Pour tout entier n ≥ 0,
soit En = π∗(L ⊗n), ou` π : X → SpecOK est le morphisme structurel. Soit en outre
En = En,K = Γ(X,L⊗n). Pour tout plongement σ : K → C, on de´signe par ‖ · ‖σ,sup
la norme sur En,σ := En ⊗K,σ C = Γ(Xσ,C, L⊗nσ,C) telle que ‖s‖σ,sup = sup
x∈Xσ(C)
‖sx‖σ.
Ce n’est pas une norme hermitienne en ge´ne´rale. D’apre`s les re´sultats dans §2.1.6, on
peut toujours choisir une norme hermitienne ‖·‖σ invariante par conjugaison complexe
et telle que
(52) ‖s‖σ ≤ ‖s‖σ,sup ≤
√
rgEn‖s‖σ
On obtient ainsi un fibre´ vectoriel hermitien En sur SpecOK qui correspond a` un fibre´
ade´lique hermitien En sur SpecK (cf. la remarque 2.1.7 infra).
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Lemme 4.1.7. — Soit n = (n1, · · · , nr) ∈ Zr≥1 une famille finie d’indices. Si on
de´signe par ψn : En1 ⊗ · · · ⊗ Enr → E|n| l’application K-line´aire induite par la
multiplication de sections, alors
(53) h(ψn) ≤
r∑
i=1
log(rgEni).
De´monstration. — Comme ψn est obtenu d’un homomorphisme OK-line´aire par ex-
tension de scalaire a` K, ‖ψn,p‖p ≤ 1 quelle que soit p ∈ Σf . Si (si)1≤i≤r est un
e´le´ment dans En1,σ × · · · ×Enr ,σ,, alors
log ‖s1 · · · sr‖σ ≤ log ‖s1 · · · sr‖σ,sup ≤
r∑
i=1
log ‖si‖σ,sup
≤
r∑
i=1
(
log ‖si‖σ + 1
2
log(rgEni)
)
= log ‖s1 ⊗ · · · ⊗ sr‖σ + 1
2
r∑
i=1
log(rgEni).
Comme En1,σ ⊗ · · · ⊗ Enr ,σ contient une base orthonorme´e forme´e d’e´le´ments dans
En1,σ×· · ·×Enr ,σ. En utilisant l’ine´galite´ de Cauchy-Schwarz, on obtient l’estimation
(53).
On rappelle au-dessous un re´sultat de Bost et Ku¨nnemann (cf. [8] proposition
3.3.1), qui est une reformulation du premier the´ore`me de Minkowski dans le cadre des
fibre´s vectoriels hermitiens. Si E = (E , (‖ · ‖σ)σ:K→C) un fibre´ vecotiel hermitien sur
SpecOK , on de´signe par ε(E) le nombre re´el
(54) ε(E) := inf
06=s∈E
( ∑
σ:K→C
‖s‖2σ
) 1
2
.
Proposition 4.1.8. — Les ine´galite´s suivantes sont ve´rifie´es
µ̂max(E)− 1
2
log([K : Q] rg E)− log |∆K |
2[K : Q]
≤ − log ε(E)(55)
− log ε(E) ≤ µ̂max(E)− 1
2
log[K : Q].(56)
On de´montre que la suite (µ̂max(En))n≥1 est borne´e supe´rieurement par une suite
line´aire. D’apre`s (55), il suffit de minorer la norme du plus petit vecteur non-nul dans
H0(X ,L ⊗n). Cela est acheve´ en utilisant le fait que la hauteur d’un cycle effectif
par rapport a` un fibre´ inversible hermitien arithme´tiquement ample est postive ou
nulle. On rappelle d’abord quelques notions.
De´finition 4.1.9. — Soit E un fibre´ vectoriel hermitien sur X . On dit qu’une
section s ∈ H0(X , E) est effective si max
σ:K→C
‖s‖σ,sup ≤ 1. On dit que s est strictement
effective si l’ine´galite´ est stricte, c’est-a`-dire max
σ:K→C
‖s‖σ,sup < 1.
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Remarque 4.1.10. — Soient E un fibre´ vectoriel hermitien sur X , s une section
dans H0(X , E) et ϕ : OX → E l’homomorphisme induit par s. Si on munit
OX des me´triques hermitiennes habituelles, alors s est effective si et seulement
si max
σ:K→C
sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ ≤ 1; elle est strictement effecitve si et seulement si
max
σ:K→C
sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ < 1.
De´finition 4.1.11 (cf. [38], voir aussi [35]). — Soit L un fibre´ inversible hermi-
tien sur X . On dit que L est arithme´tiquement ample si, pour tout fibre´ vectoriel
hermitien E sur X , il existe un entier n0 > 0 tel que, pour tout entier n ≥ n0, il
existe un entier a(n) > 0 et un homomorphisme surjectif de O⊕a(n)
X
vers E ⊗L⊗n qui
est induit par des sections strictement effectives.
Remarque 4.1.12. — Soit L un fibre´ inversible hermitien sur X . Si L est
arithme´tiquement ample, alors L est un OX -module inversible ample. D’apre`s [7]
proposition 3.2.4, si une puissance tensorielle de L est engendre´e par ses sections
globales effectives et si c1(L) est strictement positive, alors pour tout cycle effectif
Z ∈ Zq(X ), hL(Z) := d̂eg(ĉ1(L)qZ) ≥ 0. Zhang [38] a de´montre´ que pour que L
soit arithme´tiquement ample, il suffit que (en conside´rant X comme un sche´ma sur
Z)
1) LQ est ample et L est relativement semipositif,
2) pour tout sous-sche´ma ferme´ irre´ductible Y de X qui est plat sur SpecZ, la
hauteur ĉ1(L|Y )dimY est strictement positive.
En particulier, si L est ample, si c1(L) est strictement positive et s’il existe une
puissance L⊗n de L qui est engendre´e par ses sections effectives sur X , alors L est
arithme´tiquement ample.
Lemme 4.1.13. — Il existe une constante C telle que µ̂max(En) ≤ Cn pour tout
entier n suffisamment grand.
De´monstration. — Soit L ′ un fibre´ inversible hermitien sur X arithme´tiquement
ample et tel que c1(L ′) > 0. Si s est une section non-nul de L
⊗n sur X , alors divs
est un diviseur effectif de X . Par conse´quent
h
L ′
(divs) = ĉ1(L ′)
d · ĉ1(L ⊗n) +
∫
X (C)
log ‖s‖c1(L ′)d ≥ 0.
En outre, comme c1(L ′) est strictement positive, on obtient∫
X (C)
log ‖s‖c1(L ′)d ≤ max
σ∈Σ∞
log ‖s‖σ,sup
∫
X (C)
c1(L ′)
d.
Si on note
C1 = ĉ1(L ′)
d · ĉ1(L )
(∫
X (C)
c1(L ′)
d
)−1
,
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on obtient −maxσ log ‖s‖σ,sup ≤ C1n, qui implique
− log ‖s‖σ ≤ − log ‖s‖σ,sup + 1
2
log(rgEn) ≤ C1n+ 1
2
log(rgEn)
quel que soit σ ∈ Σ∞. D’apre`s la proposition 4.1.8, on obtient
µ̂max(En) ≤ − inf
06=s∈En
1
2
log
( ∑
σ∈Σ∞
‖s‖2σ
)
+
1
2
log([K : Q] rgEn) +
log |∆K |
2[K : Q]
≤ C1n+ log(rgEn) + log |∆K |
2[K : Q]
= O(n).
Le the´ore`me 4.1.1 (voir aussi les remarques 4.1.3 et 4.1.4) conduit a` la convergence
de plusieurs invariants arithme´tiques associe´s aux En.
The´ore`me 4.1.14. — Avec les notations ci-dessus,
1) la suite de polygones de Harder-Narasimhan (PEn/n)n≥1 converge uniforme´ment
vers une fonction concave Ppi
L
qui ne de´pend que de L ;
2) les suites (µ̂max(En)/n)n≥1 et (µ̂min(En)/n)n≥1 convergent respectivement vers
deux nombres re´els µ̂pimax(L ) et µ̂
pi
min(L ) qui ne de´pendent que de L ;
3) on a
lim
n→+∞
(d+ 1)!
nd+1
χ(En, (‖ · ‖σ,sup)) = [K : Q](d+ 1)c1(L)dPpi
L
(1).
En particulier, si L est arithme´tiquement ample, Ppi
L
(1) =
ĉ1(L )
d+1
[K : Q](d+ 1)c1(L)d
.
De´monstration. — Les lemmes 4.1.7 et 4.1.13 montrent que les fibre´s vectoriels her-
mitiens En satisfont aux conditions du the´ore`me 4.1.1, on obtient donc 1) et 2). Enfin,
l’e´galite´ lim
n→+∞
χ(En)/n rgEn = [K : Q] lim
n→+∞
µ̂(En)/n (cf. la remarque 4.1.4 infra)
et un re´sultat de Zhang ([38] Theorem 1.4) impliquent 3).
4.2. Pente maximale asymptotique
On garde les notations de §4.1.3. Dans le the´ore`me 4.1.4 a e´te´ e´tablie l’existence
du polygone asymptotique Ppi
L
et des pentes extre´males asymptotiques µ̂pimax(L ) et
µ̂pimin(L ). De plus, on a vu que la pente asymptotique µ̂
pi(L ) := Ppi
L
(1) est une
ge´ne´ralisation du nombre d’intersection normalise´ ĉ1(L )
d+1/[K : Q](d + 1)c1(L)
d.
Dans cette section, on e´tudie l’interpre´tation ge´ome´trique de la pente maximale
asymptotique µ̂pimax(L ).
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4.2.1. Sur-additivite´ de la pente maximale asymptotique. — On ve´rifie que
la fonction µ̂pimax(L ) de´finie dans le the´ore`me 4.1.14 est sur-additive par rapport a`
L . Dans la suite, si L est un fibre´ vectoriel hermitien sur X tel que LK soit ample.
On de´signe par π∗(L ) = (π∗L , (‖ · ‖σ)σ:K→C) le OK-module projectif π∗L muni des
me´triques de Lo¨wner associe´es aux normes ‖ · ‖σ,sup. On rappelle que la me´trique
‖ · ‖σ ve´rifie les ine´galite´s
(57) ‖s‖σ ≤ ‖s‖σ,sup ≤
√
rg(π∗L )‖s‖σ.
Par de´finition,
(58) µ̂pimax(L ) = limn→+∞
µ̂max(π∗(L
⊗n
))/n.
Lemme 4.2.1. — Si L 1 et L 2 sont deux fibre´s inversibles hermitiens tels que L1,K
et L2,K soient amples, alors
µ̂max(π∗(L 1 ⊗L 2)) ≥ µ̂max(π∗(L 1)) + µ̂max(π∗(L 2))− 1
2
log[K : Q]
− log(rg π∗L1)− log(rg π∗L2)− log |∆K |
[K : Q]
.
(59)
De´monstration. — Soient L1 = L1,K et L2 = L2,K . On note E1 = H
0(X,L1),
E2 = H
0(X,L2) et E = H
0(X,L1 ⊗ L2). D’apre`s (56), on a
µ̂max(π∗(L 1 ⊗L 2)) ≥ 1
2
[K : Q]− log ε(π∗(L 1 ⊗L 2)).
Par de´finition
− log ε(π∗(L 1 ⊗L 2)) = −1
2
inf
06=s∈E
log
∑
σ:K→C
‖s‖2σ ≥ −
1
2
inf
06=s1∈E1
06=s2∈E2
log
∑
σ:K→C
‖s1 · s2‖2σ.
En utilisant la premie`re ine´galite´ de (57), on obtient
− log ε(π∗(L 1 ⊗L 2)) ≥ −1
2
inf
06=s1∈E1
06=s2∈E2
log
∑
σ:K→C
‖s1 · s2‖2σ,sup
≥ −1
2
inf
06=s1∈E1
06=s2∈E2
log
∑
σ:K→C
‖s1‖2σ,sup · ‖s2‖2σ,sup
≥ −1
2
inf
06=s1∈E1
06=s2∈E2
(
log
∑
σ:K→C
‖s1‖2σ,sup + log
∑
σ:K→C
‖s2‖2σ,sup
)
D’apre`s la seconde ine´galite´ de (57),
− log ε(π∗(L 1 ⊗L 2)) ≥ −1
2
inf
06=s1∈E1
log
∑
σ:K→C
‖s1‖2σ −
1
2
inf
06=s2∈E1
log
∑
σ:K→C
‖s2‖2σ
− 1
2
(
log(rgE1) + log(rgE2)
)
= − log ε(π∗L 1)− log ε(π∗L2)− 1
2
log(rgE1)− 1
2
log(rgE2).
4.2. PENTE MAXIMALE ASYMPTOTIQUE 75
On en de´duit (59) en s’appuyant sur (55).
Proposition 4.2.2. — Avec les notations du lemme 4.2.1, on a
(60) µ̂pimax(L 1 ⊗L 2) ≥ µ̂pimax(L 1) + µ̂pimax(L2).
De´monstration. — D’apre`s le lemme 4.2.1, pour tout entier n ≥ 1,
µ̂max(π∗(L
⊗n
1 ⊗L
⊗n
2 )) ≥ µ̂max(π∗(L
⊗n
1 )) + µ̂max(π∗(L
⊗n
2 ))− log[K : Q]
− log(rg π∗L ⊗n1 )− log(rg π∗L⊗n2 )−
log |∆K |
[K : Q]
(61)
Si on divise les deux coˆte´s de (61) par n et passe n tendre vers l’infini, par passage a`
la limite on obtient (60).
Proposition 4.2.3. — Soient L un fibre´ inversible hermitien sur X tel que LK
sont amples, et M un fibre´ inversible hermitien sur SpecOK . Alors
1) Pour tout entier n ≥ 1, µ̂pimax(L
⊗n
) = nµ̂pimax(L ),
2) µ̂pimax(L ⊗ π∗M) = d̂eg(M) + µ̂pimax(L ).
De´monstration. — 1) re´sulte de la de´finition de µ̂pimax(·), voir (58).
2) En effet, on a π∗((L ⊗ π∗(M))⊗n) = π∗(L⊗n)⊗M⊗n. Par conse´quent,
µ̂max(π∗(L ⊗ π∗(M))⊗n) = µ̂max(π∗(L ⊗n)) + nd̂eg(M).
Par passage a` la limite on obtient µ̂pimax(L ⊗ π∗M) = d̂eg(M) + µ̂pimax(L ).
4.2.2. Pente maximale asymptotique d’un fibre´ inversible hermitien quel-
conque. — La sur-additivite´ de µ̂pimax obtenue dans le sous-paragraphe pre´ce´dent
permet d’e´tendre le domaine de de´finition de la fonction µ̂pimax(L ) a` l’espace de tous
les fibre´s inversibles hermitiens sur X . Dans le reste de la section, le symbole Θ
de´signe l’espace des fibre´s inversibles hermitiens L sur X tels que LK soit ample.
De´finition 4.2.4. — Soient L et L deux fibre´s inversibles hermitiens sur X . On
suppose que L ∈ Θ. Il existe alors un entier n0(L,L ) > 0 tel que LK ⊗L⊗nK soit
ample quel que soit n ≥ n0(L,L ). On de´finit pour tout entier n ≥ n0(L,L ),
An(L,L ) = µ̂pimax(L ⊗L
⊗n
)− nµ̂pimax(L ).
Lemme 4.2.5. — Soient E et F deux OX -modules localement libres de rang fini.
Alors tout homomorphisme f : EK → FK se prolonge en un homomorphisme de E
vers F . Si de plus f est injectif, le prolongement peut eˆtre choisi injectif.
De´monstration. — Soit η : SpecK → SpecOK le point ge´ne´rique. C’est un mor-
phisme plat. Soit X := XK . On de´signe par p : X → SpecK et q : X → X les
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morphismes canoniques, qui s’inse`rent dans un carre´ carte´sien:
X
q
//
p


X
pi

SpecK
η
// SpecOK .
D’apre`s [23] III, 1.4.15, pour tout OX -module quasi-cohe´rent G , l’homomorphisme
canonique η∗π∗G → p∗q∗G est un isomorphisme. Par conse´quent, on a un isomor-
phisme canonique H0(X ,GK) ∼= H0(X ,G )K . Si E et F sont deux OX -modules
localement libres de rang fini, alors HomOX (E ,F ) s’identifie a` l’espace des sections
de E ∨ ⊗F au-dessus de X . D’autre part,
HomOX (EK ,FK)
∼= H0(X,E ∨K ⊗FK) = H0(X ,E ∨ ⊗F )K .
Par conse´quent, pour tout homomorphisme f : EK → FK , il existe un e´le´ment non-
nul a ∈ OK tel que f se prolonge en un homomorphisme de Ea → Fa, autrement dit,
l’image de l’homomorphisme compose´
E
a−→ E −→ q∗EK −→ q∗FK
est dans F . On obtient ainsi un homomorphisme de E vers F . Cet homomorphisme
est injectif lorsque f est injectif.
Proposition 4.2.6. — Avec les notations de la de´finition 4.2.4,
1) pour tout L ∈ Θ, la suite (An(L,L ))n≥n0(L,L ) est croissante et converge vers
une limite dans R;
2) si M est un fibre´ inversible hermitien sur SpecOK , L ∈ Θ, alors
An(L,L ⊗ π∗M) = An(L,L )
quel que soit n ≥ n0(L,L );
3) si LK est ample, alors
µ̂pimax(L) = inf
L∈Θ
lim
n→+∞
An(L,L );
4) pour tout fibre´ inversible hermitien M sur SpecOK ,
d̂eg(M) = inf
L∈Θ
lim
n→+∞
An(π
∗(M),L ).
De´monstration. — 1) D’apre`s la proposition 4.2.2, pour tout entier n ≥ n0(L,L ),
µ̂pimax(L ⊗L
⊗(n+1)
) ≥ µ̂pimax(L ⊗L
⊗n
) + µ̂pimax(L ).
Donc An+1(L,L ) ≥ An(L,L ).
Comme LK est ample, il existe un entier m ≥ 1 et un homomorphisme injectif de
LK vers L⊗mK qui induit un homomorphisme injectif ϕ : L → L⊗m (cf. le lemme
4.2.5 infra). Pour tout n ≥ n0(L,L ), l’homomorphisme ϕ induit un homomorphisme
injectif ϕn : L⊗L⊗n → L⊗(m+n). Soit ψn : H0(X,LK⊗L⊗nK )→ H0(X,L ⊗(m+n)K )
4.2. PENTE MAXIMALE ASYMPTOTIQUE 77
l’homomorphisme injectif des espaces de sections globales correspondant. D’apre`s
l’ine´galite´ de pentes (22), pour tout entier u ≥ 1, on a
µ̂max(π∗(L
⊗u ⊗L⊗un)) ≤ µ̂max(π∗(L ⊗u(n+m))) + h(ψ⊗un ).
Comme ψ⊗un provient d’un homomorphisme de OX -modules, ‖ψ⊗un ‖p ≤ 1 quel que
soit p ∈ Σf . Si σ : K → C est un plongement, alors
‖ψ⊗un ‖σ ≤ sup
x∈Xσ(C)
‖ϕ⊗un,K(x)‖σ = sup
x∈Xσ(C)
‖ϕn,K(x)‖uσ = sup
x∈Xσ(C)
‖ϕK(x)‖uσ.
Par conse´quent,
µ̂max(π∗(L⊗u ⊗L ⊗un)) ≤ µ̂max(π∗(L ⊗u(n+m))) + u
[K : Q]
∑
σ:K→C
log ‖ϕK‖σ,sup.
Par passage a` la limite, on obtient que
µ̂pimax(L ⊗L
⊗n
) ≤ µ̂pimax(L
⊗(m+n)
) +
1
[K : Q]
∑
σ:K→C
log ‖ϕK‖σ,sup.
Autrement dit,
An(L,L ) ≤ mµ̂pimax(L ) +
1
[K : Q]
∑
σ:K→C
log ‖ϕK‖σ,sup.
Par conse´quent, la suite (An(L,L ))n≥n0(L,L ) est borne´e supe´rieurement, donc con-
verge dans R.
2) En effet, pour tout n ≥ n0(L,L ),
An(L,L ⊗π∗(M)) = µ̂pimax(L⊗L
⊗n⊗π∗(M⊗n))−nµ̂pimax(L ⊗π∗(M)) = An(L,L ).
3) D’apre`s 1), An(L,L) = µ̂pimax(L), donc µ̂pimax(L) ≥ inf
L∈Θ
lim
n→+∞
An(L,L ).
D’autre part, pour tout L ∈ Θ,
An(L,L ) ≥ µ̂pimax(L) + µ̂pimax(L
⊗n
)− nµ̂pimax(L ) = µ̂pimax(L).
4) En effet, pour tout L ∈ Θ,
An(π
∗(M),L ) = µ̂pimax(π
∗(M)⊗L⊗n)− nµ̂pimax(L ) = d̂eg(M).
De´finition 4.2.7. — Avec les notations de la proposition 4.2.6, on appelle pente
maximale asymptotique arithme´tique de L relativement a` π la valeur
µ̂pimax(L) := inf
L∈Θ
lim
n→+∞
An(L,L ).
La proposition 4.2.6 3) montre que cette fonction ge´ne´ralise la fonction de la pente
maximale asymptotique, initialement de´finie sur Θ.
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Lemme 4.2.8. — Soient L 1 et L 2 deux fibre´s inversibles hermitiens dans Θ. Si
f : L1 → L2 est un homomorphisme non-nul, on a
(62) µ̂max(π∗(L
⊗n
1 )) ≤ µ̂max(π∗(L
⊗n
2 )) +
1
[K : Q]
∑
σ:K→C
sup
x∈Xσ(C)
log ‖fK(x)‖σ.
De´monstration. — Pour tout entier n ≥ 1, on de´signe par ϕn : H0(XK ,L ⊗n1,K) →
H0(XK ,L
⊗n
2,K) l’homomorphisme induit par f
⊗n. D’apre`s l’ine´galite´ de pentes, on a
µ̂max(π∗(L
⊗n
1 )) ≤ µ̂max(π∗(L
⊗n
2 )) +
1
[K : Q]
∑
σ:K→C
log ‖ϕn‖σ
≤ µ̂max(π∗(L⊗n2 )) +
1
[K : Q]
∑
σ:K→C
n sup
x∈Xσ(C)
log ‖fK(x)‖σ.
Par passage a` la limite on obtient (62).
La proposition suivante montre que la fonction µ̂pimax prolonge´e pre´serve les pro-
prie´te´ de la fonction initiale, comme par exemeple la sur-additivite´.
Proposition 4.2.9. — Soient L, L1 et L2 trois fibre´s inversibles hermitiens sur X ,
M un fibre´ inversible hermitien sur SpecOK . On a
1) µ̂pimax(L1 ⊗ L2) ≥ µ̂pimax(L1) + µ̂pimax(L2);
2) µ̂pimax(L
⊗n
) = nµ̂pimax(L) pour tout entier n ≥ 1;
3) µ̂pimax(L ⊗ π∗(M)) = µ̂pimax(L) + d̂eg(M);
4) si f : L1 → L2 est un homomorphisme non-nul, on a
µ̂pimax(L1) ≤ µ̂pimax(L2) +
1
[K : Q]
∑
σ:K→C
sup
x∈Xσ(C)
log ‖fK(x)‖σ.
De´monstration. — Pour tout fibre´ inversible hermitien L sur X tel que XK soit
ample, et tout entier m suffisamment grand, on a, d’apre`s la proposition 4.2.6 et le
lemme 4.2.8, que
A2m(L1 ⊗ L2,L ) ≥ Am(L1,L ) +Am(L2,L ),
Amn(L⊗n,L ) = nAm(L,L ),
Am(L ⊗ π∗(M),L ) = Am(L,L ) + d̂eg(M),
Am(L1,L ) ≤ Am(L2,L ) + 1
[K : Q]
∑
σ:K→C
sup
x∈Xσ(C)
log ‖fK(x)‖σ.
Par passage a` la limite, on obtient les (in)e´galite´s annonce´es.
4.2.3. Pente maximale asymptotique d’un fibre´ vectoriel hermitien. —
La notion de pente maximale asymptotique peut s’e´tendre naturellement pour tout
les fibre´s vectoriels hermitien sur X par passage aux faisceau canonique du fibre´
projectif, muni des me´triques de Fubini-Study.
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De´finition 4.2.10. — Soit E un fibre´ vectoriel hermitien sur X . On appelle pente
maximale asymptotique arithme´tique relativement a` π de E la valeur
µ̂pimax(E) := µ̂
pip
max(OE(1)),
ou` p : P(E)→ X est le morphisme canonique et ou` les me´triques sur OE(1) sont des
me´triques de Fubini-Study.
Proposition 4.2.11. — Avec les notations de la de´finition 4.2.10, si EK est ample,
alors
µ̂pimax(E) = limn→+∞
1
n
µ̂max(π∗(S
nE)).
De´monstration. — Soit r le rang de E. Par de´finition
µ̂pimax(E) = lim
n→+∞
1
n
µ̂max((πp)∗(OE(1))).
Pour tout entier n ≥ 1 et tout σ : K → C, on de´signe par ‖ · ‖σ,L2 la me´trique L2
sur SnEσ,C par rapport a` la me´trique de Fubini-Study sur OE(1)σ,C, et par ‖ · ‖σ la
me´trique produit syme´trique sur SnEσ,C. D’apre`s [7] Lemma 4.3.6, on a la relation
‖s‖2σ =
(
n+ r − 1
n
)
‖s‖2σ,L2
pour tout x ∈ Xσ(C) et tout s ∈ x∗(SnE). Par conse´quent, on a
µ̂max(π∗(S
nE, (‖ · ‖σ))) = µ̂max(π∗(SnE, (‖ · ‖σ,L2)))−
1
2[K : Q]
log
(
n+ r − 1
n
)
.
Par passage a` la limite on obtient
µ̂pimax(E) = limn→+∞
1
n
µ̂max(π∗(S
nE)).
4.2.4. Lien avec une condition d’annulation. — La ne´gativite´ de la pente maxi-
male asymptotique d’un fibre´ inversible hermitien est lie´e a` l’absence de section globale
effective de certains fibre´s vectoriels hermitiens.
Proposition 4.2.12. — Soit L un fibre´ inversible hermitien sur X .
1) Si µ̂pimax(L) > 0, alors µ̂pimax(L
∨
) < 0.
2) Si µ̂pimax(L) < 0, alors L n’a pas de section effective;
3) µ̂pimax(L) ≤ 0, alors L n’a pas de section strictement effective;
4) si L est arithme´tiquement ample, alors µ̂pimax(L) > 0.
De´monstration. — 1) Comme µ̂pimax(OX ) = 0, d’apre`s la proposition 4.2.9 1), on a
µ̂pimax(L) + µ̂pimax(L
∨
) ≤ 0. Donc µ̂pimax(L) > 0 implique µ̂pimax(L
∨
) < 0.
2) D’apre`s la remarque 4.1.10, L a une section effective si et seulement s’il existe un
homomorphisme non-nul f : OX → L tel que max
σ:K→C
sup
x∈Xσ(C)
‖fσ,C(x)‖σ ≤ 1. D’apre`s
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la proposition 4.2.9 4), si L admet une section effetive, alors µ̂pimax(L) ≥ µ̂pimax(OX ) =
0.
3) est similaire a` 2).
4) Soit M un fibre´ inversible hermitien sur SpecOK tel que d̂eg(M) > 0. Comme
L est arithme´tiquement ample, il existe n ≥ 1 tel que π∗(M∨)⊗ L⊗n ait une section
effective. Cela implique que
µ̂pimax(π
∗(M
∨
)⊗ L⊗n) = nµ̂pimax(L)− d̂eg(M) ≥ 0.
Donc µ̂pimax(L) > 0.
Lemme 4.2.13. — Soient L un fibre´ inversible hermitien arithme´tiquement am-
ple sur X et L un fibre´ inversible hermitien quelconque sur X . Pour tout ε > 0,
il existe un entier n ≥ 1 et un homomorphisme injectif ϕ : L → L ⊗n tel que
max
σ:K→C
sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ < ε.
De´monstration. — On de´montre d’abord le cas ou` L = OX . Comme L est
arithme´tiquement ample, il existe un entier m ≥ 1 tel que L ⊗m ait une section
strictement effective. Soit ψ : OX → L⊗m l’homomorphisme correspondant a` la
section. D’apre`s la remarque 4.1.10, max
σ:K→C
sup
x∈Xσ(C)
‖ψσ,C(x)‖σ < 1. Par conse´quent,
il existe un entier p ≥ 1 tel que max
σ:K→C
sup
x∈Xσ(C)
‖ψ⊗pσ,C(x)‖σ < ε. Autrement dit,
ϕ = ψ⊗p : OX → L ⊗mp ve´rifie la condition dans l’assertion du lemme. Pour
le cas ge´ne´ral, comme L est ample, il existe un entier q ≥ 1 et un homomor-
phisme injectif η de L vers L⊗q. Soit α = max
σ:K→C
sup
x∈Xσ(C)
‖ησ,C(x)‖σ. Soient
φ : OX → L ⊗r un homomorphisme injectif tel que max
σ:K→C
sup
x∈Xσ(C)
‖φσ,C(x)‖σ < ε/α
et ϕ = η ⊗ φ. On a pour tout plongement σ : K → C, sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ ≤(
sup
x∈Xσ(C)
‖ησ,C(x)‖σ
) (
sup
y∈Xσ(C)
‖φσ,C(y)‖σ
)
< ε.
Lemme 4.2.14. — Soient L un fibre´ inversible hermitien arithme´tiquement ample
sur X et E un fibre´ vectoriel hermitien sur X . Pour tout nombre ε > 0 il existe
deux entiers m,n ≥ 1 et un homomorphisme injectif ϕ : E → (L ⊗n)⊕m tel que
max
σ:K→C
sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ < ε.
De´monstration. — Comme L est arithme´tiquement ample, le fibre´ inversible L est
ample, donc il existe deux entiers p,m ≥ 1 et un homomorphisme injectif ψ : E →
(L ⊗p)⊕m (cf. proposition 1.4.2 infra). Soient α = max
σ:K→C
sup
x∈Xσ(C)
‖ψσ,C(x)‖σ et η :
OX → L ⊗q un homomorphisme injectif tels que max
σ:K→C
sup
x∈Xσ(C)
‖ησ,C(x)‖σ < ε/α, et
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que ϕ = ψ⊗η : E → (L ⊗(p+q))⊕m. On a, pour tout σ : K → C, sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ <
ε.
Remarque 4.2.15. — Si on combine le lemme 4.2.14 et le lemme 4.1.13, on obtient
que, pour tout fibre´ inversible hermitien L sur X et tout fibre´ vectoriel E sur X , il
existe une constante C telle que, pour tout entier D ≥ 1, on ait µ̂max(π∗(E ⊗L⊗D)) ≤
CD. C’est une ge´ne´ralisation de la proposition 4.1.13.
De´finition 4.2.16. — Soit E un fibre´ inversible hermitien sur X . On dit que E est
faiblement positif si, pour tout fibre´ inversible hermitien L sur X , il existe λ > 0 tel
que, pour tout entier D > λ et tout entier n > λD, on ait ε(π∗(E∨⊗n ⊗ L⊗D)) > 1,
ou` ε est la fonction de´finie dans (54).
Dans la suite, on pre´sente quelques formes e´quivalentes de la condition de positivite´
faible.
Proposition 4.2.17. — Soit E un fibre´ inversible hermitien sur X . Les conditions
suivantes sont e´quivalentes:
1) pour tout fibre´ inversible hermitien L et tout fibre´ vectoriel hermitien F sur X ,
il existe λ > 0 tel que, pour tout entier D > λ et tout entier n > λD, on ait
ε(π∗(E∨⊗n ⊗ L⊗D ⊗ F)) > 1;
2) E est faiblement positif;
3) il existe un fibre´ inversible hermitien L arithme´tiquement ample sur X , un nom-
bre λ > 0 tel que, pour tout entier D > λ et tout entier n > λD, on ait
ε(π∗(E∨⊗n ⊗L⊗D)) > 1.
De´monstration. — “1)=⇒2)=⇒3)” sont triviaux.
“3)=⇒1)”: D’apre`s les lemmes 4.2.13 et 4.2.14, il existe trois entiers p, q, r ≥ 1
ainsi que deux homomorphismes injectifs ϕ : F → (L ⊗p)⊕r et ψ : L → L⊗q tels
que max
σ:K→C
sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ < 1 et max
σ:K→C
sup
x∈Xσ(C)
‖ψσ,C(x)‖σ. < 1. Pour tout entier
D ≥ 1, l’homomorphisme injectif φD = ψ⊗D⊗ϕ de L⊗D⊗F vers (L ⊗(Dq+p))⊕r est tel
que max
σ:K→C
sup
x∈Xσ(C)
‖φσ,C(x)‖σ < 1. D’apre`s 3) il existe λ > 0 tel que, pour tout entier
D > λ et tout entier n > λD, on ait ε(π∗(E∨⊗n ⊗L ⊗(Dq+p))) > 1. Par conse´quent,
on a ε(π∗(E∨⊗n ⊗ L⊗(Dq+p))⊕r) > 1. Comme max
σ:K→C
sup
x∈Xσ(C)
‖φσ,C(x)‖σ < 1, on
obtient ε(π∗(E∨⊗n ⊗ L⊗D ⊗F)) > 1.
Dans le the´ore`me qui suit est pre´sente´ un crite`re de la condition de positivite´
faible par la ne´gativite´ de la pente maximale asymptotique du dual du fibre´ inversible
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hermitien. Lorsque la fibre ge´ne´rique du fibre´ est ne´gative, c’est-a`-dire que la positivite´
verticale est exclue, alors ces deux conditions sont e´quivalentes.
The´ore`me 4.2.18. — Soit L un OX -module inversible hermitien. Si µ̂pimax(L
∨
) <
0, alors L est faiblement positif. La re´ciproque est vraie lorsque L∨K est ample.
De´monstration. — “Ne´cessite´”: Comme µ̂pimax(L
∨
) < 0, il existe une constante ε > 0
et un fibre´ inversible hermitien L sur X qui est arithme´tiquement ample tels que
Am(L∨,L ) ≤ −ε pour tout entier m suffisamment grand. En remplacant L par
une puissance convenable on peut supposer que µ̂pimax(L
∨ ⊗L ) ≤ µ̂pimax(L )− ε. Soit
λ > ε−1µ̂pimax(L ) une constante. Pour tout entier D ≥ 1 et tout entier n > λD, on a,
d’apre`s la proposition 4.2.9,
(n−D)µ̂pimax(L ) + µ̂pimax(L
∨⊗n ⊗L⊗D) ≤ µ̂pimax((L
∨ ⊗L )⊗n) ≤ n(µ̂pimax(L )− ε).
Par conse´quent,
µ̂pimax(L
⊗n ⊗L⊗D) ≤ Dµ̂pimax(L )− nε < 0.
Donc L∨⊗n ⊗L ⊗D n’a pas de section effective.
“Suffisance”: SoitM un fibre´ inversible hermitien sur SpecOK tel que d̂eg(M) > 0.
Il existe une constante λ > 0 tel que, pour tout entier D > λ et tout entier n > λD,
on ait ε(π∗(L∨⊗n)⊗ π∗(M⊗D)) > 1, et donc
µ̂max(π∗(L∨⊗n ⊗ π∗(M⊗D))) = µ̂max(π∗(L∨⊗n)) +Dd̂eg(M)
≤ 1
2
log(rgZ(π∗(L∨⊗n))) +
log |∆K |
2[K : Q]
.
(63)
Soit (Dn)n≥1 une suite telle que
i) Dn > λ pour tout entier n ≥ 1;
ii) Dn < n/λ pour n suffisamment grand;
iii) lim
n→+∞
n
Dn
= λ.
D’apre`s (63), pour tout entier n ≥ 1,
1
n
µ̂max(π∗(L∨⊗n)) + Dn
n
d̂eg(M) ≤ 1
2n
log(rgZ(π∗(L∨⊗n))) +
log |∆K |
2n[K : Q]
.
Par passage a` la limite on obtient µ̂pimax(L
∨
) ≤ −λ−1d̂eg(M) < 0.
La condition de positivite´ faible implique (est donc e´quivalente a`) une condition
de coissance exponentielle de la norme du plus petit vecteur.
Proposition 4.2.19. — Soient L et L deux fibre´s inversibles hermitiens sur X .
Si L est faiblement positif, alors il existe deux nombres re´els a, λ′ > 0 tels que, pour
tout entier D > λ′ et tout entier n > λ′D, on ait ε(π∗(L∨⊗n ⊗L⊗D)) ≥ ean.
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De´monstration. — D’apre`s le lemme 4.2.13, il suffit de de´montrer la proposition pour
le cas ou` L et L ⊗ L admettent au moins une section effective. Soit M un fibre´
inversible hermitien sur SpecOK tel que d̂eg(M) > 0. Comme L est faiblement
positif, il existe λ > 0 tel que, pour tout entier D > λ et tout entier n > λD, on ait
ε(π∗(L∨⊗n ⊗L⊗D ⊗ π∗(M)⊗D)) > 1.
On fixe maitenant deux entiers D0 > λ et n0 > λD0. Pour tout entier n > 0 on
observe que
ε(π∗(L∨⊗nn0 ⊗L⊗nD0 ⊗ π∗(M)⊗nD0)) > 1.
On en de´duit
µ̂max(π∗(L∨⊗nn0 ⊗L⊗nD0))
= µ̂max(π∗(L∨⊗nn0 ⊗L ⊗nD0 ⊗ π∗(M)⊗nD0))− nD0d̂eg(M)
≤ −nD0d̂eg(M) + 1
2
log(rgZ(π∗(L
∨⊗nn0 ⊗L⊗nD0))) + log |∆K |
2[K : Q]
.
Par passage a` la limite on obtient
lim
n→+∞
1
n
µ̂max(π∗(L∨nn0 ⊗L ⊗nD0)) = − lim
n→+∞
1
n
log ε(π∗(L∨nn0 ⊗L ⊗nD0))
≤ −D0d̂eg(M).
Par conse´quent, il existe un nombre re´el a > 0 et un entier n1 ≥ 1 tels que
ε(π∗(L∨nn0 ⊗L ⊗nD0)) ≥ ean
pour tout entier n ≥ n1. Comme L a une section effective, et comme il existe un
homomorphisme φ de L∨ vers L tel que max
σ:K→C
sup
x∈Xσ(C)
‖φσ,C(x)‖σ ≤ 1, on obtient
ε(π∗(L∨⊗(nn0+l) ⊗L⊗D)) ≥ ean
pour tout entier D0 ≤ D ≤ nD0 et tout entier 0 ≤ l ≤ nD0 −D. On note
λ0 = max
(
n0,
n0n1
D0
,
n20
D20
+
n0
D0
)
Pour tout entier D ≥ D0 et tout entier m ≥ λ0D, on a ε(π∗(L∨⊗m ⊗ L⊗D)) ≥
eam/(n0+1) puisque dans ce cas-la`, il existe deux entiers n ≥ n1 et 0 ≤ l < n0 ≤
nD0 −D tels que m = nn0 + l.
La proposition 4.2.19 sugge`re la ge´ne´ralisation suivante de la condition de positivite´
faible pour un fibre´ vectoriel hermitien.
De´finition 4.2.20. — Soit E un fibre´ vectoriel hermitien sur X . On dit que E
est faiblement positif si, pour tout fibre´ inversible hermitien L sur X , il existe deux
nombres re´els a, λ > 0 tels que, pour tout entier D > λ et tout entier n ≥ λD, on ait
ε(π∗(S
nE∨ ⊗ L⊗D)) > ean.
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Remarque 4.2.21. — On peut proposer une autre condition en faisant une
ge´ne´ralisation na¨ıve de la de´finition 4.2.16 au cas de fibre´ vectoriel hermitien. Cer-
tainement cette condition est plus faible que celle dans la de´finition 4.2.20. Mais il
n’est pas claire, au moins pour l’auteur, que l’analogue de la proposition 4.2.19 est
encore valable pour le cas de rang > 1.
La proposition suivante est un analogue au cas de rang supe´rieure de la proposition
4.2.17.
Proposition 4.2.22. — Les conditions suivantes sont e´quivalentes:
1) pour tout fibre´ inversible hermitien L et tout fibre´ vectoriel hermitien F sur X il
existe deux nombres re´els a, λ > 0 tel que, pour tout entier D > λ et tout entier
n ≥ λD, on ait
ε(π∗(S
nE∨ ⊗ L⊗D ⊗F)) > ean;
2) E est faiblement positif;
3) il existe un fibre´ inversible hermitien L arithme´tiquement ample sur X , deux
nombres a, λ > 0 tels que, pour tout entier D > λ et tout entier n ≥ λD, on ait
ε(π∗(S
nE∨ ⊗L⊗D)) > ean.
De´monstration. — “1)=⇒2)=⇒3)” sont triviaux.
“3)=⇒1)”: D’apre`s les lemmes 4.2.13 et 4.2.14, il existe trois entiers p, q, r ≥ 1
ainsi que deux homomorphismes injectifs ϕ : F → (L ⊗p)⊕r et ψ : L → L⊗q tels
que max
σ:K→C
sup
x∈Xσ(C)
‖ϕσ,C(x)‖σ < 1 et max
σ:K→C
sup
x∈Xσ(C)
‖ψσ,C(x)‖σ < 1. Pour tout entier
D ≥ 1, l’homomorphisme φD = ψ⊗D⊗ϕ de L⊗D⊗F vers (L ⊗(Dq+p))⊕r est injectif, et
max
σ:K→C
sup
x∈Xσ(C)
‖φD,σ,C(x)‖σ < 1. D’apre`s 3) il existe a, λ > 0 tels que, pour tout entier
D > λ et tout entier n > λD, on ait ε(π∗(S
nE∨⊗L⊗(Dq+p))) > ean. Par conse´quent,
on a ε(π∗(S
nE∨ ⊗ L⊗(Dq+p))⊕r) > ean. Comme max
σ:K→C
sup
x∈Xσ(C)
‖φσ,C(x)‖σ < 1, on
obtient ε(π∗(S
nE∨ ⊗ L⊗D ⊗F)) > ean.
Lemme 4.2.23. — Soit p : Y → X un sche´ma projectif et plat sur X tel que YK
soit lisse sur SpecK et e´quidimensionnel de dimension d. Soit de plus L un fibre´
inversible hermitien sur Y tel que L soit ample relativement a` p et tel que, pour
chaque point y ∈ X (C), c1(L|p−1(y)) soit strictement positive. Alors il existe un fibre´
inversible hermitien M sur X tel que L ⊗ p∗(M) soit arithme´tiquement ample.
De´monstration. — Comme X est projectif sur SpecOK , il existe un fibre´ inversible
hermitien M1 tel que M1 soit ample et tel que c1(M1) soit strictement positive.
Apre`s avoir tordu L par une puissance tensorielle de p∗M1 on peut supposer que
L soit ample et que c1(L) soit strictement positive. Comme L est ample, il existe
une puissance L⊗n de L qui est engendre´e par ses sections au-dessus de Y . Plus
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pre´cise´ment, il existe m sections (si)1≤i≤m de L⊗n sur Y tel que l’homomorphisme
(si)1≤i≤m : O⊕mY −→ L⊗n soit surjectif. On de´signe par h la famille des me´triques
hermitiennes sur L⊗n qui proviennent par produit tensoriel de celles de L. Si a > 0 est
un nombre re´el, on de´signe par ha la famille des me´triques hermitiennes sur L⊗n qui
proviennent de celles de L⊗ p∗(OX , (‖ · ‖σ,a)σ:K→C), ou` ‖1x‖σ,a = a quels que soient
x ∈ X (C) et σ : K → C. On a la relation ‖s(x)‖σ,a = an‖s(x)‖σ quelle que soit la
section s de L⊗n. Quitte a` choisir un a assez petit, on peut supposer les sections si
strictement effective. Cela montre que le fibre´ vectoriel hermitien L⊗p∗(OX , (‖·‖σ,a))
est arithme´tiquement ample compte tenu de la remarque 4.1.12.
Remarque 4.2.24. — Le lemme 4.2.23 montre en particulier que il existe au moins
un fibre´ inversible arithme´tiquement ample sur X . En effet, comme le morphisme
π : X → SpecOK est projectif, il existe un faisceau inversible ample L sur X . Par
conse´quent, pour tout plongement σ de K dans C, Lσ,C est un faisceau inversible
ample sur Xσ(C). En remplac¸ant L par l’une de ses puissances tensorielles on peut
supposer que L soit tre`s ample. On choisit un produit hermitien quelconque sur
Vσ = H
0(Xσ(C),Lσ,C). L’image re´ciproque de la me´trique de Fubini-Study par
le plongement canonique de Xσ(C) dans P(Vσ) donne une me´trique hermitienne
strictement positive sur Lσ,C. Enfin, si on applique le lemme 4.2.23 au morphisme
π : X → SpecOK , on obtient l’existence d’un fibre´ inversible hermitien M sur
SpecOK tel que π∗M ⊗ L soit arithme´tiquement ample.
La proposition suivante montre que la condition de positivite´ faible d’un fibre´
vectoriel hermitien E est e´quivalente a` la meˆme condition du dual du fibre´ canonique
de P(E∨) muni des me´triques de Fubini-Study. Ce re´sultat nous permet de ramener
l’e´tude de cette condition au cas de fibre´ inversible hermitien.
Proposition 4.2.25. — Soit E un fibre´ vectoriel hermitien sur X . On de´signe par
L le fibre´ inversible OE∨(−1) sur P(E∨), muni de les me´triques duales des me´triques
de Fubini-Study sur OE∨(1). Alors E est faiblement positif sur X si et seulement si
L est faiblement positif sur P(E∨).
De´monstration. — Soient p : P(E∨)→ X le morphisme canonique et r le rang de E .
“⇐=”: On suppose que M est un OX -module inversible hermitien. Comme L est
faiblement positif, il existe deux nombres a, λ > 0 tels que, pour tout entier D > λ et
tout entier n > λD, on ait
ε((πp)∗(L∨⊗n ⊗ p∗(M)⊗D) > ean.
Par conse´quent
ε(π∗(S
nE∨ ⊗M⊗D)) =
(
n+ r − 1
n
) 1
2
ε((πp)∗(L∨⊗n ⊗ p∗(M)⊗D) > ean.
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“=⇒”: Le faisceau L∨ = OE∨(1) est ample relativement a` p. De plus, les me´triques
de Fubini-Study sur L∨ sont strictement positives sur les fibres. Par conse´quent,
il existe un fibre´ vectoriel hermitien M sur X tel que L := L∨ ⊗ p∗(M) soit
arithme´tiquement ample (cf. lemme 4.2.23 infra).
Comme E est faiblement positif, il existe deux nombre re´els a, λ > 0 tels que, pour
tout entier D > λ et tout entier n > λD, on ait
ε(π∗(S
nE∨ ⊗M⊗D)) > ean.
Autrement dit,
ε((πp)∗(L∨⊗n ⊗ p∗(M)⊗D)) = ε((πp)∗(L∨⊗(n−D) ⊗L⊗D)) > ean
(
n+ r − 1
n
)− 12
.
Soit n0 ∈ N tel que, pour tout n > n0, on ait
ean
(
n+ r − 1
n
)− 12
> 1.
Soit λ′ = max(n0, λ), alors pour tout entier D > λ
′ et n > λ′D on a
ε((πp)∗(L∨⊗n ⊗L ⊗D)) > 1.
Donc L est faiblement positif.
Le the´ore`me suivant donne un crite`re nume´rique de la condition de positivite´ faible,
qui ge´ne´ralise le the´ore`me 4.2.18 au cas de rang supe´rieur.
The´ore`me 4.2.26. — Soit E un fibre´ vectoriel hermitien sur X . Si µ̂pimax(E
∨
) < 0,
alors E est faiblement positif. La re´ciproque est vraie lorsque E∨K est ample.
De´monstration. — Soient p : P(E∨) → X le morphisme canonique et L le fibre´
inversible OE∨(−1) muni des me´triques duales a` celles de Fubini-Study sur OE∨(1).
“=⇒”: Comme µ̂pimax(E
∨
) = µ̂pipmax(L
∨
) < 0, le fibre´ inversible hermitien L est
faiblement positif, donc il en est de meˆme de E .
“⇐=”: Si E est faiblement positif, il en est de meˆme de L. D’autre part, si
E∨K est ample, alors L∨K est aussi ample. D’apre`s le the´ore`me 4.2.18, on obtient
µ̂pimax(E
∨
) = µ̂pipmax(L
∨
) < 0.
4.3. Polygone et pentes asymptotiques en ge´ome´trie relative
Dans cette section, on applique les re´sultats obtenus dans le chapitre 3 a` l’e´tude
du comportement asymptotique des fibre´s vectoriels dans le cadere de la ge´ome´trique
relative. Bien que certaines assertions dans cette section peut eˆtre ge´ne´ralise´es au
cas ade´lique, on pre´fe`re de travailler dans le cadre des fibre´s vectoriels usuels pour
clarifier les ide´es ge´ome´triques.
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On fixe un corps k et une courbe projective et lisse C sur Spec k. Soit g le genre
de C. Pour tout fibre´ vectoriel E sur C, le the´ore`me de Riemann-Roch implique que
(64) χ(E) = rgH0(C,E) − rgH1(C,E) = deg(E)− rg(E)(1 − g).
4.3.1. Polygone et pentes asymptotiques. — Soit B =
⊕
n≥0
Bn une OC -alge`bre
de type fini. On suppose Bn 6= 0 pour n suffisamment grand et que BK est un anneau
inte`gre. Dans ce sous-paragraphe, on montre que la suite de polygones (PBn/n)n≥1
converge uniforme´ment. C’est un analogue dans le cadre de la ge´ome´trie relative du
the´ore`me 4.1.14. On rappelle d’abord une estimation de la pente mimiale de produit
tensoriel e´tablie dans [14].
Soit b(C) = min{deg(H) | H ∈ Pic(C), H est ample}. C’est un entier strictement
positif, et l’ensemble des valeurs de deg(H) lorsque H de´crit Pic(C) est exactement
b(C)Z. Soit en outre a(C) = b(C) + g − 1.
Lemme 4.3.1. — Soient E et F deux fibre´s vectoriels sur C. On a µmin(E ⊗ F ) ≥
µmin(E) + µmin(F )− a(C).
De´monstration. — Il suffit d’appliquer [14] Proposition 2.2 aux fibre´s vectoriels E∨
et F∨. En utlisant le fait que µmax(E
∨) = −µmin(E), on obtient le re´sultat.
The´ore`me 4.3.2. — S’il existe α > 0 tel que µmax(Bn) ≤ αn quel que soit n ≥ 1,
alors
1) la suite des polygones (PBn/n)n≥1 converge uniforme´ment vers une fonction con-
cave sur [0, 1], ou` les polygones PBn sont de´finis dans §2.3.2;
2) la suite de pentes maximales (µmax(Bn)/n)n≥1 converge dans R;
3) si de plus tout homomorphisme Bn,K ⊗ Bm,K → Bn+m,K induit par la structure
d’alge`bre de B est surjectif pour n et m assez grands, la suite des pentes minimales
(µmin(Bn)/n)n≥1 converge dans R.
De´monstration. — D’apre`s un arguement similaire a` celui dans la de´monstration du
the´ore`me 4.1.1, en utilisant le lemme 4.3.1, on obtient que l’alge`bre gradue´e BK =⊕
n≥0
Bn,K , munie des filtrations de Harder-Narasimhan, est f -pseudo-filtre´e pour la
fonction constante f ≡ 12a(C). Le the´ore`me re´sulte donc du the´ore`me 3.4.6 et les
propositions 3.2.9 et 3.2.10.
4.3.2. The´ore`me de Hilbert-Samuel. — Soit π : X → C un k-morphisme pro-
jectif et surjectif de dimension relative d et soit L un OX -module inversible qui est
ample relativement a` π. On e´tablit l’analogue du the´ore`me 4.1.14 en ge´ome´trie rel-
ative. L’ide´e est d’appliquer le the´ore`me 4.3.2 a` l’alge`bre des images directs B =⊕
n≥0
π∗(L
⊗n). On commence par un re´sultat (proposition 4.3.4) sur la compraison de
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la pente maximale au plus grand degre´ de sous-fibre´ inversible, qui est analogue a` la
proposition 4.1.8.
Lemme 4.3.3 ([14] Lemma 2.1). — Soit E un OC-module localement libre de
rang fini et non-nul. Si H0(C,E) est nul, alors µmax(E) ≤ g − 1.
Proposition 4.3.4. — Pour tout OC-module localement libre de rang fini et non-nul
E, il existe un sous-OC-module inversible L tel que deg(L) ≥ µmax(E) − a(C), ou`
a(C) est la constante de´finie dans §4.3.1.
De´monstration. — Soit M un OC -module inversible de degre´ b(C). On choisit r ∈ Z
tel que
g + b(C)− 1 ≥ µmax(E ⊗M⊗r) = µmax(E) + rb(C) > g − 1.
D’apre`s le lemme 4.3.3 on obtient H0(C,E ⊗ M⊗r) 6= 0. Donc il existe un ho-
momorphisme injectif de OC vers E ⊗ M⊗r. Soit L = M∨⊗r. Il existe alors un
homomorphisme injectif de L vers E. En outre, on a
deg(L) = −r deg(M) = −rb(C) ≥ µmax(E)− g − b(C) + 1.
Comme a(C) = b(C) + g − 1, on obtient deg(L) ≥ µmax(E)− a(C).
La proposition au-dessus est une estimation sur la croissance des pentes maximales.
Elle montre en particulier que l’alge`bre B =
⊕
n≥0 π∗(L
⊗n) ve´rifie la condition du
the´ore`me 4.3.2.
Proposition 4.3.5. — Pour tout OX-module sans torsion F , il existe une constante
α(F) dans R telle que, pour tout entier n > 1, on ait µmax(π∗(F ⊗ L⊗n)) ≤ α(F)n.
De´monstration. — La varie´te´ X e´tant projective sur k, on choisit un OX -module
inversible ample L sur X . En plongeant F dans une somme directe de faisceaux
inversibles (cf. la proposition 1.4.2 infra), on voit qu’il suffit d’e´tablir la proposition
lorsque F est lui-meˆme inversible, ce que l’on supposera de´sormais.
L’e´galite´ π∗(c1(L )
d) = c1(LK′)
d[C] est ve´rifie´e dans le groupe de Chow CH1(C).
Soient M un sous-OC-module inversible de π∗(F ⊗L⊗n) et ϕ :M → π∗(F ⊗L⊗n)
l’homomorphism canonique. On de´signe par ϕ˜ : π∗M → F ⊗ L⊗n le morphisme
obtenu de ϕ par adjonction. Ce dernier s’identifie a` une section non-identiquement
nulle de π∗M∨ ⊗ F ⊗ L ⊗n, dont le diviseur div(ϕ˜) est effectif. On a donc
degX
(
c1(L )
d[div(ϕ˜)]
)
≥ 0. Or [divϕ˜] = −π∗c1(M) + c1(F) + nc1(L) dans CH1(X),
donc
degX
(
c1(L )
d[div(ϕ˜)]
)
= degX
(
(−π∗c1(M) + c1(F) + nc1(L))c1(L )d
)
= − degC
(
c1(M)π∗(c1(L )
d)
)
+ degX(c1(F)c1(L )d)
+ n degX(c1(L)c1(L )
d).
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Par conse´quent,
degC(M) ≤
degX(c1(L)c1(L )
d)
degLK XK
+
degX(c1(F)c1(L )d)
degLK XK
.
Enfin, d’apre`s la comparaison que l’on a e´tabli dans la proposition 4.3.4, on de´duit la
majoration line´aire en n de µmax(π∗(F ⊗L⊗n)) annonce´e.
The´ore`me 4.3.6. — 1) La suite de polygones de Harder-Narasimhan (PBn/n)n≥1
converge uniforme´ment vers une fonction concave PpiL.
2) Les suites (µmax(Bn)/n)n≥1 et (µmin(Bn)/n)n≥1 convergent respectivement vers
deux nombres re´els µpimax(L) et µ
pi
min(L).
3) On a
lim
n→+∞
(d+ 1)!
nd+1
χ(Bn) = (d+ 1)c1(LK′)
dPpiL(1) = c1(L)d+1.
De´monstration. — D’apre`s la proposition 4.3.5, la condition du the´oe`me 4.3.2 est
ve´rifie´e pour l’alge`bre B =
⊕
n≥0 π∗(L
⊗n). On obtient donc 1) et 2). D’apre`s 1),
lim
n→+∞
µ(Bn)
n
= PpiL(1). En outre, d’apre`s (64), χ(Bn) = deg(Bn) − rg(Bn)(1 − g),
d’ou` lim
n→+∞
χ(Bn)
n rg(Bn)
= lim
n→+∞
µ(Bn)
n
. Le the´ore`me de Riemann-Roch montre que
lim
n→+∞
(d+ 1)!
nd+1
χ(Bn) = c1(L)
d+1, rg(Bn) =
c1(LK′)
d
d!
nd +O(nd−1).
On en de´duit donc 3).
4.3.3. Pente maximale asymptotique. — On montre que la fonction µpimax
de´finie sur l’ensemble des fibre´s inversibles relativement amples sur X est sur-
additive. Ce re´sultat permet d’e´tendre le domaine de de´finition de µpimax a` Pic(X) —
le groupe de toutes les classes d’isomorphisme de fibre´s inversibles sur X .
Lemme 4.3.7. — Soient E1 et E2 deux OX-modules localement libres de rang fini
et non-nuls. Si π∗(E1) et π∗(E2) sont tous les deux non-nuls, alors on a
µmax(π∗(E1 ⊗ E2)) ≥ µmax(π∗E1) + µmax(π∗E2)− 2a(C),
ou` a(C) est la constante de´finie dans §4.3.1.
De´monstration. — Comme π∗(E1) et π∗(E2) sont non-nuls, d’apre`s la proposition
4.3.4, il existe deux OC -modules inversiblesM1 etM2 ainsi que deux homomorphisme
injectifs M1 −→ π∗(E1) et M2 −→ π∗(E2) tels que degM1 ≥ µmax(π∗E1) − a(C) et
degM2 ≥ µmax(π∗E2)−a(C). Comme M∨1 ⊗π∗(E1) etM∨2 ⊗π∗(E2) ont des sections
non partout nulles au-dessus de C, π∗(M1)
∨ ⊗ E1 et π∗(M2)∨ ⊗ E2 ont des sections
non partout nulles au-dessus de X . Par conse´quent,
H0(X,π∗(M1 ⊗M2)∨ ⊗ (E1 ⊗ E2)) = H0(C, (M1 ⊗M2)∨ ⊗ π∗(E1 ⊗ E2)) 6= 0.
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Donc 0 ≤ µmax((M1 ⊗M2)∨ ⊗ π∗(E1 ⊗ E2)), et donc
µmax(π∗(E1 ⊗ E2)) ≥ degM1 + degM2 ≥ µmax(π∗(E1)) + µmax(π∗(E2))− 2a(C).
Proposition 4.3.8. — Soient L, L1 et L2 des OX-modules inversibles amples rela-
tivement a` π.
1) Pour tout entier n ≥ 1, µpimax(L⊗n) = nµpimax(L).
2) Si M est un OC-module inversible, alors µpimax(L⊗ π∗M) = degM + µpimax(L).
3) µpimax(L1 ⊗ L2) ≥ µpimax(L1) + µpimax(L2).
4) S’il existe un homomorphisme non-nul ϕ : L1 → L2 de OX-modules, alors
µpimax(L1) ≤ µpimax(L2).
De´monstration. — 1) est imme´diat d’apre`s la de´finition de µpimax.
2) On a, pour n assez grand,
µmax(π∗(L
⊗n ⊗ π∗M⊗n)) = µmax(π∗(L⊗n)⊗M⊗n) = µmax(π∗(L⊗n)) + n degM.
D’ou` lim
n→∞
1
n
µmax(π∗(L
⊗n ⊗ π∗M⊗n)) = degM + lim
n→∞
1
n
µmax(π∗(L
⊗n)).
3) D’apre`s le lemme 4.3.7, pour tout entier n assez grand,
µmax(π∗(L
⊗n
1 ⊗ L⊗n2 )) ≥ µmax(π∗(L⊗n1 )) + µmax(π∗(L⊗n2 ))− 2a(C).
Donc
µmax(π∗(L
⊗n
1 ⊗ L⊗n2 ))
n
≥ µmax(π∗(L
⊗n
1 ))
n
+
µmax(π∗(L
⊗n
2 ))
n
− 2a(C)
n
. Par pas-
sage a` la limite on obtient µpimax(L1 ⊗ L2) ≥ µpimax(L1) + µpimax(L2).
4) Pour tout entier n ≥ 1 on a un homomorphisme injectif ϕ⊗n : L⊗n1 → L⊗n2 .
En prenant l’image directe on obtient un homomorphisme injectif de π∗(L
⊗n
1 ) vers
π∗(L
⊗n
2 ). Par conse´quent, on a µmax(π∗(L
⊗n
1 )) ≤ µmax(π∗(L⊗n2 )). Par passage a` la
limite on obtient µpimax(L1) ≤ µpimax(L2).
De´finition 4.3.9. — Soient L un OX -module inversible et L un OX -module in-
versible ample relativement a` π. D’apre`s [22] II.4.6.13, il existe un entier n0(L,L ) > 0
tel que L⊗L⊗n soit ample relativement a` π quel que soit n ≥ n0(L,L ). On de´finit,
pour tout entier n ≥ n0(L,L ), An(L,L ) = µpimax(L⊗L⊗n)− nµpimax(L ).
Proposition 4.3.10. — 1) La suite (An(L,L ))n≥n0(L,L ) est croissante et converge
vers une limite dans R.
2) Si M est un OC-module inversible, on a An(L,L ⊗ π∗M) = An(L,L ) pour tout
n ≥ n0(L,L ).
3) On de´signe par A l’ensemble des OX-modules inversibles et par Api l’ensemble des
OX-modules inversibles amples. Alors
(65) inf
L∈A
lim
n→+∞
An(L,L ) = inf
L ′∈Api
lim
n→+∞
An(L,L
′).
4) Si L est un OX-module ample relativement a` π, alors la valeur dans (65) est e´gale
a` µpimax(L).
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5) Si L est de la forme π∗M , ou` M est un OC-module inversible, alors la valeur dans
(65) est e´gale a` degC(M).
De´monstration. — 1) D’apre`s la proposition 4.3.8 3), pour tout entier n ≥ n0(L,L ),
µpimax(L⊗L⊗(n+1)) ≥ µpimax(L⊗L ⊗n) + µpimax(L ).
Donc on a An+1(L,L ) ≥ An(L,L ). D’autre part, comme L est ample relativement a`
π, il existe un OC -module inversibleM tel que L ⊗π∗M soit ample (cf. la proposition
1.4.1 infra). Donc il existe un entier m > 0 et un homomorphisme injectif de L vers
(L ⊗ π∗M)⊗m. Par conse´quent,
µpimax(L⊗L ⊗n) ≤ µpimax((L ⊗ π∗M)⊗m ⊗L⊗n) = (m+ n)µpimax(L ) +m deg(M),
i.e., An(L,L ) ≤ m(µpimax(L ) + deg(M)). La suite (An(L,L ))n≥n0(L,L ) est alors
croissante et borne´e supe´rieurement, donc converge dans R.
2) Si L⊗L⊗n est ample relativement a` π, il en est de meˆme de L⊗(L ⊗π∗M)⊗n =
L⊗L⊗n ⊗ π∗M⊗n (cf. [22] II.4.6.5), et
µpimax(L ⊗ (L ⊗ π∗M)⊗n) = µpimax(L⊗L ⊗n) + n degM.
Par conse´quent,
An(L,L ⊗ π∗M) = µpimax(L⊗L ⊗n) + n deg(M)− nµpimax(L ⊗ π∗M) = An(L,L ).
3) L’e´galite´ (65) est une conse´quence imme´diate de 2) et de la proposition 1.4.1.
4) Pour tout OX -module inversible L ample relativement a` π, d’apre`s la proposi-
tion 4.3.8, on a
µpimax(L ⊗L⊗n)− nµpimax(L ) ≥ µpimax(L) + µpimax(L ⊗n)− nµpimax(L ) = µpimax(L).
Donc on a inf
L∈A
lim
n→+∞
An(L,L ) ≥ µpimax(L). D’autre part, comme L est ample rela-
tivement a` π,
inf
L
lim
n→+∞
An(L,L ) ≤ lim
n→+∞
An(L,L)
= lim
n→+∞
(
µpimax(L⊗ L⊗n)− nµpimax(L)
)
= µpimax(L).
On obtient donc l’e´galite´.
5) Si L = π∗M , ou` M est un OC -module inversible, alors pour tout OX -module
inversible L ample relativement a` π et tout entier n > 0, on a
An(L,L ) = µ
pi
max(π
∗M ⊗L⊗n)− nµpimax(L )
= deg(M) + µpimax(L
⊗n)− nµpimax(L ) = deg(M).
De´finition 4.3.11. — Pour tout OX -module inversible L on de´finit
(66) µpimax(L) = inf
L
lim
n→+∞
(
µpimax(L ⊗L⊗n)− nµpimax(L )
)
,
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ou` L parcourt tous les OX -modules inversibles amples relativement a` π. C’est un
e´le´ment dans [−∞,+∞[. Lorsque L est ample relativement a` π, cette valeur est finie,
et co¨ıncide avec la limite lim
n→+∞
µmax(L
⊗n)/n (cf. la proposition 4.3.10 4)). La valeur
µpimax(L) est appele´e la pente maximale asymptotique de L relativement a` π.
La proposition suivante montre que les proprie´te´s de la fonction µpimax e´tablie dans
la proposition 4.3.8 sont encore valables pour la fonction ge´ne´ralise´es.
Proposition 4.3.12. — 1) Pour tous OX-modules inversibles L1 et L2, on a
µpimax(L1 ⊗ L2) ≥ µpimax(L1) + µpimax(L2).
2) Pour tout OX-module inversible L et tout entier n > 0 on a
µpimax(L
⊗n) = nµpimax(L).
3) Si L1 et L2 sont deux OX -modules inversibles et s’il existe un homomorphisme
non-nul de L1 vers L2, alors µ
pi
max(L1) ≤ µpimax(L2).
4) Pour tout OX-module inversible L et tout OC-module inversible M on a
µpimax(L⊗ π∗M) = µpimax(L) + deg(M).
De´monstration. — 1) Pour tout OX -module inversible L ample relativement a` π et
tout entier n suffisamment grand,
µpimax(L1 ⊗ L2 ⊗L⊗2n) ≥ µpimax(L1 ⊗L⊗n) + µpimax(L2 ⊗L ⊗n),
d’ou` A2n(L1 ⊗L2,L ) ≥ An(L1,L ) +An(L2,L ). Par passage a` la limite on obtient
µpimax(L1 ⊗ L2) ≥ µpimax(L1) + µpimax(L2).
2) Pour tout OX -module inversible L ample relativement a` π et tout entier m
assez grand, on a
µpimax(L
⊗n ⊗L⊗mn) = nµpimax(L⊗L ⊗m).
Par conse´quent, on a Amn(L
⊗n,L ) = nAm(L,L ). Par passage a` la limite, on a
µpimax(L
⊗n) = nµpimax(L).
3) Pour tout OX -module inversible L ample relativement a` π et tout entier n
suffisamment grand, on a un homomophisme injectif de L1⊗L⊗n vers L2⊗L ⊗n. Par
conse´quent, on a µpimax(L1⊗L⊗n) ≤ µpimax(L2⊗L⊗n), i.e., An(L1,L ) ≤ An(L2,L ).
Par passage a` la limite, on a µpimax(L1) ≤ µpimax(L2).
4) Pour tout OX -module inversible L ample relativement a` π et tout entier n
suffisamment grand, on a
An(L⊗ π∗M,L ) = An(L,L ) + deg(M).
Par passage a` la limite on obtient µpimax(L⊗ π∗M) = µpimax(L) + deg(M).
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4.3.4. Pente maximale asymptotique et annulation de section globale. —
La ne´gativite´ de la pente maximale asymptotique est lie´e a` l’annulation de section
globale de certain fibre´. Les re´sultats pre´sente´s dans ce sous-paragraphe sont analogue
a` ceux dans §4.2.4. On fixe dans ce sous-paragraphe un OX -module inversible L.
Proposition 4.3.13. — 1) Si µpimax(L) > 0, alors µ
pi
max(L
∨) < 0.
2) Si µpimax(L) < 0, alors H
0(X,L) = 0.
3) Si L est ample, alors µpimax(L) > 0.
De´monstration. — 1) On a µpimax(OX) = µpimax(π∗OC) = deg(OC) = 0, donc
µpimax(L) + µ
pi
max(L
∨) ≤ 0 compte tenu de la proposition 4.3.12.
2) Si H0(X,L) 6= 0, alors il existe un homomorphisme non-nul de OX vers L, d’ou`
µpimax(L) ≥ µpimax(OX) = 0.
3) Soit M un OC -module inversible tel que deg(M) > 0. Comme L est ample, il
existe un entier n ≥ 1 tel que π∗M∨ ⊗ L⊗n ait une section non identiquement nulle
au-dessus de X . D’apre`s 2), on a
µpimax(π
∗M∨ ⊗ L⊗n) = nµpimax(L) + deg(M∨) ≥ 0,
Donc µpimax(L) ≥ deg(M)/n > 0.
The´ore`me 4.3.14. — Si µpimax(L
∨) < 0, alors la condition suivante est satisfaite :
il existe un OX-module inversible ample L et un nombre re´el λ > 0 tels
que, quels que soient les entiers d > λ et n > λd, H0(X,L∨⊗n⊗L⊗d) = 0.
La re´ciproque est vraie lorsque L∨ est ample relativement a` π.
De´monstration. — “=⇒”: Si µpimax(L∨) < 0, alors il existe une constante ε > 0 et un
OX -module ample L tels que, pour tout entier m suffisamment grand, Am(L∨,L ) ≤
−ε. Quitte a` remplac¸er L par l’une de ses puissances tensorielles, on peut supposer
que µpimax(L
∨ ⊗L ) ≤ µpimax(L )− ε. Soit λ une constante telle que λ > ε−1µpimax(L ).
Pour tout entier d ≥ 1 et tout entier n > λd, on obtient, d’apre`s la proposition 4.3.12,
(n− d)µpimax(L ) + µpimax(L∨⊗n ⊗L⊗d) ≤ µpimax((L∨ ⊗L )⊗n)
= nµpimax(L
∨ ⊗L ) ≤ n(µpimax(L )− ε).
Par conse´quent, on a µpimax(L
∨⊗n ⊗ L⊗d) ≤ dµpimax(L ) − nε < 0. Donc
H0(X,L∨⊗n ⊗L⊗d) = 0. Ainsi (X,L) satisfait a` la condition.
“⇐=”: On suppse que L∨ est ample relativement a` π et que la condition est ve´rifie´e
pour L. La condition dans le the´ore`me est e´quivalente a` la condition suivante :
pour tout OX-module inversible L, il existe λ > 0 tel que, quels que soient
les entiers d > λ et n > λd, on ait H0(X,L∨⊗n ⊗ L⊗d) = 0.
En effet, si L est un OX -module inversible ample, alors il existe un homomorphisme
injectif de L dans une puissance tensorielle L ⊗m. Donc l’annulation deH0(X,L∨⊗n⊗
L⊗md) implique celle de H0(X,L∨⊗n ⊗ L⊗d).
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Soit M un OC -module inversible ample. Il existe λ > 0 tel que, pour tout entier
d > λ et tout entier n > λd, on ait
H0(X,L∨⊗n ⊗ π∗M⊗d) = 0.
D’apre`s le lemme 4.3.3, on a
µmax(π∗(L
∨⊗n ⊗ π∗M⊗d)) = ddegM + µmax(π∗(L∨⊗n)) ≤ g − 1.
On prend une suite (dn)n≥1 telle que
i) pour tout entier n ≥ 1, dn > λ,
ii) pour n suffisamment grand, dn < n/λ,
iii) lim
n→∞
n
dn
= λ.
Alors pour n suffisamment grand, on a deg(M)dn+µmax(π∗(L
∨⊗n)) ≤ g− 1, c’est-a`-
dire
deg(M)
dn
n
+
µmax(π∗(L
∨⊗n))
n
≤ g − 1
n
.
Par passage a` la limite, on obtient µpimax(L
∨) ≤ −λ−1 degM < 0.
4.3.5. Pente maximale asymptotique d’un fibre´ vectoriel. — Par passage au
fibre´ canonique sur le fibre´ projectif, on e´tend le domaine de de´finition de la fonction
µpimax a` l’ensemble des fibre´s vectoriels sur X . Si E est un OX -module localement libre
de rang fini et non-nul et si p : P(E)→ X est le morphisme canonique, on de´finit
µpimax(E) = µ
pip
max(OE(1)).
Remarque 4.3.15. — Si E est ample relativement a` π, c’est-a`-dire que OE(1) est
ample relativement a` πp, alors µpimax(E) = limn→∞
µmax(π∗(S
nE)).
The´ore`me 4.3.16. — Si µpimax(E
∨) < 0, alors la condition suivante est ve´rifie´e :
pour tout OX -module inversible M (ou de fac¸on e´quivalente, il existe un
OX-module inversible ample M), il existe un nombre re´el λ > 0 tels que,
quels que soient les entiers d > λ et n > λd, on ait H0(X,SnE∨⊗M⊗d) =
0.
La re´ciproque est vraie lorsque E∨ est ample relativement a` π, c’est-a`-dire que le
faisceau inversible OE∨(1) est ample relativement a` πp.
De´monstration. — La condition dans ce the´ore`me est e´quivalente a` la condition dans
le the´ore`me 4.3.14 pour (P(E∨),OE∨(−1)) :
pour tout OP(E∨)-module inversible L (ou de fac¸on e´quivalente, il existe un
OP(E∨)-module inversible ample L), il existe un nombre re´el λ > 0 tels que,
quels que soient les entiers d > λ et n > λd, on ait H0(P(E∨),OE∨(n)⊗
L⊗d) = 0.
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En effet, si M est un OX -module inversible, alors
H0(P(E∨),OE∨(n)⊗p∗M⊗d) = H0(X, p∗(OE∨(n)⊗p∗M⊗d)) = H0(X,SnE∨⊗M⊗d).
Donc l’annulation de H0(P(E∨),OE∨(n)⊗ p∗M⊗d) implique celle de H0(X,SnE∨ ⊗
M⊗d). Re´ciproquement, d’apre`s la proposition 1.4.1 il existe un OX -module inversible
M tel que L := OE∨(1) ⊗ p∗M soit ample. On a H0(P(E∨),OE∨(n) ⊗ L⊗d) =
H0(P(E∨),OE∨(n + d) ⊗ p∗M⊗d) = H0(X,Sn+dE∨ ⊗M⊗d). Si ce dernier espace
s’annule lorsque n/d est assez grand, alors il en est de meˆme de H0(P(E∨),OE∨(n)⊗
L⊗d).
“=⇒”: Comme µpipmax(OE∨(1)) = µpimax(E∨), on a µpipmax(OE∨(1)) < 0. D’apre`s le
the´ore`me 4.3.14, la condition comme ci-dessus est ve´rifie´e.
“⇐=”: Si la condition dans ce the´ore`me est ve´rife´e pour (X,E), alors la conidition
dans le the´ore`me 4.3.14 est ve´rifie´e pour (P(E∨),OE∨(−1)). Si de plus E∨ est ample
relativement a` π, alors OE∨(−1) est ample relativement a` πp. Le the´ore`me 4.3.14
implique alors que µpipmax(OE∨(1)) = µpimax(E∨) < 0.
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