Abstract. Continuous Explicit Runge-Kutta methods with the minimal number of stages are considered. These methods are continuously di erentiable if and only if one of the stages is the FSAL evaluation. A characterization of a subclass of these methods is developed for order 3,4 and 5. It is shown how the free parameters of these methods can be used either to minimize the continuous truncationerror coe cients or to maximizethe stability region. As a representativefor these methods the 5th order method with minimized error coe cients is chosen, supplied with an error estimation method, and analysed by using the DETEST software. The results are compared with a similar implementation of the Dormand-Prince 5(4) pair with interpolant, showing a signi cant advantage to the new method for the chosen problems.
One may expect such a method to be appropriate in the case when (1) is non-sti . CERK methods may also be used for solving certain types of functional di erential equations, like delay di erential equations for which retarded arguments in the right hand side of (1) might be estimated by continuous extensions over previous subintervals. The continuous approximation u(x) is obtained on x 0 ; x e ] by using a mesh fx 0 < x 1 < < x N = x e g and computing polynomials u n+1 (x n + h n ); n = 0; : : :; N ? 1 such that u(x) = u n+1 (x n + h n ) for x n x = x n + h n x n+1 where h n = x n+1 ? x n . The continuity assumption on u(x) requires that u n (x n ) = u n+1 (x n ) := y n ; n = 1; : : :; N ? 1 where b i ( ); i = 1; : : :; s, are polynomials of degree d for some positive integer d. We shall also require c i = P i?1 j=1 a ij , and b i (0) = 0 for i = 1; : : :; s, the last condition is necessary for continuity. Henceforth we shall denote by A the strictly lower triangular matrix de ned by the coe cients a ij . Observe that a conventional Runge-Kutta method is obtained by putting y n+1 = u n+1 (x n + h n ). In fact, a CERK method is equivalent to a Runge-Kutta method supplied with an interpolant. On surveying the literature one nds such interpolants for most of the commonly used Runge-Kutta formulas, e.g. Shampine 17, 18] , Dormand and Prince 6, 7], Calvo et al. 4] and Horn 13] . Enright et al. 8 ] provides a general technique for constructing interpolants to a Runge-Kutta formula while Zennaro 20] discusses natural continuous extensions of Runge-Kutta methods which are especially suited for functional di erential equations when certain restrictions are imposed on the mesh. In a recent paper Verner 19] elaborates di erentiable interpolants of higher order.
An important issue in many of these papers has been whether or not the continuous approximation should yield the same order of consistency in the interior of the step as at the endpoints. Following 16] we shall de ne the uniform order, or simply the order of a CERK method as the greatest integer p for which max 0 1 jy n+1 (x n + h n ) ? u n+1 (x n + h n )j = O(h p+1 n ) (2) where y n+1 (x) is the local solution to the initial value problem y 0 n+1 (x) = f(x; y n+1 (x)), y n+1 (x n ) = y n . Here j j can be any norm on R m . Of course the order q at the endpoints satis es q p and in this paper we shall not impose the possible additional requirement that q > p for any of our methods. We shall always require ( . In such cases it is recommended that one uses a discrete method that can be supplied with a continuous extension, possibly at more than the minimal cost.
In this paper, we consider CERK methods with CEN(p) stages for p = 3; 4; 5 with the additional property that they are C (1) continuous. We give a complete recipe for the construction of some if not all such methods, and we present pairs of formulas with optimized error constants and show how the regions of absolute stability may be optimized. Finally we present some results based on tests made with the DETEST package 10]. These tests are made with a 5th order representative of the CERK methods described in this paper, displaying the properties of the underlying discrete method.
2. Preliminary results. Henceforth we shall make extensive use of the theory of rooted trees and order conditions developed by Butcher 1, 2] . From 16] we nd the continuous version of the order conditions
(t) for all trees t such that (t) p, (3) where j (t) is the jth elementary weight for the tree t, (t) is the order of t, and (t) is a coe cient depending on the tree t. For each r 1, let n r be the number of trees such that (t) = r. Thus, a CERK method of order p must satisfy N p conditions where N p = P p r=1 n r . We number the N p trees t increasingly in terms of (t), such that (t i ) > (t j ) only if i > j. This ordering is not unique. By putting z j ( ) := b 0 j ( ); j = 3. Optimal C (1) approximations. A property possessed by all explicit RungeKutta methods is that the rst stage of the step from x n+1 to x n+2 is given by K 1 = f(x n+1 ; y n+1 ). Many methods take advantage of this property by also using this stage in the previous step from x n to x n+1 . In the literature this reusable stage is sometimes referred to as the FSAL (First Same As Last) evaluation. Because the methods we consider are explicit, the FSAL evaluation can not be involved in the end point approximation, but it may be used to obtain an error estimate or for the continuous approximation. It turns out that there is a close connection between the reusable stage being included in the CERK method and the uniform approximation being continuously di erentiable. We shall consider CERK methods where the last stage K s is the FSAL evaluation, i.e. we impose the stage reuse conditions c s = 1 and a sj = b j (1); j = 1; : : :; s: (5) For our further discussion we need the following lemma Proof. The lemma is proved by induction on the row index. The result holds for i = 1 since the rst row corresponds to the only tree, of order 1 and since ( ) = ( ) = 1s ( ) = 1. Then assume that the lemma is true for all i such that i n ? 1. The nth condition corresponds to a tree t n which either has the form t n 0 ] for some tree t n 0 of order (t n ) ? 1 or the form t 1 ; : : :; t u ] for u( 2) trees t i where 1 (t i ) (t n ) ? 2 and (t n ) = 1 + P u i=1 (t i ). In the latter case with t ni = t i ] we immediately obtain from the de nition of 3, p.88] that
In the former case we get
where we have applied the stage reuse conditions along with the order conditions at = 1. Finally, observe that the induction works for all n such that (t n ) p + 1 since we only used the order condition corresponding to t n 0 and (t n 0 ) = (t n ) ? 1.
With this result, the following theorem is now easy to prove. Proof. It is su cient to prove that u 0 (x 0 ) = K 1 and that u 0 (x 0 + h) = K s . By Lemma 3.1 the last column of F p (A) is equal to the right hand side of (4) evaluated at = 1. Moreover, the rst column of F p (A) equals the right hand side of (4) evaluated at = 0. Since, by assumption, the columns of F p (A) are linearly independent we obtain z i (1) = is and z i (0) = i1 such that u 0 (x 0 ) = K 1 and u 0 (x 0 + h) = K s .
It is of interest to know whether there exist CERK methods with stage reuse having a total of CEN(p) stages. It is easy to prove that such methods cannot exist for p 2 under the assumption that the degree d of the polynomial weights does not exceed p. We have not been able to answer this question for general p > 2, but we shall see that such methods exist for p = 3; 4; 5. During this discussion we shall sometimes impose some additional conditions which we shall refer to as the simplifying assumptions, see e.g. Observe that this continuous extension of the 3-stage discrete method above is nothing but the cubic Hermite interpolant based on the endpoints x and x + h.
Considering order p = 4 we shall restrict ourselves to the methods derived in 16] having CEN(4)=6 stages. These methods satisfy the simplifying assumptions (6) with s = 6 and, using the notation of 3], we let the row space of G 4 Combining these conditions with (5) we nd that one may choose c 2 The continuous weights are found by solving the linear 6 6 system of equations arising from the order conditions corresponding to the trees (7) .
Also for the order 5 case we shall impose the simplifying assumptions (6) with s =CEN (5) 16] . Now combining these conditions with the stage reuse conditions (5) and the assumption A 2 M 5 one nds after some long but straightforward algebra that c 2 6 = 0 ; c 3 6 = 0 ; c 6 6 = 0 ; c 7 6 = 0 and a 54 6 = 0 can be chosen subject to the constraints c 6 6 = c 3 , c 6 6 = 2c 3 , c 7 6 = c 3 , c 7 6 = 2c 3 , c 7 6 = c 6 , c 8 The polynomials b 1 ( ); : : :; b 8 ( ) are found by solving the linear 8 8 system of equations arising from the order conditions corresponding to the trees (8).
Remark: An interesting question is whether there exist methods among this fth order class such that their rst 6 stages de ne a discrete RK formula of order 5. This would clearly require a 87 = b 7 (1) = 0, a case which is excluded in the formulas above because of the assumption with an error estimation device. We shall be concerned with the strategy based on embedded formulas (see 12] for details) and we shall see how this strategy can be adapted to pairs of CERK methods. Such a pair will be denoted by CERK(p,q) which means that the integration is proceeded by a continuous method of order p as described in the previous section, while a discrete formula of order q is used to obtain an error estimate at the end point of each step. It is obvious that we must require p 6 = q and it is customary to assume that jp ? qj = 1, but it is not clear whether one should have q > p or p > q. Most implementations of the discrete pairs proposed by Fehlberg 11] are of the former type while in the methods of Dormand and Prince 5] the intention is to impose p = q + 1 (local extrapolation). We will pay most of our attention to the latter type of pairs, mainly for two reasons. Firstly, we have the following negative result for the typical Fehlberg type implementations.
Proposition 4.1. There exist no CERK(p; p+1) pairs with s =CEN(p) stages. Proof. Assume that s =CEN(p) for a method given by the s s matrix A. Then, since rank(F p (A)) = s it is impossible to nd two distinct sets of weights that satisfy the rst N p discrete order conditions. The second reason is based on a recent result by Jackiewicz and Zennaro 14]. They nd that given a CERK method of order p with s=CEN(p) stages, it is possible to obtain a two-step Runge-Kutta method of order p+1 at no additional cost. Hence, one may use this two-step approximation of order p + 1 to obtain an error estimate. The authors have no experience with practical use of such estimates.
Having constructed a CERK method of order p, several possibilities remain for the construction of a (p ? 1)st order discrete formula. We suggest that the nal reusable stage is omitted from the error estimation formula, as this will cause rejected steps to cost only s?2 function evaluations if properly implemented. We shall take advantage of the fact that all our pth order methods with CEN(p) stages, p = 3; 4; 5, described in the previous section turns out to have an imbedded CERK method of order p ? 1 with CEN(p ? 1) stages. We shall use this method evaluated at = 1 as the error estimation method. By considering the structure of the matrix = (( ij )), it is easy to see that all the error polynomials have vanishing zeroth and rst degree coe cients such that both e i (0) and e 0 i (0) are zero. Moreover, for the CERK methods of the previous section the derivatives of the error polynomials also vanish at = 1. We have Table 2 Optimal 4th order CERK method with stage reuse.
We present here method pairs of order 3,4 and 5 where the free parameters have been chosen to minimize the numerator of (9). The optimization was done numerically, and the values found for the free parameters were approximated by rational numbers. The weightsŷ n+1 in Table 1 Table 3 Optimal 5th order CERK method with stage reuse.
to do with the underlying discrete method of the CERK method. Several numerical investigations conducted with the methods derived in this paper show that the vector of error polynomials tends to have one dominating component which is the polynomial that corresponds to the tree p ] p . Moreover, this error polynomial turns out to be independent or only weakly dependent on some of the free parameters of our optimal CERK methods. We illustrate this point by considering the optimal third order CERK methods of the previous section. The error polynomial e 8 ( ) corresponding to the tree 3 ] 3 of order 4 is given by e 8 ( ) = 2 ( ? 2) 2 and hence completely independent of the free parameters c 2 and c 3 . For 0 1 it attains the maximumvalue 1 at = 1 and it can be shown that c 2 and c 3 can be chosen such that the three remaining error polynomials satisfy je i ( )j < 0:05; 2 0; 1].
Consequently, one may suspect that the minima of the various error measures are at and if the max-norm is used the minimum is not likely to be unique.
Remark: Dormand and Prince attempt to minimize the denominator of (9) in their discrete pair RK5(4)7M 5]. If we use the same error measure for our discrete underlying formulas of the 5th order methods, it turns out that we can only obtain an error at the end point about three times the size of that of RK5(4)7M. The corresponding error for the optimized 5th order method above is about 4 times that of RK5(4)7M. 6 . Stability. When applied to ODEs, the methods of the previous sections will obviously have the stability characteristics of the underlying discrete method. The region of absolute stability of the methods of order four and ve is in uenced by the choice of the free parameters. We write the stability polynomials of pth order 7. Numerical results with DETEST. We have tested the 5th order pair, henceforth denoted CM54, on some selected problems using the DETEST package 10]. We used absolute error control, attempting to control the local error at the end point of each step. As reference we have performed the same tests with an identical implementation of the Dormand-Prince RK5(4)7M method 5], henceforth called DP54, with a continuous extension obtained at the additional cost of 2 stages per step, see e.g. 4]. Hence, the e ective cost per step is 8 stages for the DormandPrince extension and 7 stages for our 5th order CERK-method. In order to compare these two pairs, we have found it natural to use normalised e ciency, a feature of the DETEST software. Thus, instead of comparing the cost of the two pairs for a given tolerance, we make comparisons for a given expected global accuracy at the end point of integration. This expected accuracy is obtained in terms of the tolerance by assuming a relation of the form global error C TOL E where C and E are found by a least squares t to the computed data. Piecewise linear interpolation then yields continuous extensions of the tabulated e ciency statistics.
See 10] for a more detailed explanation. We believe that the test problems chosen give a good idea of how the two methods perform with DETEST. On some of the omitted problems the discrepancy between equivalent tolerances (see tables) for the two methods were substantial or the least squares t was too poor to be reliable. Tables 4-7 show the e ciency of DP54 versus CM54. The rst column contains the expected accuracy, while columns 2 and 3 predict the value of the tolerance 11
