In VANETs, vehicles as nodes are self-organized and inter-communicated 
Intermediate node in GPSR forwards a packet to a radio neighbor which is closest to the desination. This approcach is called greedy forwarding. It is assumeed that each node can determine its own position using a GPS. Nodes exchange their locations with neihbors, and obtain the position of destination by a location service. In some cases, there might be no nexthop when greedly forwarding, GPSR introduces a strategy, called perimeter routing. Many research [9] [10] [11] [12] have improved GPSR, most of which worked on planarized graphs, which are required in perimeter mode. However these schemes always involve significant overheads, and thus reduce the efficiency of position-based routing.
Node in GRP maintains a neighbor table by periodically broadcasting Hello message. It is assumed that each node can determine its own position using a GPS. The positions of other nodes are determined through flooding [13] . The whole network is divided into quadrants with different levels. They are deployed in a hierarchy manner. Four low levels compose a high level, thus provide a distributed location service. This schedule makes it overcoming GPSR and many other position based protocol. GRP forwards packets in an greedy mode until it gets stuck in a local optimum, where there are no new nodes to forward the packet to. It uses a backtracking mechanism, where the packet is returned to the previous hop and a new next hop selection can be made.
The aforementioned working schedule of GRP makes it a suitable routing protocol for VANET, but there are still some shortcomings. The packet forwarding algorithm is too simple, that it only makes use of the location information to forward the packets. The mobility of packet's source and destination are considered, while the intermediate node's movement isn't well considered when selecting next hop. As the intermediate node moving, the link between them will probably vanish, which result in the routing instability. This generates a routing rebuilt, which bring more network overhead and cost. Thus GRP may not perform as efficient as expected when deployed in VANET, where vehicles are always in a relatively high mobility.
In the next section, a geographic routing protocol called CBRG is proposed, which improve the forwarding decisions through contention among nodes. CBGR is proposed based on GRP to optimize the efficiency, it redesigns the forwarding and backtracking algorithm of GRP, The purpose of CBGR is to improve the packet delivery ratios while reduce the network delay. CBGR keeps the advantages of GRP.Further more, it incorporates geographic location with node's mobile velocity and direction, to be the precondition for choosing the next hop. Simulation results show that CBGR achieves a high level of routing performance in terms of hop counts, network latency and packet delivery ratio both in dense or sparse vehicular ad-hoc networks.
Contention-Based Geographic Routing (CBGR) 2.1．Contention-based Forwarding
We notice that, Locations Services and Forwarding algorithm are the two key problems in routing protocols based on geographic location, which would affect the routing performances. The hierarchy location service employed in GRP overcomes many other routing protocols in using the destination zone instead of destination location. This makes GRP be one of the highest efficient position-based routing protocols, as it can decrease the location indeterminacy cause by the mobility of the destination. CBGR keeps this advantage, and redesigns the forwarding algorithm, imposing an additional contention in speed and direction. Meanwhile, CBGR propose a repair strategy when a packet gets stuck in a local optimum, while GRP simply gives the packet back to the previous forwarder.
Contention Based on Speed
Priority is introduced in CBGR. A node calculates the priority of its neighbor before forward it. We use the priority to select the most suitable node to relay, rather than make a pure greedy forwarding selection.
Stability is an important requirement of routing in a wireless network. A high mobility may cause the route failure if we use pure greedy forwarding. To increase reliability, GRP reads the velocity of each node, and select reliable nodes with the lower velocity, abandoning others even if they are closer to the destination. On the other hand, nodes with lower velocity would make a smaller location changes while exchanging Hello message, this will prolong the neighbor table' lifetime. 
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There are two approaches to get the neighbor's velocity. One can write its own speed in hello message, thereby the speed is known by others along with the broadcasting of hello message. Another way is that, each node can calculate the velocity of its neighbor by the following formula:
Where node_lat, node_long and timestamp j are the latitude, longitude and time of the neighbor at time j respectively, and nbr_lat, nbr_long and timestamp I are the latitude, longitude and time of the neighbor at time i read from neighbor table. We add an additional field named velocity to the neighbor table. To minimize the computing cost when relay a packet, each node does this calculation when receiving the hello message, and updates the neighbor table.
When forwarding packets, we use P v to decide the priority of the neighbors. Formula 2 define the velocity priority:
Thus CBGR selects the next hop based on a contention of speed. The one of the lowest speed will get a highest velocity priority.
Contention Base on Direction
Because of the obstacles, nodes in different roads cannot communicate with each other unless one is an extension of the other. Consider scenario in Figure 1 , Node N1 is at the crossing. At that moment, the current forwarder C will pick N 1 as the next hop with a different moving direction. However, since the node is always moving fast in VANET, N 1 may be out of C's radio range. In fact it would be better if C chooses N 2 at that time. So it's necessary for the neighbour to content base on the moving direction. For a long-lasting link, the one with the same direction as the current forwarder will be a good candidate. 
Where node_lat and node_long are the coordinates, and t1 and t2 are two different time points. In order to reduce the impact on relay packet, node calculates Dir when receiving the Hello message, and then updates its neighbor table. Let P d stand for the priority based on node moving direction, we define P d as the following formula:
Node read P d from neighbor table to decide a better next-hop before forwarding.
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2.2．Deal with Dead-end Problem
Sometimes when greedy forwarding packets, it can lead to blocked routes where there are no next hops to forward the packet to. GRP adopts backtracking, which return the packet to the previous node where a new next hop selection can be made [8] . This mechanism will probably increase the hops to the destination, therefore increase the transmission delay. The long-known dead-end problem is depicted in Figure 2 . The distance between D and x is the radius of the arc around node D. The arc around x stands for its radio range. Although there are two existing paths to D, x-y-z-D and x-w-v-D, x will choose neither of them using greedy forwarding [7] . There needs to be some other mechanism for x to forward packets in this situation.
Classical protocol GPSR uses perimeter forwarding to solve the local optimal. When there is no new node to relay in greedy mode, the long-known right hand rule is introduced to find a path around the void. Perimeter forwarding will come back to greedy forwarding as soon as a new node appears, which is geographically closer to the packet's destination than the node switch to perimeter mode. The shortcoming of perimeter forwarding is planar graphs are required. An algorithm for removing edges from the graph that are not part of the Relative Neighborhood Graph or Gabriel Graph are also required to yield a network with no crossing links [14, 15] . This will definitely increase the routing cost.
GRP, as mentioned before, use a backtracking mechanism to return the packed to the previous node, where a new next hop selection using greedy mode can be made. Thus no new mechanism introduced to solve the problem. A node will eliminate local optimal neighbors one by one until a valid neighbor is found or the packet-life comes to the end. This trial and error method will probably increase the hop counts and the network latency. Figure 3．C is the local optimal node of s with destination D The intuition behind CBGR is even if we can't get any closer to the destination, we won't go far away from it. So we go back, but neither returns that much to the previous hop as in GRP, nor follow a fixed counter wise sequence around the void as in GPSR. We let the neighbors of the local optimal node content again. The one closest to the destination got the highest prior. If C get more than one neighbors with the same closest distance to the TELKOMNIKA ISSN: 1693-6930 
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323 destination, the one which is furthest to C will win the contention. This is because there is a void ahead; the further the node is away from C, the easier it can bypass the void. See Figure 3 for an example. N 1 and N 2 lies on the arc with the same distance to node D. Note that in the figure, N 2 is more suitable than N 1 to be the next hop.
2.3．Combining All Contentions
We now present the full CBGR routing algorithm, which combines all the above mentioned contentions together.
Step 1. When a source node or an intermediate node sends packets, it checks in its neighbor table, to find out the entry of the packet's ultimate destination. If there is an entry, the packet will be delivered directly to the destination successfully, and CBGR ends. If there isn't any entry, the sender will select a node in its single-hop radio neighbor, which is geographic closest to the destination. This step loops and quits when the following two case show up:
Case 1: if there are more than one nodes, which form a set called set_1, satisfy the rule, goes step 2; Case 2: if there are no nodes satisfy the rule, goes step 4;
Step 2. Contend based on velocities. The sender calculate P v , using formula 2, for each candidates in set_1, chooses the one with highest P v as the next hop. The algorithm goes to step 1. If there are two nodes and above, which form a set called set_2, satisfy the rule, goes step 3;
Step 3. Contend based on direction. The sender calculates P d, using formula 4, for each candidate in set_2, chooses the one with highest P d as the next hop, and the algorithm goes back to step 1; If there are still more than one nodes satisfy the rule, the sender picks one randomly, and the algorithm goes back to step 1.
Step 4. Break through dead-end. The sender relays the pack, using schedule presented in section 3.3. If there is no neighbor except the one where the packet is from, the sender will carry the packed until there is a fresh hello message or expire TTL, then the algorithm goes back to step1.
By competitions, node can pick up a better next-hop than GRP in vehicle ad hoc network. We must clarify there is rarely possibility for our algorithm degenerated to pure greedy without contention. We define the two nodes with the same distance from sender, if the difference is within 10 meters. So there will always be contentions, especially in crossroad, where the direction contention is highly required.
Recall that all nodes maintain a neighbor table, which stores the locations, velocities and directions of their single-hop radio neighbors. This table provides all information required for CBGR's forwarding decisions, beyond the packets themselves. From this point of view, CBGR make a negligible space cost to improve the routing performance of GRP.
Simulation Result
In this section we will compare the performance of CBGR with GRP. The experiments were conducted on OPNet modeler. Medium access control (MAC) is IEEE 802.11g, with a radio range of 250m. The mobility traces were generated on an area of 3000m 1000m using VANetMobiSim [16], a vehicular traffic generator. The micro-mobility is controlled by IDM_IM [17] . For each simulation run, 20% sender-receiver pairs from the network were randomly selected. Each pair exchange 20 packets over 5 seconds. We measured the packet delivery rate (PDR) versus the numbers of vehicles participate in (Figure 4) . Each point in the graphs comes out from 10 independent runs. PDR shows good results for our approach compared to GRP. This is because CBGR selects the best suitable node, using the mobility information, to relay the packet to. We can see in the very left part, when network is relatively sparse, CBRG has overwhelming advantage over GRP in PDR, thanks for allowing carrying packet when there is no node to be delivered. The figure illustrates CBGR is stable with a high PDR above 90%, nevertheless the network is dense or sparse. Figure 4 . PDR vs. Node density Figure 5 . Hop count vs. Node density Figure 5 shows the average number of hops for a packet during routing to its ultimate destination compare with GRP. The reduction in hop count for CBGR is due to not backtracking when come to the dead-end. CBGR keeps the progress the packet has made by last hop, while CBGR obliterate it. Figure 6 depicts the end-to-end delay. The shorter latency for GRP early in the simulation is the result of small PDR. Packets that do not get delivered to the destination do not contribute to the latency. Thus CBGR gets larger PDR. However it is better to receive something than nothing. When node count reaches more than 100, CBGR gets less latency because of the more reasonable choice of the intermediate nodes under comparable PDR with GRP. Recall that although the choice is based on some extra computing, we arrange the calculating at the time receiving a Hello message rather than the time relaying the packet. Thus the computation cost rarely contributes to the latency. 
Conclusion
This work aims at improving the route stability in vehicular ad-hoc networks. The simulation results have proved the proposed algorithm adapts itself to VANET in varying node densities. In future, we plan to make the forwarding decision with an overlap of city map. That will make our algorithm perform better in various scenarios.
