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Abstract
In [Alcazar, J.G., Sendra, J.R. 2006. Local shape of offsets to rational algebraic curves. Tech. Report
SFB 2006-22 (RICAM, Austria); Alcazar, J.G., Sendra, J.R. 2007. Local shape of offsets to algebraic
curves. Journal of Symbolic Computation 42, 338–351], the notion of good local behavior of an offset
to an algebraic curve was introduced to mean that the topological behavior of the offset curve was locally
good, i.e. that the shape of the starting curve and of its offset were locally the same. Here, we introduce the
notion of good global behavior to describe that the offset behaves globally well, from a topological point
of view, so that it can be decomposed as the union of two curves (maybe not algebraic) each one with the
topology of the starting curve. We relate this notion with that of good local behavior, and we give sufficient
conditions for the existence of an interval of distances (0, γ ) such that for all d ∈ (0, γ ) the topological
behavior of the offset Od (C) is both locally and globally nice. A similar analysis for the trimmed offset is
also done.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
A great deal of work about offset curves to algebraic plane curves has been motivated by the
fact that the offsetting process, while relatively easy to perform from the geometrical point of
view, may be complicated from the computational point of view. The computation of the implicit
equation of the offset is time-consuming, and, more importantly, even if one is able to compute
this equation it is usually a high-degree, dense polynomial, and therefore it is difficult to manage.
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Fig. 1. Offsets to the parabola y = x2.
This happens even when working with very simple curves; for instance, the defining polynomial
of the offset to the Folium of Descartes x3+ y3− 3xy = 0 has degree 14 and 74 terms. So, large
efforts have been made to derive aspects of the offset just from the original curve, i.e. without
making use of the offset equation. Thus, problems like the determination of the genus of the
offset (see Arrondo et al. (1999)), parametrizing offsets (see Arrondo et al. (1997), Lu¨ (1995),
Pottmann (1995), Pottmann and Peternell (1998) and Sendra and Sendra (2000b)), or computing
the degree of an offset (see San Segundo and Sendra (2005)), etc. have already been addressed.
One of the aspects that have been considered is the study of the offset shape. It is a classical
fact, as it was observed first in Farouki and Neff (1990a,b), that the offsetting process may
introduce cusps and loops; so, it is well-known that the topology of the offset may in general
be more complicated than the original one. One may see an example of this situation in Fig. 1.
Here, the parabola (in thick solid line) is shown together with the offset for different distances.
One sees that for distances d ≤ 1/2 the offset has two connected components with the topology
of the parabola, but for d > 1/2 one of the connected components has a completely different
topology.
This may be a bad situation in certain applications of offsets in C.A.G.D. (see Farin et al.
(2002) and Hoschek and Lasser (1993) for a survey of these applications); think for example
on the use of offset curves for enlarging or shrinking figures. However, up to now the efforts
have focused more on providing effective methods to trim the offset, once it has been computed,
in order to eliminate undesirable parts (see for example Farouki and Neff (1990a) and Seong
et al. (2006)), than in providing theoretical results to predict, given a curve, whether the original
topology will be kept or not, in some sense, by the offsetting process. This paper is devoted to
this last task.
Some previous works have considered similar questions. In Farouki and Neff (1990a,b) some
local and global considerations on the shape of an offset to a regularly parametrized plane curve
are made; more precisely, here the local behavior of the offset is related to the notion of curvature.
Based on some ideas in Farouki and Neff (1990a), in Alcazar (2006) and Alcazar and Sendra
(2006, 2007) the topological study of offsets from a local point of view is addressed for the
more general cases of non-necessarily regular parametrized algebraic curves (see Alcazar and
Sendra (2006, 2007)) and implicitly defined (i.e. non-necessarily rational) algebraic curves (see
Alcazar (2006)). In these papers, the notion of local shape of a real place of an algebraic curve
is introduced in order to describe the shape of the curve in the vicinity of a real non-isolated
point (see Section 2.3 here), and the study of how the local shape is affected by the offsetting
process is addressed. When the local shape is preserved under offsetting, one says that the offset
has good local behavior (see in Alcazar and Sendra (2006, 2007) and also Section 2.3 in this
paper). Furthermore, in Alcazar (2006), Alcazar and Sendra (2006, 2007) one has algorithms to
determine the existence, and compute, intervals of the type (0, α) and (β,∞) so that for every
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distance in them, the corresponding offset has good local behavior. Finally, global questions on
the offset topology were also addressed in Alcazar et al. (2007), though making use of the offset
equation.
In this paper we consider global questions on the topology of the offset curve, and we relate
them with the local analysis carried out in Alcazar (2006) and Alcazar and Sendra (2006, 2007).
More precisely, the main result of the paper is that, given an algebraic curve C whose offset
behaves locally well for distances d ∈ (0, α), whenever C verifies some additional hypotheses
(see Section 2.4) there exists an interval (0, γ ) ⊂ (0, α) where the offset behaves also globally
well. The hypotheses required on C can be algorithmically checked without making use of the
offset equation; so, if these hypotheses hold, one may guarantee a good behavior of the offset,
from both the local and global point of view, for sufficiently small distances.
Essentially, the good global behavior mentioned above means that the offset can be
decomposed as the union of two curves (maybe not algebraic), homeomorphic to the initial curve.
We show that, under certain hypotheses, the exterior and interior offsets (see Section 2.2) can be
used for this purpose.
Moreover, in the context of C.A.G.D. the notion of offset is often replaced by that of trimmed
offset (see Section 5). Essentially, the trimmed offset is the part of the offset which is obtained
by discarding certain offset branches which are associated with twists and loops induced by the
cusps and self-intersections of the offset. Thus, here we also analyze the global behavior of the
trimmed offset, and we provide sufficient conditions so that the trimmed offset has good global
behavior under certain hypotheses. For this analysis, a theorem due to Farouki, namely Theorem
4.4 in Alcazar and Sendra (2007), plays an important role.
The structure of the paper is the following. Section 2 is preliminary and briefly reviews the
notion of place and some results on offset curves and their local behavior; also, in this section we
formulate the hypotheses that we will require in Section 4. The notion of good global behavior
is formally introduced in Section 3, where the relationship between good-local and good-global
behavior is analyzed. Section 4 contains the main result of the paper (namely, Theorem 6) on
the offset topology. Finally, the global behavior of the trimmed offset is addressed in Section 5.
Here, we extend some results of Section 4 to the trimmed offset, and we give an additional result
on the trimmed offset of curves homeomorphic to a line, under certain hypotheses.
In the sequel, we assume to be working with a real, irreducible algebraic curve C implicitly
defined by an square-free polynomial f ∈ R[x, y], and which is neither a line nor a circle. The
analysis on the global topology of the offset is straightforward for the case of lines and circles.
Also, in this paper we will always work with real, positive values of d. Furthermore, along the
paper we will use the term “connected component” of C in the usual topological sense, and
simply the term “component” of C, as usual in algebraic geometry, to denote an algebraic variety
U such that there exists another algebraic variety V fulfilling C = U ∪ V .
2. Preliminaries
2.1. Places of a curve
A place P(h) of C (see Walker (1950) for further information on places) is an equivalence
class of irreducible local parametrizations of C by means of formal power series (see also Walker
(1950)) around a point P ∈ C, which is called the center of the place. One may prove (see Walker
(1950)) that P(h) can be written as P(h) = (x(h), y(h)), with
x(h) = α0 + αr1hr1 + αr2hr2 + · · · , y(h) = β0 + βs1hs1 + βs2hs2 + · · · ,
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where (x(0), y(0)) = (α0, β0) are the coordinates of the center of the place, the αi , β j are in
general complex numbers, and 0 < r1 < r2 < · · · , 0 < s1 < s2 < · · · . We say that P(h)
is real if it has a representative where the αi , β j are real numbers. It can be proven that the
series x(h), y(h), which we will refer to as the coordinates of P(h), are always convergent in an
interval I containing 0. Thus, whenever h ∈ I , we will say that P(h) defines a branch of C. It is
usually assumed that I is not very big; so, connected subsets of C which are far from each other
are usually assumed to correspond to different places, and therefore are informally referred to as
“different branches” of the curve. In particular, this applies when one considers two connected
subsets of C belonging to different connected components of the curve.
In general, a regular or non-singular point of C is the center of just one place of the curve, i.e.
there is just one branch of the curve passing through it. However, a singular point may be the
center of several places, i.e. there may be several branches passing through it; for example, this
happens when the point is a self-intersection of C. The reader may see Walker (1950) for further
reading on singular and regular points.
2.2. Offset curves
The offset curve to C at distance d , that we denote as Od(C), is “essentially” the envelope
of the system of circles centered at the points of C with fixed radius d. More formally, Od(C)
is defined as follows. Let C0 ⊂ C be the set of all regular points of C having non-zero isotropic
normal vectors to C, and let Ad(C0) ⊂ C2 be the constructible set of all the intersection points
of the circles of radius d ∈ C centered at each point P ∈ C0 and the normal line to C at P . Then
Od(C) is the Zariski closure in C2 of Ad(C0).
Since by hypothesis C is not a circle, its offset does not degenerate (see Corollary 1 in Sendra
and Sendra (2000a)), i.e. Od(C) is an algebraic curve with at most two components being also
algebraic curves (see Theorem 1 in Sendra and Sendra (2000a)). Moreover, since C is real every
component of Od(C) is a real curve (see Proposition 1 in Sendra and Sendra (2000a)).
Now let P ∈ C and let N (P) be a unitary vector normal to C at P . The point P generates
two points P+d , P−d ∈ Od(C), namely P+d = P + d · N (P), and P−d = P − d · N (P). We
call the exterior offset (resp. the interior offset) of C to the set of all the points of Od(C) which
are of the form P+d (resp. P−d ) for some point in C. We represent the exterior offset byO+d(C),
and the interior offset by O−d(C). Note that, in general, O+d(C) and O−d(C) are not algebraic
curves (see Farouki and Neff (1990b)), though the algebraic closure of its union, which isOd(C),
obviously is. Furthermore, we say that a component of Od(C) is special if it has infinitely many
points which are generated by more than one point of C. It holds that there are just finitely many
distances verifying thatOd(C) has some special component (see Theorem 8 in Sendra and Sendra
(2000a)).
Observe that if P ∈ C is a non-isolated, real singular point which is the center of m real
places, then, in a certain sense, P also generates 2m points ofOd(C), m belonging to the exterior
offset, and m belonging to the interior offset. Indeed, in Alcazar and Sendra (2006) it is proven
that, if C is a real algebraic curve different from a circle, every real place P(h) of C gives rise to
two real places P+d(h),P−d(h) of Od(C). So, the centers of these places can be considered as
“generated” by P; moreover, one may see that one of these centers belongs toO+d(C), while the
other belongs to O−d(C).
Finally, the following offset property, which essentially follows from Theorem 6 in Sendra
and Sendra (2000a), is used in several places in the paper.
J.G. Alcazar / Journal of Symbolic Computation 43 (2008) 659–680 663
Fig. 2. Local shapes.
Theorem 1. Let C be a real irreducible plane algebraic curve, and let d ∈ R. Furthermore, let
L be a branch of C, let L ′ the branch of Od(C) generated by L, and let P ∈ L, P ′ ∈ L ′, where
P generates P ′. Then the tangent to L at P, and the tangent to L ′ at P ′, are parallel.
2.3. Good local behavior
In order to study local aspects of the offset shape, in Alcazar and Sendra (2006, 2007) the
notion of local shape of a real place is introduced. Basically, this notion describes the shape of
a curve in the vicinity of a real, non-isolated point. In order to introduce the definition of local
shape of a real place, in Alcazar and Sendra (2007) it is observed (see Proposition 3 in Alcazar
and Sendra (2007)) that if P is a non-isolated real point of C, then, in a suitable coordinate
system, P is the center of a real place of C which can be written as:
P(h) = (x(h), y(h)) =
(
αph
p, βqh
q + βq+1hq+1 + · · ·
)
where αp · βq 6= 0, p, q ∈ N, 0 < p < q . Moreover, the pair (p, q) is called the signature of
the place P(h). Then we have the following definition.
Definition 2. Let P(h) be a real place of signature (p, q), centered at P ∈ C. Then we say that:
(1) P(h) is a thorn (or it has local shape (I)) if both p, q are even.
(2) P(h) is an elbow (or it has local shape (II)) if p is odd, and q is even.
(3) P(h) is a beak (or it has local shape (III)) if p is even, and q is odd.
(4) P(h) is a flex (or it has local shape (IV)) if both p, q are odd.
In Fig. 2 one can see the shape corresponding to each local shape up to rotations. In each case,
the center of the place is the intersection point of the two dotted lines. Furthermore, in all cases
the horizontal dotted line is tangent to C in the direction of P(p)(0). Observe that (I) and (III)
correspond to cusps of C. Note also that if P(h) is regular, then p = 1, and therefore the only
possibilities for the local shape of P(h) are (II) or (IV).
Given a real place P(h) of C, the local shape of the place may be preserved during the
offsetting process (in the sense that P(h) gives rise to offset places with the same local shape),
or it may not be preserved. This motivates the following definition:
664 J.G. Alcazar / Journal of Symbolic Computation 43 (2008) 659–680
Definition 3. Let C be a plane algebraic curve, and letOd(C) be the offset curve to C at a distance
d ∈ R. We say that Od(C) has good local behavior if the local shape of every real place of C is
preserved. Furthermore, we say that I ⊂ R is a safe (offsetting) interval, if for all d ∈ I , the
offset Od(C) has good local behavior.
In Alcazar and Sendra (2006) one has algorithms to check good local behavior and to check
the existence, and compute, of safe intervals of the types (0, a) and (b,∞), with a, b > 0 (see
Section 7 in Alcazar and Sendra (2006) for more information).
2.4. Hypotheses on the curve C
Here we will summarize the hypotheses requested on the curve C in Sections 4 and 5. For this
purpose, first we introduce the following property.
Property N : we say that C has property N , if there exists a real interval J˜ of the type (0, a)
such that for all d ∈ J˜ , every non-ordinary singularity of Od(C) is generated by a non-ordinary
singularity of C.
This property may require some clarification. From Theorem 1 it is clear that the offsetting
process always transforms real non-ordinary singularities of C into real non-ordinary singularities
of Od(C). However, the converse is not necessarily true because there may exist pairs of real
non-isolated points of C, which we will refer to as “bad points”, such that the line joining them
is normal to C at both points. Thus, when one computes the offset corresponding to half the
distance between the points, one gets a non-ordinary singularity. Hence, PropertyN ensures that
there exists an interval (0, a) such that for d ∈ (0, a), none of the non-ordinary singularities of
Od(C) is generated this way.
Each of these “bad” pairs of points gives rise to a “bad” distance, namely half the distance
between both points of the pair. Clearly, if the number of bad distances is finite, then PropertyN
holds. Moreover, if there are finitely many bad pairs, there are also finitely many bad distances
(the converse is not necessarily true, consider for example a circle, or a curve which is the offset
of some other curve). Thus, the existence of finitely many bad pairs is a sufficient condition
for Property N , that can be algorithmically checked. If C is rational, and (x(t), y(t)) denotes a
parametrization of C, the following equations:{
x ′(t)y′(s)− x ′(s)y′(t) = 0
(x(t)− x(s)) · x ′(t)− (y(t)− y(s)) · y′(t) = 0
express that the line joining (x(t), y(t)), (x(s), y(s)) is normal to C at both points. Thus, the “bad
pairs” correspond to pairs of points (x(t), y(t)), (x(s), y(s)) with t 6= s, verifying the above
system. So, denoting by p, q , respectively, the polynomials obtained by clearing denominators
in the above equations, and by p˜, q˜ the polynomials obtained by removing the factor t − s in
p, q , respectively, one has the following sufficient condition for Property N : if gcd( p˜, q˜) = 1,
then C has Property N . If C is not rational, analogous conditions lead to a polynomial system in
four variables, that can be analyzed by using the Gro¨bner basis.
Apart from Property N , in Section 4 we will require the following hypotheses on C:
Hypotheses:
(i) C is real, irreducible, different from a line and from a circle.
(ii) C has no self-intersection (i.e. a crossing of different branches of the curve not sharing a
same tangent) with either a horizontal or a vertical tangent.
J.G. Alcazar / Journal of Symbolic Computation 43 (2008) 659–680 665
(iii) C has not two different real branches sharing a same asymptote (for example, x2y − 1 = 0
does not fulfill this property).
(iv) C has no cusps, and no ordinary singularities of multiplicity greater than two.
(v) The number of real tangents at any non-ordinary singularity is one.
(vi) C has Property N .
(vii)Od(C) has good local behavior for d ∈ (0, α′), with α′ > 0 (i.e. a safe interval of the type
(0, α′) exists).
Remark 1. If (vi), (vii) hold, from several observations in Section 2.2 one may see that there
exists a number α > 0 such that for all d ∈ J = (0, α), the offset Od(C): (1) has good local
behavior; (2) has no special component; (3) verifies that each non-ordinary singularity of Od(C)
comes from a non-ordinary singularity of C.
Observe that one can always achieve that (ii) is fulfilled by applying if necessary an orthogonal
change of coordinates; orthogonal transformations behave nicely for offsets (see Sendra and
Sendra (2000a)). Also, notice that (together with some additional technical requirements) the
hypotheses essentially describe a real curve without cusps, with at most double ordinary
singularities, and whose offset has good local behavior along an interval (0, α). Non-ordinary
singularities are also allowed whenever the real places centered at the singularity all share a
same tangent line. Examples of curves satisfying these hypotheses are provided at the end of
Section 4 (see Example 1); here, one may see that well-known curves in the context of Algebraic
Geometry, like for example the irreducible conics, the tacnode, the lemniscate, the epitrochoid,
the Folium of Descartes, etc. verify these conditions.
3. Good global behavior
The definition of Good Local Behavior of an offset curve, given in the preceding section,
essentially means that the offset locally shows the same shape as the original curve, and therefore
that the offsetting process behaves well in a local sense. In this section, we introduce the notion
of Good Global Behavior to mean that the offset behaves globally well. We will see that, in
general, good global behavior does not imply good local behavior. Conversely, in general good
local behavior does not imply good global behavior, either. However, in Section 4 we will prove
that, after requiring some additional hypotheses, good local behavior along an interval (0, α)
does imply a good global behavior along a possibly smaller interval (0, γ ) ⊂ (0, α).
Now since each branch of C gives rise to two different branches of Od(C) (i.e. it somehow
“duplicates” C), the offset topology is necessarily more complicated than the original one. Thus,
informally speaking, a good global behavior for the offset would correspond to the situation
when we are able to “separate” the offset into two simpler curves, each one with the topology
of C. If C has no cusps, which is one of the hypotheses introduced in Section 2.4, the exterior
and interior offsets are the appropriate candidates; the necessity of C having no cusps has to do
with Corollary 9 (see Section 4.1). However, in order to prove our results, it is better to introduce
the definition of good global behavior not on terms of certain curves being homeomorphic to C,
but on terms of graphs. Thus, if we describe the shapes of C, Od(C), respectively, by means of
two graphs, the idea is that the graph describingOd(C) can be decomposed into the union of two
subgraphs, each one isomorphic to the graph describing C (and therefore with the topology of C).
In particular, taking into account how the vertices and the edges of the graph describing a curve
is defined (see the paragraph below), this means that there exists a 1:1 correspondence between
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the “notable” points of C and of the exterior (resp. interior) offset, and that the relative position
of the branches of C is kept in the exterior (resp. the interior) offset.
We will refer to the graph describing the topology of C as the graph associated with the curve.
The vertices of this graph are, essentially, the critical points of C, i.e. the points with vertical
tangent, usually called ramification points, and the singular points. Moreover, the computation
of this graph has been extensively studied (see for example Gonzalez-Vega and Necula (2002),
Hong (1996) and many others). However, here we will use not exactly this notion, but a slightly
different one. In this sense, we will use the expression extraordinary singularity to refer to a
real singular point which is the center of just one real place (though it may be also the center
of some complex places). Furthermore, we will speak of self-intersections to denote ordinary
singularities which are the center of several real places, each one corresponding to a different
tangent line; if some of these places share a same tangent line, we will speak of non-ordinary
singularities.
Then we consider the following definition.
Definition 4. Let Graph(C) denote the graph associated with C. The simplified graph, which we
denote Graph?(C), is the graph obtained from Graph(C) by removing the vertices corresponding
to the extraordinary singularities; so, each pair of edges of Graph(C) sharing a vertex
corresponding to an extraordinary singularity, gives rise to only one edge of Graph?(C).
Essentially, the introduction of the above definition is due to the fact that the extraordinary
singularities of C and O+d(C)) (resp. O−d(C))) are not necessarily in 1:1 correspondence, not
even under the hypotheses in Section 2.4.
Clearly, the simplified graph is also homeomorphic to C. Furthermore, in case that C has
isolated singularities, then Graph?(C) has isolated vertices. Thus, we represent by G(C) the graph
obtained from Graph?(C) by eliminating the isolated vertices. Similarly, G(Od(C)) represents a
graph where no vertex is either an extraordinary singularity or an isolated point of Od(C).
Now we are ready to define good global behavior.
Definition 5. Let C be a real plane algebraic curve. We say that Od(C) has good global
behavior if there exist two plane graphs G1 and G2 such that:
(i) By adding if necessary finitely many vertices to G1,G2, it holds that G(Od(C)) = G1⋃G2.
(ii) G1 ∩ G2 consists of finitely many vertices of G(Od(C)).
(iii)G1 and G2 are both isomorphic to G(C).
Basically G1,G2 correspond to two curves D1,D2, respectively, not necessarily algebraic,
that may intersect (see the above condition (ii)), and whose union is C. Also, the above condition
(iii) means that a 1:1 correspondence between, on one hand, the critical points of C and the critical
points of D1,D2, respectively (with the exception of the extraordinary singularities), and, on the
other hand, the branches of C and of D1,D2, respectively, exists. Moreover, the condition (i)
means that one may have to add some vertices to G1 and G2 so that the equality holds. These
“extra” vertices correspond to the intersection points of G1 and G2, and may cause that some
edges of G1,G2 are divided into more edges.
For example, in the case of the parabola y = x2, for d ≤ 1/2 the offset has two connected
components giving rise to two graphs G1, G2, each one isomorphic to the graph of the parabola
(see Fig. 1); here, good local behavior holds. However, one may check that for d > 1/2 good
global behavior does not hold, since just one of the two connected components of the offset
has the topology of the parabola (see also Fig. 1). Another example of good global behavior
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Fig. 3. Offset to the cubic y3 − x2 = 0.
Fig. 4. The three-leaved rose (left) and its offset for d = 1/20 (right).
is the cubic y3 − x2 = 0. In Alcazar et al. (2007) it is shown that the offsets to this curve
present just one topology type, appearing in Fig. 3. Here, we have plotted the graph associated
with y3 − x2 = 0 in thick solid lines; the edges of the offset graph corresponding to G1, G2,
respectively, have been drawn in solid and dotted lines, respectively. Observe that each of these
graphs is isomorphic to the graph of the cubic. Since this happens for every non-zero distance,
good global behavior always holds. Notice also that in this case G1,G2 have a common point,
which corresponds to an “extra” vertex, as mentioned in point (i) of Definition 5; this point
corresponds to a intersection between the exterior and the interior offset. Moreover, the isolated
vertex corresponds to an isolated offset point, which is generated by two complex points of the
cubic.
However, in general good global behavior and good local behavior are not related. Indeed,
consider for example the three-leaved rose (x2 + y2)2 + x(3y2 − x2) = 0. This (rational) curve
is shown in Fig. 4 (left). By using the algorithm in Alcazar and Sendra (2006), one may see that
(0, 1/10) is a safe interval, i.e. this curve has good local behavior for d ∈ (0, 1/10). However,
the offset to this curve for d = 1/20 is shown in Fig. 4 (right); here, one sees that good global
behavior does not hold, since the original curve has a triple singularity, and however all the
singularities of the offset are double. Moreover, good global behavior does not necessarily imply
good local behavior, either. For example, consider the cubic y3 − x2 = 0. In Alcazar and Sendra
(2006) (see Section 7 of Alcazar and Sendra (2006)) it is shown that, for every non-zero distance,
good local behavior does not hold. However, we have seen that it has good global behavior for
every non-zero distance.
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4. Offset topology
In the section before we have seen that good local behavior does not necessarily imply good
global behavior. However, in this section we will prove that, whenever the hypotheses on C made
precise in Section 2.4 are fulfilled, good local behavior along an interval (0, α) does imply good
global behavior along a possibly smaller interval of the type I = (0, γ ), with γ ≤ α.
More precisely, the main result of this section can be stated as follows. Here, we assume that
C verifies the hypotheses of Section 2.4; moreover, the number α appearing in the statement of
the theorem, is the number mentioned in Remark 1 (see Section 2.4).
Theorem 6. Let C verify the above conditions. Then there exists γ > 0, with γ ≤ α, such that
for all d ∈ I = (0, γ ), the offset Od(C) has good global behavior.
In other words, Theorem 6 states that under the considered hypotheses, for sufficiently small
distances the offset will behave not only locally, but also globally, well. Hence, the section is
devoted to proving this theorem.
Now from Definition 5 we have that in order to prove that good global behavior holds for
a certain distance, one has to make precise how to decompose G(Od(C)) into two subgraphs
(namely, the graphs G1 and G2 of Definition 5), each one isomorphic to G(C). The main idea,
under the hypotheses of Theorem 6, is to use the exterior and interior offsets. So, essentially
G1, G2 will be the graphs describing the exterior and the interior offsets, respectively. Then the
strategy to prove Theorem 6 is as follows:
(1) We prove that the exterior (resp. the interior) offsetting processes preserve connectivity (see
Corollary 9). This is done in Section 4.1. Later (in Section 4.3), this result is used to make
clear what the “simplified graphs associated with the exterior and the interior offsets” are
(note that in general the exterior and the interior offsets are not algebraic curves, so it may
not be clear what the notion of simplified graph means when applied to them).
(2) We have to prove that, except for the extraordinary singularities, the critical points of the
curve and its exterior (resp. interior) offset are 1:1. In this sense, from Theorem 1 it follows
that the ramification points and the non-ordinary singularities are 1:1. Thus, it rests to prove
that the self-intersections are also 1:1. This is done in Section 4.3.
(3) Finally, in Section 4.3 the simplified graphs associated with the exterior and the interior
offsets are defined. Then we prove that these graphs fulfill the conditions given in
Definition 5, and thus Theorem 6 is finally proven.
4.1. Connectivity
The main result here is Corollary 9, which states that, whenever C has no cusps, any connected
subset of C is transformed into a connected subset of the exterior (resp. interior) offset. This does
not necessarily hold if C has cusps (see Example 2.6 in Farouki and Neff (1990b)). In order to
prove this statement, we need to do some work, first. Thus, we start with the following lemma.
Here, fx , fy denote the partial derivatives of f (i.e. the polynomial implicitly defining C) w.r.t.
the variables x, y, respectively.
Lemma 7. Let A ⊂ C be a connected subset of C, not containing any singular point of C. Then
O+d(A) (resp. O−d(A)) is connected.
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Proof. We prove it for the exterior offset; similarly for the interior offset. The mapping:
R2 7−→ R2
(x, y) 7−→
(
x + d · fx√
f 2x + f 2y
, y + d · fy√
f 2x + f 2y
)
transforms the subset A into O+d(A). Since A does not contain any singular point of C, this
application is well-defined in A, and is continuous. Hence, since A is connected the statement
follows. 
In the above lemma we have considered subsets of C not containing any singular point. In
order to include also subsets of C with singularities, the following lemma, which can be proven
by applying reasonings similar to Section 4 in Alcazar and Sendra (2007) (see Alcazar and Sendra
(2007) for further details), is needed.
Lemma 8. Let P(h) be a real place of C centered at a real point P ∈ C, which is not a cusp of
C. Then P(h) generates a place P+d(h) (resp. P−d(h)) belonging to the exterior offset O+d(C)
(resp.to the interior offset O−d(C)).
Using Lemmas 7 and 8, one can easily derive the main result of this subsection.
Corollary 9. Assume that C has no cusps. Then every connected subset of C gives rise to a
connected subset of the exterior (resp. interior) offset.
4.2. Self-intersections of the exterior and interior offsets
In this subsection we focus on the self-intersections of the exterior (resp. the interior) offset.
We do not address the intersections between the exterior and the interior offset (which may
occur), because this is not needed for our problem. Essentially, we will prove that, under the
hypotheses of Theorem 6, the self-intersections of the curve C, and the self-intersections of the
exterior (resp. the interior) offset, can be set into one-to-one correspondence (see Theorems 12
and 14) for sufficiently small distances. Observe that if C fulfills the conditions of Theorem 6,
then it has no ordinary singularities of multiplicity greater than two. So, the self-intersections
of C all correspond to double ordinary points. Moreover, in the sequel we always work with
distances d ∈ J = (0, α), where J is the interval appearing in Remark 1 (see Section 2.4).
We start with the following instrumental result:
Lemma 10. Let C? be a connected component of an algebraic curve C different from a line,
such that there are not two different branches of C sharing a same asymptote, and without self-
intersections, and let A? ⊂ C? be a closed (in the usual Euclidean topology), connected subset
of C?. The following statements are true:
(i) If C? is bounded, then there exists l? ∈ R, l? > 0, such that for all l < l? the curve C? cannot
be divided into two pieces, each one subtending a same segment of longitude equal to l, and
such that each piece contains at least one point of C? with vertical tangent, and at least one
point of C? with horizontal tangent (see Fig. 5).
(ii) If C? is not bounded, then there exists l? ∈ R, l? > 0, such that for all l < l? there does not
exist a connected bounded subset of C?, subtending a segment of longitude equal to l, and
containing at least one point of C? with vertical tangent, and at least one point of C? with
horizontal tangent (see also Fig. 5).
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Fig. 5. Illustration of Lemma 10.
(iii)The results in statements (i) and (ii) also hold after replacing C? by A?.
Proof. Let us see (i), first. Since C? is not a line, then there exist finitely many points of C? with
either horizontal or vertical tangent. Now in case that C? does not contain at least two points with
horizontal tangent and two points with vertical tangent, the statement is obvious. Thus, assume
that this is not the case. In order to prove (i), assume by contradiction that (i) does not hold, so
that for every l the curve can be decomposed as the union of two pieces, each one subtending a
segment of longitude equal to l, and each one containing at least one point with vertical tangent,
and another one with horizontal tangent. Thus, taking {ln}n∈N, where limn→∞ ln = 0, there
exist two sequences of points of C?, which we represent by {Pn}n∈N and {Qn}n∈N, such that
d(Pn, Qn) = ln . Moreover, let An and Bn denote the longitudes of the two pieces of C?, both
subtending the segment of longitude ln , which are referred to in the statement of the lemma. Now
it holds that neither An nor Bn tend to 0, since otherwise one might always find n0 ∈ N such that
for n > n0, either An or Bn does not contain a point with vertical tangent and, at the same time,
a point with horizontal tangent.
Since C? is bounded, we have that {Pn}n∈N and {Qn}n∈N are both bounded. Therefore, there
exist two subsequences {Pα(n)}n∈N and {Qβ(n)}n∈N, which are convergent. Moreover, since
d(Pn, Qn) = ln and limn→∞ ln = 0, then we have that limn→∞ Pα(n) = limn→∞ Qβ(n) = P?.
However, since neither An nor Bn tend to 0, we have that C? − P? contains two disjoint parts.
Thus P? is a self-intersection of the curve, which is a contradiction by hypothesis.
In order to prove (ii), one proceeds in a similar way, i.e. one also considers two sequences of
points {Pn}n∈N and {Qn}n∈N such that the sequence of the distances d(Pn, Qn) = ln tends
to 0 as n tends to infinity. Thus, one has two cases. If Pn and Qn both have a convergent
subsequence, then one shows that the curve has a self-intersection, which cannot happen by
hypothesis. Otherwise, one shows that there are two real branches of the curve sharing a same
asymptote, which is also a contradiction by hypothesis.
Statement (iii) uses similar ideas and is left to the reader. 
Remark 2. Observe that Lemma 10 is not necessarily true in the cases when C has some self-
intersection, or that there exist two real branches of the curve sharing a same asymptote.
The following lemma, which can be easily proven, is also needed.
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Lemma 11. Let D? be a Jordan curve, contained in a plane algebraic curve D, and verifying
that D? has no cusp. Then D? contains at least one point with horizontal tangent, and another
one with vertical tangent.
These lemmas are used in the following results. First, we consider a connected component of
C with no self-intersections.
Theorem 12. Let C?i be a connected component of C which does not contain any cusp and any
self-intersection of C. Then there exists βi > 0, βi ≤ α such that for all d ∈ Ii = (0, βi ),
O+d(C?i ) (resp. O−d(C?i )) has no self-intersections. Similarly for every closed (in the usual
Euclidean topology), connected subset A? ⊂ C.
Proof. We prove the result for O+d(C?i ); similarly for O−d(C?i ). Thus, let us see that βi =
min {α, l?i2 }, where l?i is the number appearing in Lemma 10 corresponding to C?i , fulfills the
requirements of the statement. Indeed, assume by contradiction that there exists d ∈ (0, βi ) such
thatO+d(C?i ) has at least one self-intersection P , i.e. there are two different branches ofO+d(C?i )
which cut each other transversally at P . Let P1, P2 ∈ C?i be the centers of the places of C which
give rise to these branches. Now in order to prove the result we separately analyze the cases when
C?i is bounded and non-bounded.
First, assume that C?i is bounded, in which case so is Od(C?i ). Since C?i has no self-
intersections, then P1 and P2 are connected by two different subsets of C?i , A1 and A2, both
bounded; the union of A1 and A2 is equal to C?i . Since by hypothesis C?i has no cusps, from
Corollary 9 one has that A1 and A2 generate two connected subsets L1 and L2 of O+d(C?i ),
respectively. Note that L1 and L2 meet each other at the point P , and their union is equal to
O+d(C?i ). Thus, both L1 ∪ {P} and L2 ∪ {P} contain Jordan curves.
In addition, d ∈ (0, βi ) ⊂ J and since: (a) Od(C) has good local behavior for all d ∈ J ; and
(b) C has no cusps by hypothesis, it follows that Od(C) has no cusps, either. Hence, L1 ∪ {P}
and L2 ∪ {P} both fulfill the hypotheses of Lemma 11, so L1 ∪ {P} necessarily contains at least
one point with horizontal tangent, and another one with vertical tangent; similarly for L2 ∪ {P}.
Since the tangents at a point of C and at the point it generates in the exterior offset are parallel
(see Theorem 1), this means that A1 contains at least one point with horizontal tangent, and
another one with vertical tangent, and similarly for A2.
Thus let k ∈ R verify that k = d(P1, P) = d(P2, P). Then d(P1, P2) ≤ 2k, and since k < l
?
i
2 ,
we get that d(P1, P2) < l?i . Since A1 and A2 both subtend the segment defined by P1 and P2,
whose longitude is less than l?i , and since they both contain at least one point with horizontal
tangent and another one with vertical tangent, we find a contradiction with part (i) of Lemma 10.
In case that C?i is non-bounded, one argues in a similar way to finally get a contradiction with
part (ii) of Lemma 10. Finally, for closed connected subsetsA? ⊂ C, the proof uses similar ideas
and is left to the reader. 
Now we analyze the connected components of C with some self-intersection. In this case,
recall that by hypothesis C has no ordinary singularity of multiplicity greater than 2.
Proposition 13. Let P ∈ C be a self-intersection. There exists a circle E p centered at P and a
number µp > 0, µp ≤ α, verifying that for all d ∈ Ip = (0, µp), O+d(C) has one, and just one,
self-intersection in E p. Similarly for O−d(C).
Proof. We prove the result for the exterior offset; similarly for the interior offset. Now let P ∈ C
be a self-intersection, and let B1, B2 be the two real branches of C which intersect at P . Since
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Fig. 6. Construction for the proof of Proposition 13.
P is an ordinary singularity we have that B1 and B2 cut each other transversally, i.e. the tangent
lines corresponding to B1 and B2, respectively, are different.
In this situation, let us fix two perpendicular lines x ′, y′ passing through P , none of them
tangent to either B1 or B2 at P , and such that, in a vicinity of P , each of the half-branches of C
converging at P lies in a different region of the system of coordinates determined by x ′, y′ (see
Fig. 6). Then one can always find a (sufficiently small) circle E p centered at P , and a number
µp > 0, µp ≤ α, verifying that (see also Fig. 6):
(a) the tangent to C at the points of C ∩ E p is not parallel to either x ′ or y′.
(b) for all d ∈ (0, µp), all the points of O+d(C) ∩ E p are generated by points of B1 and B2.
(c) for d ∈ (0, µp), the offsets to B1 and B2 intersect at least once in E p.
Since by hypothesis C has no cusps, and since the offset has good local behavior for d ∈ J , it
holds that O+d(C) ∩ E p has no cusps, either. Moreover, since each half-branch of C converging
at P lies in a different region of the system {P, x ′, y′}, for d ∈ (0, µp), because of Theorem 1,
once that the offsets to B1 and B2 intersect at a point P ′, they cannot cross again. Indeed, because
of Theorem 1, and since the above condition (a) holds, each of the half-branches of O+d(C)
converging at P ′ lies in a different region of the coordinate system defined by two lines parallel
to x ′ and y′, respectively, passing through P ′. Since O+d(C) has no cusps we have that the
tangent along the offset to, say, B1, suffers no sudden reverse in E p; moreover, also because of
Theorem 1, O+d(C) has no point with tangent parallel to either x ′ or y′. Therefore, we have
that once that the offsets to B1 and B2 cross at P ′, they get far from each other, and they do not
intersect again in E p. 
Taking into account that by hypothesis C has not two different real branches with a same
asymptote, for sufficiently small distances one may be sure that the exterior (resp. the interior)
offsets to different connected components of C do not intersect. From this fact and from the
preceding results (i.e. Theorem 12 and Proposition 13), the following result can be easily proven.
Theorem 14. There exists γ ? > 0, γ ? < α, verifying that for all d ∈ (0, γ ?), there exists
a one-to-one correspondence between the self-intersections of C and of O+d(C); similarly for
O−d(C).
From Theorem 14, one has that given a double ordinary point of C one can always find a
self-intersection of the exterior (resp. the interior) offset, so that different double ordinary points
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of C correspond to different self-intersections. Thus, we will say that each double ordinary point
in C has an associated self-intersection in the exterior offset (resp. the interior offset). Note
however that if P is a double ordinary point of C, then in general its associated self-intersection in
the exterior offset is not P+d (i.e. the point that P generates in the exterior offset), but a different
point; similarly for the interior offset. That is, the exterior (resp. the interior) offsetting process
does not necessarily map singularities onto singularities.
Theorem 14, together with Proposition 13, provides the following corollary on the associated
self-intersections of the exterior and the interior offset.
Corollary 15. There exists γ , 0 < γ < α, verifying that, for all d ∈ (0, γ ):
(1) Different self-intersections of O+d(C) are associated with different self-intersections of C.
(2) For each self-intersection P ′ ofO+d(C), P ′ is not a non-ordinary singularity ofO+d(C), and
the tangent to O+d(C) at P ′ is not vertical.
Similarly for O−d(C).
4.3. Proof of the theorem
Here, we finally prove Theorem 6. In order to do this, we have to describe how to compute
two graphs G1, G2 fulfilling the conditions in Definition 5. For this purpose, we introduce the
notions of simplified graph associated with the exterior offset, Gext, and simplified graph
associated with the interior offset, G int, respectively, and we prove that Gext and G int can
play the role of G1, G2. Also, along the subsection we consider an interval I = (0, γ ) fulfilling
Theorem 14 and Corollary 15. Furthermore, by taking γ sufficiently small one may be also sure
that, for d ∈ I , no point of C with vertical tangent generates the same offset point than a non-
ordinary singularity of C. In the rest of the section we will work with distances d ∈ I .
Then we consider the following definition:
Definition 16. The simplified graph associated with the exterior offset, Gext (resp. the
interior offset, G int) is a graph homeomorphic to O+d(C) (resp. O−d(C)), whose vertices are
the following points of O+d(C) (resp. O−d(C)): self-intersections, non-ordinary singularities,
isolated points, and points with vertical tangent, and whose edges correspond to the branches of
O+d(C) (resp. O−d(C)) joining two vertices.
Thus, the following result on the vertices of G(C) and Gext (resp. G int) holds.
Lemma 17. Except for the intersection points of O+d(C) and O−d(C), the vertices of G(C) and
the vertices of Gext are in one-to-one correspondence. Similarly for G int.
Proof. We prove it for Gext; similarly for G int. The self-intersections (except for the intersection
points of O+d(C) and O−d(C)) are 1:1 because of Theorem 14. The non-ordinary singularities
are 1:1 by hypothesis. The points with vertical tangent are 1:1 because of Theorem 1. Moreover,
from Corollary 15 one has that for d ∈ I , an associated self-intersection cannot have a vertical
tangent, and cannot coincide with the transformed of a non-ordinary singularity of C in the
exterior offset. Also, by hypothesis, for d ∈ I the points of C with vertical tangent and the
non-ordinary singularities of C give rise to different offset points. 
We will say that a point of C with vertical tangent and the point that it generates in the exterior
offset are associated. Similarly for the non-ordinary singularities. Recall also from Subsection
5.2 that each self-intersection of C has a different associated self-intersection of O+d(C) (resp.
O−d(C)). Now the following result on the edges of G(C) and Gext (resp. G int) holds.
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Lemma 18. The following statements are true:
(1) Given an edge e of G(C) one can always find an edge e˜ of Gext (resp. G int), which we will
refer to as the associated exterior edge (resp. associated interior edge) of e, verifying
the following conditions:
(a) The vertices of e and e˜ are associated points.
(b) There are infinitely many points of e˜ corresponding to points in O+d(C) (resp. O−d(C))
which are generated by points in e.
(2) If e1, e2 are adjacent in G(C), then e˜1, e˜2 are adjacent in Gext (resp. G int).
(3) Different edges of G(C) give rise to different edges of Gext (resp. G int).
(4) Gext and G int have no edge in common.
Proof. Let us see (1) for the exterior offset; similarly for the interior offset. From Corollary 9,
given an edge e of G(C), the exterior offset of the branch of C corresponding to e is a connected
branch ofO+d(C). Also, if we denote the vertices of e by A, B, these points have two associated
vertices A˜, B˜ in Gext, which will be different because of Lemma 17. Thus, in order to see (1) we
just have to prove that the segment defined by A˜, B˜ contains no other vertex ofGext, in which case
the segment corresponds to e˜. In this sense, the most complicated case happens when both A, B
are self-intersections; the rest of the cases are easier and are left to the reader. Now in that case by
the construction of Gext the only possibility is that some self-intersection Q of the exterior offset
lies in between A˜, B˜. But, in that situation, there would be at least three branches of O+d(C)
passing though Q. Since by hypothesis Od(C) has no special component for d ∈ I , and since
these branches come from different branches of C, they are different. But this cannot happen
because of Proposition 13. The statement (2) is proven by using similar arguments. Finally, (3)
and (4) follow from the fact that Od(C) has no special component. 
From Lemma 18, the following theorem can be proven.
Theorem 19. Assume that Gext has no isolated vertices. Then Gext is isomorphic to G(C).
Similarly for G int.
Proof. We prove it for Gext; for G int the proof is analogous. From Lemma 17, we have that the
vertices of Gext and G(C) are 1:1. Moreover, from the statements (1) and (3) of Lemma 18, we
have that the edges of Gext and G(C) are also 1:1, since each edge e of G(C) has a different
associated edge e˜ in Gext. In addition, the adjacency is preserved because of statement (2) in
Lemma 18. 
Moreover, if C contains two loops L1 and L2 such that L1 lies within L2, this relationship
will be kept during the offsetting process for sufficiently small distances. Thus, we can provide
the following corollary:
Corollary 20. Assume that C has no isolated points, verifies the hypotheses of Theorem 6, and
that for sufficiently small distances,Od(C) has no isolated points, either. Then there exists γ > 0
such that for d ∈ (0, γ ), O+d(C) and O−d(C) are homeomorphic to C.
Finally, we are ready to prove Theorem 6.
Proof of Theorem 6. Since by hypothesis Od(C) has no special component, then O+d(C)
and O−d(C) have finitely many points in common. Incorporating these points as vertices of
Gext,G int, it is clear that G(Od(C)) = Gext⋃G int. Thus, the condition (i) of Definition 5 is
satisfied. Because of the statement (4) of Lemma 18, condition (ii) of Definition 5 holds. Finally,
condition (iii) is satisfied because of Theorem 19. 
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Example 1. Here, we provide a table with 12 curves verifying the hypotheses of Theorem 6. In
each case, we give the value of α so that the corresponding curve has good local behavior in
(0, α). These values have been computed by means of either the algorithm given in Alcazar and
Sendra (2006) (for rational curves), or the algorithm in Alcazar (2006) (for non-rational curves).
Also, the third column shows the rational or non-rational character of the curve.
Equation Description Rat. α
2x4 − 3x2y + y2 − 2y3
+ y4 = 0 Tacnode Yes 0.20433
y4 + 2x2y2 − 34y2 + x4
− 34x2 + 96y − 63 = 0 Epitrochoid Yes 0.5
(x2 + y2)2 − 2(x2 − y2)
= 0 Lemniscate Yes 0.47140
x3 + y3 − 3axy = 0 Descartes’ Folium Yes 3√2/16
x2
a2
+ y
2
b2
− 1 = 0 Ellipse Yes min{b/√a, a/√b}
y − ax2 − bx − c = 0 Parabola Yes 1/2a
x2
a2
− y
2
b2
− 1 = 0 Hyperbola Yes min{a, b/√a}
x3 − x2 + y2 = 0 Cubic with a self-int. Yes 0.29193
(x2 + y2 + 1)2 − 4x2
−1/2 = 0 Cassini’s oval No 0.08761
x4 + y4 − x2 = 0 Non-rational quartic No 1/√20
1+ xy + y − 2x2 + x3
+ 2xy2 = 0 Non-singular cubic No 1/
√
20
y − x6 = 0 Non-singular sextic Yes 0.33357
From Theorem 6 it holds that in each case the curve has good global behavior in some interval
(0, γ ), where γ ≤ α. The experimentation suggests (at the moment we are unaware of sharper
methods to certify it) that in all cases γ = α. In Fig. 7, one may see the offsets to the epitrochoid
and to the cubic x3 − x2 + y2 = 0 corresponding to d ∈ (0, α), where α is the number provided
in the above table (the original curves are plotted in thick solid line); one may check that in both
cases, good global behavior holds along the interval.
5. Extension of results to the trimmed offset
In C.A.G.D. one often uses an alternative notion to the offset notion given in Section 2.2,
namely that of trimmed offset (see for example Farouki and Neff (1990a) and Seong et al.
(2006)). More precisely, while the offset curveOd(C) is, essentially, the geometrical locus of the
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Fig. 7. Offsets to the epitrochoid (left) and the cubic x3 − x2 + y2 = 0 (right).
points lying at distance d of some point in C, the trimmed offset, which we will denote as Td(C),
is the geometrical locus of the plane points lying at distance d of the curve C. So, every point
P ∈ Td(C) is at distance d of some (finitely many) points of C, and at distance > d of the rest
of the points in C. Typically, the trimmed offset is computed from the offset by removing certain
branches which are related to the cusps and self-intersections of the offset.
Thus, along this section we will give some results on the global topology of trimmed offsets.
In this sense, the following theorem, due to Farouki, will be essential to prove these results. This
theorem is proven in Farouki and Neff (1990a) (see Theorem 4.4 there) for parametrized plane
curves. However, by reasoning with places, as it is done in Alcazar and Sendra (2007), the result
can be extended to algebraic curves.
Theorem 21. Along each analytic branch L of the offset Od(C) delineated by the offset self-
intersections, one of the following situations arise: (i) d(P, C) = d for all P ∈ L; (ii)
d(P, C) < d for all P ∈ L.
The above theorem is useful for computing the trimmed offset, since one may decide whether
a branch of Od(C) must be kept or not in the trimmed offset by just inspecting one point in it.
Now let us study the good global behavior of the trimmed offset. From Theorem 21, one can
compute the graph associated with the trimmed offset by removing certain edges in the graph
associated with the offset. Moreover, as we have shown in the preceding section, whenever C
has no cusps and Od(C) has no special component, each edge of the graph that we obtain this
way entirely corresponds to either the exterior or the interior offset. Then we can define the
good global behavior of the trimmed offset in an analogous way to Definition 5. So, let us find
conditions so that the global behavior of the trimmed offset is good. First, we will provide an
extension of Theorem 6 to the case of the trimmed offset. For this purpose, the following lemma
will be needed.
Lemma 22. Let C˜ be a connected component of a real algebraic curve C fulfilling the hypotheses
in Section 2.4. Moreover, assume that C˜ contains no self-intersections of C. Then there exists
ν > 0 such that for d ∈ (0, ν), the offset of C˜ belongs to the trimmed offset.
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Fig. 8. Graph of the Lemniscate Offset: trimmed (left), non-trimmed (right).
Proof. Since by hypothesis C has not two different real branches sharing a same asymptote,
taking ν sufficiently small, the offsets corresponding to different connected components do not
intersect. Furthermore, from Theorem 6 we also have that for ν sufficiently small, the offset has
no cusps, and the exterior and interior offsets have no self-crossings. Moreover, since C˜ has no
cusps the normal vector varies in a continuous way, and therefore, for ν sufficiently small, the
exterior and interior offset of C˜ do not intersect, either. Then, given d ∈ (0, ν), from Theorem 21
either all the points in the offset of C˜ belong to the trimmed offset, or none of them do. Now
given a point P ∈ C˜, and making ν smaller, if necessary, one has that the circles C1,C2 of radius
ν tangent to C˜ at P (which are also tangent to each other) contain no point of C˜ other than P .
Then the offset points generated by P for d ∈ (0, ν) are exactly at distance d of C. Therefore,
from Theorem 21, it follows that for d ∈ (0, ν), all the points in the offset of C˜ are in the trimmed
offset. 
From Lemma 22, the following theorem on the good global behavior of the trimmed offset
can be proven.
Theorem 23. Let C be an algebraic curve without self-intersections, verifying the hypotheses in
Section 2.4. Then there exists γ > 0, γ < α, such that for all d ∈ (0, γ ) the trimmed offset has
good global behavior.
Notice that Theorem 23 is not necessarily true when C has self-intersections. For example, in
Fig. 8 one may observe the graph of the lemniscate, together with the graph of its offset (Fig. 8,
right; here, the exterior offset is shown in thick solid line, while the interior offset is shown in
thick dotted line) and its trimmed offset (Fig. 8, left) for a small distance. Thus, one may see that
while the offset has good global behavior, the trimmed offset has not.
In general, the trimmed offset does not have a good global behavior when C has self-
intersections. However, let us see that, when C is homeomorphic to a line and it contains no
cusps (for example, the parabola y = x2, and in fact any curve of the type y = p(x), with
p(x) being a polynomial), good global properties hold under more general conditions than the
ones required in Theorem 23. For this purpose, some previous lemmas are needed. The first one
requires the formula of the curvature of an implicit algebraic curve (see for example Fulton
(1974) and Goldman (2005)), namely:
k(x, y) = 2 fxy · fx · fy − ( fxx · f
2
y + fyy · f 2x )
( f 2x + f 2y )3/2
.
Also, here we denote the total degree of a polynomial g(x, y), as tdeg(g).
Lemma 24. Let C be a real, non-bounded, algebraic curve. Then |k(x, y)| is not lower bounded
by any strictly positive number.
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Proof. Let m = max{tdeg( fx ), tdeg( fy)}; then, the total degree of the denominator of k(x, y)
(see the above formula) is 3m. Moreover, in this situation the total degree of the numerator is at
most 3m − 1. Hence, k(x, y) tends to 0 for sufficiently large x, y. 
The following lemma guarantees that, if C is real and non-bounded, then the offsets of certain
non-bounded branches of C belong to the trimmed offset.
Lemma 25. Let B be a non-bounded branch of a real algebraic curve C not giving rise to any
self-intersection ofOd(C). Then the exterior and interior offsets of B at distance d belongs to the
trimmed offset.
Proof. Since B is non-bounded, and since by Lemma 24 the curvature of the curve grows to
infinity along B, one may always find P ∈ B so that the circle of radius d tangent to B at P
intersects C only at P . Thus, the offset points P+d , P−d generated by P lie at distance exactly d
of C. Hence, from Theorem 21 the exterior and interior offsets of B both belong to the trimmed
offset. 
The last instrumental lemma is concerned with loops, in the offset, which are caused by self-
intersections of the offset. More precisely, we use the term loop to refer to a bounded and closed
subset of Od(C) containing at least one self-intersection of Od(C). Furthermore, we will speak
of simple loop to denote a loop which is homeomorphic to a circle. If a loop is not simple,
then it is the non-disjoint union of several simple loops; for example, a double loop would be
homeomorphic to a lemniscate.
Lemma 26. Let C be a real algebraic curve without cusps, and let L be a simple loop of Od(C),
caused by a self-intersection involving at least one non-bounded branch of Od(C). Then no
branch of L belongs to the trimmed offset.
Proof. LetM1,M2 be two branches of L which intersect at a self-intersection S of Od(C), and
such that the analytic continuation of, say,M1, is a non-bounded branch of Od(C). For points
in the analytic continuation of M1 sufficiently far from S, the segments joining these points
with the points in C generating them do not intersect L. Now, since C has no cusps, the normal
vector varies in a continuous way; so, as one approaches S these segments also approach L. In
particular, for a point T ∈ M1, sufficiently close to S, the segment joining T with the point
T˜ ∈ C generating T will intersect L at some point T ′ in between T and T˜ . Hence, the distance
d(T ′, T˜ ) is less than d, and therefore the distance between T ′ and C is less than d. Thus, the
statement follows from Theorem 21. 
The above lemma is not necessarily true when dealing with non-simple loops of Od(C). For
example, in Fig. 9 we show a curve, together with its interior offset (see Fig. 9, left) and its
trimmed interior offset (see Fig. 9, right). The interior offset has a double loop, which can be
decomposed as the non-disjoint union of two simple loops; however, only one of these simple
loops is removed when computing the trimmed offset. In fact, the simple loop which is removed
corresponds to the intersection of non-bounded branches of the offset, while the other one does
not.
Then, the following theorem is derived from the previous lemmas.
Theorem 27. Let C, be an algebraic curve homeomorphic to a line, containing no cusps. If
Od(C) has at most simple loops involving some non-bounded branch of Od(C), and the exterior
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Fig. 9. Interior offset of a curve: trimmed (right), non-trimmed (left).
and interior offsets do not intersect, then the trimmed exterior offset and the trimmed interior
offset are both homeomorphic to C.
For example, in the case of the parabola y = x2 (see Fig. 1), one has that for d ≤ 1/2, good
global behavior holds for both the offset and the trimmed offset. However, for d > 1/2 the offset
has a loop; so, good global behavior for the offset does not happen anymore. Still, for d > 1/2
the trimmed offset has good global behavior since, from Lemma 26, the loop is removed.
Acknowledgement
The author was supported by the Spanish “Ministerio de Educacio´n y Ciencia” under the
Project MTM2005-08690-C02-01.
References
Alcazar, J.G., 2006. Local shape of offsets to implicit algebraic curves. Preprint.
Alcazar, J.G., Schicho, J., Sendra, J.R., 2007. A Delineability-based method for computing critical sets of algebraic
surfaces. Journal of Symbolic Computation 42, 678–691.
Alcazar, J.G., Sendra, J.R., 2006. Local shape of offsets to rational algebraic curves. Tech. Report SFB 2006-22 (RICAM,
Austria).
Alcazar, J.G., Sendra, J.R., 2007. Local shape of offsets to algebraic curves. Journal of Symbolic Computation 42,
338–351.
Arrondo, E., Sendra, J., Sendra, J.R., 1997. Parametric generalized offsets to hypersurfaces. Journal of Symbolic
Computation 23, 267–285.
Arrondo, E., Sendra, J., Sendra, J.R., 1999. Genus formula for generalized offset curves. Journal of Pure and Applied
Algebra 136 (3), 199–209.
Farin, G., Hoscheck, J., Kim, M.-S., 2002. Handbook of Computer Aided Geometric Design. North-Holland.
Farouki, R.T., Neff, C.A., 1990a. Analytic properties of plane offset curves. Computer Aided Geometric Design 7, 83–99.
Farouki, R.T., Neff, C.A., 1990b. Algebraic properties of plane offset curves. Computer Aided Geometric Design 7,
101–127.
Fulton, W., 1974. Algebraic Curves: An Introduction to Algebraic Geometry. In: Mathematical Lecture Notes Series.
Goldman, R., 2005. Curvature formulas for implicit curves and surfaces. Computer Aided Geometric Design 22,
632–658.
Gonzalez-Vega, L., Necula, I., 2002. Efficient topology determination of implicitly defined algebraic plane curves.
Computer Aided Geometric Design 19, 719–743.
Hong, H., 1996. An effective method for analyzing the topology of plane real algebraic curves. Mathematics and
Computers in Simulation 42, 571–582.
Hoschek, J., Lasser, D., 1993. Fundamentals of Computer Aided Geometric Design. A.K. Peters Ltd, Wellesley, MA.
Lu¨, W., 1995. Offset-rational parametric plane curves. Computer Aided Geometric Design 12, 601–617.
680 J.G. Alcazar / Journal of Symbolic Computation 43 (2008) 659–680
Pottmann, H., 1995. Rational curves and surfaces with rational offsets. Computer Aided Geometric Design 12, 175–192.
Pottmann, H., Peternell, M., 1998. A Laguerre geometric approach to rational offsets. Computer Aided Geometric Design
15, 223–249.
San Segundo, F., Sendra, J.R, 2005. Degree formulae of offsets curves. Journal of Pure and Applied Algebra 195,
301–335.
Sendra, J., Sendra, J.R., 2000a. Algebraic analysis of offsets to hypersurfaces. Mathematische Zeitschrift 234, 697–719.
Sendra, J., Sendra, J.R., 2000b. Rationality analysis and direct parametrization of generalized offsets to quadrics.
Applicable Algebra in Engineering, Communication and Computing 11 (2), 111–139.
Seong, J., Elber, G., Kim, M., 2006. Trimming local and global self-intersections in offset curves/surfaces using distance
maps. Computer Aided Geometric Design 38, 183–193.
Walker, R.J., 1950. Algebraic Curves. Princeton University Press, Princeton.
