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Today, the chemical industry is faced with a dual challenge: the need for more 
energy input and less CO2 emissions. The combination of population growth and 
the increasing prosperity are consistently driving the production of chemicals, with 
plastics being the fastest growing group of bulk chemical products. Light olefins 
such as ethylene are the key building blocks for all kinds of plastics and high-value 
chemicals. Today, the leading technology for olefin production is steam cracking of 
crude oil fractions, which is very energy intensive and responsible for a large 
amount of CO2 emissions. While steam cracking is expected to remain the 
predominant production route for olefins in the near future, the abundance of cheap 
methane from shale gas and especially from stranded gas reserves has reinforced 
the interest in developing processes to produce olefins from methane. Commercial 
technologies for this purpose, i.e., methanol-to-olefins (MTO) and Fischer-Tropsch 
(FT) synthesis are mainly indirect, i.e., proceeding via the production of syngas and 
therefore capital intensive. Direct activation and conversion of methane on the other 
hand still remains one of the most challenging topics of chemical engineering 
research. 
Oxidative coupling of methane (OCM) is considered one of the most promising 
routes to directly convert methane into ethylene. It occurs via a complex mechanism 
of both homogenous gas phase reactions and heterogeneously catalyzed reactions, 
in which methane is transformed into ethane and ethylene. OCM suffers from the 
conversion-selectivity challenge typical for many selective oxidation processes: due 
to oxidation of the C2 products in secondary reactions high methane conversions 





tradeoff between conversion and C2 selectivity is the main reason why OCM is 
currently unable to achieve the 30-35 % C2 yields that are suggested to make the 
process industrially relevant. A second important challenge for OCM is the extreme 
exothermicity of the process. Depending on the methane-to-oxygen (CH4:O2) ratio 
in the feed, adiabatic temperature rises from 300 to 1500 K have been reported for 
OCM. Integrating thermal control with catalytic chemistry is of the utmost 
importance. Commercially viable OCM will depend on process intensification, i.e., 
innovative reactor and process design. 
Research on OCM catalyst development has so far not led to any major 
breakthrough to improve C2 yields beyond lab-scale. One of the reasons is that next 
to the catalyst aspects reactor design is of crucial importance. Reactor engineering, 
in particular understanding the role of heat and mass transfer phenomena, is crucial 
for the design of novel reactor technologies for OCM. Today, pseudo-homogeneous 
reactor models are still widely used to design packed bed reactors because more 
detailed heterogeneous models or computational fluid dynamics (CFD)-based 
methods are computationally too expensive. Essential in this context is assessing the 
validity of the pseudo-homogeneous assumption using criteria that evaluate the 
importance of internal and external heat and mass transfer resistances, as discussed 
in Chapter 2. For OCM, internal mass transfer limitations are irreducible, even when 
the Weisz-Prater criterion says otherwise. The reason is the presence of reactive gas 
phase intermediates in the catalyst pores. Today there is no consensus of what the 
effect of these diffusion limitations on C2 yields actually is: for some catalysts higher 
C2 yields are reported when diffusion limitations exist, while for other catalysts these 
resistances have been reported to be detrimental for the C2 yields. Nevertheless, for 
an accurate description of the performance of any OCM reactor with catalyst pellets 
of a relevant size, pellet scale concentration gradients should be explicitly considered 
in the model. As this may introduce a drastic increase in computational cost, a 
tradeoff should be made depending on the required accuracy. Alternatively, a 
simplified reactor model – in terms of some characteristic numbers and geometric 
parameters – can be used to assess the importance of pellet-scale gradients in the 





Ideally one would like to use the reaction heat to heat the reactor contents to the 
desired operating temperature, without the need for preheating the feed. Therefore, 
a very effective way of intensifying highly exothermic reactions such as OCM, is 
autothermal operation, where the reactor is intentionally operated in a region of 
steady-state multiplicity. In this respect, a full understanding of the ignition and 
extinction behavior is a requirement for designing a new OCM reactor and 
associated temperature control system. Therefore, in Chapter 3, the bifurcation 
behavior of OCM is investigated while considering both homogeneous gas phase 
reactions and heterogeneous catalytic reactions using a detailed microkinetic model. 
Using detailed chemistry allows to obtain a more accurate description of steady-
state multiplicity and dynamical behavior. Three ideal pseudo-homogeneous 
adiabatic reactor models are considered: a plug flow reactor (PFR), a continuously 
stirred tank reactor (CSTR) and a lumped thermal reactor (LTR) model. The latter 
represents the limiting case with no backmixing (cf. PFR behavior) for species and 
perfect thermal backmixing (cf. CSTR behavior). The bifurcation behavior in these 
reactor types is compared with a focus on methane conversion, C2 yields and their 
dependence on operating conditions such as inlet composition, inlet temperature 
and space time. Thermal backmixing is responsible for the steady-state multiplicity 
observed in the CSTR and LTR. Operating an adiabatic CSTR or LTR on the ignited 
branch results in high methane conversion and product yields, and this at relatively 
low inlet temperatures. It is even possible to operate at ambient inlet temperature, 
but in case of OCM without catalyst high space times or low CH4:O2 ratios are 
required for this purpose. A lower extinction temperature and hence broader 
multiplicity region can be obtained in a LTR compared to a CSTR. This in 
combination with maximum methane conversions and product selectivities 
comparable to those in a PFR, make the LTR the preferred reactor configuration for 
OCM. The bifurcation behavior of OCM on Sn-Li/MgO and Sr/La2O3 catalysts is 
numerically investigated for the same three reactor types (PFR, CSTR, LTR). 
Qualitatively the same trends as for OCM without catalyst are observed, but at much 
lower temperatures and space times. Increasing the pressure, lowering the CH4:O2 





autothermally with ambient inlet temperature. Model simulations with an adiabatic 
LTR indicate that operation on the ignited branch can result in C2 selectivities of 67 % 
(including C2H2), and this at a methane conversion as high as 33 %. Of course, the 
quantitative and qualitative dynamical behavior depends heavily on the chosen 
catalyst, i.e., kinetic model, and operating conditions.  
Because of the existence of steady-state multiplicity, thermal effects and path 
dependence, i.e., how a steady state is reached, are important. By exploiting these 
effects, it is possible to design reactor technologies in which high C2 yields can be 
obtained while still being able to control the extreme heat release. From the 
bifurcation analysis it follows that the key features of an ideal OCM reactor are high 
effective thermal conductivity and a narrow residence time distribution. The latter, 
i.e., plug flow behavior, is necessary to control and maximize the selectivity towards 
the intermediate products ethane and ethylene. High effective thermal conductivity 
creates the opportunity to exploit the bifurcation behavior and operate an OCM 
reactor autothermally, in this way utilizing the reaction heat in the best possible way. 
New reactor designs for OCM need to focus on optimizing these features, which 
brings industrial scale and economically viable ethylene production using OCM 
within reach. 
Typically, gas-solid processes requiring intensive interfacial heat and mass transfer 
in combination with small space times are carried out in gravitational fluidized bed 
reactors (FBR), where the solid particles are in a fluid-like state due to the balance 
between the drag force exerted by the gas and the apparent weight of the particles. 
By working in a centrifugal force field, e.g., in a gas-solid vortex reactor (GSVR), 
much higher gas−solid slip velocities can be obtained compared to gravitational 
fluidized beds, resulting in a significant increase in pellet-scale heat and mass 
transfer rates. In a GSVR, gas is injected tangentially via a number of inlet slots. The 
swirling gas transfers its momentum to the particles in the reactor chamber, which 
in turn start rotating. Compared to gravitational FBR’s, higher gas throughput, 
lower space time, more uniform beds, higher slip velocities and hence better heat 
and mass transfer can be achieved in a GSVR. For these reasons, the GSVR emerges 





Indeed, in order to prevent the unwanted propagation of gas-phase reactions and 
efficiently address the large amount of heat released, reactors with a short gas-based 
space time and efficient heat transfer are preferred for OCM. While these were the 
original reasons to consider the GSVR for OCM, it is also shown during this thesis 
that the abovementioned characteristics of an ideal OCM reactor, namely high 
effective thermal conductivity and a narrow residence time distribution on bed scale, 
can be obtained in the GSVR. 
The hydrodynamic behavior of a GSVR is investigated further by means of CFD 
simulations. A GSVR is simulated using the Euler-Euler approach in OpenFOAM®. 
First an extensive validation study is performed whereby the simulated azimuthal 
and radial velocities of the solid phase are compared with the experimental results 
obtained via PIV measurements. As explained in Chapter 4, a good one-to-one 
agreement between the numerical and experimental local particle velocities can be 
obtained with a specularity coefficient of 0.05 for the bottom plate and 0.075 for all 
other walls (see Figure 4-4). Note that these values might need to be adjusted for 
operating conditions far from the validation conditions. A qualitatively good 
agreement between simulated and experimental pressure and granular temperature 
profiles is obtained as well. The simulations indicate significant non-uniformities in 
the azimuthal and radial velocity profiles as well as bed voidages, and this both in 
the azimuthal and radial direction. Small non-uniformities are also seen in the axial 
direction. Compared to a conventional gravitational fluidized bed, up to 10 times 
higher gas-solid slip velocities are obtained, leading to significantly enhanced 
momentum, heat and mass transfer rates. Furthermore, the GSVR promises a 
combination of short residence time and narrow residence time distribution, which 
is one of the key characteristics of a good OCM reactor. Finally, a parameter study 
is performed in order to assess the effect of the particle diameter, number of inlet 
slots and reactor length on the bed hydrodynamics. From this parameter study some 
interesting guidelines for the design of a GSVR are deduced. An important aspect in 
a GSVR is shear stress due to interactions of the bed with the wall or particle 
interactions within the bed. The simulations indicate that the total bed-wall shear 





Hence a tradeoff is to be made between bed density, uniformity and stability on the 
one hand and shear stresses and attrition on the other hand.  
To further optimize the GSVR design and operating conditions specifically for OCM, 
the hydrodynamic CFD model needs to be extended with an appropriate chemistry 
model. Whereas detailed kinetic models have already been implemented widely in 
CFD simulations of gas-phase processes, CFD modeling of reactive gas-solid 
processes, especially in fluidized bed reactors, is a largely unexplored territory. 
Therefore, in Chapter 5, an Euler-Euler CFD methodology is proposed to simulate 
gas-solid fluidized bed reactors while using detailed microkinetic models for both 
the homogeneous and heterogeneous chemistry. To this purpose, the original 
thermodynamic and chemistry models in OpenFOAM are extended with all 
functionalities required to deal with detailed microkinetic mechanisms for the 
catalytic surface chemistry. The new chemistry models are linked to the Euler-Euler 
solver in OpenFOAM, which includes interfacial momentum, heat and mass 
transfer. Two options are implemented to account for mass transfer between the gas 
phase and solid phase: either a film model is used or mass transfer resistance is 
neglected. All separate parts of the code are ‘validated’ by comparison with 1D 
pseudo-homogeneous reactor simulations using Cantera. The validated model is 
then used to simulate a 16-slot GSVR for OCM, in both isothermal and adiabatic 
conditions. For the investigated geometry and conditions, the outletCH4 conversion 
at isothermal conditions is found to be very low, mainly because of the very small 
space times. However, there are many degrees of freedom that can be optimized to 
increase the conversion and product yields, the most important ones being the 
reactor temperature, type of catalyst and space time (based on both gas volume and 
catalyst mass). Adiabatic operation is needed to exploit the full process 
intensification potential of the GSVR. Depending on the inlet temperature, an 
ignited state can be reached, corresponding to a high CH4 conversion. The adiabatic 
simulations furthermore indicate that there is a significant degree of thermal 
backmixing in the catalyst bed, which ideally would result in multiplicity of steady 





An engineering approach to estimate the GSVR performance for OCM is also 
proposed in Chapter 5. This 0D/1D model consists of a series of a pseudo-
homogeneous PFR, followed by a gas-only PFR and CSTR. Although the trends are 
predicted correctly by this engineering approach, the absolute values of the 
simulated conversion and selectivities deviate in some cases by over 50 % from the 
CFD results, though this is very case dependent. It can be concluded that CFD 
simulations are required for estimating the reactive performance of the GSVR. The 
CFD methodology developed in this work, which couples multiphase CFD with 
detailed microkinetic modeling of heterogeneous catalysis, is a major breakthrough 
with numerous possibilities to investigate improved GSVR designs and operating 
conditions for OCM. The same methodology and code can be applied to any fluid-
solid catalytic process, such as fluid catalytic cracking (FCC), catalytic partial 
oxidation (CPOX), catalytic combustion, steam methane reforming (SMR), etc., in 
any type of fluidized bed reactor. 
Finally, in Chapter 6, the reactive CFD framework is used to show that the GSVR is 
characterized by sufficient thermal backmixing to allow steady-state multiplicity.  
Simulations of a 2D adiabatic GSVR for OCM are performed, for inlet temperatures 
ranging from 873 K to 1198 K, in 25 K increments, while fixing the inlet composition, 
mass flow rate, catalyst mass and total pressure. The possibility for steady-state 
multiplicity is assessed by numerically igniting some of the non-ignited steady 
states, and evaluating whether or not these cases reach a new steady state on the 
ignited branch. While dilution is found to lead to unfolding, steady-state multiplicity 
is obtained in the cases without dilution. At a low pressure of 1 bar, steady-state 
multiplicity is obtained for only one inlet temperature, indicating a narrow 
multiplicity region (< 50 K). By increasing the pressure to 2 bar, the width of the 
steady-state multiplicity region increases to at least 100 K and at most 175 K. Thanks 
to the steady-state multiplicity, a CH4 conversion of 40 % and C2 selectivity of about 
75 % (incl. 53 % C2H2) can be obtained on the ignited branch, for an inlet temperature 
of merely 873 K. Future work should focus on further optimizing the operating 
conditions to broaden the range of steady-state multiplicity and allow operation on 

















De chemische industrie staat voor een dubbele uitdaging: de nood aan meer energie 
en minder CO2-uitstoot. De combinatie van bevolkingsgroei en toenemende 
welvaart is verantwoordelijk voor de stijgende productie van chemicaliën, met 
kunststoffen als snelst groeiende groep bulkchemicaliën. Lichte olefinen zoals 
ethyleen vormen de belangrijkste bouwstenen voor allerlei soorten kunststoffen en 
hoogwaardige chemische producten. De voornaamste technologie voor 
olefineproductie is stoomkraken van ruwe aardoliefracties, een zeer energie-
intensief proces dat verantwoordelijk is voor een grote hoeveelheid CO2-emissies.  
Hoewel verwacht wordt dat stoomkraken in de nabije toekomst de belangrijkste 
productieroute voor olefinen zal blijven, heeft de overvloed aan goedkope methaan 
uit schaliegas en gestrande gasreserves gezorgd voor een toenemende interesse in 
alternatieve processen om olefinen te produceren uit methaan. Commerciële 
processen hiertoe, meer bepaald ‘methanol-to-olefins’ (MTO) en Fischer-Tropsch 
(FT) synthese, zijn indirect door de vereiste productie van syngas in een eerste 
tussenstap, wat deze processen zeer kapitaalintensief maakt. Anderzijds blijft de 
directe activering en conversie van methaan nog steeds één van de grootste 
uitdagingen voor de chemische technologie. 
Oxidatieve koppeling van methaan (OCM) wordt beschouwd als één van de meest 
veelbelovende routes om methaan direct om te zetten in ethyleen. Het proces 
verloopt via een complex mechanisme van zowel homogene gasfasereacties en 
heterogene katalytische reactiestappen, waarbij methaan omgezet wordt in ethaan 
en ethyleen. OCM heeft last van de conversie vs. selectiviteit problematiek die 





in secundaire reacties komt een hoge methaanconversie overeen met lage C2-
selectiviteiten en een hoge opbrengst ongewenste COx-producten. De afweging 
tussen conversie en selectiviteit is de voornaamste reden waarom OCM momenteel 
niet de 30-35 % C2-opbrengst kan waarmaken die nodig is om het proces industrieel 
relevant te maken. Een tweede belangrijke uitdaging voor OCM wordt gevormd 
door de extreme exothermiciteit van het proces. Afhankelijk van de methaan-over-
zuurstof (CH4:O2) verhouding in de voeding, kan de adiabatische 
temperatuurstijging voor OCM van 300 tot 1500 K bedragen. Het is van uiterst 
belang om thermische regelsystemen te integreren met het katalytisch proces. De 
commerciële rendabiliteit van OCM zal afhangen van procesintensivering, d.w.z. 
innovatief ontwerp van de reactor en het proces. 
Onderzoek naar de ontwikkeling van OCM-katalysatoren heeft tot nu toe tot geen 
enkele grote doorbraak geleid die de C2-opbrengsten verbetert op meer-dan-
laboratoriumschaal. De reden hiervoor is het feit dat naast katalysatoraspecten 
reactorontwerp van cruciaal belang is. Reactortechniek, en meer bepaald inzicht in 
de invloed van warmte- en stofoverdrachtsverschijnselen, is cruciaal bij het 
ontwikkelen van nieuwe reactortechnologieën voor OCM. Tegenwoordig worden 
pseudo-homogene reactormodellen nog steeds massaal gebruikt bij het ontwerp van 
gepakt-bed reactoren, aangezien meer gedetailleerde heterogene modellen of 
methodes op basis van numerieke stromingsleer (CFD) een te hoge rekenkost 
vragen. In deze context is het essentieel om de geldigheid van de pseudo-homogene 
aanname te beoordelen aan de hand van criteria die het belang van interne en 
externe warmte- en stofoverdrachtsweerstanden evalueren. Dit wordt besproken in 
Hoofdstuk 2. Voor OCM zijn interne diffusielimitaties onoverkomelijk, zelfs 
wanneer het Weisz-Prater criterium toegepast op OCM het tegenovergestelde 
beweert. Dit is het resultaat van de aanwezigheid van reactieve gasvormige 
tussenproducten in de katalysatorporiën. Momenteel bestaat er geen consensus over 
het effect van deze diffusielimitaties op  de C2-opbrengsten: voor sommige 
katalysatoren worden hogere C2-opbrengsten gerapporteerd wanneer er 
diffusielimitaties bestaan, terwijl deze voor andere katalysatoren nadelig zouden 





reactor met relevante katalysatorkorrelgroottes, moeten concentratiegradiënten op 
korrelschaal expliciet in het model worden opgenomen. Aangezien dit kan 
resulteren in een drastische toename van de rekenkost, moet een afweging gemaakt 
worden naargelang de vereiste nauwkeurigheid. Als alternatief kan een 
vereenvoudigd reactormodel gebruikt worden – in termen van de een aantal 
kentallen en geometrische parameters – om het belang van gradiënten in de 
concentratie van CH3-radicalen op korrelschaal te evalueren. 
Idealiter kan men de reactiewarmte gebruiken om de reactorinhoud op te warmen 
tot de gewenste bedrijfstemperatuur, zonder voorverwarming van de voeding. Een 
zeer efficiënte manier om sterk exotherme reacties zoals OCM te intensiveren, is 
daarom autotherme procesvoering, waarbij de reactor opzettelijk bedreven wordt in 
een gebied met meerdere stationaire toestanden. In dit opzicht is een volledig begrip 
van het ontstekings- en uitdovingsgedrag noodzakelijk voor het ontwerp van een 
nieuwe OCM-reactor en bijhorend temperatuurregelsysteem. Daarom wordt in 
Hoofdstuk 3 het bifurcatiegedrag van OCM onderzocht door zowel homogene 
gasfasereacties en heterogene katalytische reacties te beschouwen aan de hand van 
een gedetailleerd microkinetisch model. Het gebruik van gedetailleerde chemie 
maakt een meer accurate beschrijving van multipliciteit van stationaire toestanden 
en dynamisch gedrag mogelijk. Drie ideale pseudo-homogene adiabatische 
reactormodellen worden beschouwd: een propstroomreactor (PFR), een continu 
geroerde tankreactor (CSTR), en een thermisch gemengde reactor (LTR). Deze 
laatste stelt het ideale geval voor waarbij er geen terugmenging is voor massa (cfr. 
PFR-gedrag) en perfecte thermische terugmenging (cfr. CSTR-gedrag). Het 
bifurcatiegedrag in deze reactortypes wordt vergeleken met een focus op 
methaanconversie, C2-opbrengsten en hun afhankelijkheid van bedrijfscondities 
zoals inlaatsamenstelling, inlaattemperatuur en ruimtetijd. Thermische 
terugmenging is verantwoordelijk voor de multipliciteit van stationaire toestanden 
die wordt waargenomen in de CSTR en LTR. Bij het bedrijven van een adiabatische 
CSTR of LTR op de ontstoken tak wordt een hoge methaanconversie en C2-
opbrengst verkregen, en dit bij relatief lage inlaattemperaturen. Het is zelfs mogelijk 





katalysator zeer hoge ruimtetijden en lage CH4:O2-verhoudingen vereist. In 
vergelijking met een CSTR, kan in een LTR een lagere uitdovingstemperatuur en 
dus een breder hysteresegebied verkregen worden. Dit in combinatie met maximale 
methaanconversies en productselectiviteiten vergelijkbaar met die in een PFR, 
maken van de LTR de reactorconfiguratie bij uitstek voor OCM. Het 
bifurcatiegedrag van OCM op Sn-Li/MgO- en Sr/La2O3-katalysatoren wordt 
numeriek onderzocht voor dezelfde drie reactortypes (PFR, CSTR, LTR). Kwalitatief 
worden dezelfde trends waargenomen als voor OCM zonder katalysator, maar bij 
veel lagere temperaturen en ruimtetijden. Drukverhoging, verlaging van de CH4:O2-
verhouding en/of verhoging van de ruimtetijd maken het eenvoudiger om 
autotherm te werken met de voeding op omgevingstemperatuur. Modelsimulaties 
met een adiabatische LTR tonen aan dat bedrijving op de ontstoken tak kan leiden 
tot C2-selectiviteiten van 67 % (inclusief C2H2), en dit bij een methaanconversie van 
wel 33 %. Uiteraard hangt het kwantitatieve en kwalitatieve dynamische gedrag 
sterk af van de gekozen katalysator, d.w.z. het kinetisch model, en de 
bedrijfscondities. 
Wegens het bestaan van multipliciteit van stationaire toestanden zijn thermische 
effecten en  padafhankelijkheid, d.w.z. hoe een stationaire toestand wordt bereikt, 
belangrijk.  Gebruik makend van deze effecten is het mogelijk om 
reactortechnologieën te ontwikkelen waarin hoge C2-opbrengsten kunnen 
verkregen worden en tegelijkertijd de extreme warmteafgifte onder controle 
gehouden wordt. Uit de bifurcatieanalyse blijkt dat een hoge effectieve 
warmtegeleiding en nauwe verblijftijdsverdeling de belangrijkste kenmerken van 
een ideale OCM-reactor zijn. Dit laatste, propstroomgedrag, is noodzakelijk om de 
selectiviteit naar de tussenproducten ethaan en ethyleen te regelen en 
maximaliseren. De hoge effectieve warmtegeleiding biedt tegelijkertijd de 
mogelijkheid om gebruik te maken van het bifurcatiegedrag en een OCM-reactor 
autotherm te bedrijven, om zo de reactiewarmte op de best mogelijke manier te 
benutten. Nieuwe reactorontwerpen voor OCM moeten gericht zijn om het 
optimaliseren van deze kenmerken, waardoor economisch rendabele 





Typisch worden gas-vast processen die vragen om een intensieve warmte- en 
stofoverdracht in combinatie met lage ruimtetijden uitgevoerd in 
wervelbedreactoren (fluidized bed reactor, FBR), waarin vaste korrels zich in een 
vloeistofachtige toestand bevinden door evenwicht tussen de zwaartekracht en de 
meesleuringskracht uitgeoefend door het gas. Door in een centrifugaal krachtveld te 
werken, bijvoorbeeld in een gas-vast vortex reactor (GSVR), kunnen veel hogere 
slipsnelheden tussen de gasfase en vaste fase verkregen worden dan in het 
zwaartekrachtsveld. Deze hogere slipsnelheden zorgen voor een significante 
toename in de warmte- en stofoverdrachtssnelheden op korrelschaal. In een GSVR 
wordt de gasfase tangentieel ingebracht in een cilindrische kamer via een aantal 
inlaatgleuven. Het roterende gas draagt zijn impuls over op de korrels in de reactor, 
die op hun beurt beginnen te roteren. In vergelijking met conventionele FBR’s, 
kunnen in een GSVR een hogere gasdoorvoer, lagere ruimtetijd, uniformere bedden, 
hogere slipsnelheden en daardoor betere warmte- en stofoverdracht verkregen 
worden. Om deze redenen treedt de GSVR op als een uitstekende kandidaat voor 
procesintensivering en demonstratie van OCM. Om propagatie van ongewenste 
gasfasereacties te vermijden en efficiënt om te gaan met de grote hoeveelheid 
afgegeven warmte, krijgen reactoren met een korte verblijftijd van de gasfase en 
efficiënte warmteoverdracht inderdaad de voorkeur voor OCM. Hoewel dit de 
oorspronkelijke redenen waren om de GSVR te overwegen voor OCM, wordt in dit 
proefschrift ook aangetoond dat de GSVR de bovengenoemde kenmerken van een 
ideale OCM-reactor bezit, namelijk een hoge effectieve warmtegeleiding en nauwe 
verblijftijdsverdeling. 
Het hydrodynamisch gedrag van een GSVR wordt verder onderzocht aan de hand 
van CFD-simulaties. Hierbij wordt een GSVR gesimuleerd met de Euler-Euler 
methode in OpenFOAM®. Eerst wordt een validatiestudie uitgevoerd waarbij de 
gesimuleerde tangentiële en radiale snelheden van de vaste fase vergeleken worden 
met de experimentele resultaten die via PIV metingen verkregen werden. In 
Hoofdstuk 4 wordt uitgelegd dat, door de speculariteitscoefficiënt op de 
bodemplaat gelijk te stellen aan 0.05 en op de andere wanden aan 0.075, een goede 





korrelsnelheden. Merk op dat deze waarden waarschijnlijk moeten worden 
aangepast voor bedrijfscondities die ver afwijken van de validatiecondities. Een 
kwalitatief goede overeenkomst tussen de gesimuleerde en experimentele druk en 
korreltemperatuur kan ook verkregen worden. De simulaties tonen aan dat er 
significante niet-uniformiteiten zijn in de tangentiële en radiale snelheidsprofielen, 
evenals in de fractie lege ruimte in het bed, en dit zowel in de tangentiële als radiale 
richting. Kleine niet-uniformiteiten worden ook geobserveerd in de axiale richting. 
In vergelijking met conventionele FBR’s kunnen tot 10 keer grotere slipsnelheden 
tussen de gasfase en vaste fase verkregen worden, wat aanleiding geeft tot 
verbeterde impuls-, warmte- en stofoverdracht. Bovendien belooft de GSVR een 
combinatie van korte verblijftijden met een nauwe verdeling, wat één van de 
voornaamste kenmerken van een goede OCM-reactor is. Ten slotte wordt een 
parameterstudie uitgevoerd om het effect van de korreldiameter, het aantal 
inlaatgleuven en de reactorlengte op de hydrodynamica van het bed te onderzoeken. 
Uit deze parameterstudie worden enkele interessante richtlijnen afgeleid voor het 
ontwerp van een GSVR. Schuifspanningen door interacties van het bed met de wand 
of door interacties van korrels in het bed onderling vormen een belangrijk aspect in 
een GSVR. De simulaties tonen aan dat de totale schuifspanning tussen het bed en 
de wanden toeneemt met het aantal inlaatgleuven (bij een vaste inlaatsnelheid van 
het gas). Bijgevolg moet er een afweging gemaakt worden tussen de 
beddichtheid, -uniformiteit en -stabiliteit enerzijds en schuifspanningen anderzijds. 
Om het GSVR-ontwerp en de bedrijfscondities verder te optimaliseren voor OCM, 
moet het hydrodynamisch CFD-model uitgebreid worden met een geschikt 
chemiemodel. Hoewel gedetailleerde kinetische modellen al breedvoerig 
geïmplementeerd zijn in CFD-simulaties van gasfase-processen, is CFD-modellering 
van reactieve gas-vast processen, en zeker in wervelbedreactoren, nog een 
grotendeels onontgonnen terrein. Daarom wordt in Hoofdstuk 5 een Euler-Euler 
CFD-methode voorgesteld om gas-vast wervelbedreactoren te simuleren en 
tegelijkertijd gedetailleerde microkinetische modellen te gebruiken voor zowel de 
homogene gasfasechemie als heterogene katalytische chemie. Hiertoe worden de 





nodige functionaliteiten om met gedetailleerde microkinetische mechanismes voor 
katalytische oppervlaktechemie om te gaan. De nieuwe chemiemodellen worden 
gekoppeld aan de Euler-Euler code in OpenFOAM, met twee mogelijkheden om 
stofoverdracht tussen de gasfase en vaste fase in rekening te brengen: ofwel wordt 
een ‘film model’ gebruikt, ofwel worden weerstanden tegen stofoverdracht 
verwaarloosd. Alle onderdelen van de code worden afzonderlijk ‘gevalideerd’ door 
middel van een vergelijking met 1D pseudo-homogene reactorsimulaties met 
Cantera. Het gevalideerde model wordt dan gebruikt om een 16-gleuvige GSVR 
voor OCM te simuleren, in zowel isotherme als adiabatische omstandigheden. Voor 
de gesimuleerde reactorgeometrie en bedrijfscondities, is de CH4-conversie aan de 
uitlaat onder isotherme omstandigheden zeer laag, voornamelijk wegens de zeer 
lage ruimtetijd. Echter, er zijn veel vrijheidsgraden die nog geoptimaliseerd kunnen 
worden om de conversie en productopbrengsten te verhogen, bijvoorbeeld de 
reactortemperatuur, soort katalysator en de ruimtetijd (zowel op basis van het 
gasvolume en katalysatormassa). Adiabatische werking is nodig om het 
procesintensiveringsvermogen van de GSVR volledig te benutten. Afhankelijk  van 
de inlaattemperatuur, kan een ontstoken toestand worden bereikt, wat overeenkomt 
met een hoge CH4-conversie. De adiabatische simulaties tonen bovendien aan dat er 
een significante mate van thermische terugmenging is in het bed, wat idealiter kan 
resulteren in multipliciteit van stationaire toestanden en de mogelijkheid om de 
GSVR autotherm te bedrijven. 
In Hoofdstuk 5 wordt ook een vereenvoudigde aanpak voorgesteld om de prestatie 
van de GSVR voor OCM te benaderen. Dit 0D/1D model bestaat uit een 
serieschakeling van een pseudo-homogene PFR, gevolgd door een PFR en CSTR met 
enkel gasfase. Hoewel de trends correct voorspeld worden met deze  
vereenvoudigde aanpak, wijken de absolute waarden van de gesimuleerde 
conversie en selectiviteiten in sommige gevallen tot meer dan 50 % af van de CFD-
resultaten. Het kan geconcludeerd worden dat CFD-simulaties noodzakelijk zijn om 
het reactieve gedrag van de GSVR te voorspellen. De CFD-methode die in dit 
proefschrift is ontwikkelt, waarbij meerfasige CFD gekoppeld wordt aan 





belangrijke doorbraak met tal van mogelijkheden om verbeterde GSVR-ontwerpen 
en bedrijfscondities voor OCM verder te bestuderen. Dezelfde methode en code 
kunnen toegepast worden op eender welk fluïdum-vast katalytisch proces, zoals 
fluid catalytic cracking (FCC), katalytische partiële oxidatie (CPOX), katalytische 
verbranding, stoomreforming van methaan (SMR), enz., in elk type 
wervelbedreactor. 
Ten slotte wordt in Hoofdstuk 6 de reactieve CFD-methode toegepast om aan te 
tonen dat de GSVR gekenmerkt wordt door een voldoende hoge mate van 
thermische terugmenging om multipliciteit van stationaire toestanden mogelijk te 
maken. Een 2D adiabatische GSVR voor OCM wordt gesimuleerd voor een bereik 
aan inlaattemperaturen van 873 K tot 1198 K, in stappen van 25 K, terwijl de 
inlaatcompositie, massadebiet, katalysatormassa en druk vast gehouden worden. 
De mogelijkheid op multipliciteit van  stationaire toestanden wordt onderzocht door 
numeriek enkele niet-ontstoken toestanden te doen ontsteken,  en dan te evalueren 
of deze toestanden al dan niet een nieuwe stationaire toestand bereiken op de 
ontstoken tak. Hoewel verdunning zorgt voor ontvouwing van het 
bifurcatiediagram, wordt multipliciteit van stationaire toestanden bereikt voor alle 
gevallen zonder verdunning. Voor een lage druk van 1 bar wordt multipliciteit voor 
slechts één van de gesimuleerde inlaattemperaturen verkregen, wat aantoont dat het 
hysteresegebied redelijk beperkt is (< 50 K). Bij een hogere druk van 2 bar, verbreedt 
het hysteresegebied tot minstens 100 K en hoogstens 175 K. Dankzij de multipliciteit 
van stationaire toestanden kan, bij een inlaattemperatuur van amper 873 K, een CH4-
conversie van 40 % en C2-selectiviteit van ongeveer 75 % (incl. C2H2) verkregen 
worden op de ontstoken tak. Toekomstig werk moet zich toespitsen op optimalisatie 
van de bedrijfscondities om het gebied van multipliciteit van stationaire toestanden 
verder te verbreden en uiteindelijk autotherme procesvoering met 











1g-Geldart particles Geldart classification of solid particles for an 
operation in the Earth’s gravitational field. 
Adiabatic Without heat exchange with the surroundings. 
Adverse pressure 
gradient 
Situation in which  the static pressure increases in the 
direction of the flow, i.e., in which the derivative of 
pressure in the mean flow direction is positive. 
Autothermal  Referring to a process in which there is no intentional 
heat exchange with the surroundings.  
Azimuthal velocity Velocity component representing in cylindrical 
coordinates the motion of the fluid in the direction of 
the tangent to a circle with its center point on the axis 
of the cylindrical coordinate system. 
Backflow Axially directed recirculation region created in a flow 
due to an adverse pressure gradient. 
Bifurcation diagram A bifurcation diagram shows the possible long-term 
states (fixed points, periodic orbits, or chaotic 
attractors) of a system as a function of a bifurcation 
parameter in the system. It is usual to represent stable 
solutions with a solid line and unstable solutions with 
a dotted line. 
Bulk velocity Velocity of the center of mass of a fluid, equivalent to 







A branch of fluid mechanics that uses numerical 
methods and algorithms to solve and analyze 
problems that involve fluid flow. 
Diffusion length A measure of how far a species can travel by diffusion 
before it is consumed. 
Diffusion limitation The limiting effect of species diffusion on the 
observed reaction rate, when the time scale for 
diffusion is much larger than that of reaction.  
Euler-Euler Multiphase CFD methodology in which the different 
phases are mathematically treated as interpenetrating 
continua. 
Euler-Lagrange Multiphase CFD methodology in which the fluid 
phase is treated as a continuum, while for the 
dispersed phase(s) a large number of individual 
particles, bubbles or droplets is tracked through the 
calculated flow field. 
Extinction A rapid drop in temperature and reactant conversion. 
The extinction point is defined by the fold on the 
upper branch (i.e., the highly reacting branch) of an S-
shaped bifurcation diagram. 
Freeboard region The region in the unit / reactor between the bed edge 
and exhaust, where the solid volume fraction is very 
low. 
Gas-solid vortex reactor  Vortex device used for multiphase gas-solid 
applications involving reactions. 
Gas-solid vortex unit  Vortex device used for multiphase gas-solid 
applications under cold or hot non-reactive 
conditions. 
Hysteresis The dependence of the state of a system on its history. 
Ignition A rapid increase in temperature and reactant 





on the lower branch (i.e., the weakly reacting branch) 
of an S-shaped bifurcation diagram.  
Jet A stream of fluid that is projected into a surrounding 
medium, usually from a nozzle, aperture or orifice. 
Lumping Grouping of species with similar reactivity, generally 
isomers or homologous species, in order to reduce the 
total number of species in a kinetic model. 
Large eddy simulation A 3D simulation approach in which the large energy-
containing eddies are resolved and the effects of 
subgrid-scale eddies, which are more isotropic in 
nature, are modeled. 
Microkinetic model A detailed kinetic model containing only elementary 
reactions, without lumping.  
One-dimensional reactor 
simulation 
A reactor simulation using a model with one 
independent variable, e.g., an ideal plug flow reactor 
(PFR) or a batch reactor. 
Particle Image 
Velocimetry 
A nonintrusive optical method for velocity 
measurement in a fluid, based on the displacement of 
tracer particles between image pairs. 
Process Intensification The targeted improvement of a process in order to 
increase process efficiency and improve 
sustainability. 
Radial velocity Velocity component representing in cylindrical 
coordinates the motion of the fluid towards the center 
point on the axis of the cylindrical coordinate system. 
Residence time The total time a fluid parcel has spent inside a control 
volume, e.g., a chemical reactor.  
Reynolds-Averaged 
Navier-Stokes 
The equations that result from Reynolds decomposition 
and time-averaging of the Navier-Stokes equations. 
Reynolds number The ratio of inertial forces to viscous forces, describing 





Sensible enthalpy Absolute enthalpy minus the standard enthalpy of 
formation (at 298 K). 
Shale gas Natural gas trapped within shale formations. 
Skeletal mechanism A reduced subset of the species and reactions of a 
detailed kinetic model that is still able to describe the 
chemistry with a sufficient level of accuracy over the 
relevant thermochemical space. 
Space time Fluid-based space time is defined as the ratio of the 
reactor volume to the normal volumetric flow rate of 
reactant CH4 at the inlet. Catalyst-based space time is 
defined as the ratio of the catalyst mass to the normal 
volumetric flow rate of reactant CH4 at the inlet 
Stability Property of a numerical algorithm. A stable algorithm 
does not diverge due to round-off errors, initially small 
fluctuations in initial data or proximity to singularities 
of various kinds, e.g. very small or nearly colliding 
eigenvalues. 
In the context of the GSVU/GSVR, bed stability is 
used to refer to a bed that shows little fluctuations in 
time. 
Steam cracking A petrochemical process in which saturated 
hydrocarbons are converted into small unsaturated 
hydrocarbons by exposure to high temperatures in the 
presence of steam. 
Stiffness A mathematical property of a set of differential 
equations characterized by a large disparity in the 
eigenvalues of the Jacobian matrix, leading to numerical 
instability when solving the set of equations unless 
adequate methods are used. 
Stokes number Ratio of the aerodynamic response time of a particle, to 
a characteristic time of the flow. 
Streamlines A family of curves that are instantaneously tangent to 





in which a massless fluid element will travel at any 
point in time. 
Swirl ratio The dimensionless ratio of the azimuthal velocity to 
the superficial radial velocity at a fixed position. 
Swirling flow Flow with a predominant azimuthal velocity 
component. 
Syngas A gas mixture consisting of hydrogen and carbon 
oxide. 
Terminal velocity Constant velocity corresponding to the equilibrium 




A reactor simulation using a model with three 
independent variables, usually the three spatial 
dimensions. 
Turbulence model A model to account for the effects of turbulent 




A reactor simulation using a model with two 
independent variables, usually two spatial dimensions, 
applicable in case the computational domain exhibits 
some form of spatial symmetry. 
Wall shear stress Component of stress coplanar with a solid wall. For a 
Newtonian fluid, it is the product of the dynamic 




A reactor simulation using a model without any spatial 














Introduction and outline 
 
1.1. Introduction 
From the transport sector to the food sector, as main constituent or as additive to 
other bulk materials, petrochemical products are omnipresent in today’s society. 
Daily products derived from petrochemicals include plastics, fertilizers, packaging, 
clothing, digital devices, medical equipment, detergents, tires, and many more. The 
steady growth in the output of the petrochemical industry demonstrates the world’s 
increasing dependence on chemicals. 
 
 
Figure 1-1: Per-capita consumption of plastics and nitrogen fertilizers [1]. 
 




A variety of trends is at the origin of market growth for the petrochemical industry. 
Population growth is the key driver. By 2050, a global population of 9.7 billion 
people is expected, i.e., 2 billion people more than the 7.7 billion inhabitants living 
on our planet today [2]. Even if the per-capita consumption rate of petrochemicals 
would remain constant, the required production rate will have to increase 
significantly solely because more people need to be served. Another factor, however, 
is the growing prosperity: as living standards increase in many parts of the world, 
accompanied by an increased access to energy, the per-capita use of products 
developed by the petrochemical industry will increase. Figure 1-1 shows that, on a 
per-capita basis, advanced economies use up to 20 times more plastics and up to 10 
times more fertilizers than developing economies, which highlights the huge 
potential for global market growth [3].  The combination of population growth and 
the increasing petrochemical-per-capita demand are consistently driving the 
production of petrochemicals, with significant growth prospects until at least 2040. 
Although the complexity of the specialty chemicals sector is immense, only a few 
primary chemicals provide the key building blocks on which the entire 
petrochemical industry is based. Ammonia, the base chemical for all nitrogen-based 
fertilizers, has a global production of approximately 185 million metric tonnes per 
year (Mt/yr) [1]. Methanol is used as a fuel additive and is the building block for all 
kinds of solvents and specialty chemicals, with a global production of approximately 
100 Mt/yr. Hydrogen is the fundamental building block for both ammonia and 
methanol synthesis, with a global production of about 70 Mt/yr [4], half of which is 
used for ammonia synthesis in the Haber-Bosch process. Light olefins, i.e., ethylene 
and propylene, are indispensable for the production of large-volume polymers and 
other high-value chemicals. The combined production of ethylene and propylene 
amounts to 255 Mt/yr. Finally, the global production of benzene, toluene, and 
xylenes, together referred to as BTX aromatics, is about 110 Mt/yr. Light olefins and 
aromatics are often collectively called high value chemicals (HVC), as their market 
prices are much higher than those of ammonia and methanol.  
 





Figure 1-2: Primary feedstock use and chemical production by region in 2018 [1]. 
 
Steam cracking is the dominant production route for olefins and BTX aromatics, 
whereas steam reforming is the main process to produce hydrogen. The 
competitiveness of feedstocks for these processes is region-dependent (see Figure 
1-2) and is closely linked to dynamics in the oil and gas industry. Thanks to 
technological advancements in horizontal drilling and fracking, large quantities of 
unconventional natural gas have become available to the petrochemical industry 
since the beginning of this century. Although the shale gas revolution has triggered 
the interest in developing processes to valorize methane into petrochemical building 
blocks, the real game changer has been the abundance of cheap ethane from shale 
gas processing plants [5]. With ethane production largely outpacing consumption, 
the price for ethane in 2013-2015 even dropped below its heating value [6]. This has 
enabled cheap light olefin production via steam cracking of ethane, which has had a 
profound impact on the olefin market. Many newly built crackers are ethane based, 
and many existing naphtha crackers are retrofitted to lighter gaseous feeds.  
 





Figure 1-3: Estimated consumption of plastic by type [1]. 
 
Ever since the invention of Bakelite at the beginning of the 20th century, major 
chemical companies have invested in the research and development of synthetic 
polymers, i.e., plastics. Polymers consist of long chains of molecules, arranged in 
repeating units. Ethylene and propylene are the building blocks for many of these 
polymers, essential for the production of polyethylene (HDPE, LDPE) and 
polypropylene (PP), which together encompass almost 50 % of the global plastics 
market (see Figure 1-3). Ethylene is furthermore also required in the production of 
polyvinyl chloride (PVC), polystyrene (PS) and polyethylene terephthalate (PET), 
which stresses again the importance of this molecule. Despite the growing mistrust, 
plastics are critical to modern life. They are required for the production of 
computers, cell phones and a lot of lifesaving equipment in modern medicine. 
Furthermore, plastics also enable energy savings in other end-use applications. 
Examples are insulation materials, lightweight plastics used in the transportation 
sector, plastic wind-power rotor blades, and plastic packaging to reduce food waste 
or damage to durable goods. In light of these benefits, there is no debate that plastics 
will continue to be the material of the 21st century. The production of light olefins, 
either via steam cracking or more sustainable alternatives, will hence remain one of 
the most important processes in the petrochemical industry. 




The petrochemical industry relies on fossil fuels not only as a feedstock, but also as 
a fuel to provide heat and electricity as energy to drive the production processes. 
Both are quantified in energy units because, before use, feedstock is 
indistinguishable from the same primary energy sources used as fuels. Globally, 
process energy accounts for just under half of the total primary energy required for 
the production of petrochemical building blocks, as shown in Figure 1-4 [1]. To keep 
up with the increasing demand for petrochemicals, increasingly more feedstock and 
process energy will be required. The chemical industry is the largest industrial 
consumer of both oil and gas, accounting for 14% of total primary oil demand and 
8% of total primary gas demand [1]. Today, oil and natural gas account for about 
75 % of the energy demand of the chemical industry. Without continued investment 
to sustain existing producing fields and develop new resources, the supply of oil 
and natural gas declines at a rate of roughly 8 % per year [7]. At the same time, 
concerns about environmental impact and climate change require a reduction of our 
carbon footprint, i.e., a reduction of the CO2 emissions that are nowadays inevitably 
linked to combustion of fossil fuels to provide process energy. The petrochemical 
sector is hence faced with a dual challenge: the need for more energy and less CO2.  
 
 
Figure 1-4: Feedstock and process energy consumption in the chemical industry [1]. 
 
Changes on different fronts are required to address this dual challenge. Shifting the 
process energy mix to lower-carbon sources and maximizing energy efficiency will 
help to reduce the CO2 emission intensity. As a relatively clean-burning fuel, 




combustion of natural gas will play an increasingly important role in the future 
energy landscape. In order to further increase the combustion efficiency and reduce 
the environmental impact of this combustion, major developments in combustion 
technologies as well as CO2 capture and sequestration (CCS) methods are expected 
in the next decade. A more drastic change would be to use electricity instead of fuel 
combustion to heat chemical reactors [8,9]. That is of course, as long as the electricity 
itself is generated from renewable sources. Today, although the power sector, 
compared to other sectors, has the most commercially developed lower-carbon 
alternatives (wind, solar, biogas etc.), it is still largely based on fossil fuel 
combustion, accounting for one third of the global CO2 emissions. Investments in 
R&D are needed to advance existing renewable technologies and develop new cost-
competitive solutions at commercial scale. This does not only imply new 
technologies to provide energy to existing processes, but also the development of 
completely new processes that inherently need less energy input and produce less 
CO2.  
With the objective of reducing CO2 emissions, it is once again interesting to look at 
possibilities to transform natural gas into higher valued products, instead of just 
burning it. Although the interest in upgrading methane to fuels and chemicals was 
originally boosted by the shale gas revolution, the real potential of such processes 
lies in valorizing methane from stranded gas reserves rather than from shale gas. 
Stranded gas is basically natural gas that is wasted or unused, because the local 
market for the gas is too small and it cannot be transported economically. Associated 
gas, i.e., gas produced as an (in most cases) undesired byproduct of crude oil 
extraction, is an important source of stranded gas. About 140 billion cubic meters of 
associated natural gas are annually flared at remote oil drilling locations around the 
world, accounting for 1 % of global CO2 emissions, and this without any energy 
benefits [10]. Clearly, there is an urgent need to develop economically viable 
processes for converting methane into more easily transportable products, i.e., liquid 
fuels or chemicals. 
 




1.2. Methane valorization 
The most common industrial process for using methane from natural gas as a 
chemical feedstock is reforming to synthesis gas (syngas), i.e., CO and H2. In steam 
reforming, steam reacts with methane at high temperature and pressure in the 
presence of a Ni-based catalyst to produce syngas with a CO:H2 ratio of 1:3. Steam 
reforming of methane is the predominant process for the production of H2, which is 
mainly used for industrial ammonia synthesis and in petroleum refining. To obtain 
a H2-rich product, the reformer is usually followed by a water-gas-shift reactor, 
converting CO and steam into CO2 and H2. In dry reforming of methane, CO2 is used 
instead of steam, resulting in a CO:H2 ratio of 1:1. The highly endothermic steam 
and dry reforming can be combined with the exothermic catalytic partial oxidation 
of methane in a so-called autothermal reformer. By combination of steam reforming, 
dry reforming and partial oxidation, the CO:H2 ratio can be adjusted depending on 
the syngas composition required for the downstream processes. The two commercial 
routes to convert syngas into higher hydrocarbons, i.e., methanol-to-hydrocarbons 
(MTH) and Fischer-Tropsch (FT), both require a CO:H2 ratio of 1:2. Methanol-to-
gasoline (MTG) was first introduced in 1977 by Mobil [11]. Syngas is converted into 
methanol, followed by a selective conversion of methanol over a shape-selective 
zeolite catalyst, ZSM-5, to yield a mixture of hydrocarbons in the gasoline boiling 
range. In the methanol-to-olefin (MTO) process by UOP/Hydro [12], another zeolite 
catalyst, SAPO-34, is used to produce primarily ethylene and propylene. Integration 
of MTO with the olefin cracking process (OCP) allows to further increase the light 
olefin yield and altering the propylene-to-ethylene ratio, offering a higher flexibility 
to anticipate on the olefin market. MTO has mostly been developed and 
demonstrated in China, where coal instead of natural gas is used as syngas feedstock 
[13]. In the FT process, syngas is converted into liquid hydrocarbons, consisting 
mainly of linear alkanes, 1-alkenes and a small amount of oxygenates [14]. Fe- and 
Co-based catalyst are the most industrially relevant catalysts for FT. In regions 
where crude oil is scarce while natural gas or coal are abundant, FT is a satisfying 
alternative for the production of fuels [5]. The world’s largest FT plant is the Pearl 
GTL in Qatar, a joint venture between Qatar Petroleum and Shell, which has a 




capacity of about 40,000 cubic meters of GTL products and natural gas liquids per 
day. Although FT and MTH are proven technologies, the initial oxidation of 
methane to syngas is inherently inefficient when hydrocarbon products are aimed 
at. Furthermore, these processes are only economical on a large scale, since the 
majority of capital investments is associated with syngas generation, which is 
characterized by severe economies of scale [15]. This is hampering the application of 
the indirect methane conversion processes at remote and smaller-size gas fields 
around the globe, where natural gas is in most cases just flared.  
Therefore, a large incentive exists for the development of processes for direct 
conversion of methane. Direct conversion of methane to fuels and chemicals is 
inherently more efficient than the syngas route. However, due to the strength of the 
C-H bonds, methane is a very stable molecule, making direct methane conversion 
one of the most challenging topics of chemical engineering research. Only high-
temperature catalytic processes are able to activate methane. Innovative catalyst 
design and process intensification will be required to guarantee the industrial 
competitiveness of novel methane valorization processes [16].  
With regard to the increasing interest in lower-carbon energy sources, methane 
pyrolysis to produce hydrogen has recently received a lot of interest [17–19]. 
Methane bubbles through a bath of molten metal (e.g., NiBi) to release hydrogen and 
solid carbon, which floats on top of the melt. A molten salt layer is added to remove 
contaminants from the carbon [17–19]. If the process is based on climate neutral 
energy, hydrogen could be produced on an industrial scale without CO2 emissions, 
even when using fossil-based methane as a starting material [20]. To minimize 
transportation risks, hydrogen could be transported under the form of ammonia as 
energy carrier. Valorizing methane in the form of clean fuels is an extremely 
interesting research field, with the potential to completely change the future energy 
landscape. However, this thesis focusses on the direct conversion of methane into 
high value petrochemical building blocks, rather than fuels. In this regard, three 
technologies – producing the three building blocks methanol, benzene and ethylene 
– are worth mentioning. 




Direct conversion of methane to methanol by low temperature catalytic partial 
oxidation is sometimes referred to as the holy grail to convert methane from 
stranded gas into a valuable liquid that can be easily transported and integrated in 
existing routes for the synthesis of higher hydrocarbons and other chemicals [21]. 
However, no significant process has been established despite all research efforts 
over the past century. The high energy barriers to activate methane and the higher 
reactivity of the C-H bond in methanol compared to that in methane, are the main 
reasons to believe that there is little hope that this process will ever result in 
acceptable methanol yields [22]. 
Another technology to directly convert methane to petrochemical building blocks is 
methane dehydro-aromatization (MDA), producing benzene. MDA was introduced 
in 1993 by Wang et al. [23]. It may be represented by the following global reaction: 
 6CH4 ⟺ C6H6 + 9H2                ΔrH
0 = 532 kJ mol−1 (1-1) 
Bifunctional metal-loaded zeolite catalysts, such as Mo/ZSM, are used. The metal 
sites activate methane to form small C2 and H2, and aromatization follows at zeolite 
acid sites [16]. Significant challenges still need to be overcome for MDA to become 
practically viable. First of all, there are severe thermodynamic constraints, limiting 
the maximum methane conversion to about 15 % [22]. Furthermore, formation of 
coke and polyaromatic hydrocarbons is inevitable, deactivating the catalyst and 
lowering the benzene selectivity. Closely related to MDA is non-oxidative coupling 
of methane to ethylene (NOCM), proceeding via the following global reaction: 
 2CH4 ⟺ C2H4 + 2H2                ΔrH
0 = 201 kJ mol−1 (1-2) 
While the process promises high C2 selectivities, the thermodynamics are even less 
favorable than for MDA [24]. Non-conventional reactor technologies such as 
microwave reactors, photocatalysis and plasma technology are required to obtain 
the desired operating conditions. Although there is certainly promise for MDA and 
NOCM, they are both still far from commercial practice.  




At the moment, oxidative coupling of methane (OCM) is the most promising direct 
technology to valorize methane in the form of ethylene [24]. A recent techno-
economic assessment of different routes for olefin production via OCM indicated 
that at medium or low cost natural gas prices OCM may even become competitive 
or more advantageous than conventional naphtha cracking [25]. Ever since the 
pioneering work of Keller and Bhasin [26], OCM has attracted both industrial and 
academic interest. OCM occurs via a complex homogeneous-heterogeneous reaction 
mechanism, in which methane is transformed into ethane and ethylene according to 
the global exothermic reactions shown below [27]. 
 2CH4 + 0.5O2 ⟶ C2H6 + H2O                  ΔrH
0 = −177 kJ mol−1 (1-3) 
 2CH4 + O2 ⟶ C2H4 + 2H2O                  ΔrH
0 = −282 kJ mol−1 (1-4) 
However, there are still challenges to be tackled. OCM suffers from the conversion-
selectivity problem typical for many selective oxidation processes: due to oxidation 
of the C2 products in secondary reactions high methane conversions correspond to 
poor C2 selectivities and a large yield of undesired COx products. This tradeoff 
between conversion and C2 selectivity is the main reason why OCM is currently still 
unable to achieve the 30-35 % C2 yields that are suggested to really make the process 
industrially viable [24,28,29]. A second important challenge for OCM is the extreme 
exothermicity of the process. Integrating thermal control with catalytic chemistry is 
of the utmost importance. Commercially viable OCM will depend on process 
intensification, i.e., innovative reactor and process design [24], which is the topic of 
this thesis. A more elaborate description of the OCM process and its challenges will 
be given throughout subsequent chapters of this thesis. 
 
1.3. Process intensification 
Process intensification (PI) has become increasingly important in the chemical and 
other industries, as it offers a multitude of opportunities to improve energy 
efficiency, reduce environmental impact and increase process safety. Process 




intensification can therefore be generally defined as ‘any engineering development 
that leads to a substantially smaller, cleaner, safer and more energy efficient 
technology’ [30]. The growing market for petrochemicals will require major changes 
in plant designs to reduce capital expenses, reduce operating expenses and increase 
product quality. Process intensification can make a major contribution in these 
fields. 
  
Figure 1-5: The HiGee distillation unit on the bottom left, next to a conventional 
distillation tower [31]. 
 
Stankiewicz and Moulijn [30] make a distinction between two types of PI: process-
intensifying equipment, such as novel reactor technologies, and process-intensifying 
methods, such as alternative energy sources (e.g., centrifugal fields, electric fields, 
microwaves) and new process control methods (e.g., intensionally unsteady state 
operation). Of course, there is overlap between these two types of PI, as new 
methods may require new types of equipment and vice versa. 




The most impressive examples of PI are those resulting in orders of magnitude 
reductions in process plant size. An early example is the HiGee distillation unit of 
Ramshaw [32], where the gravitational field is replaced by a centrifugal acceleration 
of 100-1000 times gravity to enhance mass transfer. Figure 1-5 nicely shows how PI 
can affect the view of a plant, by drastically reducing a unit operation’s visual impact 
compared to the conventional design. 
Multiphase processes requiring intensive interfacial heat and mass transfer in 
combination with small space times of the order of milliseconds, such as the catalytic 
processes considered for methane valorization, can be greatly enhanced by PI. 
Typically these gas-solid processes are carried out in gravitational fluidized bed 
reactors (FBR), where the solid particles are in a fluid-like state due to the balance 
between the drag force exerted by the gas and the apparent weight of the particles 
[33]. The gas-solid slip velocity, i.e., the relative velocity of the gas and the particles, 
determines the rate of heat, mass and momentum (drag) transfer. To avoid particle 
entrainment, the slip velocity in gravitational FBR cannot exceed the terminal, i.e., 
free-fall, velocity of the particles, hence limiting the maximum heat and mass 
transfer rates. Another inherent limitation of gravitational FBR is that the bed void 
fraction increases with increasing gas velocity. Gravitational fluidized beds also 
suffer from large-scale non-uniformities like channeling and slugging, and meso-
scale uniformities like bubbles and clusters, hindering mass and heat transfer. All 
these limitations can be resolved by working in a centrifugal field, e.g., in a gas-solid 
vortex reactor (GSVR). In a GSVR, gas is injected tangentially via a number of inlet 
slots, see Figure 1-6. The swirling gas transfers its momentum to the particles in the 
reactor chamber, which in turn start rotating.  
Compared to gravitational FBR’s, higher gas throughput, lower space time, more 
uniform beds, higher slip velocities and hence better heat and mass transfer can be 
achieved in a GSVR. For these reasons, several authors have selected the GSVR as 
an excellent candidate for process intensification [34–37]. For the same reasons, the 
GSVR also emerges as an excellent reactor choice for demonstrating OCM. Indeed, 
in order to prevent the unwanted propagation of gas-phase reactions and efficiently 




address the large amount of heat released, reactors with a short gas-based space time 
and efficient heat transfer are preferred for OCM. 
 
 
Figure 1-6: Schematic of a gas-solid vortex reactor in a static geometry. 
 
Another way of intensifying highly exothermic reactions such as OCM, is 
autothermal operation, where the reactor is intentionally operated in a region of 
steady-state multiplicity [38]. In autothermal operation, heat is only added to the 
reactor at startup and, during steady-state operation, heat is removed solely by the 
flow, using cold feed. Essential for autothermal operation is the existence of steady-
state multiplicity, with one steady state at higher conversion and temperature, 
which can only be reached by following a specific start-up procedure. Steady-state 
multiplicity is obtained when the effective thermal conductivity in the reactor is high 
enough, i.e., when there is sufficient thermal backmixing. Autothermal operation 
allows for more compact reactors (i.e., minimal catalyst requirements), very low feed 
temperatures (i.e., little or no preheating requirements) and high single-pass 
conversions. Balakotaiah et al. [38] state that autothermal operation is the best 
example of PI where the catalyst/reactor volume can be decreased or productivity 




increased by one to three orders of magnitude (compared to near isothermal 
operation, e.g., in cooled multi-tubular reactors) [38]. 
 
1.4. Outline 
This thesis is a compilation of (modified) journal papers and manuscripts that are to 
be submitted in the near future. The outline of every chapter is given below. 
In Chapter 2, the role of mass and heat transfer phenomena in OCM reactor design 
is reviewed. Starting from an overview of analytical criteria, the importance of mass 
transport limitations, runaway and/or ignition, either on the pellet scale or on the 
reactor scale is illustrated by several examples. Understanding how to exploit these 
mass and heat transfer effects by reactor engineering is a prerequisite for the 
breakthrough of OCM. 
Chapter 3 presents a bifurcation analysis study to investigate the possibility for 
autothermal operation of OCM with and without using a catalyst. Three ideal 
adiabatic reactor models are considered: a plug flow reactor (PFR), a continuously 
stirred tank reactor (CSTR) and a so-called lumped thermal reactor (LTR) model. 
The latter represents the limiting case with no backmixing (i.e., PFR behavior) for 
species and perfect thermal backmixing (i.e., CSTR behavior). Among these three 
reactor types, a LTR shows the highest product yield and the lowest extinction 
temperature, allowing autothermal operation at much lower temperatures 
compared to a PFR and CSTR. 
In Chapter 4 the hydrodynamics in the GSVR are investigated using non-reactive 
computational fluid dynamics (CFD) simulations. Local azimuthal and radial 
particle velocities are simulated using Euler-Euler models in the open-source CFD 
package OpenFOAM®, and compared with particle image velocimetry (PIV) 
measurements. The validated model is then used to investigate the effect of the pellet 
diameter, number of inlet slots and reactor length on the bed hydrodynamics. 
Reactive CFD simulations are discussed in Chapter 5. The Euler-Euler CFD model is 
proposed to simulate gas-solid fluidized bed systems while using detailed 




microkinetic models for both the homogeneous and heterogeneous chemistry. This 
methodology is implemented in OpenFOAM® and validated by comparison with 
1D pseudo-homogeneous simulations of packed bed reactors. The validated model 
is then used to simulate a 16-slot GSVR for OCM, in both isothermal and adiabatic 
conditions. Comparison of the CFD results with an engineering 0D/1D model of the 
GSVR indicates that CFD simulations are essential for estimating the reactive 
performance of the GSVR.  
In Chapter 6, the reactive CFD model is used to investigate the possibility for steady-
state multiplicity in the GSVR. 2D adiabatic simulations of a 16-slots GSVR for OCM 
are performed for a range of inlet temperatures, while fixing the inlet composition, 
mass flow rate, catalyst mass and total pressure. This allows to construct CFD-based 
bifurcation diagrams of the outlet temperature, conversion and selectivities versus 
inlet temperature.  
Finally, in Chapter 7, the general conclusions are presented and perspectives for 
future research are given. 
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The role of mass and heat transfer 
in reactor design 
 
In the last decades, numerous studies have focused on developing a viable OCM 
catalyst that has the potential to improve the low C2 yields. But is the primary issue 
of OCM truly a catalyst problem? Because of the high exothermicity of the OCM 
process, thermal effects and path dependence are dominating in all OCM reactors of 
practical importance. Furthermore, irreducible diffusion limitations exist on the 
pellet scale. Understanding how to exploit these mass and heat transfer effects by 
reactor engineering is a prerequisite for the breakthrough of OCM. Starting from an 
overview of analytical criteria, the importance of mass transport limitations, 
runaway and/or ignition for OCM, either on the pellet scale or on the reactor scale, 
is illustrated by several examples. Both simple and advanced reactor concepts are 
discussed with a focus on their heat and mass transfer characteristics. Clear progress 
has been made in the past lustrum on all these fronts indicating that research is on 
the verge of a real breakthrough to make OCM happen on an industrial scale. 
This chapter is based on the following publication: 
L.A. Vandewalle, R. Van de Vijver, K.M. Van Geem, G.B. Marin, The role of mass 
and heat transfer in the design of novel reactors for oxidative coupling of methane, 
Chem. Eng. Sci. 198 (2019) 268.  





Light olefins such as ethylene are the key building blocks of the chemical industry, 
essential for the production of large-volume polymers and other higher-value 
chemicals. Today, steam cracking of crude oil fractions is the predominant industrial 
process for the production of olefins [1]. However, because of the abundance of 
cheap propane, ethane and methane from shale gas and stranded gas reserves, both 
the industry and academic world have been investigating alternative routes to 
produce olefins, either directly or indirectly [2]. Commercial technologies to convert 
natural gas into more valuable products, i.e., methanol-to-olefins (MTO) and 
Fischer-Tropsch (FT) synthesis are mainly indirect, i.e., proceeding via the 
production of syngas and therefore inherently inefficient and capital intensive. 
Direct activation and conversion of methane on the other hand still remains one of 
the most challenging topics of chemical engineering research. 
Oxidative coupling of methane (OCM) is considered one of the most promising 
routes to directly convert methane into more valuable hydrocarbons [3]. A techno-
economic and safety analysis by Thiruvenkataswamy et al. [4] revealed that ethane 
cracking is more efficient and economically superior, but gas-to-ethylene processes 
such as OCM are inherently safer. Recently, Spallina et al. [5] performed a techno-
economic assessment of different routes for olefins production via OCM. They found 
that at medium or low cost natural gas prices OCM may become competitive or even 
more advantageous than the conventional naphtha cracking.  
OCM occurs via a complex homogeneous-heterogeneous reaction mechanism, in 
which methane is transformed into ethane and ethylene according to the global 
exothermic reactions shown below [6]. 
 
2CH4 + 0.5O2 ⟶ C2H6 + H2O                  ΔrH
0 = −177 kJ mol−1 (2-1) 
 
2CH4 + O2 ⟶ C2H4 + 2H2O                  ΔrH
0 = −282 kJ mol−1 (2-2) 
The reaction network involves both heterogeneous and gas-phase reactions, which 
complicates the derivation of an accurate description of the kinetics. Most authors 




therefore focus on the development of simplified schemes that only consider 
stoichiometric reactions between macrospecies, i.e. not accounting explicitly for 
radicals or surface species. Between those, the global 10-step reaction mechanism 
developed by Stansch et al. [7] is widely used in literature [8–11]. Microkinetic 
reaction mechanisms that involve both gas-phase and surface species have been 
developed by Marin et al. [12–15], Ahari et al. [16], Sinev et al. [17–19]. 
OCM suffers from the conversion-selectivity problem typical for many selective 
oxidation processes: due to oxidation of the C2 products in secondary reactions high 
methane conversions correspond to poor C2 selectivities and a high yield of 
undesired COx products. This tradeoff between conversion and C2 selectivity is the 
main reason why OCM is currently unable to achieve the 30-35 % C2 yields that are 
suggested to make the process industrially relevant [3,20,21]. However, it should be 
mentioned that the 30-35 % C2 yield concept, which is repeated over and over in 
literature, originates from an early paper by Kuo et al. [22] in which a number of 
assumptions are not up-to-date with current scenarios. For example, no methanation 
step was considered in their analysis. Currently carbon efficiency is considered more 
important for OCM than energy efficiency, meaning that lower per-pass conversions 
(< 20%) can be economically feasible as long as the selectivity is high enough [23,24]. 
How high the C2 selectivity must be, depends on the prices of ethylene, ethane and 
methane. 
From the 1980s onwards, researchers have been searching for a viable catalyst that 
has the potential to improve C2 yields [25–33]. The role of the catalyst is primarily to 
initiate methane oxidation and to suppress deep oxidation to COx which has a lower 
apparent activation energy and is thermodynamically favored over the desired 
coupling reaction [34]. OCM catalysts and processes are often categorized as being 
either high- or low-temperature, with most of the literature considering high-
temperature catalysis (T ≥ 973 K). Low-temperature catalysts and processes are 
promising and attractive from a practical point of view, but they are relatively new 
and undeveloped. Typical high-temperature catalysts for OCM are based on 
Li/MgO, Mn/Na2WO4/SiO2 and La2O3. These catalysts are active at elevated 
temperatures, ranging from 973 to 1123 K, and are generally used in packed bed 




configurations. The criteria for selection of a catalyst are stability, durability and C2 
yields and selectivities. Li/MgO catalysts were first studied by Ito et al. [35]. 
Moderate C2 yields (<20%) can be expected with these catalysts, and they were 
found to be unstable under OCM operating conditions, making them practically not 
viable [36,37]. Nevertheless, there is still considerable experimental work being 
performed on Li/MgO catalysts, mainly because the  relatively simple catalyst 
structure makes it more accessible to understand the OCM chemistry [38–40]. La2O3 
catalysts form another group of potentially viable catalysts [41–43]. The catalytic 
activity and performance of these catalysts can be increased by doping with alkaline 
earth metals (Sr, Mg, Ca) or CeO2. Choudhary et al. [44] reported a 17% C2 yield over 
Sr-La2O3 at 1073 K. The La2O3 catalysts typically produce significant yields of C2H6, 
with the ratio of C2H4 to C2H6 strongly affected by the doping metal and the support 
structure. La2O3 catalysts suffer from stability problems, especially when CO2 is 
present at temperatures above 923 K. La2O3 reacts with CO2 to form a 
dioxymonocarbonate structure, which decomposes at high temperatures of 1123 – 
1173 K [43,45]. The group of Mn/Na2WO4/SiO2 catalysts probably delivers the most 
practical OCM performance [46–49]. They were first used as OCM catalysts by Fang 
et al. [46]. Because of their high-temperature stability, OCM reactors packed with 
this catalyst can be operated at sufficiently high temperatures to achieve good C2 
yields. At 1073  K, C2 yields of 16 - 25 % were reported in laboratory packed bed 
reactors. A 2011 patent [50] claimed a 27 % C2 yield at 1123 K.  Further research and 
improvements are associated with doping of the Mn/Na2WO4/SiO2 catalysts with 
alkali chlorides, resulting in ethylene yields up to 31 % [47].  
Regarding low-temperature OCM catalysts and processes, ground breaking work 
has been done by Siluria Technologies (now owned by McDermott), who have filed 
patent applications for a series of nanowire catalysts that are claimed to operate at 
reaction temperatures below 873 K [23,24]. Using these nanowire catalysts they have 
built the world’s first pilot-scale production plant for ethylene directly from natural 
gas. Although Siluria’s patent application reveals that the single-pass C2 yield does 
not meet the target of 25 %, the catalysts allow long periods of operation at low 
process temperatures [24].   




Development and optimization of OCM catalysts may have led to improved 
performance of the process, the reported single pass C2 yields are rarely higher than 
the 30 % threshold. The screening for improved OCM catalytic materials is therefore 
still ongoing. Thybaut et al. [51] have proposed a methodology for catalyst design 
based on the kinetics of the OCM process. Their approach is based on correlating the 
catalytic performance with specific catalyst descriptors that influence individual 
reaction pathways. More specifically they applied the following descriptors:  
i) reaction enthalpy of hydrogen abstraction from CH4;  
ii) chemisorption enthalpies of O2, CH2O, HCO, CO, CO2, H2O, and C2H4;  
iii) initial sticking probabilities of O2, CH3, CO, CO2, and H2O; 
iv) concentration of active sites.  
A C2 yield of 35 % was predicted by optimizing the descriptor values and reaction 
conditions. However, this was not experimentally verified. As the descriptors are 
influenced by the chemical composition of the catalyst, establishing relationships 
between catalyst composition and OCM performance may help in designing 
effective catalytic materials. Zavyalova et al. [52] therefore statistically analyzed 
about 1000 scientific papers and patents and concluded that promising OCM 
catalysts should consist of host basic metal oxide (MgO or La2O3) promoted with 
dopants having positive effects on both C2-selectivity (Cs, Na, Sr, Ba) and activity 
(Mn, W). Recently, Kondratenko et al. [53] verified this strategy for designing 
multicomponent catalysts also experimentally. 
If the most promising catalysts for OCM are plotted on a C2 selectivity versus CH4 
conversion diagram, the 30 % C2 yield barrier is notable, see Figure 2-1 [52]. 
However, catalyst design is not the only factor affecting high conversion and/or 
selectivities. Reactor design is equally important. As explained by Deutschmann 
[54], today the challenge in catalysis is not only the development of new catalysts to 
synthesize a desired material, but also the understanding of the interaction of the 
catalyst with the surrounding reactive flow field. Sometimes, these interactions can 




even be employed to obtain the desired product selectivity and yield. Furthermore, 
there is a second key challenge for OCM which was not discussed in much detail 
above, namely the strong exothermicity of the process. Reactor design is crucial to 
deal with this aspect of OCM. 
 
Figure 2-1: Elemental composition of OCM catalysts with reported C2 yields higher than 
25 %. Data adopted from Zavyalova et al. [52]. 
 
By selecting a reactor concept that includes (internal) recycling of the reactants, 
higher yields may be obtained compared to single pass processes. The high 
exothermicity and large adiabatic temperature rise associated with OCM result in 
thermal effects that can be exploited to achieve a better reactor performance. 
Thermal effects result in the existence of multiple steady states. The steady state 
obtained in an actual OCM reactor therefore depends on the ‘path’ followed to reach 
this steady state, i.e., start-up procedures. In fact, this path dependence can often not 
be ignored and is possibly dominant in all experiments shown in Figure 2-1 [55–59]. 
Today, the most applied configuration for OCM is a packed bed reactor, in which 
the catalyst is present in the form of solid pellets. In laboratory-scale reactor setups, 
it is possible to operate the reactor under isothermal conditions. On the other hand, 




in industrial-scale units large temperature gradients are expected because of the very 
exothermic reactions and the small surface area available for heat exchange and 
cooling. For a multitubular configuration with cooling through the walls, small 
reactor tube diameters are required to avoid runaway [60]. Hoebink et al. [61,62] 
calculated that 600,000 tubes with a diameter of 1 cm are needed for a 50 kta unit as 
an add-on to a naphtha cracker. For a standalone commercial unit with a production 
capacity of 1000 kta, this corresponds to 12 million reactor tubes [63]. Such a 
multitubular cooled configuration is hence not feasible. Furthermore, pressure 
drops can set constraints on the reactor design and operating conditions of 
industrial-scale units, sometimes conflicting with the requirements for a more 
efficient heat management [64]. For example, high gas flow rates and long tubes can 
improve temperature control but are detrimental for the pressure drop. Increasing 
the pellet size results in smaller pressure drops but can cause internal heat and mass 
transfer limitations in the porous catalyst pellets. Specifically for OCM, highly 
reactive gas-phase intermediates in the catalyst pores give rise to irreducible mass 
transfer resistances on the pellet scale [15,65]. The effect of these resistances on C2 
yields however, is controversial as it is beneficial for some catalysts and bad for 
others [9,66,67].  
From the above considerations, it should be clear that the efficiency of heat and mass 
transfer has an important influence on the performance and practical 
implementation of an OCM reactor. This is also the main motivation for this work, 
in which the role of heat and mass transfer phenomena in designing new OCM 
reactors is discussed. First, some mathematical models are discussed that are 
important for reactor design and control. The main purpose of this first section is to 
examine some qualitative features of two-phase catalytic packed bed reactor models 
and under which conditions they simplify to the 1D pseudo-homogeneous models 
that are so widely used for reactor design and simulation. The concepts of 
parametric sensitivity, ignition, extinction and hysteresis are discussed, and an 
overview is given of the runaway criteria available in literature. Next, these criteria 
are linked to some examples which indicate the importance of transport limitations 
and runaway for OCM, either on the pellet scale or on the reactor scale. Then, simple 




and advanced reactor concepts are discussed with a focus on their heat and mass 
transfer characteristics. A summary is given in the final section. 
 
2.2. Modeling transport phenomena in heterogeneous 
catalysis 
Designing and controlling a catalytic reactor requires an understanding of its 
qualitative behavior, which usually translates in the need for an adequate 
mathematical reactor model. The most detailed mathematical models consider all 
transport and reaction processes explicitly.  
 
 
Figure 2-2: Main physical and chemical steps involved in the catalytic process: (1) 
interphase diffusion of the reactants from the gas phase to the catalyst surface; (2) intra-
phase diffusion of the reactants though the porous structures; (3) adsorption; (4) surface 
reaction; (5) desorption; (6) intra-phase counter-diffusion of the products through the 
porous structures; (7) intra-phase counter diffusion of the products from catalyst surface 
to the gas phase. 
 
The reactants in the gas phase have to reach the active sites in the catalyst phase, 
which involves several physical transport processes as depicted in Figure 2-2 [54,68]. 
Since these steps all occur at a finite rate, concentration gradients may arise, both in 




the gas phase near the catalyst surface and inside the catalyst phase. Internal 
transport limitations give rise to concentration (and temperature) gradients within 
the catalyst phase, meaning that the different active sites are working at different 
conditions, which may have a strong influence on the observed reaction rates. 
Furthermore, especially during oxidative coupling of methane, the chemical species 
also react homogeneously in the gas phase. Three-dimensional mass transport in the 
gas phase and chemical reactions are therefore added to the diffusion of species and 
reaction inside the catalyst. Moreover, the temperature distribution in the reactor 
will depend on an interaction between heat release due to chemical reactions (in gas 
and catalyst phase), heat transport through the catalyst, heat convection in the gas 
phase, effective thermal conduction, under some conditions even radiation, and the 
way of external heat exchange and cooling. Such a detailed description of a catalytic 
reactor is only possible using a computational fluid dynamics (CFD) approach. 
Indeed, a better understanding of gas-solid flows in chemical reactors was identified 
as a critical need by a technology vision on the chemical industry in 2020 [69], which 
also called for the development of more reliable simulation tools that integrate 
detailed models of reaction chemistry and computational fluid dynamics (CFD) 
modeling of macro-scale flow structures. Nevertheless, CFD simulation of catalytic 
reactors is still an emerging research field, with only a limited amount of studies 
available in literature [68,70–74]. For the simulation of catalytic monolith reactors, 
the group of Deutschmann developed the computer code DETCHEMMONOLITH [70]. 
The code combines a transient three-dimensional simulation of a catalytic monolith 
with a 2D model of the single-channel flow field based on the boundary layer 
approximation [71,72]. It uses detailed models for homogeneous gas-phase 
chemistry and heterogeneous surface chemistry and contains a model for the 
description of pore diffusion in washcoats. For packed bed reactors, the 
understanding of fluid dynamics and its impact on conversion and selectivity is 
more challenging. Several attempts have been made to study the effect of the local 
arrangement of catalyst pellets and the corresponding flow field on mass and heat 
transfer. Maffei et al. [68] have proposed a multiregion approach to allow for CFD 
simulation of catalytic packed bed reactors with a microkinetic description of the 




surface chemistry while taking into account intraphase transport. Their work is an 
extension of the previously developed catalyticFOAM code [73,74], in which internal 
transport is neglected.  
Regarding computation time however, the simpler the model, the better. The CFD 
approach described above is often too expensive in terms of time and/or 
computational cost. A useful classification of models for the design of catalytic 
packed bed reactors [75] distinguishes between reactor models in two ways 
corresponding to reactor and pellet scale phenomena: one-dimensional versus two-
dimensional, and pseudo-homogeneous versus heterogeneous. The choice between 
one- and two-dimensional reactor models usually relates to the presence of 
significant radial temperature profiles. For cases with a pronounced heat effect, two-
dimensional models are required to direct the design towards avoiding detrimental 
overshoots in temperature. Effective thermal conductivity and diffusion coefficients 
are used to describe the radial dispersion of heat and mass, and an additional 
parameter accounts for the extra heat transfer resistance at the reactor wall [61]. 
Distinction between pseudo-homogeneous and heterogeneous models is related to 
the occurrence of pronounced concentration and/or temperature profiles inside or 
around the catalyst pellets. In what follows, some criteria will be listed that predict 
when pseudo-homogeneous models can be used to approximate the behavior of 
catalytic reactors. In other words, these criteria describe when the importance of the 
transport resistances inside the catalyst and between the catalyst and the gas phase 
becomes negligible, hence validating the pseudo-homogeneous assumption that 
transport processes (internal and external) are potentially much faster than the 
reaction processes. 
 
2.2.1. Internal transport limitations 
The relevance of internal concentration gradients is usually estimated using the 
traditional concept of the Thiele or Weisz modulus. The Weisz-Prater criterion [76] 
for the absence of diffusion limitations for a first-order reaction reads: 









𝑠 ≪ 1.0 (2-3) 
where Φ is the Weisz modulus [-], 𝜂 the effectiveness factor [-], 𝜙 the Thiele modulus 
[-], 𝑟𝐴,𝑜𝑏𝑠 the observed reaction rate per unit pellet volume [kmol m
−3 s−1], 𝑟𝑝 the 
radius of catalyst pellet [m], 𝐷eff,𝐴 the effective diffusivity in the catalyst pellet 
[m2 s−1], and 𝐶𝐴
𝑠 the reactant concentration at the external surface [kmol m−3]. 
Petersen [77,78] and Bisschoff [79] extended the Weisz-Prater equation to the case 
where the reaction rate is not first-order, using the generalized Thiele modulus. 
Similar criteria have been derived by Hudgins [80] using perturbation techniques 
about the surface concentration and by Steward and Villadsen [81] using collocation 
methods. Gonzo and Gottifredi [82] stated that diffusion limitations could be 
neglected when 𝜂 > 0.95. By applying a Taylor expansion of the reaction rate, they 
derived criteria for some particular cases, such as a Hougen-Watson type of rate 
equation.  
It should be mentioned that this approach, even when using the generalized Thiele 
modulus, is only applicable to a single rate equation, and cannot be used for 
processes that involve multiple coupled reactions. This also applies to all criteria 
presented later in this chapter. Furthermore, the Weisz-Prater and derived criteria 
are only valid when the heterogeneous catalytic reactions are not accompanied by 
homogeneous reactions in the catalyst pores. For processes that involve multiple 
(homogeneous-heterogeneous) reactions, the best way to assess the extent of internal 
gradients is to rigorously integrate the set of continuity equations for the key 
components, for example using orthogonal collation (see §0). 









where  |ΔH| is the absolute value of the heat of reaction [J kmol-1], 𝑟𝐴,𝑜𝑏𝑠 the observed 
reaction rate per unit pellet volume [kmol m-3 s-1], 𝑟𝑝 the pellet radius [m], 𝜆 the 
thermal conductivity of the pellet [J s-1 m-1 K-1], 𝑇𝑠 the temperature at the catalyst 




surface [K], 𝑅 the gas constant [J kmol-1 K], and 𝐸 the intrinsic activation energy [J 
kmol-1]. The above criterion is valid whether internal diffusion limitations exist or 
not. Similar criteria have been derived by Akehata et al. [84], Weisz and Hicks [85], 
Petersen [78], Kubota and Yamanaka [86], Stewart and Villadsen [81]. For most 
practical cases, it can be concluded that the effect of temperature distribution within 
a catalyst pellet is much less important than internal diffusion limitations. 
 
2.2.2. External transport limitations 
External transport limitations, occurring outside the catalyst pellet, need to be 
considered next. Balakotaiah et al. [87] developed a mathematical model for an 
adiabatic tubular catalytic reactor, under the assumptions of negligible temperature 
and concentration gradients inside the catalyst pellets, negligible radial gradients on 
the reactor scale, constant and uniform catalyst activity, and a flat velocity profile. 
Other two-phase models of catalytic reactors were developed by Liu and Amundson 
[88], Luss and Amundson [89] and many others, but they were never analyzed in 
full detail. For a first order exothermic reaction, the reactor model equations by 


































































with boundary conditions: 
 
@𝑧′ = 0,1:   
𝜕𝜃𝑠
𝜕𝑧′
= 0 (2-9) 
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where 
 
𝑡′ = 𝑘(𝑇0)𝑡, 𝑧′ =
𝑧
𝐿
, 𝜃𝑖 = 𝛾 (
𝑇𝑖 − 𝑇0
𝑇0
) , 𝑥𝑖 =
𝐶0 − 𝐶𝑖
𝐶0
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,  (2-17) 
 
ℒ = 𝜖𝐿𝑒 + (𝐿𝑒 − 1)𝜎(1 − 𝜖) (2-18) 
Because no internal concentration gradients are considered, the equation for the 
solid phase conversion, eqn. (2-6), contains no spatial derivatives and no boundary 
conditions for 𝑥𝑠 are required. Note that the above equations are derived by 
assuming that the velocity is constant in the entire reactor. Therefore the residence 
time 𝐿/𝑢 is equivalent to the space time at inlet conditions. By writing the model in 
terms of mass and thermal Thiele moduli instead of Péclet numbers (𝜙𝑚
2 = 𝐷𝑎 𝑃𝑒𝑚, 
𝜙ℎ
2 = 𝐷𝑎 𝑃𝑒ℎ), the residence time in the Damköhler number is isolated and the 
various limiting cases can be seen more easily. The model reduces to the pseudo-
homogeneous model in the limit of vanishingly small pellet heat and mass 
Damköhler numbers (𝐷𝑎𝑝ℎ → 0, 𝐷𝑎𝑝𝑚 → 0). For this case, the concentration and 
temperature in the two phases is almost identical at all points along the reactor. 




Another limiting case is that of a well-mixed two-phase system, which is obtained 
in the limit of 𝜙ℎ
2 → 0, 𝜙𝑚
2 → 0 (with Λ finite). A two-phase plug flow model on the 
other hand is obtained in the limit 𝜙ℎ
2 → ∞ and 𝜙𝑚
2 → ∞. The dimensionless group 𝐵 
that appears in the equations is a measure for the adiabatic temperature rise, also 
called the Zeldovich number. It is a very important number to assess the bifurcation 
behavior and runaway characteristics. A more elaborate discussion on the Zeldovich 
number can be found in the section on runaway and later in §2.3. 
Criteria exist in literature to determine when the pseudo-homogeneous reactor 
model can be used instead of the above type of heterogeneous two-phase models. 
These criteria were usually derived by making the a priori assumption that the two-
phase model predictions are close to those of the pseudo-homogeneous model, so 
that Taylor expansions can be used to quantify the difference between the models. 
For example, the classical criterion given by Mears for detecting the onset of heat 
transport limitations states that for the deviation between pseudo-homogeneous and 







where  |ΔH| is the absolute value of the heat of reaction [J kmol-1], 𝑟𝐴,𝑜𝑏𝑠 the observed 
reaction rate per unit pellet volume [kmol m-3 s-1], 𝑟𝑝 the pellet radius [m], ℎ the gas-
solid heat transfer coefficient [J s-1 m-2 K-1], 𝑇𝑏 the temperature of the bulk gas 
adjacent to a pellet [K], 𝑅 the gas constant [J kmol-1 K], and 𝐸 the intrinsic activation 
energy [J kmol-1]. In terms of the notation used by Balakotaiah et al. [87], Mears’ 





 𝐿𝑒𝑝 (2-20) 
For isothermal cases with nth-order kinetics, Carberry [91] derived a criterion for 











where 𝑘𝑔𝑠 is the gas-pellet mass transfer coefficient [m s-1],  𝐶 is the reactant 
concentration in the bulk gas [kmol m-3] and 𝑛 the reaction order. This criterion 
shows that zeroth order kinetics are unaffected by interphase transport. Comparison 
with the Mears’ criterion also shows that heat transfer limitations are important long 
before mass transport becomes limiting.  
Most analytical criteria, for example those by Mears and Carberry, are derived 
assuming that the heterogeneous two-phase model predictions are close to those of 
the pseudo-homogeneous model, which justifies the use of Taylor expansions to 
quantify the differences between the two models. Instead of using this method of 
linearization, Dommeti et al. [92] have used the model by Balakotaiah et al. [87], 
eqns. (2-5)-(2-18), to develop criteria that may be used to determine when pseudo-
homogeneous models describe the qualitative behavior of a catalytic reactor. More 
specifically, they analyzed the bifurcation behavior of the heterogeneous two-phase 
model and determined the parameter region in which the qualitative behavior is the 
same as with a pseudo-homogeneous model. The following criterion was derived: 
 

















 𝐿𝑒𝑝 ≥ 1:   𝐷𝑎𝑝𝑚 < exp (4𝐿𝑒𝑝 − 2 − 𝐵) (2-23) 
This criterion can differ by a factor of 10-104 from Mears’ criterion given by eqn. (2-
20). Especially for high values of the Zeldovich number 𝐵, Mears’ criterion 
underpredicts the importance of interphase transport resistances, see for example 
Figure 2-3. 
Dommeti et al. conclude by saying that one should use heterogeneous models to 
describe the behavior of most industrial catalytic reactors. Ten qualitatively different 
types of bifurcation diagrams show that even the simplest of such heterogeneous 
models, i.e. an adiabatic two-phase plug flow or well-stirred reactor model, display 
a remarkable amount of complexity in terms of bifurcation behavior. Including the 




effect of a nonuniform velocity field, radial concentration and temperature profiles, 
and multiple reactions, in order to better represent the actual reactor will lead to 
even more complex bifurcation behavior and a larger amount of possible solutions. 
 
Figure 2-3: Comparison of the bifurcation diagrams when Mears’criterion and the 
criterion developed by Dommeti et al.are both satisfied (left), and when Mears’criterion 
is satisfied and the criterion developed by Dommeti et al. is not satisfied (right) [92]. In 
the first case, both models predict a single-valued curve and the two predictions are 
close to each other. In the second case, the pseudo-homogeneous model predicts the 
low-temperature branches of the two-phase model accurately but completely misses the 
ignited branch that exists for low Da values. 
 
 
2.2.3. Radial and axial dispersion 
Most of the practical reactor design work is based on the one-dimensional pseudo-
homogeneous plug flow model, mostly not because it is considered sufficiently 
representative, but because it is more convenient. There are several assumptions in 
this model that can be criticized. First of all, the flow in a packed bed reactor is not 
ideal since the presence of the packing causes radial variations in flow velocity and 
mixing effects [93–95]. Therefore, the assumption of a uniform temperature and 
concentration in a cross section is a huge oversimplification. For cases with a 
pronounced heat effect, radial dispersion should be taken into account to direct the 
design towards avoiding detrimental overshoots in temperature. Effective thermal 
conductivity and diffusion coefficients are used to describe the radial dispersion of 




heat and mass, and an additional parameter accounts for the extra heat transfer 
resistance at the reactor wall [61]. Including radial effects in a reactor model means 
that one should add an extra dimension to the model equations, which directly 
increases the complexity of the model and the cost of solving it. Radial concentration 
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where 𝑥 is the reactant conversion [-], 𝑃𝑒𝑟 the radial Péclet number [-], 𝑟𝑡 the reactor 
tube radius [m],  𝑟𝑝 the pellet radius [m] and 𝑛 the reaction order [-]. Mears [83] 
reported a criterion to estimate the relevance or negligibility of radial temperature 








where |ΔH| is the absolute value of the heat of reaction [J kmol-1], 𝑟′𝐴,𝑜𝑏𝑠 the observed 
reaction rate per unit bed volume [kmol m-3 s-1], 𝑟𝑡 the reactor tube radius [m], 𝜆eff 
the effective thermal conductivity of the catalyst bed [J s-1 m-1 K-1], 𝑇𝑤 the 
temperature at the reactor wall [K], 𝑅 the gas constant [J kmol-1 K], and 𝐸 the intrinsic 
activation energy [J kmol-1]. Comparing the two criteria in eqn. (2-24) and (2-26), it 
can be concluded that at low Reynolds numbers, the radial temperature gradients 
on an industrial reactor scale are usually much more severe than the internal heat 
transport problem, mainly because the reactor tube radius is usually much larger 
than the pellet radius. Only at low values of the 𝑟𝑡/𝑟𝑝 (e.g. in laboratory reactors), at 
high dilution or at high Reynold numbers, intraparticle gradients might become 
more problematic than the radial temperature gradient. The above discussion 
indicates that it is important to explicitly consider radial mixing and heat dispersion 
when modeling an industrial scale reactor. In laboratory scale reactors, radial mixing 
effects are usually negligible. 




Westerink et al. [97] compared a one-dimensional pseudo-homogeneous model of a 
cooled tubular reactor with the more accurate two-dimensional model by studying 
the influence of the operating variables on the conditions in the hot spot of the  
reactor. For reactors operating in the steady state, they concluded that in the hot spot 
the one-dimensional model is able to predict the correct temperature when it is 
compared with the average temperature calculated with the two-dimensional 
model. However, large differences between the maximum temperature and average 
temperature may be observed. Based on the results in their paper, Westerink et al. 
[97] suggest to use a one-dimensional model for preliminary design purposes and 
check the results for a detailed study using a two-dimensional model. 
Mixing in the axial direction is due to turbulence and the presence of the packing, 
and can be accounted for by adding an effective transport mechanism to the plug 
flow equations, analogous to Fick’s law for mass transfer and Fourier’s law for 
conductive heat transfer. Effective axial diffusivities and conductivities are used, 
containing the effect of the velocity profile. Generally, it is assumed that for flow 
velocities used in industrial practice, the effect of axial dispersion of heat and mass 
on conversion is negligible when the bed is higher than 50 pellet diameters [98]. 
Young and Finlayson [99] derived more accurate criteria to assess the importance of 
axial mixing. Axial dispersion is negligible when: 
 𝑟𝐴0(1 − 𝜖)𝑑𝑝
𝑢𝑠𝐶0
≪ 𝑃𝑒𝑚𝑎 (2-27) 
 (−Δ𝐻)𝑟𝐴0(1 − 𝜖)𝑑𝑝
(𝑇0 − 𝑇𝑤)𝑢𝑠𝜌𝑔𝑐𝑝
≪ 𝑃𝑒ℎ𝑎 (2-28) 
where 𝑃𝑒𝑚𝑎 and 𝑃𝑒ℎ𝑎 are respectively the mass and heat Péclet numbers, 𝑟𝐴0 the 
reaction rate per unit pellet volume [kmol m-3 s-1], 𝜖 the bed voidage [-], 𝑑𝑝 the pellet 
diameter [m], 𝑢𝑠 the superficial velocity [m s-1], 𝐶0 the inlet concentration [kmol m-3], 
(−ΔH) the heat of reaction [J kmol-1],  𝑇0 the inlet temperature [K], 𝑇𝑤 the wall 
temperature [K], 𝜌𝑔 the gas density [kg m-3] and 𝑐𝑝 the specific heat capacity [J kg-1 
K-1]. 




It should be mentioned that the above criteria for the negligibility of radial and axial 
gradients were derived by linearization and are therefore not valid for high values 
of the Zeldovich number [92,100–102]. This is similar to the discussion in the 
previous paragraph about the validity of the Mears’ criterion. Indeed, Balakotaiah 
has shown that, assuming intra-pellet gradients are negligible, reactor-scale radial 
gradients are likely to occur when the ratio of the reactor to particle diameter is 
higher than 5 [101], which is the case in almost any practical reactor. Balakotaiah has 
also shown that the reactor length at which axial dispersion can be neglected 
increases exponentially with the value of the Zeldovich number [103]. Therefore, for 
processes with a large Zeldovich number (such as OCM, see §2.3), radial and axial 
heat dispersion can never be neglected. The one-dimensional model with axial heat 
dispersion is important because it leads to the possibility of having multiple steady 
states profiles through the reactor for the same feed conditions. This leads to criteria 
that predict the uniqueness of the steady-state profile in a an adiabatic packed bed 
reactor, for example by Luss and Amundson [104], or Hlavacek and Hofmann [105]. 
 
2.2.4. Runaway 
In packed bed reactors for exothermic processes, hot spots can be formed. An 
important design problem is therefore how to limit hot spot formation and how to 
avoid excessive sensitivity to parameter deviations. From a practical point of view, 
it is important to design and operate a reactor outside the region of parametric 
sensitivity, i.e. to avoid severe loss of production or selectivity due to a small design 
error or a small perturbation of an operating variable, and to avoid catalyst 
deactivation. The need to be able to predict this undesirable operating range has 
resulted in the development of runaway criteria, that would allow to select a 
combination of operating conditions and reactor dimensions to avoid runaway. 
Balakotaiah and Luss [100] have derived a simple criterion to predict runaway when 











] < 0.368𝑓(𝜙0) (2-29) 




where 𝐸 is the intrinsic activation energy [J kmol-1], 𝑅 the gas constant [J kmol-1 K-1], 
𝑇0 the feed temperature [K], (−Δ𝐻) the reaction heat [J kmol-1], 𝑟(𝑇0, 𝐶0) the intrinsic 
reaction rate at feed conditions [kmol m-3 s-1], 𝑑𝑡 the tube diameter [m], 𝑑𝑝 the pellet 
diameter [m], 𝑈 the overall heat transfer coefficient [W m-2 K-1], ℎ the fluid-pellet 
heat transfer coefficient [W m-2 K-1], 𝑓(𝜙0) a function of the Thiele modulus at inlet 
conditions which accounts for the impact of intraparticle diffusion on the runaway 
locus. The simplicity of this criterion makes it very useful for estimating the runaway 
locus of catalytic reactors and predicting the impact of changes in the operating 
conditions.  
The criterion by Balakotaiah and Luss [100], eqn. (2-29), is a criterion for 
unconditionally safe operation, irrespective of the residence time (or equivalently, 
the length of the reactor or velocity). For many practical situations, and especially 
for OCM where the adiabatic temperature rise is large, this criterion cannot be 
satisfied unless the reaction mixture is extremely diluted, which also negatively 
affects the reactor performance and productivity. A second type of criterion, also 
referred to as the weak safety criterion, therefore involves the residence time and 
can be applied when the criterion for unconditional safety cannot be satisfied. 
Christoforatou et al. [106] derived the following expression for the critical residence 













where 𝑅 is the universal gas constant [J kmol-1 K-1], 𝑇0 the inlet temperature [K], 𝐸 
the activation energy [J kmol-1], Δ𝑇𝑎𝑑 the adiabatic temperature rise [K], 𝑘(𝑇0) the 
first order reaction rate coefficient at inlet temperature [s-1], (𝜌𝑓𝑐𝑝𝑓) the heat capacity 
[J m-3 K-1], ℎ the fluid-particle heat transfer coefficient [W m-2 K-1], 𝑎𝑣 the interfacial 
area per bed volume [m2 m-3]. 𝑓(𝜙0) is a function of the Thiele modulus at inlet 
conditions which accounts for the impact of intraparticle diffusion. An important 
result from the work of Christoforatou et al. [106], is that the critical residence time 
can become zero if the interphase heat transfer resistance is significant. This leads to 
runaway at inlet conditions. 





Figure 2-4: Runaway criteria by Balakotaiah and Luss [100] and Christoforatou et al. 
[106], as presented by West [59]. 
 
Figure 2-4 is obtained by combining the two criteria while neglecting the influence 
of interphase transport limitations (pseudo-homogeneous limit, 𝑓(𝜙0) = 1) and 
assuming first order kinetics. In order to do so, the criteria are rewritten in terms of 



















> 2.72 (2-31) 
 











⇔ 𝐵𝑘(𝑇0)𝜏 < 1 (2-32) 
The criterion by Christoforatou et al. [106], eqn. (2-32), is plotted on the x axis, which 
can be interpreted as the ratio of the generated thermal power to the flow rate. The 
y axis can be interpreted as the ratio of the cooling rate to the generated thermal 
power, and represents the criterion of Balakotaiah and Luss [100], eqn. (2-31). The 
figure shows that adiabatic operation for large Zeldovich numbers 𝐵 is always in the 
runaway region. The larger the Zeldovich number the more cooling required to 
avoid runaway. The Zeldovich number is very important in determining the 
bifurcation behavior of adiabatic reactors, as will be shown later. 




2.3. Transport phenomena during OCM 
The design of a packed bed reactor for oxidative coupling of methane usually starts 
with an analysis of the above criteria. Table 2-1 shows some typical values for 
catalyst properties and operating conditions in a laboratory packed bed reactor for 
OCM with Sn/Li/MgO catalyst. 
Note that the observed reaction rate in the table is quite high, so the evaluation of 
the criteria below will be rather conservative. In the analysis below, oxygen is used 
as component of interest, as it is the limiting reactant. Also, first order kinetics are 
assumed, which is of course a simplification. However, this approach, or a similar 
one where n-th order kinetics are assumed, is generally adopted to obtain a rough 
estimate of the importance of transport limitations for multi-reaction processes. 
Table 2-1: Catalyst properties and operating conditions in a laboratory packed bed 
reactor. Data from Couwenberg [107]. 
Operating temperature, 𝑇 987 K 
Pellet radius, 𝑟𝑝  125 µm 
Effective diffusivity in the catalyst pellet, 𝐷𝑒𝐴  1.6 10
−6 m2 s−1  
Observed reaction rate per unit pellet volume, 𝑟𝐴,𝑜𝑏𝑠 0.140 kmol m
−3 s−1  
Oxygen concentration at the surface, 𝐶𝑂2 0.0125 kmol m
−3  
Absolute value of heat of reaction, |ΔH|  320 106 J kmol-1 
Pellet thermal conductivity, 𝜆 1 J s-1 m-1 K-1 
Gas-solid heat transfer coefficient, ℎ 825 J s-1 m-2 K-1 
Observed activation energy, 𝐸 140 106 J kmol-1 
Gas-solid mass transfer coefficient, 𝑘𝑔𝑠 0.39 m s-1 
 






𝑠 = 0.109 < 1.0 (2-33) 
This indicates that there are no internal diffusion limitations for the investigated 
conditions. In general, internal heat transfer limitations are far less important than 




internal diffusion limitations, meaning that in the absence of internal diffusion 
limitations, internal heat transfer limitations will most likely be absent as well. This 








Mears’ criterion for external heat transport limitations shows: 
 |ΔH|𝑟𝐴,𝑜𝑏𝑠𝑟𝑝
ℎ𝑇0




As external heat transfer limitations are important long before external mass 
transport becomes limiting, it can be assumed that external mass transport 
limitations are non-existent as well. Carberry’s criterion confirms this assumption: 
 𝑟𝐴,𝑜𝑏𝑠𝑟𝑝
𝑘𝑔𝑠𝐶
= 0.0036 < 0.15 (2-36) 
It can be summarized that according to the criteria presented in the previous section, 
all heat and mass transfer limitations can be neglected under typical laboratory scale 
experimental conditions. Also under industrial scale conditions, the criteria will 
point to this conclusion in case the pellet diameters are small enough to avoid 
internal transport resistances. Typically, external gradients are less important in 
industrial scale reactors because of the much higher flow rates that result in larger 
transport coefficients. This will also be discussed in §2.3.1.1. 
An important remark has to be made regarding the applicability of the criteria for 
OCM, and more specifically the Weisz-Prater criterion for negligibility of internal 
diffusion limitations. Although evaluating this criterion is straightforward for 
reactions not involving intermediates in the gas phase, a more sophisticated 
situation arises when a catalytic initiation is followed by a chain of propagation steps 
in the gas phase, as is the case for oxidative coupling of methane [61]. Under these 
conditions, intraparticle diffusion limitations will be significant even if standard 
criteria indicate that they are negligible. This results in irreducible mass transfer 
limitations on the pellet scale and will be discussed further in §0. 




A similar phenomenon for heat transfer does not exist since pellet scale heat transfer 
limitations are mostly negligible because of the small pellet diameters and high 
thermal conductivity of the catalyst. However, as OCM is a highly exothermic 
process, thermal effects do play a dominant role in almost every experimental and 
industrial OCM process. Sun et al. [58] reported the adiabatic temperature rise at 
different inlet temperatures for selected oxidation reactions and at different 
methane-to-oxygen feed ratios. The values from Sun et al. [58] for the oxidative 
coupling of methane to ethane are shown in Table 2-2. 
Table 2-2 indicates that for a fixed methane-to-oxygen ratio the adiabatic 
temperature rise decreases with increasing inlet temperature, because of increasing 
heat capacities. Sun et al. [58] reported that for low feed temperatures (300 K), the 
dimensionless activation energy 𝛾 = 𝐸 𝑅𝑇0⁄ ≈ 90, the dimensionless adiabatic 
temperature rise 𝛽 = Δ𝑇𝑎𝑑 𝑇0⁄ ≈ 1 − 7, and therefore the Zeldovich number 𝐵 = 𝛾𝛽 
is very high (> 90). At higher feed temperatures and methane to oxygen ratios, the 
Zeldovich number is lower which implies that thermal effects are less important and 
the temperature sensitivity of the process is reduced. The importance of thermal 
effects for OCM will be discussed in §2.3.2. 
 
Table 2-2: Adiabatic temperature rise for the oxidation reaction 𝟐𝐂𝐇𝟒 + 𝟎. 𝟓𝐎𝟐 → 𝐂𝟐𝐇𝟔 +
𝐇𝟐𝐎 [58]. 
 CH4:O2 
Tin  2 3 4 5 6 8 12 
300 K 1077 1132 1152 1012 892 729 544 
900 K 833 867 870 782 670 523 366 
1200 K 750 774 772 720 618 476 328 
 
  




2.3.1. Irreducible mass transfer limitations on the pellet scale 
The existence of irreducible transport limitations was first reported by Boudart [108] 
for polymerization reactions and for homogeneous radical reactions. Couwenberg 
et al. [65] later showed that another type of irreducible mass-transport limitations 
exists, occurring during a heterogeneously catalyzed gas-phase chain reaction, such 
as OCM. Even in the absence of mass transfer limitations for reactants and products 
of  OCM, the high reactivity of surface-produced radicals, such as CH3, can cause 
strong concentration profiles of the latter on pellet scale which directly affect the 
product distribution. This section investigates the importance of such pellet-scale 
concentration gradients for OCM, based on some characteristic numbers. A 1D 
heterogeneous reactor model is used to calculate the pellet-scale concentration 
profile of CH3 radicals. Some simplifying assumptions are then made, allowing the 
system to be described as a function of the characteristic numbers 𝐷𝑎𝐼𝐼,𝑐, 𝐷𝑎𝐼𝐼,𝑐𝑔,𝐷𝑎𝐼; 
a pseudo-steady state concentration 𝐶CH3
𝑆𝑆,𝑐; and geometric parameters Γ𝑣, Γ𝐷.  
 
2.3.1.1. Heterogeneous reactor model 
Couwenberg et al. [65] showed that due to the high reactivity of the surface-
produced radicals, it is necessary to account for internal and external mass transfer 
limitations during simulation of the experimental results obtained in their 
isothermal laboratory packed bed reactor. Therefore, a heterogeneous model that 
explicitly accounts for a catalyst phase and a gas phase needs to be adopted. 
Reactants, products and intermediates in the pores of the catalyst phase diffuse 
towards and away from the active sites on the catalytic walls of the pores, while at 
the same time, they are also reacting with each other in the gas phase of the pores. 
Mass transfer from the bulk gas phase to the catalyst phase occurs simultaneously 
with reactions in the bulk gas phase, and mass transfer by internal diffusion in the 
catalyst pores occurs simultaneously with reactions both in the pores’ gas phase and 
on the pores’ walls. Hence the following one-dimensional heterogeneous model was 
developed to describe the kinetic experiments of OCM, accounting for the 
irreducible mass transport limitations in the catalyst pellets. Heat transport is not 




considered since the model is derived to be used for the assessment of an isothermal 
laboratory-scale reactor intended for intrinsic kinetic measurements. The 1D 
heterogeneous isothermal fixed-bed reactor model equations are for ideal plug flow 























) = 𝑅𝑐,𝑘 + 𝜖𝑐𝑅𝑔,𝑘 (2-38) 
The pseudo-steady state assumption is applied to the surface intermediates in the 
pellet phase: 
 𝑅𝑐,𝜃,𝑘 = 0 (2-39) 
The boundary conditions for the set of partial differential eqn. (2-37)(2-38) are: 
 @𝑧 = 0:        𝐶𝑔,𝑘 = 𝐶𝑘,0 (2-40) 
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:        𝐶𝑔,𝑘 = 𝐶𝑐,𝑘 (2-44) 
The coordinate system applied in the continuity equations, eqns. (2-37)-(2-38) is 
illustrated in Figure 2-5.  A single coordinate, 𝑧, is used on the reactor scale. At the 
pellet scale, the coordinate 𝜉 is used for the intraparticle phase (starting from the 
catalyst pellet’s center to the external surface), and similarly the coordinate 𝑟 is used 
for the interstitial (bulk) gas phase. The value of 𝑑𝑣, the characteristic dimension of 
the interstitial phase, is considered equal to the average distance between two 
particles, which can be calculated from the bed voidage and catalyst pellet diameter, 




assuming the interstitial gas phase can be represented as imaginary cylinders with 









Note that the first term in the right-hand side of eqn. (2-37) is only valid as long as 
𝑑𝑣/2 is smaller than the boundary layer thickness. In industrial-scale applications, 
i.e., at  high Reynolds numbers, this is usually not the case and 𝑑𝑣 should be 
substituted by twice the value of the boundary layer thickness. The position 𝑟 = 0 
then corresponds to the transition from the boundary layer to the bulk gas phase. In 
the bulk gas phase, outside the boundary layer, the concentration is assumed 
uniform, i.e., equal to 𝐶𝑔,𝑘 at 𝑟 = 0. 
The effective diffusion coefficient in the pellet phase is calculated via: 




where 𝜀𝑐 is the catalyst porosity and 𝜏𝑐 the tortuosity. 
Note that eqn. (2-42) implies that no catalyst dilution is used. If the catalyst is diluted, 
the interfacial surface areas need to be corrected, as is done in the original model 
equations of Kechagiopoulos et al. [15]. 
 
Figure 2-5: Scheme of the heterogeneous reactor model accounting for internal mass 
transport limitations [15,65]. 





In eqn. (2-37)-(2-44) 𝑅𝑔,𝑘 represents the net production rate of component 𝑘 via gas-
phase reactions, 𝑅𝑐,𝑘 represents the net production rate of component 𝑘 via surface 
reactions and 𝑅𝑐,𝜃,𝑘 the net production rate of surface species 𝑘. These reaction terms 
are calculated by Cantera [109]. Also the diffusion coefficient 𝐷𝑚,𝑖 is calculated by 
Cantera.  
The above system of second-order partial differential equations (PDE) is integrated 
applying the method of orthogonal collocation [110,111], transforming the original 
system into a system of differential and algebraic equations (DAE). This DAE system 
is then solved using Sundials’ IDA solver, which is the C variant of DASPK. Since 
the model is implemented in python, a python wrapper around Sundials is used, 
available in the scikits.odes package developed at UGent [112].  
 
Results 
The 1D heterogeneous reactor model, as described above, is used to calculate the 
species concentration profiles on the pellet and reactor scale for different particle 
sizes. The operating conditions for these simulations are given in Table 2-3. A 
reduced version of the CRECK kinetic framework [113] is used to describe the gas 
phase kinetics. The reduced mechanism, consisting of 299 reactions between 30 
species, was derived by Stagni et al. [114], by applying the DRGEP (Directed 
Relation Graph with Error propagation) method in combination with a sensitivity 
analysis, in order to obtain an error lower than 10 % in the predicted ignition delay 
times compared to the full mechanism. The gas-phase model is used in combination 
with a detailed microkinetic model for the surface chemistry developed by Alexiadis 
et al. [14]. On the catalyst surface, 10 surface intermediates and 26 elementary 
reactions are considered. The catalyst descriptors in the original mechanism by 
Alexiadis et al. [14] were adjusted to represent the activity and selectivity of a 4%Sr-
40%La/SiC catalyst. 




Table 2-3: Operating conditions for heterogeneous reactor simulations. 
T 1073 K 
p 1.0 bar 
CH4:O2 4 
N2 dilution 80 % 
𝜀𝐵  0.42 
𝜀𝑐  0.27 
𝜏𝑐  5.0 
𝑑𝑝  20 µm, 60 µm, 200 µm 
𝜀𝐵𝐴𝐿/𝐹𝑉,0  0.001 s 
𝑚𝑐𝑎𝑡/𝐹𝐶𝐻4,0  2.3 kg mol
-1 s 
 
For most of the important reactants and products, no significant concentration 
gradients exist at the pellet scale, as their diffusion lengths are sufficiently larger 
than the pellet diameter. The diffusion length is hereby defined as: 
 𝐿𝐷 = √𝐷eff,𝐶𝐻3𝜏CH3 (2-47) 
where 𝜏CH3 is the lifetime of the CH3 radical. 
Indeed, the pellet-scale concentration profile of CH4 species is mostly flat (Figure 
2-6a). Carbon oxides and formaldehyde, however, have a diffusion length smaller 
than the pellet radius, resulting in slight concentration gradients inside the pellets. 
For reactive intermediates this situation changes drastically as their diffusion 
lengths are several orders of magnitude smaller than the catalyst pellet diameter. As 
can be seen in Figure 2-6c, CH3 radicals, which are mainly produced by surface 
reactions, have a much higher concentration inside the catalyst pores compared to 
the interstitial gas phase. Their strong concentration profile inside the pellet directly 
affects the conversion and product distribution. In contrast, radical species that are 
mainly terminated by surface reactions, such as HO2 show a higher concentration in 
the interstitial gas phase.  
The above discussion indicates that only an elaborate reactor model, like the one 
used by Couwenberg et al. [65], and later also by Kechagiopoulos et al. [15] and 
Alexiadis et al. [14], i.e. eqns. (2-37)-(2-44), can accurately predict the species 
concentration profiles inside a catalytic packed bed reactor for OCM. Using this 




elaborate reactor model, Kechagiopoulos et al. [15] were also able to investigate the 
effect of textural properties such as catalyst porosity: optimal C2 yields were 
achieved by maximizing the porosity of the catalysts pellets, as long as a sufficient 
CH4 activation is guaranteed to prefer the coupling route over the heterogeneous 










Figure 2-6: Pellet-scale concentration profile at the outlet of the reactor for (a) CH4, (b) 
CH2O, (c) CH3 and (d) HO2. Results obtained by solution of eqn. (2-37)-(2-44). Operating 
conditions from Table 2-3. 
 
The opinions about the effects of these internal mass transfer limitations on OCM 
performance are twofold: some authors claim that internal gradients result in 
improved C2 selectivities [66], while others report lower C2 selectivities [115–117]. 




Internal mass transfer resistances can also lead to steady-state multiplicity, where 
more than one concentration profile can occur inside a catalyst pellet for the same 
external conditions [75].  However, no computational or experimental studies on this 










Figure 2-7: Results of packed bed reactor simulations, via solution of eqn. (2-37)-(2-44). 
(a) Catalytic production rate of CH3, (b) catalytic consumption rate of CH3, (c) pseudo-
first order rate coefficient for catalytic consumption of CH3, and (d) pseudo-second 
order rate coefficient for gas phase consumption of CH3. Profiles as a function of pellet-
scale coordinate, at the outlet (z’ = 1). Operating conditions from Table 2-3. 
 
Some more insights can be obtained by looking at the production and consumption 
rates of CH3 radicals in the pellet, e.g. at the outlet of the reactor. Figure 2-7a shows 
the catalytic production rate of CH3 radicals. This production rate is nearly uniform 
throughout the pellet, as the main production of CH3 occurs via catalytic H-




abstraction from CH4. Since the CH4 concentration is uniform throughout the pellet, 
the rate of this H-abstraction reaction is also uniform. It can be argued that for very 
large particle diameters, the CH4 concentration will no longer be uniform 
throughout the pellet (already clear in Figure 2-6a), which will in turn result in a less 
uniform CH3 production rate. Figure 2-7b shows the catalytic consumption rate of 
CH3. The catalytic consumption of CH3 can be modeled as a pseudo-first order 
reaction, as indicated by Figure 2-7c which shows a nearly uniform profile for 𝑘𝑐, 
the catalytic consumption rate of CH3 divided by the CH3 concentration. The values 
of 𝑘𝑐 throughout the pellet fluctuate around the mean with a maximum deviation 
below 2%. This indicates that the catalytic consumption of CH3 can be described by 
a pseudo-first order reaction.  Figure 2-7d shows a bimolecular rate coefficient 𝑘𝑔 
obtained by dividing the net consumption rate of CH3 radicals via gas phase 
reactions by the square of the CH3 concentration. The values of 𝑘𝑔 throughout the 
pellet fluctuate around the mean with a maximum deviation below 2.5%. This 
indicates that the gas phase consumption of CH3 can be described by a pseudo-
second order reaction. 
 
2.3.1.2. Simplified model for CH3 species 
The reactor model from §2.3.1.1 is adjusted to calculate only the concentration profile 
of CH3 radicals, under the following simplifying assumption that the pellet-scale 
concentration profiles of OCM reactants and products are neglected and as 
corollary:   
▪ The catalytic CH3 production rate is assumed uniform throughout the pellet: 
𝑅𝐶𝐻3,uni. This is justified by Figure 2-7a. 
▪ The catalytic CH3 consumption rate can be described by a pseudo-first order 
reaction: −𝑘𝑐𝐶𝐶𝐻3,𝑐. This is justified by Figure 2-7c. 
▪ The net consumption rate of CH3 in the gas phase can be described as a 
pseudo-second order reaction rate: −𝑘𝑔𝐶𝐶𝐻3
2 . This is justified by Figure 2-7d. 
With these assumptions, the balance equations for CH3 radicals in the interstitial gas 
phase and in the pellet phase can be rewritten as: 







































2  (2-49) 





,      𝑟′ =
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𝑑𝑣
,        𝜉′ =
𝜉
𝑑𝑝




The concentration of CH3 radicals, 𝐶CH3
𝑆𝑆,𝑐, follows from the pseudo-steady state 
assumption in the pellet: 




= 0 (2-51) 
 𝐶CH3
𝑆𝑆,𝑐 =
𝑘𝑐 −√𝑘𝑐2 + 4𝜀𝑐𝑘𝑔𝑅𝐶𝐻3,uni
−2𝜀𝑐𝑘𝑔
 (2-52) 
Two geometric parameters are defined. The parameter Γ𝑣 is the ratio of the pore 





The parameter Γ𝐷 is the ratio of the diffusion time scale in the intra-pellet phase to 
that in the interstitial phase: 









The following dimensionless groups are defined: 

















−1 𝐷𝑎𝐼𝐼,𝑐𝑔 (2-57) 








It can be shown that in the absence of CH3 concentration gradients on the pellet scale, 
i.e., in the pseudo-homogeneous limit, the concentration in both the interstitial and 




Γ𝑣𝐷𝑎𝐼𝐼,𝑐 −√Γ𝑣 ((𝐷𝑎𝐼𝐼,𝑐 + 2𝐷𝑎𝐼𝐼,𝑐𝑔)
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) = 𝐷𝑎𝐼𝐼,𝑐(1 − 𝐶𝐶𝐻3,𝑐
′ ) + 𝐷𝑎𝐼𝐼,𝑐𝑔(1 − 𝐶𝐶𝐻3,𝑐
′2 ) (2-61) 
with as boundary conditions:  
 @𝑧′ = 0:    𝐶′𝐶𝐻3,𝑔 = 𝐶CH3,0/𝐶CH3
𝑆𝑆,𝑐 (2-62) 
 @𝑟′ = 0:      
𝜕𝐶′𝐶𝐻3,𝑔
𝜕𝑟′
= 0 (2-63) 











 @𝜉′ = 0:        
𝜕𝐶′𝐶𝐻3,𝑐
𝜕𝜉′
= 0 (2-65) 
 @𝜉′ = 0.5:   𝐶′𝐶𝐻3,𝑔 = 𝐶′𝐶𝐻3,𝑐 (2-66) 
Note that the pseudo-homogeneous concentration 𝐶CH3,0 is used as reactor inlet 
boundary condition for the CH3 concentration in both the interstitial and intra-pellet 
phase. 
The solution of this system depends solely on the values of the characteristic 
numbers 𝐷𝑎𝐼𝐼,𝑐,𝐷𝑎𝐼𝐼,𝑐𝑔,𝐷𝑎𝐼; the pseudo-steady state concentration 𝐶CH3
𝑆𝑆,𝑐; and 
geometric parameters Γ𝑣, Γ𝐷. Note that, as a result of the second order kinetics for 




the consumption of CH3 radicals, these characteristic numbers are not independent 
of each other. 
The results presented in §2.3.1.1 are used to obtain some realistic values for these 
parameters. The uniform catalytic production rate is taken from Figure 2-7a: 
 𝑅𝐶𝐻3,uni ≈ 0.48 kmol m
−3 s−1 (2-67) 
Note that the value for this production rate is of the same  order of magnitude as the 
observed reaction rate reported by Couwenberg [107], as was shown in Table 2-1. 
The pseudo-first order rate coefficient 𝑘𝑐 for catalytic consumption is taken from 
Figure 2-7c: 
 𝑘𝑐 ≈ 2 ⋅ 10
5 s−1 (2-68) 
The rate coefficient 𝑘𝑔 for bimolecular consumption reactions in the gas phase is 
taken from Figure 2-7d: 
 𝑘𝑔 ≈ 2 ⋅ 10
10 kmol−1 m3 s−1 (2-69) 
The mixture diffusion coefficient of CH3 radicals is 𝐷𝑚,𝐶𝐻3 ≈ 0.0002 m
2 s−1. Using 
the conditions from Table 2-3, the Damköhler number, geometric parameters and 
pseudo-steady state concentration are calculated as: 
 𝐶CH3
𝑆𝑆,𝑐 =
𝑘𝑐 −√𝑘𝑐2 + 4𝜀𝑐𝑘𝑔𝑅𝐶𝐻3,uni
−2𝜀𝑐𝑘𝑔
≈ 2.26 ⋅ 10−6 kmol m−3 (2-70) 
 Γ𝑣 = 
𝜀𝑐(1 − 𝜀𝐵)
𝜀𝐵
≈ 0.373 (2-71) 














≈ 7.41 (𝑑𝑝 = 20 µm), 66.7 (𝑑𝑝 = 60 µm), 741 (𝑑𝑝 = 200 µm) 
(2-73) 










≈ 0.45 (𝑑𝑝 = 20 µm), 4.07 (𝑑𝑝 = 60 µm), 45.2 (𝑑𝑝 = 200 µm) 
(2-74) 
 𝐷𝑎𝐼 = 𝑘𝑔𝐶CH3
𝑆𝑆,𝑐 𝜀𝐵𝐴𝑠𝐿
𝐹𝑣
≈ 45 (2-75) 
As can be seen, the value of the geometric parameter Γ𝐷 is much larger than 1, 
indicating that diffusion in the interstitial phase is much faster than in the intra-
pellet phase. Therefore, smaller radial concentration gradients are observed in the 
interstitial phase. The large value of 𝐷𝑎𝐼 is a consequence of the very fast 
consumption rate of CH3 radicals compared to the flow rate. Therefore, the pseudo-
steady state concentration in the interstitial phase is reached (i.e., axial gradients 
disappear) almost immediately after the inlet. 
The resulting profiles are shown in Figure 2-8. Because no axial variation of 𝐶CH3
𝑆𝑆,𝑐 is 
considered, the axial variation in the CH3 concentration profile is limited to a small 
region near the inlet, the extent of which depends on the value of 𝐷𝑎𝐼. For large 
values of 𝐷𝑎𝐼, as is the case here, the pseudo-steady state in the interstitial phase is 
reached almost immediately after the inlet.  From the interstitial concentration 
balance, eqn. (2-60), it follows that in the absence of an axial gradient, the 
concentration profile does not depend on the value of 𝐷𝑎𝐼. Comparing Figure 2-8b 
with Figure 2-6c, a good agreement can be observed. This justifies the use of the 
simplified model to investigate the influence of the characteristic numbers on the 
pellet-scale CH3 concentration profile. 
The effect of the 𝐷𝑎𝐼𝐼 numbers on the pellet-scale concentration profile is already 
clear from Figure 2-8b: for larger 𝐷𝑎𝐼𝐼,𝑐 and 𝐷𝑎𝐼𝐼,𝑐𝑔, the intra-pellet concentration 
profile becomes flat with values close to the pseudo-steady state concentration 𝐶CH3
𝑆𝑆,𝑐 
and the concentration gradients are located in a narrow region next to the pellet 
surface. For very small 𝐷𝑎𝐼𝐼,𝑐 and 𝐷𝑎𝐼𝐼,𝑐𝑔 the concentration in both the intra-pellet 
and interstitial phase is equal to the pseudo-homogeneous concentration, 𝐶CH3,0.  








Figure 2-8: CH3 concentration profile obtained by integration of eqn. (2-60)-(2-66). (a) at 
both the pellet and reactor scale for 𝑫𝒂𝑰𝑰,𝒄= 16.7, 𝑫𝒂𝑰𝑰,𝒄𝒈= 1.0, (b) at the pellet scale, at z’ 
= 1. Operating conditions: 𝑪𝐂𝐇𝟑






Figure 2-9: CH3 concentration profile at the pellet scale, at z’ = 1, obtained by integration 
of eqn. (2-60)-(2-66). (a) Influence of 𝑫𝒂𝑰𝑰,𝒄 for fixed 𝑫𝒂𝑰𝑰,𝒄𝒈= 4.0, (b) Influence of 𝑫𝒂𝑰𝑰,𝒄𝒈 
for fixed 𝑫𝒂𝑰𝑰,𝒄= 100. Operating conditions: 𝑪𝐂𝐇𝟑
𝑺𝑺,𝒄 = 2.26 10-6 kmol m-3, 𝑫𝒂𝑰 = 45, 𝚪𝒗=0.373, 
𝚪𝑫=21.5. 
 
Figure 2-9 shows the concentration profiles when 𝐷𝑎𝐼𝐼,𝑐  and 𝐷𝑎𝐼𝐼,𝑐𝑔  are 
independently varied for fixed values of 𝐶CH3
𝑆𝑆,𝑐. As follows from eqn. (2-52)-(2-59), 
𝐶CH3,0 is therefore different for each case, as indicated by the dotted horizontal lines 
in Figure 2-9. Decreasing 𝐷𝑎𝐼𝐼,𝑐  at a constant 𝐶CH3
𝑆𝑆,𝑐 and 𝐷𝑎𝐼𝐼,𝑐𝑔  results in a larger 




difference between the interstitial and intra-pellet concentration and a relatively 
broader layer covering all concentration gradients. This indicates that pellet scale 
concentration gradients are more pronounced when the catalytic consumption rate 
of CH3 is small, i.e., for lower values of 𝑘𝑐. Note that lower values for 𝑘𝑐 actually also 
result in a higher 𝐶CH3
𝑆𝑆,𝑐, which in turn affects the value of 𝐷𝑎𝐼𝐼,𝑐𝑔. Therefore, varying 
𝐷𝑎𝐼𝐼,𝑐 at constant 𝐶CH3
𝑆𝑆,𝑐 and 𝐷𝑎𝐼𝐼,𝑐𝑔 is not entirely physically correct. However, if the 
plots would be constructed using 𝑘𝑐 as variable, for otherwise fixed simulation 
settings, the trends in the scaled concentration profile would be similar. This is 
shown in Figure 2-10a. From Figure 2-9b it follows that increasing 𝐷𝑎𝐼𝐼,𝑐𝑔 results in 
a larger concentration difference and thinner layer with concentration gradients. The 
same comment applies: if 𝐷𝑎𝐼𝐼,𝑐𝑔 is increased because of a higher 𝑘𝑔, 𝐶CH3
𝑆𝑆,𝑐 is no longer 
constant. However Figure 2-10b shows that the same trends are observed when 𝑘𝑔 





Figure 2-10: Scaled CH3 concentration profile at the pellet scale, at z’ = 1, obtained by 
integration of eqn. (2-60)-(2-66). (a) Influence of 𝒌𝒄 for fixed 𝒌𝒈= 𝟐 ⋅ 𝟏𝟎
𝟏𝟎 𝐤𝐦𝐨𝐥−𝟏 𝐦𝟑 𝐬−𝟏, 
(b) Influence of 𝒌𝒈 for fixed 𝒌𝒄 = 𝟐 ⋅ 𝟏𝟎
𝟓 𝐬−𝟏. Operating conditions: 𝑹𝑪𝑯𝟑,𝐮𝐧𝐢 =
𝟎. 𝟒𝟖 𝐤𝐦𝐨𝐥 𝐦−𝟑 𝐬−𝟏, 𝜺𝑩𝑨𝒔𝑳/𝑭𝒗,𝟎 = 0.001 s, 𝒅𝒑 = 60 µm,  𝜺𝑩 = 0.42, 𝜺𝒄 = 0.27, 𝝉𝒄 = 5. 
 
Finally, the simplified model is used to assess the effect of the particle diameter, 
similar to the cases presented in Figure 2-8b, but now for 3 cases where the pseudo-
steady-state concentration is reached in the center of the pellet. For these cases, the 
intra-pellet concentration profile, as shown in Figure 2-11, is similar to the 




concentration profile obtained with the film model, which is usually applied to gas-
liquid systems. In the film model, a fluid phase is considered to be divided in two 
zones: the bulk of the phase, where reaction happens in the absence of concentration 
gradients (perfect mixing), and a conceptual film near the interface, where diffusion 
and reaction occur in parallel. Similarly, for the cases in Figure 2-11, the pseudo-
steady-state concentration is reached in the center (bulk) of the intra-pellet phase, 
and all concentration gradients inside the pellet are located in a conceptual film near 
the external pellet surface. Note that there is no such film in the interstitial gas phase, 
or better, there is nothing but film. In these cases, the interfacial mass transfer 
between the interstitial phase and intra-pellet phase can be described as: 









𝑖 ) (2-76) 
where 𝐶CH3
𝑖  is the interface concentration of CH3 and 𝑘𝑆 the mass transfer coefficient. 
In practice the latter is obtained from correlations for the Sherwood number. The 





Combining eqn. (2-76) and (2-77), it is possible to calculate the film thickness from 













The results are 8.0 µm, 7.3 µm, 7.1 µm for particle diameters of respectively 100 µm, 
300 µm, 600 µm.  For dp = 600 µm, this is indicated in Figure 2-11 by the dashed lines. 
The film thickness is in close agreement with the value of the diffusion length: 
 𝐿𝐷 = √𝐷eff,𝐶𝐻3𝜏CH3 = √
𝐷eff,𝐶𝐻3
𝑘𝑐 + 𝜀𝑐𝑘𝑔𝐶CH3
𝑆𝑆,𝑐 = 7.13 µ𝑚 (2-79) 
The value of 7.13 µm is in agreement with the work of Couwenberg [107], who 
reported a value of 7.5 µm for the diffusion length of the CH3 radical. The actual 




thickness of the film with concentration gradients is larger than this theoretical 
value, as indicated by the shaded area in Figure 2-11, which has a width of 𝛿 = 40 
µm. The above clearly indicates that the thickness of the conceptual film in which 
concentration gradients are located, is independent of the particle size and depends 





Figure 2-11: CH3 concentration profile at the pellet scale, at z’ = 1, obtained by 
integration of eqn. (2-60)-(2-66). Results are shown as a function of (a) the scaled pellet-
scale coordinate, (b) actual pellet coordinate. Operating conditions: 𝑹𝑪𝑯𝟑,𝐮𝐧𝐢 =
𝟎. 𝟒𝟖 𝐤𝐦𝐨𝐥 𝐦−𝟑 𝐬−𝟏, 𝒌𝒈= 𝟐 ⋅ 𝟏𝟎
𝟏𝟎 𝐤𝐦𝐨𝐥−𝟏 𝐦𝟑 𝐬−𝟏, 𝒌𝒄 = 𝟐 ⋅ 𝟏𝟎
𝟓 𝐬−𝟏,  𝜺𝑩𝑨𝒔𝑳/𝑭𝒗,𝟎 = 0.001 s, 
𝜺𝑩 = 0.42, 𝜺𝒄 = 0.27, 𝝉𝒄 = 5. 
 










= 2.3 (𝑑𝑝 = 100 µm), 7.0 (𝑑𝑝 = 300 µm), 14 (𝑑𝑝 = 600 µm) 
(2-80) 
where 𝛿 = 7.13 µm was used. The larger the particle diameter, the larger the value of 
the Hinterland ratio. For large values of the Hinterland ratio, it can be assumed that 
the intra-pellet concentration is uniform and all resistance against transport is 
located at the external pellet surface. Furthermore assuming that concentration 
gradients are negligible in the interstitial phase, the concentration in both phases can 
be assumed equal to their pseudo-state state values, and interfacial mass transfer 
may be calculated as:  








2.3.2. Effects of thermal backmixing 
In §2.2 it was briefly mentioned that thermal backmixing can result in steady-state 
multiplicity in non-isothermal reactors. The high Zeldovich number typically 
associated with OCM indicates a high temperature sensitivity of the process and a 
broad hysteresis region, i.e. a wide region in which multiple steady states exist. The 
actual steady state can be on the ignited branch, on the non-ignited branch or even 
on an intermediate ignited branch, depending on the start-up procedures and initial 
conditions. Thermal effects are hence responsible for path dependence of the 
observed steady state in almost any non-isothermal OCM reactor. 
Ignition/extinction behavior in OCM reactors has recently gained more interest in 
the OCM research community as it opens paths to better heat management of OCM 
reactors. The existence of hysteresis behavior for OCM was first confirmed by 
Annapragada and Gulari [118]. Other experimental studies in which multiplicity of 
steady states and hysteresis were observed include the work of Lee et al. [119], Noon 
et al. [120], Wang et al. [121] and Aseem et al. [57]. The latter demonstrated 
experimentally the hysteresis behavior for Cs/Sr/La2O3 and Na2WO4-Mn/SiO2 
powder catalysts, which extends the high conversion over a range of inlet 
temperatures. In a recent study, Sarsani et al. [63] report the utilization of thermal 
effects and bifurcation behavior to operate an OCM reactor autothermally. They 
used bifurcation analysis on simplified kinetic and reactor models to explain 
experimentally observed ignition/extinction behavior for different catalysts and 
reactor geometries. The paper demonstrates, for the first time, that it is possible to 
operate an OCM reactor autothermally with ambient feed temperatures. Sarsani et 
al. [63] furthermore discuss the role of heat backmixing in a quantitative manner, 
showing how it can be used to reduce feed temperatures for OCM. A recent review 
by Balakotaiah and West [102] presented an overview of the bifurcations and the 
impact of various design and operating conditions on the yield and selectivity for 




partial oxidation reactors both on laboratory and commercial scale. The authors gave 
a set of simple criteria that allow to predict ignition/extinction behavior. It is 
stressed that understanding the various bifurcations is essential for evaluating 
different oxidation catalysts, designing experiments, and scaling up or optimizing 
catalytic partial oxidation processes. Sun et al. [58] presented a detailed bifurcation 
analysis of oxidative coupling of methane in the gas phase using a simplified 
reaction network with global kinetics in three ideal adiabatic reactor models: a plug 
flow reactor (PFR), a continuously stirred tank reactor (CSTR) and a so-called 
lumped thermal reactor (LTR) model. The latter represents the ideal case with zero 
backmixing (cfr. PFR behavior) for species and perfect thermal backmixing (cfr. 
CSTR behavior). Recently the same study was performed by Vandewalle et al. [122] 
but using a detailed microkinetic model.  This is the topic of Chapter 3 of this thesis, 
but Figure 2-12 (which is the same as Figure 3-6) already shows a sneak peek to the 
results. A more detailed interpretation of this figure can be found in §3.3.2.   
No hysteresis was observed in the adiabatic PFR because there is no mixing in the 
flow direction, and therefore a high inlet temperature and space time are required 
to reach the operating regime for OCM. It was found that the highest yield of 
intermediate products such as ethylene or acetylene in a CSTR is much lower than 
in a PFR, but the operating regime is much larger because of hysteresis behavior 
(multiplicity of steady states). The LTR could expand the region of steady-state 
multiplicity to much lower extinction temperatures, while simultaneously leading 
to a higher selectivity to ethylene and acetylene. The maximum conversion and 
selectivity in a LTR were found to be slightly lower than those in a PFR at the same 
space time, but considering the entire space time – inlet temperature plane, the 
selectivity in a LTR could be equal to or higher than that in a PFR.  It was concluded 
that the lumped thermal reactor model is the optimal reactor for OCM without 
catalyst and the best operating point to obtain high ethylene yield is on the ignited 
branch close to the extinction point, both when using the inlet temperature or the 
space time as the bifurcation variable. Similar results were also found by Sun et al. 
[58], but using global kinetics. Vandewalle et al. [122] included heterogeneous 
chemistry in their bifurcation analysis. They found that, for catalytic OCM compared 




to OCM without catalyst, the range for autothermal operation is much broader and 
it is much easier to find feasible operating conditions allowing autothermal 
operation at ambient inlet temperatures. The work indicates that the best OCM 
catalysts are the most active ones, as they facilitate autothermal operation, as was 
also shown by Sarsani et al. [63]. By operating a LTR on the ignited branch at ambient 
inlet temperature of 300 K, methane-to-oxygen ratio CH4:O2 = 4, space time 
𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  =  0.005 s, bulk density of Sr/La2O3 = 1000 kgc/m3 and pressure p = 1 
bar, overall C2 selectivities (i.e. sum of ethane, ethylene and acetylene selectivity) of 
67 % and methane conversions as high as 33 % were simulated. 
The practical realization of a lumped thermal reactor requires an opposite behavior 
for mass and heat dispersion. Indeed, perfect mixing for energy needs to be 
combined with a nearly non-existing mass dispersion. In most existing reactor 
concepts however, heat and mass transfer and mixing are closely related and 
decoupling them is difficult. One possibility is to use a high conductivity catalyst or 
support material to approximate perfect thermal backmixing while still preserving 
the limited species backmixing. 
 












Figure 2-12: Comparison of adiabatic PFR, CSTR and LTR for OCM without catalyst. (a) 
Outlet temperature, (b) CH4 conversion, (c) total C2+ selectivity, and (d) C2H4 + C2H6 
selectivity as a function of inlet temperature. Operating conditions: p = 1 bar, CH4:O2 = 
4, 𝑽 𝑭𝑽(𝑵𝑻𝑷),𝑪𝑯𝟒
𝟎⁄  = 1.25 s. 
 
  




2.4. Advanced reactor concepts for OCM 
In §2.2 and §2.3, only heat and mass transfer related topics in packed bed reactors 
have been discussed, since the majority of OCM research has been focusing on this 
reactor type. This section covers some more advanced reactor concepts. A detailed 
overview of the operating conditions, performance and cost aspects of several 
advanced reactor concepts for OCM was recently given by Cruellas et al. [64]. In the 
present overview the focus is specifically on the heat and mass transfer 
characteristics of some of the more promising reactor concepts and the attempts for 
modeling these. Table 2-4 shows an overview of the reactor types discussed below, 
and their relative amount of species backmixing and thermal backmixing compared 
to a packed bed reactor. As was indicated in §2.3.2 and will also be clear from the 
discussion below, the best performance of OCM can be obtained in a reactor that 
combines low species backmixing with good thermal mixing. 
 
Table 2-4: Overview of promising reactor concepts for oxidative coupling of methane. 
The performance in terms of species and thermal backmixing is indicated relative to a 
packed bed reactor. The maturity level and level of demonstration was adopted from 



















Shallow packed bed ++ ++ Lab scale 
Lab scale tests 
/ simulations 
Multichannel short fixed 
bed 
++ ++ Lab scale  
Lab scale tests 
/ simulations 












Gas-solid vortex reactor + ++ Lab scale 
Conceptual / 
simulations 
Foam reactor + ++ Lab scale Conceptual 
Catalytic wall reactor + + Known concept Patented 
Monolith reactor + + Known concept Lab scale tests 
Catalytic membrane reactor + + Lab scale Lab scale tests 
Fluidized bed membrane 
reactor 
- ++ 




Packed bed membrane 
reactor 
+/- +/- Lab scale 
Lab scale 
demonstration 
Circulating fluidized bed - ++ 
Well-known 
concept 
Lab scale tests 
Turbulent fluidized bed - ++ 
Well-known 
concept 
Lab scale tests 
Bubbling fluidized bed - + 
Well-known 
concept 
Lab scale tests 
 
2.4.1. Overview 
2.4.1.1. Catalytic walls and monoliths 
Instead of using a tubular packed bed, the catalyst can be coated on the tube walls 
in channels as proposed in a US Patent by Kaminsky et al. [123]. Typically, the 
geometric surface alone is not sufficient for performing catalytic reactions, so 
chemical treatment of the reactor walls or application of porous coatings is required 
to increase the specific surface area. Catalytic wall reactors suffer from problems 
related to bypass: if the gas flow rate is not adjusted properly, part of the methane 
will never be in contact with the catalytic walls. Working at higher velocities to 




enhance turbulence in the gas phase can help to reduce this problem. Also to avoid 
bypassing, the channel size can be reduced to the order of 10 to several hundreds of 
micrometers.  
The main feature of these so-called microchannel reactors is their very high surface 
area to volume ratio in the range of 10,000 – 50,000 m2/m3, compared to 100 – 1000 
m2/m3 in conventional laboratory scale packed bed reactors [124]. Microchannel 
reactors have typical channel diameters in the range of 50–1000 μm with a length 
between 20 and 100 mm. Up to 10,000 channels can be assembled in one unit. As the 
heat transfer coefficient for laminar flow, which is the typical flow condition under 
which microchannel reactors are operated, is inversely dependent on the tube 
diameter, this means that a very high heat transfer efficiency is possible in this 
reactor type. Also, compared to a packed bed reactor configuration, this setup has 
the advantage of constraining the reaction exactly at that location where also the 
heat transfer with an external coolant occurs, i.e. the tube wall. Hence, radial heat 
transfer resistance is limited, and radial temperature profiles are negligible. 
Integrated heat exchange is also possible by co- or counter-current flow of a coolant 
in some of the channels (see §2.4.2.1). Microchannel reactors usually operate in 
laminar flow conditions. The axial dispersion in the microchannels can therefore be 
predicted by the Taylor-Aris relation [125,126], given by: 





where 𝐷 is the molecular diffusion coefficient, 𝑢 the mean velocity and 𝑑𝑡 the 
channel diameter. Due to the small tube diameters, axial dispersion in microchannel 
reactors is almost non-existing [124]. The residence time distribution in these 
reactors can be described by the theoretical residence time distribution for a laminar 
flow reactor, which is narrow in comparison with a CSTR, but not perfect for OCM. 
Although the heat and mass transfer characteristics of microchannel reactor 
configurations for OCM are very attractive [127,128], there are some important 
disadvantages. First of all, scale-up of a microchannel reactor system for large scale 
ethylene production is controversial. On the one hand it is very easy as scale-up 
could be achieved by increasing the number of modules also called numbering up. 




However, on the other hand this would give problems related to uniform flow 
distribution in the parallel units which requires dedicated manifolds. Also, as 
catalyst replacement requires changing the entire module, it is very expensive [64]. 
Microchannel reactors are regarded as being suitable only for laboratory scale setups 
and perhaps smaller scale ethylene production applications. 
Closely related to catalytic wall reactors are solid monoliths [129–133]. A monolith 
reactor consists of a honeycomb structure with a large number of straight parallel 
channels of small hydraulic diameter (0.5–6 mm) through which the fluid flows [56]. 
The substrate of the monoliths can be either ceramic or metallic, the choice of which 
has a great influence on the thermal conductivity. Catalytic material is deposited on 
the substrate in the form of one or more layers with thickness in the range of 10–50 
µm for each layer. In general, catalytic monoliths have some characteristics that are 
especially attractive to methane oxidative coupling. First, if the monoliths are 
constructed of a metallic material with a high thermal conductivity, the reactor can 
be seen as adiabatic with perfect thermal backmixing so that the operation is almost 
isothermal. Reactant gas can be fed at low temperatures and is heated by the reaction 
heat that is conducted through the monolith material counter-currently to the mass 
flow. High thermal conductivity of the monolith substrate material is a must both to 
avoid hot spots and to avoid quenching of the process with the cold feed. Second, 
the pressure drop through a monolith is much smaller than through a packed bed 
reactor with an equivalent amount of catalyst. Third, they provide smaller diffusion 
resistance and better mass and heat transfer compared to packed bed reactors 
[134,135]. In their patent, Leyshon and Bader [136] suggested to use a very thin bed, 
not deeper than 8 inch. For large-scale units the aspect ratio of the reactor would 
therefore be very large. However, the negligible pressure drop and the avoiding of 
a reactor coolant turn it into an interesting concept.  
Shell has patented a flat catalyst bed with a low ratio L/D of the catalyst bed length 
L to the catalyst bed diameter D, showing that this type of reactor is suitable to 
achieve sufficient thermal backmixing for accomplishing steady-state multiplicity 
[137]. More recently, thin bed reactors with small particles and shallow packed beds 
with larger particles were also proposed by Balakotaiah et al. [138] as some of the 




most promising autothermal reactor designs for catalytic OCM.  A similar concept 
was also applied for the multichannel short fixed bed adiabatic reactor, patented by 
SABIC [139], which consists of a number of short channels filled with small catalyst 
particles, embedded in a high-conductivity reactor body. 
A high effective thermal conductivity can also be obtained using metallic foams as 
supports for structured catalysts, as studied by Tronconi and co-workers [140–143]. 
Although application of this reactor type for OCM has not been reported in 
literature, metal foams benefit from large exchange areas per volume and a very high 
thermal conductivity, which would make them a suitable reactor choice for OCM. 
Sollier et al. [130] recently evaluated several structured catalysts (monoliths and 
foams) as substrates for different Sr/La2O3 formulations. They concluded that a 
cordierite monolith washcoated with Sr (5 wt.%)/La2O3 was the best option, among 
the catalysts studied, because of its significant C2 yield and high mechanical stability. 
They also found that this structured catalyst was more active than the powder one, 
and that C2 yield progressively increased from 18.0 % to 22.5 % during 70 h of on-
stream time at 1073 K. In a follow-up paper [144], Sollier et al. showed that this 
improved catalytic behavior of the monolithic catalyst compared to the powder is 
not only due to chemical interactions between the catalytic film and cordierite 
material, but also physical factors are in play. They suggested that the monolithic 
structure can impact the catalytic behavior through an improved flow distribution 
and probably better mass transfer. The honeycomb structure provides a more 
homogeneous gaseous flow as compared to the powder catalyst, which results in a 
better contact between reactant and catalyst surface, which in turn results in an 
increase of the overall reaction rate. 
Recently, Gu and Balakotaiah [56] studied the impact of heat and mass dispersion, 
thermal effects (adiabatic temperature rise or use of different inlet concentrations) 
and heat losses from the reactor on the scale-up of monolith reactors. They found 
that similar performance under identical space velocity in lab-scale and full-scale 
reactors is only possible under ideal conditions such as isothermal or adiabatic 
operation with negligible heat and mass dispersion (i.e. plug flow conditions) and 




small adiabatic temperature rise. When thermal effects are significant (or adiabatic 
temperature rise is large) and heat and mass transfer and dispersion effects are not 
negligible, the ignition/extinction behavior of the lab-scale and full-scale systems 
can be qualitatively different and similarity may not exist. Furthermore, when 
laboratory-scale data is used for kinetic parameter estimation, failure to consider 
these heat and mass transfer effects in the reactor model can lead to false, transport-
dependent kinetic parameters and inaccurate prediction of reactor performances 
when using these kinetic parameters for scale-up. Although Gu and Balakotaiah [56] 
focus their analysis, simulations, and analytical results on the scale-up of monolith 
reactors, the scale-up principles and conclusions they reached may also be applied 
for packed-bed or other structured catalytic reactors such as metallic foam reactors 
and conventional packed bed reactors. 
 
2.4.1.2. Fluidized bed reactors 
Driven by the need for a good heat management, several authors have advocated 
the fluidized bed reactor as the best reactor concept for OCM [60,67], especially 
when aiming at large scale operation. High heat and mass transfer rates in gas-solid 
fluidized bed reactors are attributed to the hydrodynamics occurring in the bed. In 
gas-solid fluidized bed reactors both the gas and solids are in motion, and therefore, 
heat and mass transfer can occur as a result of both gas and solids convection. An 
overview of some mechanistic and empirical models reported in the literature to 
predict convective heat and mass transfer coefficients in gas-solid fluidized beds is 
given by Yusuf et al. [145]. In general, the heat and mass transfer efficiency in 
fluidized beds depends on the relative magnitude of the gas and particle convective 
components, which can vary according to the operating conditions. Fluidized beds 
for oxidative coupling of methane have been considered in three operating regimes 
depending on the gas velocity, i.e. bubbling [146,147], turbulent [148,149] and 
circulating fluidized beds [150,151], see Figure 2-13. 
 





Figure 2-13: Schematic representation of the three fluidized bed operating regimes 
considered for OCM: bubbling, turbulent and circulating. 
 
Bubbling fluidized beds are obtained for moderate gas velocities. A distinction is 
made between the bubble phase and the emulsion phase, with the voidage being 
highest in the bubbles. There is nearly no entrainment of particles, and a clear 
freeboard can be observed on the top of the bed. A cyclone is typically installed to 
achieve complete separation of gas and solids. The gas bubbles rise and coalesce 
along the bed height, and cause macroscale solids circulation inside the reactor. 
Because of the good solids backmixing and excellent heat transfer characteristics, 
fluidized bed operation allows to maintain the catalyst bed at essentially isothermal 
conditions [152]. This also creates the possibility for working with a cold feed and 
using the reaction heat to preheat the feed gas directly within the bed, instead of in 
a costly and potentially dangerous preheater. The highest temperature gradients are 




therefore often observed near the gas distributor. In bubbling fluidized beds, there 
are essentially three mass transfer resistances to be distinguished. Additional to the 
external mass transfer around and internal mass transfer within a catalyst particle, 
there is also a mass transfer resistance between the bubble phase and emulsion phase 
[153]. In bubbling fluidized beds, this mass transfer between bubble and emulsion 
phase often limits the overall reaction rate. Although the efficient heat removal 
allows fluidized bed reactors to be operated at relatively high methane conversions 
of practical significance, C2 selectivities obtained in the bubbling regime are often 
low because of mass transfer limitations between the bubbles and emulsion phase 
and the backmixing of gas in the emulsion phase. Therefore, C2 yields obtained in 
laboratory-scale fluidized bed reactors operated in the bubbling regime are often 
lower than in fixed beds [151,154]. Since these effects are even larger in an industrial-
scale reactor, a scale-up of bubbling fluidized beds can result in a further drop of the 
C2 yields. In this regard, it can be advantageous to increase the gas flow rate to break 
the bubbles and operate the fluidized bed reactor in the turbulent or circulating 
regime.  
In the turbulent fluidization regime the gas does not rise in bubbles but rather in 
long zigzag streaks. To avoid channeling in this regime, a good distributor design is 
needed. Because of the higher gas velocity, shorter residence times can be achieved 
which is beneficial for most OCM catalysts since secondary reactions of the C2 
products are avoided. Compared to bubbling fluidized beds, turbulent fluidized 
beds have a more diffuse and clear freeboard on top of the bed [148]. Also in this 
regime, the gas can be fed at low temperatures.  
The circulating regime is reached by further increasing the gas flow rate, so that a 
large fraction of particles is entrained with the gas leaving the reactor. This allows 
continuous addition and withdrawal of catalyst from the reaction zone, so that 
catalysts that either have a relatively short operating life or require continuous 
regeneration can be used without having to shut down the reactor at regular 
intervals [152]. After separation of the two phases outside the reactor, the solid 
catalyst is recycled at the bottom. A typical setup, often also used for the FCC 
process, is a combination of a riser on top of a turbulent fluidized bed reactor. 




Pneumatic transport in the riser is guaranteed by making its cross-sectional are 
smaller than that of the reactor, resulting in still higher gas velocities [64].  
Fluidized beds allow a wide range of gas-solids contacting modes and residence 
times through the selection of appropriate operating conditions within any one of 
the bubbling, turbulent or circulating regimes. The main disadvantage of fluidized 
bed reactors compared to multitubular packed bed reactors results from their 
relatively high investment cost and strong demands on mechanical stability of the 
catalyst, especially in the turbulent and circulating regime [67].  
Fluidized bed reactor design and scale-up is challenging and has been studied for 
over 50 years. Kunii and Levenspiel [155] reported several cases of poor scale-up of 
fluidized bed reactors for different applications, basically because of the poor 
knowledge of the bed hydrodynamics. Since then, numerous correlations were 
published for the prediction of several bed parameters such as bubble diameter, 
minimum fluidization velocity, bubble rise velocity, bubble coalescence, breakup, 
and similar. The phenomenological models developed by Kunii and Levenspiel 
[155] and Kato and Wen [156], use some simplified assumptions, such as steady-
state plug flow or well-mixed flow in the emulsion phase of a bubbling bed. The 
latter model was used by Pannek and Mlezcko [157] in combination with two 
separate kinetic models for the gas phase and heterogeneous chemistry to predict 
the performance of a laboratory-scale fluidized bed reactor for OCM. Methane 
conversion and C2 selectivity was predicted within an accuracy of 20 % in a wide 
range of operating conditions. The simulations also indicated that the mass transfer 
limitation between the bubble phase and emulsion phase significantly affected the 
reaction pathways and C2 selectivity. However, because of the simplified 
assumptions in the phenomenological Kato and Wen [156] model, bed properties 
cannot be investigated in the lateral direction, which is particularly important for 
scale-up. Also, these phenomenological models need to use correlations for 
predicting the heat and mass transfer coefficients between the bubble and emulsion 
phases. As shown by Patil et al. [158] some assumptions in the phenomenological 
models for derivation of these correlations are not reliable. Application of a more 
robust numerical method without these simplified assumptions is therefore 




required. Salehi et al. [159] and Jaso et al. [11] successfully applied computational 
fluid dynamics to simulate the effect of operating conditions, feed policy and reactor 
geometry on the performance of the oxidative coupling of methane (OCM) reactor. 
Similar to Pannek and Mlezcko [157], they used the catalytic reaction mechanism by 
Stansch et al. [7] in combination with a reduced kinetic model in the gas phase. 
However, in agreement with most of the experimental investigations with the 
fluidized bed reactor concept for OCM, none of the numerical studies can show C2 
yields higher than 20 % in a fluidized bed reactor. Hence a similar restriction holds 
as in the case of a fixed bed reactor. 
 
2.4.1.3. Membrane reactors 
A lot of OCM research has been focusing on the membrane reactor technology [8–
10,160–169]. The idea behind a membrane reactor is to allow very small amounts of 
oxygen to pass continuously through the membrane into the reaction zone in order 
to activate methane gradually and limit undesired combustion reactions. It has 
theoretically been shown that this could provide C2 yields well over 30% yield [11]. 
Apart from the advantages related to C2 selectivity, membrane reactors are also 
interesting from a heat management point of view. The distributed oxygen feed 
results in a distribution of the exothermic reaction over the entire reactor, so that the 
heat release is also more distributed and becomes easier to handle. Furthermore, the 
oxygen-depleted air can serve as a heat carrier, removing part of the heat produced 
during the exothermic process [170]. Several possible reactor configurations with 
membranes have been considered for OCM, including packed bed membrane 
reactors, catalytic membrane reactors and fluidized bed membrane reactors. 






Figure 2-14: Possible configurations for a packed bed membrane reactor. 
 
A schematic of a packed bed membrane reactor is shown in Figure 2-14. Basically, a 
packed bed is surrounded by a selective membrane that controls the oxygen feed to 
the bed. Alternatively, the packed bed can be placed inside the annular space instead 
of in the center of the reactor. Apart from controlling the oxygen feed policy, the 
membrane can also achieve the separation of oxygen from air, hereby avoiding the 
extra cost of installing an air separation unit. Despite the promises for higher C2 
yields, this reactor configuration is little interesting from a practical point of view as 
it still comes with the typical problems of packed bed reactors, namely the difficult 
temperature control in the catalyst bed. Intraparticle diffusion limitations can also 
influence the performance of a packed bed membrane reactor, as investigated by van 
Sint Annaland et al. [166].  Furthermore, the membranes introduce additional 
challenges related to back-permeation, permeability at high temperatures and 
pressure drop over the membrane. In a catalytic membrane reactor, the bed is 
omitted and the catalyst is coated on the membrane instead. Compared to packed 
bed membrane reactors, better temperature control can be achieved and problems 
related to pressure drop are reduced. While the controlled oxygen feed should result 
in higher C2 selectivities, the C2 yields are limited because of mass transfer 




limitations between the membrane and the gas and bypass of the reactive gases 
[64,160,162].  
Because the distributed oxygen feed enters the methane-rich region in the radial 
direction, radial effects become crucial for the overall performance of a membrane 
reactor for OCM. Also when modeling such a membrane reactor, it is important to 
include radial concentration and temperature profiles, since using a one-
dimensional axial model for this case could result in a huge overestimation of the 
methane conversion. This was also shown by Godini et al. [10], who developed a 
two-dimensional reactor model including radial heat and mass transfer for a packed 
bed membrane reactor for OCM. Comparison with experimental data confirmed the 
improved performance of this model compared to the one-dimensional model for 
predicting the experimental temperature and concentration trends. 
A fluidized bed membrane reactor combines the advantages of membranes and 
fluidized bed reactors, and is therefore probably the only membrane technology of 
practical significance for OCM. A schematic is shown in Figure 2-15 [171]. Low 
oxygen concentrations and feeding policy are combined with good heat and mass 
transfer characteristics. Possible problems with fluidized bed membrane reactors are 
mechanical stability of both the membrane and the catalyst particles. Although 
already proposed for other applications, Jaso et al. [11] were the first to introduce a 
fluidized bed membrane reactor concept for OCM. They investigated its 
applicability via CFD simulations while comparing its performance with a classical 
fluidized bed reactor. In their setup membrane tubes were immersed in the fluidized 
bed either from the bottom or from the top. Although the absolute values of the 
yields obtained in their proof-of-concept simulations were not higher than 20 %, they 
reported a yield improvement of 37 % when using immersed membranes from the 
top in the fluidized bed compared to a conventional fluidized bed reactor. A crucial 
aspect missing in the simulations of Jaso et al. [11], is the calculation of the 
temperature distribution.  They did not include an energy balance equation in their 
CFD simulations, as they assumed that the heat transfer in the bubbling fluidized 
bed would be perfect enough to achieve isothermicity. Hence, they are unable to 
detect potential hot spots. 





Figure 2-15: A fluidized bed membrane reactor with immersed membrane tubes from 
the top of the reactor. 
 
2.4.1.4. Others 
In all previous sections, it was assumed that the catalyst is present in the solid state. 
However, it is also possible to use catalysts with a melting temperature lower than 
the reaction temperature (<1073 K), in the form of molten salts. This is for example 
the case for lithium carbonates [172,173]. Bubble column reactors are the preferred 
type of multiphase reactors for these gas-liquid systems. In the same way as with 
fluidized bed reactors, gas enters at the bottom of the reactor and flows through the 
molten salt medium in the form of bubbles. As reaction only occurs at the interface 
between the reactant gas and the liquid catalyst, mass transfer limitations again play 
a critical role. The contacting between the phases is often promoted by using inert 
packing, trays similar to those used in distillation columns, spargers, stirrers, 
nozzles etc. As the bubbles create internal flow inside the liquid catalyst phase, a 
homogeneous temperature can be obtained, hence avoiding the risk for hot spots. 




Although bubble columns seem promising in terms of their heat and mass transfer 
characteristics, there are currently no proven technologies for molten salts 
appropriate for OCM and working at high temperature.  
The Laboratory for Chemical Technology recently proposed a gas-solid vortex 
reactor (GSVR) as a promising reactor technology for OCM. In a gas-solid vortex 
reactor in a static geometry, gas is injected tangentially via a number of inlet slots, 
see Figure 2-16. The swirling gas transfers its momentum to the particles in the 
reactor chamber, which in turn start rotating. A fluidized state is obtained when the 
drag force exerted by the gas balances the apparent weight of the particles in the 
centrifugal force field. In contrast to the gravitational fluidized beds discussed 
above, higher gas throughput, lower residence time, more uniform beds, higher slip 
velocities and hence better heat and mass transfer can be achieved in this reactor 
type. For this reason, several authors have selected the GSVR as an excellent 
candidate for process intensification [174–177]. As the reactor can combine short 
residence times and narrow residence time distributions with optimal heat transfer 
characteristics, it is a promising technology for OCM. 
 
 
Figure 2-16: Gas-solid vortex reactor (GSVR) in a static geometry. 




2.4.2. Heat management 
In the above overview, only minor differences in terms of maximum achievable C2 
yields can be observed among the different reactor concepts for OCM. Selection of a 
reactor technology for the highly exothermic OCM process, is therefore often based 
on the compatibility with an adequate heat management system. A distinction needs 
to be made between two main options for heat management: physically via heat 
exchange with a coolant, or chemically via combination with an endothermic 
process. 
2.4.2.1. Heat exchanger configurations 
In packed bed reactors, there are not a lot of options for external cooling. Either the 
cooling is applied via the wall in a shell-and-tube configuration [60], which imposes 
limitations on the reactor tube diameter, or the reactor needs to be split into multiple 
adiabatic stages, with interstage cooling and oxygen feed [178,179]. Another option 
is to integrate high-performance heat exchangers into a packed-bed reactor, as 
disclosed in a recent patent application by Siluria Technologies [180]. 
In microchannel reactors, temperature control can be achieved more easily by co- or 
counter-current flow of a coolant in some of the channels, as studied by Tezcan and 
Avci [181]. Their system is composed of parallel cooling and reaction channels that 
are separated by solid walls, as shown in Figure 2-17. A parametric study in which 
they varied coolant temperature, coolant mass flow rate, wall material and wall 
thickness was performed to explore the possibility of improving the OCM 
performance by heat management. A better distribution of the exothermic heat of 
the OCM reaction over the channel could be achieved using a reactor material with 
high thermal conductivity. In this way, temperature peaks could be avoided, 
resulting in flattening of the temperature profile and enhanced methane conversion 
and C2 yields. The effect of the wall thickness was found to be twofold: on the one 
hand a thicker wall results in an average temperature increase because of increased 
heat transfer resistance between cooling and reaction channels, while on the other 
hand axial wall conduction becomes more important for thicker walls resulting in a 
better heat distribution and flatter temperature profile. 





Figure 2-17: Heat exchange integrated microchannel reactor system [181]. 
 
A similar type of heat management is possible in monoliths. As discussed briefly in 
§2.4.1.1, high conductivity reactor materials can transport the reaction heat counter-
currently to the mass flow, allowing adiabatic operation with a quasi-isothermal 
temperature in the reactor.  
In membrane reactors, external cooling is usually also applied via the tube wall 
[64,160–162,168,169]. Heat management in packed bed membrane reactors is 
comparable to that in conventional packed bed reactors, while temperature control 
is somewhat better in catalytic membrane reactors, i.e. without the packed bed but 
with the catalyst coated on the membrane. 
Reverse flow operation could be a relatively cheap solution to avoid the formation 
of hot spots and allow autothermal operation in a packed bed OCM reactor [138,182]. 
Recuperative heat transfer, whereby the reactants are heated while cooling the 
products, can be integrated inside the reverse flow reactor and furthermore the long-
term activity of the catalyst can be improved by periodic switching of the flow 
direction. However, reverse flow reactors require a very accurate control of the cycle 




times to regulate the temperature in the reactor and are therefore more suitable for 
slower processes with a lower adiabatic temperature rise than OCM [138]. 
Heat management is by far the most efficient in fluidized bed type reactors. Not only 
does the good gas-solid mixing result in excellent thermal mixing and pseudo-
isothermal conditions, in circulating fluidized beds it is even possible to apply 
external cooling of the solid catalyst. This is impossible for any other reactor 
configuration, but as stated previously the broad residence time distributions due to 
species backmixing in fluidized bed reactors result in low C2 selectivities. 
 
2.4.2.2. Chemical cooling 
As an alternative, reactive cooling can be used to control the temperature in the 
OCM reactor. This is for example the case in Siluria’s demo plant, see Figure 2-18 
[183]. 
 
Figure 2-18: Siluria's OCM reactor [183]. 
 
The reactor is split in two stages, the first being a packed bed reactor where the 
exothermic conversion of methane into ethane and ethylene takes place, and the 




second a gas phase reactor in which the endothermic conversion of the produced 
ethane into more ethylene is performed. There is a possibility to control the 
temperature by chemical cooling via ethane injection, hence promoting the 
endothermic dehydrogenation reaction: 
 
C2H6 → C2H4 + H2            ΔrH
0 = −136.5 kJ mol−1 (2-83) 
Of course, ethane dehydrogenation could also be incorporated into a single OCM 
reactor, instead of in a separate unit. Comparing the reaction heat for ethane 
dehydrogenation with the heat produced during ethane formation, it is clear that 
the endothermic heat removal cannot counterbalance the exothermic heat 
production. Additional ethane therefore needs to be introduced from an external 
source.  
Instead of ethane dehydrogenation, Tiemersma et al. [184] proposed to integrate 
oxidative coupling of methane with the endothermic steam reforming of methane 
(SRM). 
 
CH4 + H2O ⇌ CO + 3H2            ΔrH
0 = 206 kJ mol−1 (2-84) 
 
C2H4 + 2H2O ⇌ 2CO + 4H2         ΔrH
0 = 210 kJ mol−1 (2-85) 
The motivation is mainly to improve methane conversion to avoid recycling, while 
simultaneously producing both synthesis gas and hydrocarbons from natural gas. 
Tiemersma et al. distinguished between two options for accomplishing the 
autothermal operation: full coupling and thermal coupling. In the first option, a 
single bifunctional catalyst is in which the catalytic functions for OCM and SRM are 
integrated. Heat integration between the two processes is optimal in this case, but 
care has to be taken not to convert the valuable C2H4 reaction product of OCM on 
the SRM catalyst. In the second option, C2H4 is separated from the OCM product 
stream prior to feeding it into the SRM reactor compartment. Heat integration in this 
case remains challenging. Tiemersma et al. [184] have chosen the second option as 
the best, being the thermal coupling. They used a fixed bed reverse flow membrane 
reactor for the exothermic OCM, which is immersed in a fluidized bed reactor where 




the endothermic SRM reactions are carried out, consuming the reaction heat of OCM 
while producing synthesis gas. 
 
2.4.2.3. Process integration and economics 
Of course, apart from reactor design, reactor integration into the overall process and 
the process economics are important. Despite the increasing interest in OCM, limited 
techno-economic studies are available in literature. Godini et al. [185] performed a 
techno-economic analysis of an integrated process that combines OCM and dry 
reforming of methane (DRM). Integration of OCM and DRM is an interesting 
concept, providing an opportunity to use the undesired CO2 generated during OCM 
for reforming unreacted methane. As DRM is endothermic, integration with OCM 
also creates some heat integration possibilities. Godini et al. [185] found that it is 
possible to convert 90 % of the generated CO2 and 30 % of the unreacted methane 
into valuable syngas. Salkuyeh et al. [186] later developed and analysed a 
polygeneration process that combines ethylene and electricity production with zero 
CO2 emissions. They used chemical looping combustion (CLC) for the energy 
recovery in the power generation plant. The latter two authors agree that, under 
current market conditions and because of the poor selectivity and conversion of 
typical OCM reactors, it is not worth recycling the unreacted gas to the reactor or 
increasing the reactor conversion by lowering the gas to oxygen ratio. 
Spallina et al. [5] performed a techno-economic analysis of different routes for olefins 
production via OCM. They found that one of the most relevant costs in an OCM 
plant is the cost of refrigeration, mostly in the de-methanizer, due to the high amount 
of unconverted methane and low concentration of C2 components. The large thermal 
input and high electricity consumption furthermore reduce the competitiveness of 
classic OCM technologies. An increase in the C2 yields and a better heat 
management, via catalyst and/or reactor design, are therefore crucial aspects to 
improve the techno-economic competitiveness of OCM. Nevertheless, Spallina et al. 
[5] concluded that at medium or low cost natural gas prices, as is the case in Saudi 




Arabia and part of the US, OCM may become competitive or even more 
advantageous than conventional naphtha cracking. 
 
2.5. Conclusions 
While OCM is regarded as the most promising direct route for converting methane 
to higher hydrocarbons, the C2 yields are today too low for the process to be 
competitive with steam cracking. Research on catalyst development is numerous but 
so far has led to no major breakthrough to improve C2 yields beyond lab-scale. One 
of the reasons is that next to the catalyst aspects reactor design is of crucial 
importance. Reactor engineering, in particular understanding the role of heat and 
mass transfer phenomena, is crucial for the design of novel reactor technologies for 
OCM.  
Today, pseudo-homogeneous reactor models are still widely used to design packed 
bed reactors because more detailed CFD-based methods are computationally too 
expensive. Essential in this context is assessing the validity of the pseudo-
homogeneous assumption using criteria that evaluate the importance of internal and 
external heat and mass transfer resistances. For OCM, internal mass transfer 
limitations are irreducible, even when the Weisz-Prater criterion says otherwise. The 
reason is the presence of reactive intermediates in the catalyst pores. Today there is 
no consensus of what the effect of these diffusion limitations on C2 yields actually is: 
for some catalysts higher C2 yields are reported when diffusion limitations exist, 
while for other catalysts these resistances have been reported to be detrimental for 
the C2 yields. Nevertheless, for an accurate description of the performance of any 
OCM reactor with catalyst pellets of a relevant size, pellet scale concentration 
gradients should be explicitly considered in the model. As this may introduce a 
drastic increase in computational cost, a tradeoff should be made depending on the 
required accuracy. Alternatively, a simplified reactor model – in terms of the 
characteristic numbers 𝐷𝑎𝐼𝐼,𝑐, 𝐷𝑎𝐼𝐼,𝑐𝑔,𝐷𝑎𝐼; the pseudo-steady state concentration 





𝑆𝑆,𝑐; and geometric parameters Γ𝑣, Γ𝐷 – can be used to assess the importance of 
pellet-scale gradients in the CH3 radical concentration.  
Because of the strong exothermicity of the process, thermal effects and path 
dependence, i.e., how a steady state is reached, are important in any OCM reactor. 
By exploiting these effects, it is possible to design reactor technologies in which high 
C2 yields can be obtained while still being able to control the extreme heat release. 
From bifurcation analyses it follows that the key features of an ideal OCM reactor 
are high effective thermal conductivity and a narrow residence time distribution. 
The latter, i.e., plug flow behavior, is necessary to control and maximize the 
selectivity towards the intermediate products ethane and ethylene. High effective 
thermal conductivity creates the opportunity to exploit the bifurcation behavior and 
operate an OCM reactor autothermally, in this way utilizing the reaction heat in the 
best possible way. These are also the characteristics that the most promising 
advanced reactor types for OCM have in common. Microchannel reactors, foam 
reactors and vortex reactors are all able to combine good thermal backmixing with 
limited species backmixing. New reactor designs for OCM need to focus on 
optimizing these features, which brings industrial scale and economically viable 
ethylene production using OCM within reach. 
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Ignition and extinction in ideal 
adiabatic reactors 
 
Understanding ignition and extinction behavior is of crucial importance for OCM. 
The bifurcation behavior of OCM is investigated while considering both 
homogeneous gas phase reactions and heterogeneous catalytic reactions using a 
detailed microkinetic model. Three ideal adiabatic reactor models are considered: a 
plug flow reactor (PFR), a continuously stirred tank reactor (CSTR) and a lumped 
thermal reactor (LTR) model. The latter represents the limiting case with no species 
backmixing (cf. PFR behavior) and perfect thermal backmixing (cf. CSTR behavior). 
The bifurcation behavior in these reactor types is compared with a focus on methane 
conversion, C2 yields and their dependence on operating conditions such as inlet 
composition, inlet temperature and space time. Among the three investigated 
reactor types, a LTR shows the highest product yields and the lowest extinction 
temperatures, which allows autothermal operation at a much lower inlet 
temperature compared to a PFR and CSTR. 
This chapter is based on the following publication: 
L.A. Vandewalle, I. Lengyel, D.H. West, K.M. Van Geem, G.B. Marin, Catalyst 
ignition and extinction: A microkinetics-based bifurcation study of adiabatic 
reactors for oxidative coupling of methane, Chem. Eng. Sci. 199 (2019) 635–651.  





Oxidative coupling of methane (OCM) is an extremely exothermic process. 
Depending on the methane-to-oxygen (CH4:O2) ratio in the feed, adiabatic 
temperature rises from 300 to 1500 K have been reported for OCM, resulting in a 
very high value for the Zeldovich number (>90) [1]. This indicates the importance of 
a good heat management system. Ideally one would like to use the reaction heat to 
heat the reactor contents to the desired operating temperature, without the need for 
preheating the feed. In this respect, a full understanding of the ignition and 
extinction behavior is a requirement for designing a new OCM reactor and 
associated temperature control system. 
Ignition/extinction behavior in OCM reactors has recently gained more interest in 
the OCM research community as it opens paths to better heat management of OCM 
reactors. Annapragada and Gulari [2] were the first to confirm the existence of 
hysteresis behavior for OCM. Other experimental studies in which multiplicity of 
steady states and hysteresis were observed include the work of Lee et al. [3], Noon 
et al. [4], Wang et al. [5] and Aseem et al. [6]. In the latter paper, the hysteresis 
behavior for Cs/Sr/La2O3 and Na2WO4-Mn/SiO2 powder catalysts, which extends 
the high conversion over a range of inlet temperatures, was demonstrated 
experimentally for the first time. In a recent study, Sarsani et al. [7] report the 
utilization of thermal effects and bifurcation behavior to operate an OCM reactor 
autothermally. They used bifurcation analysis on simplified kinetic and reactor 
models to explain experimentally observed ignition/extinction behavior for 
different catalysts and reactor geometries. The paper demonstrates, for the first time, 
that it is possible to operate an OCM reactor autothermally with ambient feed 
temperatures. A recent review by Balakotaiah and West [8] presented an overview 
of the bifurcations and the impact of various design and operating conditions on the 
yield and selectivity for partial oxidation reactors both on laboratory and 
commercial scale. The authors gave a set of simple criteria that allow to predict 
ignition/extinction behavior. It is stressed that knowledge of the various 




bifurcations is essential for evaluating different oxidation catalysts, designing 
experiments, and scaling up or optimizing catalytic partial oxidation processes. 
A recent paper by Sun et al. [1] presented a detailed bifurcation analysis of oxidative 
coupling of methane in the gas phase using a simplified reaction network with 
global kinetics in three ideal adiabatic reactor models: a plug flow reactor (PFR), a 
continuously stirred tank reactor (CSTR) and a so-called lumped thermal reactor 
(LTR) model. The latter represents the ideal case with zero backmixing (cf. PFR 
behavior) for species and perfect thermal backmixing (cf. CSTR behavior). No 
hysteresis was observed in the adiabatic PFR because there is no mixing in the flow 
direction, and therefore high inlet temperature and space time are required to reach 
the operating regime for OCM. The authors found that the highest yield of 
intermediate products such as ethylene or acetylene in a CSTR is much lower than 
in a PFR, but the operating window is much larger because of hysteresis behavior 
(multiplicity of steady states). Furthermore, the LTR could expand the region of 
steady-state multiplicity to lower extinction temperatures, while also leading to 
higher selectivity to ethylene and acetylene. It was concluded that the LTR is the 
optimal reactor for OCM without catalyst and the best operating point to obtain high 
ethylene yield is on the ignited branch close to the extinction point, both when using 
the inlet temperature or the space time as the bifurcation variable. 
The abovementioned numerical bifurcation studies of OCM only consider gas phase 
kinetics and furthermore assume very simple, global kinetic mechanisms with no 
more than 10 reactions. This is however in sharp contrast with the number of 
microkinetic models available for both gas phase and heterogeneously catalyzed 
methane oxidative coupling. Well-developed and validated gas phase kinetic 
mechanisms are developed for example by Zanthoff and Baerns [9], Chen et al. 
[10,11] and Metcalfe et al. [12]. For catalytic OCM relevant literature includes the 
work of Couwenberg et al. [13,14], Kechagiopoulos et al. [15] and Alexiadis et al. 
[16]. 
As discussed by Lengyel and West [17], detailed kinetic models are more suitable 
for extrapolation, and hence more reliable than global mechanisms which are only 




valid for a specific range of interest. Furthermore, detailed microkinetic models 
ensure thermodynamic consistency, which is often lacking in global simplified 
kinetic models. Numerical instabilities and stiffness are believed to be the main 
reason for not considering detailed chemistry in bifurcation analyses, but these can 
be tackled by scaling of variables or selection of an accurate method for obtaining a 
numerical approximation of the Jacobian. Simplified mechanisms may differ in 
performance and dynamical behavior for the same set of reactants, making them less 
accurate compared to detailed kinetic mechanisms for studying oscillations, multi-
stability and dynamical behavior by means of a bifurcation analysis. For example, 
global kinetic mechanisms may have difficulties to distinguish between cool- and 
hot-flame regions which may give guidance for reactor design and operation of 
oxidation processes. 
Although it is generally accepted that gas phase chemistry becomes significant for 
OCM when the temperature is higher than 973 K, the bifurcation behavior for 
catalytic OCM cannot be quantified by only considering gas phase chemistry. OCM 
is a complex process in which catalytic and gas phase reactions interact with each 
other. The lack of bifurcation studies that include both gas phase as well as catalytic 
reaction steps using a detailed mechanistic approach is therefore the main 
motivation for this work. A detailed bifurcation analysis of catalytic OCM is 
performed and compared with OCM without catalyst, using detailed microkinetic 
mechanisms [15–17] for both the gas phase and surface chemistry. First the 
numerical methodology is explained, including some details about the kinetic 
mechanisms and reactor models (CSTR, PFR, LTR). A bifurcation analysis for gas 
phase OCM is then performed using a detailed kinetic mechanism consisting of 317 
reactions between 57 species [17]. In the next section, the same kinetic mechanism is 
used in combination with a microkinetic surface reaction network consisting of 26 
reactions in order to study the bifurcation behavior for catalytic OCM [15,16], as 
discussed in Appendix B. The results from both sections are compared with a focus 
on methane conversion, C2 yields and their dependence on operating conditions 
such as feed composition, inlet temperature, space time and reactor type. A 
summary of the results is given in the final section. 





3.2.1. Reactor models 
Three ideal adiabatic pseudo-homogeneous reactor models are considered: plug 
flow reactor (PFR), continuously-stirred tank reactor (CSTR) and lumped thermal 
reactor (LTR) models. Although it is generally accepted that diffusion limitations 
have a significant influence on the performance of an OCM reactor [13], they are not 
accounted for in the pseudo-homogeneous model equations. 
The first model corresponds to the ideal case when both species and thermal 
backmixing are zero, the second model assumes both species and thermal 
backmixing to be perfect, and the third reactor model assumes perfect thermal 
backmixing and zero backmixing for species. The species and energy balance 



































= ?̇?𝑖𝑛𝑌𝑘,𝑖𝑛 − ?̇?𝑜𝑢𝑡𝑌𝑘 + 𝑉(𝑅𝑔,𝑘 + 𝑎𝑐𝜌𝐵𝑅𝑐,𝑘)𝑀𝑘 (3-5) 












































@𝑧 = 0:       𝑌𝑘 = 𝑌𝑘,𝑖𝑛 (3-10) 
 












In the steady state the mass flow rate is identical at the in- and outlet, i.e. ?̇?𝑖𝑛 =
?̇?𝑜𝑢𝑡 = ?̇?. Eqn. (3-9) is obtained by substitution of the temperature dependence of 





Apart from the above conservation equations for energy and species, the coverages 







In the CSTR model these are explicitly taken into account. Since the PFR and LTR 
models are already assuming a steady state and don’t include time as independent 




variable, eqn. (3-12) is not explicitly considered for the PFR and LTR, but is instead 
assumed to be in steady state.  
The bifurcation analysis is performed by solving the above model equations using 
the continuation and bifurcation software package AUTO-07P [18]. AUTO-07P is 
one of the most widely used open-source bifurcation analysis tools in multiple 
scientific and engineering application areas including physics, chemistry, biology 
and economy. It has an extensive set of features, including detection and 
continuation of folds, i.e., saddle-node bifurcations, and Hopf bifurcations, and was 
mainly developed to analyze systems with a small number of scaled variables. 
Recently, Lengyel and West [17] have published some guidelines that can be used to 
extend AUTO-07P for large-scale systems. 
In this work AUTO-07P is used for the bifurcation analysis and coupled to Cantera 
[19] as mechanism interpreter. Using a mechanism interpreter ensures the general 
applicability of the computational model to many other (catalytic) processes: by only 
adjusting one line in the code, any other kinetic network in a Cantera-compatible (or 
Chemkin) format can be used as an input to the bifurcation analysis. The combined 
performance and limitations of AUTO-07P and Cantera were also discussed by 
Lengyel and West [17]. As AUTO-07P requires definition of the model equations in 
a Fortran-90 subroutine, an interface is implemented, that allows to use Cantera’s 
C++ functions and classes in the Fortran-90 subroutine needed by AUTO-07P. Using 
this interface, it is possible to directly use Cantera’s IdealGasReactor model for 
the CSTR. The interface also allows to use Cantera’s built-in CVODE integrator, 
which performs better than AUTO-07P’s numerical integrator, to obtain a good 
starting point for the simulations. This was also explained by Lengyel and West [17], 
who compiled the LSODE numerical integrator into their code for the same purpose. 
The PFR and LTR model are implemented in a C++ file and consequently linked to 
the AUTO-07P subroutine using the same interface. 
When Cantera and AUTO-07P are combined, it is not possible to use an analytical 
Jacobian so a numerical Jacobian needs to be calculated. By default, AUTO-07P 
chooses the step size for the calculation of the numerical Jacobian based on the 




maximum absolute value of all variables. This works well when the model variables 
don’t differ by more than three orders of magnitude, but fails when the difference is 
greater than that. Following the guidelines by Lengyel and West [17], a separate 
relative step size for each variable is used in this work to calculate the numerical 
Jacobian. No log-scaling of the variables is performed. 
The bifurcation analysis can be performed using the following bifurcation 
parameters: 
▪ Inlet temperature, 𝑇𝑖𝑛 [K] 
▪ Inlet CH4:O2 ratio [-] 
▪ Dilution, i.e., mole fraction of N2 inert [%] 
▪ Pressure, 𝑝 [Pa] 
▪ Gas-based space time, 𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄ , expressed in units [s] 
▪ Ratio of catalyst-based space time to the gas-based space time, i.e., the bulk 
density 𝜌𝐵 = 𝑚𝑐 𝑉⁄  
For the conversion between the catalyst surface area and space time, it is assumed 
that the specific internal surface area, 𝑎𝑐, of the catalyst is equal to 2500 m2 kg-1 
[15,16]. 
Note that the accumulation terms are only considered in the model equations of the 
CSTR, while the PFR and LTR are assumed in steady state. This is due to the 
requirements of the available problem types in AUTO-07P. For the CSTR, the ODE 
problem type needs to be used, which includes detection and continuation of folds, 
branch points, period-doubling bifurcations and Hopf bifurcations. For the PFR and 
LTR models on the other hand, the BVP type is selected, for which Hopf bifurcations 
are not detected.  
 
3.2.2. Kinetic mechanisms 
In the present study, different kinetic models for OCM are considered. A reduced 
version of the AramcoMech 1.3 mechanism by Metcalfe et al. [12], consisting of 317 
reactions between 57 species is used for OCM without catalyst. It was derived from 




the original AramcoMech 1.3 mechanism by analyzing the latter for methane 
oxidation within a specific range of conditions and eliminating species below a 
certain limit [17]. 
For OCM on Sn-Li/MgO catalyst, the same gas-phase model is used in combination 
with a detailed microkinetic model for the surface chemistry developed by 
Kechagiopoulos et al. [15] and Alexiadis et al. [16]. On the catalyst surface, 
26 elementary reactions are considered, see Table 3-1. The same network can also be 
used for Sr/La2O3 and NaMnW/SiO2 catalyst, provided that the kinetic parameters 
are adjusted accordingly.  
Table 3-1: Catalytic elementary steps considered in the detailed microkinetic OCM 
models used in this work. Kinetic parameters can be found in the work of 
Kechagiopoulos et al. [15] and Alexiadis et al. [16]. 
Adsorption steps Eley-Rideal steps Surface reaction steps 
1) O2 + 2*      2O* 
2) H2O*      H2O + * 
3) CH3•  + O*      CH3O* 
4) CO + *      CO* 
5) CO2 + *     CO2* 
6) C2H4 + O*      C2H4O* 
7) HO2• + *      OH•  + O* 
 
 
8) CH4 + O*      CH3• + OH* 
9) C2H4 + O*      C2H3• + OH* 
10) C2H6 + O*      C2H5• + OH* 
11) C2H5•  + O*      C2H4 + OH* 
12) CH3O•  + O*      CH2O + OH* 
13) CH2O  + O*      CHO• + OH* 
14) CHO•  + O*      CO + OH* 
15) H2  + O*      H• + OH* 
16) H2O2  + O*      HO2• + OH* 
17) OH•  + O*      O• + OH* 
18) H2O + O*      OH• + OH* 
19) HO2• + O*      O2 + OH* 
20) 2OH*      H2O* + O* 
21) CH3O* + O*      CH2O* + OH* 
22) CH2O* + O*      HCO* + OH* 
23) CHO* + O*      CO* + OH* 
24) CO* + O*      CO2* + * 
25) C2H4O* + O*      C2H3O* + OH* 
26) C2H3O* + O*      CH2O* + HCO* 
*: surface active site 
•: gas-phase radical species  
 
The catalytic network considers methane activation on the catalyst surface by the 
dissociative adsorption of oxygen (step 1), hydrogen abstraction from methane (step 
8), and regeneration of the active site (step 20 and 2). Methyl radicals couple in the 
gas phase to form ethane, which can be dehydrogenated into ethylene. However, 
methyl radicals can also be oxidized towards undesired carbon oxides, CO and CO2. 
The latter is generated in the network through three possible reaction pathways: 




oxidation of the methyl radical followed by a series of hydrogen abstractions from 
methoxy species on the surface (steps 3, 21-24, 5), heterogeneous oxidation of 
ethylene followed by a hydrogen abstraction and C-C bond cleavage (steps 6, 25-26), 
and hydrogen abstraction from ethane and ethylene (steps 9-10) leading to radicals 
that are oxidized to CO2 in the gas phase [16]. More details on the kinetic models, 
kinetic parameters and their validation can be found in Appendix B. 
 
3.3. OCM without catalyst 
In this section, the ignition/extinction behavior of the gas phase reaction mechanism 
is analyzed for the different adiabatic reactor models. 
3.3.1. CSTR 
The bifurcation behavior of an adiabatic steady-state CSTR for OCM without 
catalyst is illustrated in Figure 3-1. The diagrams are constructed using inlet 
temperature as bifurcation parameter, at fixed space time (𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.25, 0.5, 
1.25 s), pressure (𝑝 = 1 bar) and methane-to-oxygen ratio (CH4:O2 = 4). It is well-
known that thermal backmixing leads to multiplicity of steady states and hysteresis 
[20,21]. The actual steady state can either be on the ignited branch or on the non-
ignited branch, depending on the start-up procedures and initial conditions. It has 
to be stressed that the steady-state multiplicity for OCM discussed in this work is 
solely due to thermal backmixing and is not related to chemical feedback features 
such as autocatalysis [22,23]. This has been verified by performing a bifurcation 
analysis using an isothermal CSTR model: no steady-state multiplicity was 
observed. 
From Figure 3-1a it is clear that both the inlet temperature at ignition and the 
maximum reactor temperature shift to lower values as space time increases. 
Furthermore, the hysteresis region in which multiple steady states exist (hence the 
difference between the ignition and extinction temperature) becomes broader at 
higher space times. Space times lower than 0.01 s can also result in unfolding and 
disappearance of the ignition/extinction behavior (not shown in Figure 3-1).  These 




observations provide guidelines to attain the ignited branch experimentally. The 
first possibility is to start at an inlet temperature higher than the ignition 
temperature and gradually decrease the inlet temperature while keeping the space 
time constant, until the attempted operating point (inlet temperature between 
extinction and ignition temperature) is reached. Another option is to keep both the 
inlet temperature and space time fixed at their desired values and impose electrical 
heating or a spark. Still another option is to start at a very large space time and 
gradually decrease the space time by increasing the inlet flow rate, while keeping 
the inlet temperature constant. From the above it should be clear that the start-up 
procedure and initial conditions have a determining impact on the obtained steady 
state. 
Figure 3-1b shows that the methane conversion at the extinction point roughly 
remains the same when space time is increased. The extra heat provided by higher 
inlet temperatures promotes reforming and pyrolysis reactions, explaining the 
increasing methane conversion with increasing inlet temperature, even though 
oxygen is almost completely converted (see Figure 3-1c). The total C2 selectivity is 
still increasing, because of non-oxidative coupling reactions (pyrolysis). The 
maximum C2H6 selectivity (Figure 3-1d) is obtained at an inlet temperature 20 – 
100 K lower than the ignition temperature, depending on the space time. Ignition 
coincides with a fast increase of the C2H4 selectivity (Figure 3-1e), which reaches a 
maximum on the unstable branch. The highest C2H4 selectivity in stable operation 
can be achieved on the ignited branch at the extinction point, and this maximum 
increases slightly with decreasing space time. At higher inlet temperatures, C2H2 is 
the main C2 product on the ignited branch (Figure 3-1f). For the range of conditions 
shown, the yield of C2 products (and more specifically C2H2) keeps increasing with 
increasing inlet temperature because of non-oxidative methane coupling. If the 
bifurcation diagrams would be constructed using space time as bifurcation 
parameter at a fixed inlet temperature, one would observe the formation of C2 
products to go through a maximum, giving CO and H2 as main products at very 
high space times, according to the thermodynamic equilibrium for the same 
conditions.  This can be seen in Figure 3-2. 
















Figure 3-1: Adiabatic CSTR simulations for OCM without catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) O2 conversion, (d) C2H6 selectivity, (e) C2H4 
selectivity, and (f) C2H2 selectivity as a function of inlet temperature for different space 
times. Results obtained by one-parameter continuation of the steady-state solution of 
eqns. (3-4)-(3-7). Operating conditions: p = 1 bar, CH4:O2 = 4. (: fold) 












Figure 3-2: Adiabatic CSTR simulations for OCM without catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) total C2+ selectivity as a function of space time for 
different inlet temperatures. Results obtained by one-parameter continuation of the 
steady-state solution of eqns. (3-4)-(3-7). (d) Equilibrium CH4 conversion (dashed line), 
and selectivity towards various products (full lines) for isothermal operation (excluding 
carbon/graphite formation). Operating conditions: p = 1 bar, CH4:O2 = 4. (: fold) 
 
Quantitatively, there are a lot of differences between the present work and previous 
work by Sun et al. [1]. First of all, the location of ignition and extinction points is 
different for otherwise similar conditions. Another difference is in the oxygen 
conversion. In the present work, oxygen is not entirely converted on the ignited 
branch, while complete conversion of oxygen was observed by Sun et al. [1]. The 
main reason for these differences is the kinetic model. The 57-species mechanism 
used in this work was derived from AramcoMech 1.3 [12] by Lengyel and West [17] 




and shows exactly the same bifurcation behavior as the complete 253-species 
mechanism. AramcoMech 1.3 [12] is one of the most extensively validated chemical 
mechanisms for gas-phase oxidation of C1-C2 organics. It was validated with over 
1000 separate kinetic experiments, including speciation studies. The global kinetic 
model used by Sun et al. [1] was not validated nearly as extensively as AramcoMech 
1.3. For an accurate reactor analysis, kinetics matter rather than only thermal 
behavior. Hence it is not surprising that the results with a validated detailed 






Figure 3-3: Adiabatic CSTR simulations for OCM without catalyst. (a) 
Ignition/extinction loci: influence of pressure. Results obtained by two-parameter 
continuation of the steady-state solution of eqns. (3-4)-(3-7). (b) Outlet temperature as a 
function of inlet temperature at a pressure of 5 bar. Results obtained by one-parameter 
continuation of the steady-state solution of eqns. (3-4)-(3-7). Operating conditions: 
CH4:O2 = 4. (◼: Hopf bifurcation, : fold) 
 
Ignition/extinction loci, also called bifurcation maps, of the adiabatic CSTR for OCM 
without catalyst are shown in Figure 3-3a for different operating pressures (p = 1, 5, 
20 bar). In the following, the bifurcation map for a pressure of 5 bar is first explained 
in more detail using Figure 3-3b. At a low space time of 0.01 s there are two stable 
steady states, and hence one ignition point and one extinction point. The grey 
vertical line in Figure 3-3a at a space time of 0.01 s intersects the green curve at two 




points, the upper one corresponding with the ignition point and the lower one with 
the extinction point. The locus of all ignition or extinction points for varying space 
times is called the ignition or extinction locus, respectively. Decreasing the space 
times to values lower than 0.01 s causes the ignition and extinction points to move 
towards each other until they merge in a cusp (unfolding) at a space time of 
approximately 0.001 s and inlet temperature around 1460 K. For higher space times 
between 0.03 s and 0.5 s, three stable steady states are possible (see Figure 3-3b), and 
hence there are two ignition points and two extinction points. Therefore the 
ignition/extinction curves shown in Figure 3-3a have two distinct regions. The 
lower-temperature ignition is the so-called cool-flame (chemically associated with 
peroxides and formaldehyde dominated reaction pathways), the higher one is the 
hot-flame region. At pressures of 5 and 20 bar, the latter forms a crescent-shaped 
isola. These features can often not be detected by global kinetic mechanisms, which 
stresses again the importance of using detailed kinetic models. The grey vertical 
lines in Figure 3-3a at space times of 0.03 s, 0.05 s and 0.1 s intersect the green curve 
of 5 bar four times. For space times between 0.03 s and 0.06 s, the ignition point of 
the cool-flame is at lower inlet temperatures than that of the hot-flame. For space 
times higher than 0.06 s, the cool-flame ignition point is at higher inlet temperatures. 
For very high space times (not shown in Figure 3-3b), the hot-flame ignition and 
extinction point will merge, resulting again in two stable steady states. 
The existence of steady-state multiplicity allows to operate a reactor on the ignited 
branch, i.e. at high temperature, high conversion and high C2 yields, while still using 
low inlet temperatures. It would be most interesting if the inlet temperature could 
be as low as the ambient temperature, so that after ignition at start-up no extra heat 
source is required. A requirement for autothermal operation at ambient inlet 
temperature is that the extinction temperature is lower than the ambient 
temperature. This means that the extinction locus in Figure 3-3a needs to intersect 
with a horizontal line below the ambient inlet temperature. For a constant CH4:O2 
ratio of 4, this is only possible at high space times and/or high pressures. From 
Figure 3-3a, it also follows that with increasing pressures both the hot- and cool-




flame region shift to shorter space-time. However, the hot-flame region significantly 
narrows. 
 
Figure 3-4: Ignition/extinction loci of an adiabatic CSTR for OCM without catalyst: 
influence of CH4:O2 ratio. Results obtained by two-parameter continuation of the 
steady-state solution of eqns. (3-4)-(3-7). Operating conditions: p = 1 bar. 
 
Figure 3-4 shows bifurcation maps for different CH4:O2 ratios at a fixed pressure of 
1 bar. It can be seen that the influence of the inlet composition on the ignition locus 
is rather limited. The extinction locus on the other hand shifts to lower space time 
(at constant inlet temperature) and/or lower inlet temperatures (at constant space 
time) as the CH4:O2 ratio decreases. From Figure 3-4 it follows that autothermal 
operation at ambient inlet temperature, low pressure and reasonable space times is 
only possible for CH4:O2 ratios smaller than 3, which is typically not used for OCM 
because of the low C2 selectivity under these conditions.  
















Figure 3-5: Adiabatic LTR simulations for OCM without catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) O2 conversion, (d) C2H6 selectivity, (e) C2H4 
selectivity, and (f) C2H2 selectivity as a function of inlet temperature for different space 
times. Results at the reactor outlet after one-parameter continuation of the solution of 
eqns. (3-8)-(3-10). Operating conditions: p = 1 bar, CH4:O2 = 4. (: fold)




3.3.2. PFR and LTR 
Sarsani et al. [7] have shown that good thermal backmixing (heat Péclet number 
smaller than unity) and small backmixing of species (mass Péclet number larger than 
unity) may expand the region of multiplicity of steady states. The lumped thermal 
reactor model (LTR) presents the limiting case where the heat Péclet number is zero 
and mass Péclet number is infinite. For a homogeneous gas-phase process, this 
situation is similar to a reactor filled with a high thermal conductivity inert and a 
space time high enough to allow thermal equilibration of the reactor. Expanding the 
region of multiplicity to lower extinction temperatures could be interesting for gas 
phase OCM since it allows operation at lower inlet temperatures and space times, 
while still preserving reasonable methane conversion and C2 yields. Figure 3-5 
shows the bifurcation behavior of a LTR using the inlet temperature as a bifurcation 
parameter, at fixed space time (𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.25, 0.5, 1.25 s), pressure (𝑝 = 1 bar) 
and methane-to-oxygen ratio (CH4:O2 = 4).  
The observed trends for conversion and C2 product selectivities are roughly the 
same as those for the CSTR. A comparison between the three adiabatic reactor 
models (PFR, LTR, CSTR) is shown in Figure 3-6 for the conditions given above and 
space time 𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 1.25 s. The main difference between the PFR, CSTR and 
LTR is the existence of a hysteresis region with the latter two models, making it 
possible to operate these reactors at high temperature while using low inlet 
temperatures. The reactor temperature until ignition behaves similar for all three 
reactor models. In fact, the behavior of the adiabatic PFR and LTR is almost identical 
up to the ignition point. There are however large differences at extinction. Using a 
LTR model, lower extinction temperatures are achieved resulting in a broader 
hysteresis region compared to the CSTR. The reason for the broader region of 
multiplicity for the LTR compared to the CSTR is that the average reactant 
concentration in the CSTR is lower due to mass dispersion, resulting in a lower 
reaction rate and adiabatic temperature rise. If the ignition/extinction loci for the 
LTR would be added to Figure 3-3a or Figure 3-4, one would see that the ignition 
loci roughly coincide with those of the CSTR, while the extinction locus shifts to 
lower inlet temperatures and/or lower space times, as discussed by Sun et al. [1]. 




Furthermore, because of the assumption of zero backmixing for species, the methane 
conversions obtained with the LTR model are higher than those obtained with the 
CSTR model, and closer to the values achievable with a PFR. In general, conversion 










Figure 3-6: Comparison of adiabatic PFR, CSTR and LTR for OCM without catalyst. (a) 
Outlet temperature, (b) CH4 conversion, (c) total C2+ selectivity, and (d) C2H4 + C2H6 
selectivity as a function of inlet temperature. CSTR: Results obtained by one-parameter 
continuation of the steady-state solution of eqns. (3-4)-(3-7). PFR/LTR: Results at the 
reactor outlet after one-parameter continuation of the solution of eqns. (1-1)-(3-3) and 
eqns. (3-8)-(3-10). Operating conditions: p = 1 bar, CH4:O2 = 4, 𝑽 𝑭𝑽(𝑵𝑻𝑷),𝑪𝑯𝟒
𝟎⁄  = 1.25 s. (: 
fold) 
 




The peak in the plot of the PFR outlet temperature as a function of the inlet 
temperature is observed when the location of the hot spot coincides with the reactor 
outlet. This corresponds to full oxygen conversion and a sudden drop in C2+ 
selectivity. With increasing inlet temperature, the hot spot moves upstream of the 
reactor outlet while downstream of the hot spot, in the absence of oxygen, 
endothermic non-oxidative coupling and reforming chemistry result in a further 
conversion of methane and increase in C2+ selectivity. This behavior is not seen with 
the CSTR and LTR models, and explains the shape of the PFR curves in Figure 3-6.  
It follows from Figure 3-6c,d that the most interesting operating point for the CSTR 
and LTR is on the ignited branch as close as possible to the extinction point, since 
selectivity towards ethane and ethylene decreases for higher inlet temperatures. At 
very high inlet temperatures (and reactor temperatures) non-oxidative coupling of 
methane occurs in all reactor types and the main C2 product is acetylene. For the 
presented conditions, at the extinction temperature the selectivity towards C2 
products in a LTR is approximately 35 %, slightly larger than at the extinction point 
in a CSTR. This in combination with the larger conversion (almost 30 % in a LTR, 
compared to 20 % in a CSTR), means that C2 yields are about 3.5 % higher. Because 
of the low extinction temperature, these higher conversion and C2 yields can 
furthermore be obtained at lower inlet temperatures, provided a suitable start-up 
procedure is used to bring the reactor in the ignited state, as briefly discussed above. 
Because of these features, the LTR is preferred over the CSTR reactor configuration 
for the OCM process without catalyst. Qualitatively, this is in agreement with Sun 
et al.’s results [1] but now using a detailed mechanistic approach. 
3.4. OCM with Sn-Li/MgO catalyst 
Studying methane oxidative coupling without a catalyst is not actually relevant as 
in practice a catalyst is required to increase methane activation and selectivity 
towards C2 products. One of the main features of any catalyst is also to reduce the 
overall reaction’s activation energy to allow operation at lower temperatures. Hence 
it cannot come to a surprise that all results obtained in the previous section will shift 
to lower temperatures when using a catalyst. In this section, a microkinetic model 




for OCM on Sn-Li/MgO catalyst [16] is used in combination with the three ideal 
adiabatic reactor models to investigate the ignition/extinction behavior of 
heterogeneously catalyzed OCM and compare it with homogeneous gas-only OCM.  
3.4.1. CSTR 
The bifurcation behavior of an adiabatic steady-state CSTR with a Sn-Li/MgO 
catalytic microkinetic model, as developed and reported by Alexiadis et al. [16], is 
illustrated in Figure 3-7. The diagrams are constructed using inlet temperature as a 
bifurcation parameter, at fixed space time (𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.02, 0.05, 0.10 s), pressure 
(p = 1 bar), methane-to-oxygen ratio (CH4:O2 = 6) and bulk density (𝜌𝐵 = 1000 
kgc/m³). 
In Figure 3-7, it can be seen that ignition and extinction shift to higher inlet 
temperatures as space time decreases. It can also be seen that low space times lead 
to unfolding of the bifurcation curves, while higher space times result in broadening 
of the hysteresis region. The C2H6 selectivity (Figure 3-7d) maximum is located close 
to the ignition temperature on the lower branch. The maximum selectivity towards 
C2H4 (Figure 3-7e) is obtained on the ignited branch at inlet temperatures several 
hundred Kelvins higher than the extinction temperature, depending on the space 
time. Methane conversion and the total selectivity towards C2 products keep 
increasing with increasing inlet temperature because of the increased importance of 
non-oxidative coupling reactions. 
Figure 3-7 shows that there is a clear benefit of operating an adiabatic CSTR reactor 
for OCM in the ignited state. For the presented conditions, more than 30 % methane 
conversion and C2 selectivities over 80 % can be obtained, resulting in overall C2 
yields higher than 20 %. The reader should also keep in mind that the Sn-Li/MgO 
catalyst is not even the most active nor selective catalyst, indicating that even more 
promising results can be expected with other catalysts and under different operating 
conditions. Without catalyst (see Figure 3-1), such high yields can of course never be 
achieved, which indicates that it is important to include the catalytic chemistry when 
screening for the optimal OCM operating conditions by means of a bifurcation 
analysis. 
















Figure 3-7: Adiabatic CSTR simulations for OCM with Sn-Li/MgO catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) O2 conversion, (d) C2H6 selectivity, (e) C2H4 
selectivity, and (f) total C2+ selectivity as a function of inlet temperature for different 
space times. Results obtained by one-parameter continuation of the steady-state 
solution of eqns. (3-4)-(3-7). Operating conditions: p = 1 bar, CH4:O2 = 6, 𝝆𝑩 = 1000 
kgc/m3. (: fold)












Figure 3-8: Adiabatic CSTR simulations for OCM with Sn-Li/MgO catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) total C2+ selectivity, and (d) C2H4 + C2H6 selectivity 
as a function of inlet temperature for different CH4:O2 ratios. Results obtained by one-
parameter continuation of the steady-state solution of eqns. (3-4)-(3-7). Operating 
conditions: p = 1 bar, 𝑽 𝑭𝑽(𝑵𝑻𝑷),𝑪𝑯𝟒
𝟎⁄  = 0.05 s, 𝝆𝑩 = 1000 kgc/m3. (: fold) 
 
Figure 3-8 shows the bifurcation behavior of an adiabatic CSTR using the inlet 
temperature as bifurcation parameter, at fixed gas-based space time (𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 
0.05 s), pressure (p = 1 bar), methane-to-oxygen ratio (CH4:O2 = 4, 6, 8) and bulk 
density (𝜌𝐵 = 1000 kgc/m³). While ignition is hardly affected, extinction shifts to 
lower temperatures as the CH4:O2 ratio decreases. For CH4:O2 = 4, the extinction 
point is at such a low temperature that autothermal operation with ambient inlet 
temperature is possible. For lower CH4:O2 ratios, methane conversion as well as total 




C2 selectivity increase when operating on the ignited branch. Therefore, the overall 
C2 yield increases with decreasing CH4:O2 ratios. However, on the lower stable 
branch and at very high inlet temperatures, C2 selectivity is largest for larger CH4:O2 
ratios. 
Figure 3-8 can give some interesting guidelines for start-up of catalytic OCM. 
Hereby, it is important to guarantee at all times that the reactor temperature remains 
below the maximum operating temperature of the applied catalyst. As is also 
revealed in a recent patent by SABIC [24], Figure 3-8 shows that a simultaneous 
decrease of inlet temperature and CH4:O2 ratio allows to obtain the desired 
operating point on the ignited branch while avoiding temperatures that would 
destroy the catalyst. 
The ignition/extinction loci (bifurcation maps) of the adiabatic CSTR for 
heterogeneously catalyzed OCM are shown in Figure 3-9 for different CH4:O2 ratios 
and Sn-Li/MgO bulk densities. In general, lower space times are required compared 
to gas phase OCM, making autothermal operation at ambient inlet temperature 
feasible for more reasonable space times and CH4:O2 ratios. The influence of the inlet 
composition on the ignition locus is found to be non-existing: the ignition loci for the 
different CH4:O2 ratios coincide almost perfectly which is in agreement with the 
overlapping ignition points in Figure 3-8. The extinction loci on the other hand shift 
to lower inlet temperatures and/or lower space times as the CH4:O2 ratio decreases. 
The slope of the extinction locus becomes more negative as CH4:O2 ratio decreases, 
which indicates that the width of the hysteresis region becomes more sensitive to 
changes in space time as the CH4:O2 ratio decreases. 








Figure 3-9: Ignition/extinction loci of an adiabatic CSTR for OCM with Sn-Li/MgO 
catalyst: influence of (a) CH4:O2 ratio, (b) bulk density. Results obtained by two-
parameter continuation of the steady-state solution of eqns. (3-4)-(3-7). Operating 
conditions: p = 1 bar, CH4:O2 = 6, 𝝆𝑩 = 1000 kgc/m3. (: fold) 
 
Figure 3-9b shows ignition/extinction loci of the adiabatic CSTR for different bulk 
densities of the reactor with Sn-Li/MgO catalyst. A higher bulk density results in a 
shift of both the ignition and extinction loci to lower space times and inlet 
temperatures. An increase of the catalyst activity, e.g. because of an increased 
specific internal surface area, 𝑎𝑐, would result in the same behavior.   
 
3.4.2. PFR and LTR 
Figure 3-10 shows the bifurcation behavior of a LTR for OCM on Sn-Li/MgO catalyst 
using the inlet temperature as a bifurcation parameter, at fixed space time 
(𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.02, 0.05, 0.10 s), pressure (p = 1 bar), methane-to-oxygen ratio 
(CH4:O2 = 6) and catalyst loading (𝜌𝐵 = 1000 kgc/m³). The lumped thermal reactor 
corresponds to a situation where the reactor is filled with a high thermal 
conductivity catalyst. In general, the same trends as with the CSTR model can be 
observed in the LTR. The maximum selectivity towards C2H4 is obtained on the 
ignited branch at the extinction point or at higher inlet temperatures on the ignited 
branch, depending on the space time.  
















Figure 3-10: Adiabatic LTR simulations for OCM with Sn-Li/MgO catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) O2 conversion, (d) C2H6 selectivity, (e) C2H4 
selectivity, and (f) total C2+ selectivity as a function of inlet temperature for different 
space times. Results at the reactor outlet after one-parameter continuation of the 
solution of eqns. (3-8)-(3-10). Operating conditions: p = 1 bar, CH4:O2 = 6, 𝝆𝑩 = 1000 
kgc/m3. (: fold) 




Similar to the CSTR, the maximum C2H6 selectivity in the LTR is obtained at the 
ignition point, or for lower space times at inlet temperatures lower than the ignition 
point. The highest total C2 selectivity is obtained on the ignited branch and increases 
slightly with increasing inlet temperatures. On the ignited branch, the selectivity 
towards the sum of C2H4 and C2H6 increases slightly from its value at the extinction 
point to a maximum of about 65 % at a temperature several hundred Kelvins higher 
than the extinction point depending on the space time.  It then decreases with a 
further increase in temperature. Depending on the space time 20 – 30 % methane 
conversion is obtained on the ignited branch near the extinction point, and methane 
conversion increases with a further increase of the inlet temperature. 
A comparison between the three adiabatic ideal reactor models is shown in Figure 
3-11 for the conditions given above and a space time 𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.10 s. The same 
conclusions as for OCM without catalyst are valid: while the ignition behavior is 
similar for all reactor types, large differences are observed at extinction. The absence 
of species backmixing in the LTR results in larger methane conversion and C2 yields 
compared to the CSTR at the same space time. For the conditions presented in Figure 
3-11, the extinction point with the LTR model is at an inlet temperature as low as 
167 K, and at ambient inlet temperature of 300 K, a methane conversion of 22 % and 
a C2 selectivity of 75 %. For higher inlet temperatures, non-oxidative methane 
coupling is responsible for the further increase in methane conversion. The C2 
selectivity however, seems to level out for the LTR, as is the case for the PFR, while 
for the CSTR it keeps increasing with increasing inlet temperatures. Regarding the 
C2H4 + C2H6 yield (so, without acetylene) the most interesting operating point is on 
the ignited branch at a temperature around 600 K, where conversion and selectivity 
(Figure 3-11d) are respectively 27 % and 64 % in an LTR configuration, compared to 
25 % and 58 % in a CSTR configuration. 












Figure 3-11: Comparison of adiabatic PFR, CSTR and LTR for OCM with Sn-Li/MgO 
catalyst. (a) Outlet temperature, (b) CH4 conversion, (c) total C2+ selectivity, and (d) C2H4 
+ C2H6 selectivity as a function of inlet temperature. CSTR: Results obtained by one-
parameter continuation of the steady-state solution of eqns. (3-4)-(3-7). PFR/LTR: 
Results at the reactor outlet after one-parameter continuation of the solution of eqns. (1-
1)-(3-3) and (3-8)-(3-10). Operating conditions: p = 1 bar, CH4:O2 = 6, 𝑽 𝑭𝑽(𝑵𝑻𝑷),𝑪𝑯𝟒
𝟎⁄  = 0.10 
s, 𝝆𝑩 = 1000 kgc/m3. (: fold)  
  




3.5. OCM with Sr/La2O3 catalyst 
The type of catalyst has of course a major influence on the reactor performance and 
bifurcation behavior. The Sn-Li/MgO catalyst discussed above is a relatively 
selective, but not very active catalyst. It is therefore interesting to also evaluate the 
ignition and extinction behavior for a more active catalyst such as Sr/La2O3. 
 
3.5.1. CSTR 
Figure 3-12 shows the bifurcation behavior of a CSTR for OCM with Sr/La2O3 
catalyst using the inlet temperature as a bifurcation parameter, at fixed space time 
(𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.005 s), pressure (p = 1 bar), methane-to-oxygen ratio (CH4:O2 = 4, 6, 
8) and catalyst loading (𝜌𝐵 = 1000 kgc/m³). The results are very similar to those with 
Sn-Li/MgO, but at lower space times. The bifurcation map in Figure 3-12d indicates 
that a factor 10 decrease in space time is possible when using Sr/La2O3 instead of 
Sn-Li/MgO. 
Up to this point, the effect of dilution with an inert gas has not been discussed. 
Therefore, the bifurcation behavior at fixed space time (𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.005 s), 
pressure (p = 1 bar), methane-to-oxygen ratio (CH4:O2 = 4) and catalyst loading (𝜌𝐵 
= 1000 kgc/m³) is shown in Figure 3-13 for different amounts of N2 dilution (0%, 
50%, 80%). Note that, since the CH4-based space time is fixed, increasing the amount 
of N2 dilution means an increase in the total flow rate. It is clear that the addition of 
an inert has a significant effect on the performance and bifurcation behavior. For 
otherwise identical conditions, dilution leads to lower conversions, lower C2 
selectivities and a disappearance of the steady-state multiplicity (unfolding of the 
curves). This is due to the lower reactant partial pressures on the one hand, and the 
consequent lower adiabatic temperature rise on the other hand. Under isothermal 
conditions and fixed reactant partial pressures, dilution wouldn’t have an effect. 












Figure 3-12: Adiabatic CSTR simulations for OCM with Sr/ La2O3 catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) total C2+ selectivity as a function of inlet 
temperature for different CH4:O2 ratios. Results obtained by one-parameter 
continuation of the steady-state solution of eqns. (3-4)-(3-7). (d) Ignition/extinction loci 
and comparison with Sn-Li/MgO for various CH4:O2 ratios, obtained by two-parameter 
continuation of the steady-state solution of eqns. (3-4)-(3-7). Operating conditions: p = 1 
bar, 𝑽 𝑭𝑽(𝑵𝑻𝑷),𝑪𝑯𝟒
𝟎⁄  = 0.005 s, 𝝆𝑩 = 1000 kgc/m3. (: fold) 
 












Figure 3-13: Adiabatic CSTR simulations for OCM with Sr/ La2O3 catalyst. (a) Outlet 
temperature, (b) CH4 conversion, (c) O2 conversion, and (d) total C2+ selectivity as a 
function of inlet temperature for different amounts of N2 dilution. Results obtained by 
one-parameter continuation of the steady-state solution of eqns. (3-4)-(3-7). Operating 
conditions: p = 1 bar, CH4:O2 = 4, 𝑽 𝑭𝑽(𝑵𝑻𝑷),𝑪𝑯𝟒
𝟎⁄  = 0.005 s, 𝝆𝑩 = 1000 kgc/m3. (: fold) 
  




3.5.2. PFR and LTR 
A comparison between the three adiabatic ideal reactor models for OCM on 
Sr/La2O3 is shown in Figure 3-14, with inlet temperature as bifurcation parameter, 
and at fixed space time (𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 0.005 s), pressure (p = 1 bar), methane-to-










Figure 3-14: Comparison of adiabatic PFR, CSTR and LTR for OCM with Sr/ La2O3 
catalyst. (a) Outlet temperature, (b) CH4 conversion, (c) total C2+ selectivity, and (d) C2H4 
+ C2H6 selectivity as a function of inlet temperature. CSTR: Results obtained by one-
parameter continuation of the steady-state solution of eqns. (3-4)-(3-7). PFR/LTR: 
Results at the reactor outlet after one-parameter continuation of the solution of eqns. (1-
1)-(3-3) and (3-8)-(3-10). Operating conditions: p = 1 bar, CH4:O2 = 4, 𝑽 𝑭𝑽(𝑵𝑻𝑷),𝑪𝑯𝟒
𝟎⁄  = 0.005 
s, 𝝆𝑩 = 1000 kgc/m3. (: fold)  




The LTR again comes out as the most interesting reactor type. For the presented 
conditions, the extinction point is at an inlet temperature of 300 K, where a methane 
conversion of 33 % and a C2 selectivity of 67 % is obtained. The adiabatic CSTR 
extinguishes at an inlet temperature of 590 K, with a methane conversion of 24 % 
and a C2 selectivity of 65 %. 
Figure 3-15 shows the conversion and selectivity of oxidative coupling catalysts as 
reported by Zavyalova et al. [25]. The result obtained with the adiabatic LTR shown 
in Figure 3-14, marked by the green star, is competing with the most promising 
catalyst performances reported in literature. Furthermore, we were able to obtain 
this high performance at rather moderate operating conditions, i.e. ambient inlet 
temperature, low space time and CH4:O2 ratio equal to 4. If autothermal operation 
at ambient inlet temperature is not targeted, increasing the inlet temperature will 
lead to even more promising results, as evidenced by the blue star in Figure 3-15 
which corresponds to the result obtained in an adiabatic CSTR (Figure 3-8) for an 
inlet temperature of 600 K and CH4:O2 ratio equal to 4. 
However, an important remark has to be made regarding the interpretation of 
Figure 3-15. It is possible that some, if not all, of the literature values reported by 
Zavyalova et al. [25] were affected by thermal effects. As shown by Balakotaiah [26], 
the reactor length at which axial dispersion can be neglected increases exponentially 
with the value of the Zeldovich number. As OCM is characterized by a very large 
Zeldovich number (>90 [17]), this means that axial heat dispersion cannot be 
neglected in any OCM reactor. Bifurcations can therefore occur in lab scale reactors, 
even when the most widely used analytical criteria indicate that they are resembling 
plug flow. Both stars that were added to Figure 3-15 correspond to an ignited state. 
On the non-ignited branch or in a plug flow reactor, much lower yields would be 
obtained for the same moderate operating conditions. It is not a given that the 
literature values reported by Zavyalova et al. [25] are a sole result of the catalytic 
performance. If thermal effects and steady-state multiplicity were playing a role in 
the reported experiments, the same catalysts might perform much worse if another 
steady state was obtained, e.g. when different startup procedures would have been 




used. This aspect of OCM is often neglected when reporting or evaluating 
experimental results. 
 
Figure 3-15: Conversion and selectivity of oxidative coupling catalysts, adopted from 
Zavyalova et al. [25]. The stars indicate some results obtained in this chapter (conditions 
given in the figure). 
 
3.6. Conclusions 
In this chapter, a bifurcation analysis was presented of methane oxidative coupling 
in the gas phase using a detailed kinetic mechanism at broad ranges of reactant 
ratios, pressure, inlet temperatures and reactor configurations. Three adiabatic 
reactor models were considered: plug flow reactor, continuously stirred tank reactor 
and lumped thermal reactor models. Thermal backmixing is responsible for the 
steady-state multiplicity observed in the CSTR and LTR. Operating an adiabatic 
CSTR or LTR on the ignited branch results in high methane conversion and product 
yields, and this at relatively low inlet temperatures. It is even possible to operate at 
ambient inlet temperature, but in case of OCM without catalyst high space times or 
low CH4:O2 ratios are required for this purpose. A lower extinction temperature and 
hence broader hysteresis region can be obtained in a LTR compared to a CSTR. This 




in combination with maximum methane conversions and product selectivities 
comparable to those in a PFR, make the LTR the preferred reactor configuration for 
OCM without catalyst. Qualitatively, the results without catalyst presented in this 
chapter are in agreement with the results obtained by Sun et al. [1], but now using 
detailed kinetics instead of a global kinetic model. Using detailed chemistry allows 
to obtain a more accurate description of multi-stability and dynamical behavior. For 
example, it was possible to distinguish between cool- and hot-flame regions which 
may give guidance for reactor design and operation of oxidation processes. It is 
difficult to observe these features with global kinetic mechanisms. 
As catalytic OCM is a complex process in which the interaction between 
homogeneous gas phase and heterogeneous catalytic reactions determines the 
overall performance, the present bifurcation analysis involved both detailed 
catalytic and gas phase chemistry models. The bifurcation behavior of OCM on Sn-
Li/MgO and Sr/La2O3 catalysts was numerically investigated for the same three 
reactor types (PFR, CSTR, LTR). Qualitatively the same trends as for OCM without 
catalyst could be observed, but at much lower temperatures and space times. 
Increasing the pressure, lowering the CH4:O2 ratio and/or increasing the space time 
facilitates the possibility for operating autothermally with ambient inlet 
temperature. Model simulations with an adiabatic LTR indicate that operation on 
the ignited branch can result in C2 selectivities of 67 %, and this at a methane 
conversion as high as 33 %. 
The qualitative dynamical behavior depends heavily on the chosen catalyst, i.e. 
kinetic model, and operating conditions. A bifurcation analysis of an actual reactor 
therefore only makes sense when all properties of the catalyst and reactor are known 
and are accurately accounted for in the bifurcation model. The next step will be to 
verify these results also experimentally. In order to do so, the operating conditions 
will have to be adjusted to make sure that the catalyst temperature doesn’t exceed 
1273 K, which is considered the absolute upper temperature limit under which high-
temperature OCM catalysts are stable. 




Nevertheless, the insights gathered in this bifurcation analysis study can help in 
designing better reactor configurations and operating conditions for OCM to make 
it a viable alternative to steam cracking for the production of olefins. 
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CFD-based hydrodynamic study 
of a gas-solid vortex unit 
 
The process intensification abilities of gas-solid vortex units (GSVU) are very 
promising for gas-solid processes. By working in a centrifugal force field, much 
higher gas-solid slip velocities can be obtained compared to gravitational fluidized 
beds, resulting in a significant increase in heat and mass transfer rates. In this work, 
local azimuthal and radial particle velocities for an experimental GSVU are 
simulated using the Euler-Euler framework in OpenFOAM® and compared with 
PIV measurements. With the validated model, the effect of the particle diameter, 
number of inlet slots and reactor length on the bed hydrodynamics is assessed. 
Starting from 1g-Geldart-B type particles, increasing the particle diameter or 
density, increasing the number of inlet slots or increasing the gas injection velocity 
leads to an increased bed stability and uniformity. However, a tradeoff has to be 
made since increased bed stability and uniformity lead to higher shear stresses and 
attrition. 
This chapter is based on the following publication: 
L.A. Vandewalle, A. Gonzalez-Quiroga, P. Perreault, K.M. Van Geem, G.B. Marin, 
Process Intensification in a Gas–Solid Vortex Unit: Computational Fluid Dynamics 
Model Based Analysis and Design, Ind. Eng. Chem. Res. 58 (2019) 12751–12765.   





Gas-solid fluidized beds are known for their enhanced heat and mass transfer 
characteristics and are therefore widely used for both reactive and non-reactive 
processes in the chemical industry. The efficiency of heat and mass transfer between 
the gas and solid phase in these fluidized beds is determined by their relative 
velocity, the so-called slip velocity [1,2]. As a consequence of the balance between 
the upward gas-solid drag force and the gravitational force, the slip velocity in a 
conventional gravitational fluidized bed is limited to the terminal free-fall velocity 
of the particles [3]. Non-uniformities such as bubbles and slugs negatively affect the 
heat and mass transfer as extensive gas bypass hinders the gas-solid contact. Higher 
gas throughput, more uniform fluidization, higher slip velocities, and hence higher 
heat and mass transfer rates, can be achieved by fluidizing the particles in a 
centrifugal force field instead of the gravitational force field [4–8]. A centrifugally 
fluidized bed thus emerges as an excellent candidate for process intensification. 
There are two possibilities to achieve a centrifugal fluidized bed: using a rotating 
fluidized bed (RFB) unit, where the particles are set in motion by rotating the 
operating vessel itself, or using a gas-solid vortex unit (GSVU), where the particles 
are introduced in a swirling flow field of tangentially injected gas in a static 
cylindrical chamber. A GSVU is preferred over a RFB as the absence of moving parts 
prevents operational issues such as leaks, vibration and wear [9]. Several industrially 
relevant processes have been suggested for implementation in a gas-solid vortex 
unit: fluid catalytic cracking [10], coating of cohesive particles [11], gas adsorption 
[12], combustion [13], pyrolysis [8,14] and oxidative coupling of methane [15].  
Various experimental studies have been performed to investigate the hydrodynamic 
behavior in a GSVU, leading to an improved understanding of the flow field in the 
unit. However, some drawbacks are related to experimental data collection. The 
range of operating conditions in experiments is always limited by equipment design, 
and altering the reactor design to study the effect of geometric parameters is a costly 
task. Furthermore, most of the experimental data is only available near the end walls, 
because non-intrusive measurement techniques have to be used. A more complete 




understanding of the hydrodynamics and bed behavior can be obtained via 
computational fluid dynamic (CFD) simulations. These simulations also allow to 
optimize both reactor geometry and operating conditions for a wide variety of 
applications. 
CFD has been extensively used to study the hydrodynamic behavior in a GSVU 
[6,9,16,17]. Two approaches can be distinguished: Euler-Lagrange modeling and 
Euler-Euler modeling. In Euler-Lagrange modeling, the fluid phase is modeled as a 
continuum by solving the Navier-Stokes equations, while for the dispersed phase a 
large number of individual particles is tracked, resulting in a very high 
computational cost. Euler-Lagrange models typically require that the particle size is 
much smaller than the cell size. This is today not feasible for the GSVU, as very small 
cell sizes are required to capture the high gas velocities near the inlet slots. Therefore, 
an Euler-Euler approach is adopted, whereby the different phases are treated as 
interpenetrating continuous phases. This results in a decrease of the computational 
effort, but as unknowns are introduced in the governing equations, it comes at the 
cost of requiring (empirical) closure laws. Euler-Euler models are widely used in the 
fluidization community as they allow to simulate large-scale systems in a reasonable 
amount of time. However, due to inaccuracies in the available closure laws, they are 
mostly used for predicting qualitative trends rather than absolute values [18]. 
In the present chapter the hydrodynamic behavior in a gas-solid vortex unit is 
simulated using the Euler-Euler implementation in the open-source CFD package 
OpenFOAM® [19]. An extensive validation study is presented, comparing 
simulated local solid phase velocities with the recent experimental work by 
Gonzalez-Quiroga et al. [20]. As opposed to previous validation studies [6,14], the 
comparison between simulated velocities and PIV measurements is performed as a 
function of both azimuthal and radial coordinates. The influence of the specularity 
coefficient at the walls is also investigated. Optimal values are chosen for which the 
best agreement with experimental data is obtained, and this for different gas flow 
rates. The validated model is then used to investigate the influence of the most 
important geometric features of the GSVU, namely the number of inlet slots and the 
length of the unit, on the bed hydrodynamics for particles of three different sizes. 




4.2. Experimental setup 
A schematic view of the GSVU setup at the Laboratory for Chemical Technology 
(LCT) is shown in Figure 4-1. The design of this GSVU setup and experimental 
procedures were described in detail in the work of Gonzalez-Quiroga et al. [8,20]. 
Therefore, only a brief description is given below. The GSVU basically consists of a 
cylindrical unit positioned along a vertical axis with eight gas injection slots of 1 mm 
width, equally distributed over the circumferential wall and tangentially inclined at 
a 10° angle. A reactor diameter of 80 mm and a reactor length of 15 mm are defined. 
Compressed air enters the GSVU chamber through the eight inlet slots, resulting in 
a swirling gas flow. For a given gas flow rate, the width of the injection slots 
determines the magnitude of the gas injection velocity, while the injection angle 
determines its radial and tangential components. Solids are fed directly into the 
reactor chamber via a dedicated feed line (not shown in Figure 4-1). In the present 
work, monosized aluminum spheres with a particle diameter 𝑑𝑠 of 0.5 mm and a 
density 𝜌𝑠 of 2700 kg m-3 are considered. These particle properties are in close 
agreement to the properties that can be expected for an OCM catalyst. The entering 
gas transfers part of its angular momentum to the particles, which in turn start 
rotating. As the gas passes through the solids bed, its net change in angular 
momentum equilibrates the torque exerted by wall forces acting in the azimuthal 
direction. The design of the bottom end wall and outlet profiles was based on 
preliminary calculations and CFD simulations as described by Gonzalez-Quiroga et 
al. [8]. The design of the unit is such that the inlet slots are easy to replace, so that 
the number, width and inclination angle of the inlet slots can be altered for 
parametric studies etc.  
 







Figure 4-1: Schematic representation of the gas solid vortex unit, showing jacket, 
chamber and outlet in (a) a horizontal cutting plane, and (b) a vertical cutting plane. 
 
The bottom end wall of the GSVU is made of polycarbonate glass, providing optical 
access to the particle bed for Particle Image Velocimetry (PIV) measurements. The 
details of the PIV setup and its accuracy are explained by Gonzalez-Quiroga et al. 
[20]. Via 2D PIV analysis the tangential and radial velocities of the particles are 
obtained, serving as valuable validation data for the CFD simulations presented. For 
each gas inlet velocity, Gonzalez-Quiroga et al. [20] acquired 2D PIV data as three 
datasets of 350 pairs of images. A spatial correlation function was used to assess the 
correlation between velocities at neighboring positions. A low level of correlation in 
the range 0.1 – 0.3 was obtained, indicating that the PIV results give a good 
approximation for the mean value and variance of individual particle velocities. 
Apart from velocity measurements, pressure sensors at various positions in the 
jacket, chamber and outlet, were used to assess the pressure drop in the unit. 




4.3. Model description 
4.3.1. Governing equations 
In the Euler-Euler approach for modelling a two-phase system, the phases are 
treated as interpenetrating continua. Each of these continua is described by a 
continuity and momentum equation.  
The phase continuity equation for the gas and the solid phase is given by: 
 𝜕
𝜕𝑡
(𝜀𝑔𝜌𝑔) + ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔 ?⃗⃗?𝑔) = 0 (4-1) 
 𝜕
𝜕𝑡
(𝜀𝑠𝜌𝑠) + ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠?⃗⃗?𝑠) = 0 (4-2) 
The momentum equations for both phases are given by: 
 𝜕(𝜀𝑔𝜌𝑔?⃗⃗?𝑔)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔?⃗⃗?𝑔?⃗⃗?𝑔) = −𝜀𝑔∇⃗⃗𝑝 + ∇⃗⃗ ⋅ 𝜀𝑔𝜏?̿? + 𝜀𝑔𝜌𝑔?⃗? + β(?⃗⃗?𝑔 − ?⃗⃗?𝑠) (4-3) 
 𝜕(𝜀𝑠𝜌𝑠 ?⃗⃗?𝑠)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠?⃗⃗?𝑠 ?⃗⃗?𝑠) = −𝜀𝑠∇⃗⃗𝑝 − ∇⃗⃗𝑝𝑠 + ∇⃗⃗ ⋅ 𝜏?̿? + 𝜀𝑠𝜌𝑠?⃗? − β(?⃗⃗?𝑔 − ?⃗⃗?𝑠) (4-4) 
Herein, 𝜏?̿? is the stress-strain tensor in phase 𝑖: 
 




𝜌𝑔𝜈eff,𝑔(∇⃗⃗ ⋅ ?⃗⃗?𝑔) 𝐼  ̿ (4-5) 
 
𝜏?̿? = 𝜌𝑠𝜈eff,𝑠(∇⃗⃗?⃗⃗?𝑠 + ∇⃗⃗?⃗⃗?𝑠
𝑇) + 𝜌𝑠 (𝜆𝑠 −
2
3
𝜈eff,𝑠) (∇⃗⃗ ⋅ ?⃗⃗?𝑠) 𝐼  ̿ (4-6) 
The gas-phase effective kinematic viscosity, 𝜈eff,𝑔, is the sum of the molecular 
viscosity 𝜈𝑔 and the turbulent viscosity 𝜈turb,𝑔. The gas phase turbulent viscosity 
𝜈turb,𝑔 is hereby calculated using the shear stress transport (SST) k-ω turbulence 
model [21], which is known for its good performance in modeling swirling flows 
[22,23]. It can be argued that the turbulence pattern in a highly swirling gas flow 
cannot be adequately reflected by an isotropic turbulent viscosity. However, in a 
GSVU, the hydrodynamics are dominated by the solids movement, and gas phase 
turbulence is of secondary importance [17,24]. For the solid phase, both the bulk 
viscosity 𝜆𝑠 and the effective kinematic viscosity 𝜈eff,𝑠 are calculated using the kinetic 
theory of granular flow (KTGF) [1]. Solid phase turbulence, as well as interactions 




between the gas and solid phase turbulence, are not explicitly accounted for by lack 
of reliable solid phase turbulence models. According to the kinetic theory of 
granular flow, the solid pressure, shear viscosity and bulk viscosity can be calculated 
in analogy to those of a dense gas, as a function of the granular temperature Θ𝑠, for 






(𝜀𝑠𝜌𝑠Θ𝑠) + ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠?⃗⃗?𝑠Θ𝑠)] = (−𝑝𝑠 𝐼 ̿ + 𝜏?̿?): ∇⃗⃗?⃗⃗?𝑠 + ∇⃗⃗ ⋅ (𝜅′𝑠∇⃗⃗Θ𝑠) − Γ𝑠 − 𝐽𝑠 (4-7) 
The first term on the right-hand side of this equation represents the creation of 
granular energy due to shear in the solid phase, the second term represents the 
diffusion of granular energy along gradients in Θ𝑠, Γ𝑠 is the dissipation due to 
inelastic particle-particle collisions, and 𝐽𝑠 is the dissipation or creation of granular 
energy resulting from the fluctuating force exerted by the gas. Appendix A gives an 
overview of all the CFD model equations used in this thesis. The constitutive 
equations for the KTGF can be found in Table A-3. 
The momentum equations of the gas and solid phase are coupled through the 
interphase drag force term. The drag coefficient β is calculated using Gidaspow’s 
correlation [1], which combines the Ergun equation [25] for solid phase volume 
fractions 𝜀𝑠 ≥ 0.2, with the correlation of Wen and Yu [26] for 𝜀𝑠 < 0.2.  
 






















4.3.2. Simulation settings 
At the inlet a constant mass flow rate is specified, while a fixed pressure is set at the 
outlet boundary. For the gas phase, no-slip boundary conditions are used at the 
walls and wall functions are used for the turbulent characteristics. For the solid 
phase, Johnson-Jackson boundary conditions are applied for the solid velocity and 
granular temperature at the walls [27]: 





















The particle-wall restitution coefficient, 𝑒𝑤, is assumed to be equal to the particle-
particle restitution coefficient, 𝑒. In order to obtain realistic bed dynamics, it is 
crucial to choose an appropriate value for the restitution coefficient to correctly take 
into account the effect of energy dissipation due to particle-particle collisions [28,29]. 
In the present work, the restitution coefficient is set to 0.6 in line with the work by 
Rajchenbach [30]. 
It has to be mentioned that Johnson-Jackson boundary conditions only represent a 
rough approximation of the actual physics of the solid-wall interactions [31], as they 
do not distinguish between sliding and non-sliding friction, and they do not limit 
the fluxes. However, the choice for Johnson-Jackson boundary conditions comes 
naturally when using an Euler-Euler framework. It was not the intention of the 
authors to develop new, physically correct boundary conditions. The downside of 
the ‘unphysical’ nature of the applied boundary conditions is that an optimization 
procedure is required to tune the specularity coefficient. Therefore, optimal values 
for the specularity coefficient, 𝜙𝑤, at all walls are determined via comparison with 
experimental data, as explained in §4.4.1. This optimal value is then valid for only a 
certain range of flow rates and particle properties. 
An overview of operating and computational settings is given in Table 4-1. 
 




Table 4-1: Overview of operating conditions and simulation settings. 
Solid phase properties  
  Density 2700 kg m-3 
  Diameter 500 µm 
  Total mass loading1 10.7, 11.0, 11.8 g  
(depending on gas flow rate) 
Gas phase properties  
  Composition Air 
  Density Ideal gas law 
  Transport properties Kinetic theory 
  Turbulence model k-ω SST 
Boundary conditions  
  Inlet flow rate1 40, 45, 50 Nm3 hr-1 
  Inlet temperature 291 K 
  Outlet pressure 1.06 bar 
  Walls 
   - gas phase 




▪ bottom wall specularity2 𝜙𝑏 = 0.05 
▪ other walls specularity2 𝜙𝑤 = 0.075 
Kinetic theory parameters  
  Packing limit, 𝜀𝑠,max 0.62 
  Restitution coefficient, 𝑒 0.6 
  Frictional packing limit, 𝜀𝑠,fric 0.5 
  Angle of internal friction, 𝜙fric 30° 
Interfacial exchange models  
  Drag model Gidaspow 
Solution settings  
  Maximum Courant number 5 
  Spatial discretization Second-order for all variables 
  Temporal discretization Euler (first-order) 
1 This value relates to the complete geometry. In the 1/4th pie-shaped geometry, the values need to 
be divided by 4. 
2 These specularity coefficients are already the optimized values resulting from the validation study 
(see §4.4.1). These values are used everywhere, unless specifically mentioned otherwise. 
 
4.3.3. Simulation procedure 
The governing equations were solved using the open-source CFD package 
OpenFOAM®, version 6 [19]. A Pressure Implicit Split Operator (PISO) algorithm was 




used for pressure-velocity coupling. In this approach an implicit momentum 
predictor is followed by a series of two pressure solutions and velocity correctors 
[32]. The maximum Courant number was set to 5, which is justified as an implicit 
solver algorithm is used. This maximum Courant number occurs in the outlet, where 
cell sizes are small as a result of the structured nature of the grid, and where the gas 
has a relatively large velocity. In the bed itself, Courant numbers are not higher than 
one. No sub-iterations per time step were applied. 
In order to reach a pseudo-steady state of the rotating solids bed, a multi-step 
simulation procedure is adopted. First, the gas is introduced while the GSVU is still 
free of solids. Next, the solid phase is fed to the reactor chamber. As the focus of the 
present study is to analyze the pseudo-steady state bed hydrodynamics, it doesn’t 
matter how the solid phase is fed, as long as the required total mass of solids is 
eventually present in the unit. Therefore in the present study, the solid phase is 
introduced via a numerical source term in the solid phase continuity equation. The 
solid feeding is then stopped and the simulation is continued until a pseudo-steady 
regime is obtained, i.e., until the bed is stable and moves according to a regular 
pattern. Finally, time-averaging of all flow characteristics is performed. 
 
4.3.4. Computational grid 
Performing parametric studies with the complete GSVU geometry is 
computationally expensive. Therefore, a simplified 1/4th pie shape geometry is 
considered in the present study (Figure 4-2) while rotationally periodic boundary 
conditions are applied at the azimuthal boundaries of the computational domain. 
The validity of this approach was confirmed by earlier studies [6,14,33]. 









Figure 4-2: Simulated geometry and grid: (a) 1/4th section of the GSVU with 8 slots in 
total; (b) top-view of the structured grid. 
 
The grid convergence index (GCI) concept, developed by Roache [34], is used to 
quantify the grid independence of the solution. Based on the results on three grids, 
this concept allows to determine the apparent order of accuracy 𝑝app of the 
simulation and to estimate the asymptotic solution in an objective way. The value of 
the GCI gives an estimate of how much the solution would change with a further 
refinement of the grid. The smaller the value of the GCI, the better. Three fully-
structured grids with increasing level of refinement are generated using the 
commercial mesh generation software Pointwise, v18.2 [35]. The number of cells is 
325k in the coarsest grid, 783k in the intermediate grid and 1567k in the finest grid. 
The meshing procedure is completely automated, so that meshes for GSVU’s with 
different geometric parameters can easily be created in the same manner. 
The conditions and simulation settings for the grid independence study are given in 
Table 4-1. An inlet flow rate of 50 Nm3 hr-1 is defined and a total mass of 11.8 g solids 
is fed to the reactor. At first a specularity coefficient of 0.1 was set for all walls. In 




§4.4.1, this value will be optimized to obtain an even better agreement with the 
experimental data. The azimuthal variation of the azimuthal velocity of the solid 
phase at a horizontal plane near the bottom plate (h = 0.5 mm) and at a fixed radial 
coordinate (r = 39 mm) is chosen as solution variable of interest. The results are 
shown in Figure 4-3. The average local order of accuracy calculated using the GCI 
method is 7.5. The GCI for the intermediate grid of 783k cells is 1.5 % on average. 
This justifies the use of this grid for the validation study in §4.4.1. No additional grid 
independence study is performed for the new geometries that are studied in §4.4.3, 
but the same level of refinement is maintained as in the 783k grid. 
 
Figure 4-3: Solid phase azimuthal velocity on a horizontal plane near the bottom plate 
(h = 0.5 mm) and at a fixed radial position (r = 39 mm), for three grids with different 
level of refinement. Simulation conditions: air flow rate 50 Nm3 hr-1, total solids loading 
11.8 g, 𝝓𝒘 = 𝝓𝒃 = 0.1, and all other settings from Table 4-1.  
 




4.4. Results and discussion 
4.4.1. Model validation 
Validation of the computational model is mainly performed via comparison of the 
simulated and experimental particle velocities, the latter obtained via PIV 
measurements. In previous studies, the azimuthal velocity profile in the GSVR was 
evaluated either as a function of radial position for a fixed azimuthal position [6], or 
as a function of azimuthal position at a fixed radial position [14]. However, a more 
complete way of comparing the simulated and experimental velocity profiles is to 
compare the entire 2D map, as a function of both radial and azimuthal coordinate. 
To perform a one-on-one comparison of the simulated and experimental velocity 
profiles, the experimental data by Gonzalez-Quiroga et al. [20] is interpolated on a 
grid of 15 radial positions (r = 34.5 – 39.5 mm) and 80 tangential positions ( = 0 – 
90°). The simulated velocities are sampled on a horizontal plane 0.25 mm above the 
bottom plate and discretized on the exact same grid as the experimental data. This 
is schematically depicted in Figure 4-4. As the simulated and experimental velocities 
are then available at the exact same location, parity plots can be constructed and an 
error sum of squares can be calculated, providing an objective measure to compare 
different simulations and experiments. 
 
Figure 4-4: Post-process methodology for comparison of CFD simulations with 
experimental data. The CFD results are sampled on a horizontal plane at 0.1 mm above 
the bottom plate. Azimuthal velocities in [m s-1]. Simulation conditions: air flow rate 50 
Nm3 hr-1, total solids loading 11.8 g, 𝝓𝒘 = 𝝓𝒃 = 0.1, and all other settings from Table 4-1. 
 




This methodology is followed for three different gas flow rates with their 
corresponding solids loading (Table 4-1). The value for the specularity coefficient on 
the bottom plate, 𝜙𝑏, and on the other walls, 𝜙𝑤, is increased independently from 
0.05 to 0.125, in steps of 0.025. Therefore, 16 combinations of specularity coefficients 
(𝜙𝑤, 𝜙𝑏) were tested, and this for three flow rates, resulting in 48 simulations in total. 
The performance of each set of specularity coefficients was quantified by calculating 
the error sum of squares of both the azimuthal and radial velocity profile. Often a 
combination of specularity coefficients might perform good in terms of azimuthal 
velocity, while it is less adequate when predicting the radial velocity profiles. 
Furthermore, the relative performance of a certain set of specularity coefficients 
depends slightly on the flow rate. Hence, some tradeoff has to be made.  In general, 
the best agreement with experimental data is found when the specularity coefficient 
on the bottom plate is set to a lower value than that on the other walls. This is logical, 
since the friction factor for aluminum-steel is higher than the one for aluminum-
polycarbonate. A combination of specularity coefficients 𝜙𝑏 = 0.05 on the bottom 
plate and 𝜙𝑤 = 0.075 on all other walls is selected for all future simulations as this 
gives a good agreement for all flow rates, and for both radial and azimuthal solid 
phase velocities. 
A complete comparison of the simulated and experimental azimuthal and radial 
velocity profile with this set of specularity coefficients is shown in Figure 4-5 for a 
gas flow rate of 40 Nm3 hr-1. The local standard deviations of the experimentally 
measured radial and azimuthal velocities are shown as well. It can be seen that for 
the azimuthal velocities, the overall trends are captured very well. There is, 
however, a slight over-prediction of the smallest azimuthal velocities and a slight 
under-prediction of the highest velocity values. The agreement between the 
simulated and experimental radial solid phase velocities is very good as well, 
especially having in mind that the standard deviation associated to these velocities 
is relatively large. Small topological differences between the simulated and 
experimental radial velocities indicate that some phenomena are not yet perfectly 
captured by the current simulation methodology. This could be due to the 
assumptions in the kinetic theory for granular flow, the use of Johnson-Jackson 




boundary conditions which don’t guarantee the physical meaning of the particle-
wall interactions, the assumption of isotropic turbulence in the gas phase and the 
absence of solid-phase turbulence in the model. A more sophisticated framework 
taking these phenomena into account, e.g. using CFD-DEM, might be required for 
future studies where an even better agreement between experiments and 
simulations is required. Figure 4-6 shows the pressure at several pressure probe 
locations. Again a good agreement between the simulations and experiments can be 
observed. 
One additional way of validating the simulations is by looking at the simulated 
granular temperature profiles. According to the kinetic theory of granular flow, the 
granular temperature Θ𝑠 is defined as the average uncorrelated random-fluctuating 








2 ) (4-12) 
where 𝑢𝜃,𝑠
′ , 𝑢𝜃,𝑠
′  and 𝑢𝜃,𝑠
′  represent the random-fluctuating uncorrelated solid phase 
velocity in the azimuthal, radial and axial direction, respectively. The uncorrelated 
nature of the fluctuating velocity is important to distinguish granular temperature 
from turbulent fluctuations [36]. 
 













Figure 4-5: Comparison of simulated and experimental solids velocities: (a) azimuthal velocity [m s-1]; 
(b) radial velocity [m s-1]. The local standard deviations of the experimentally measured radial and 
azimuthal velocities are shown as well. Simulation conditions: air flow rate 40 Nm3 hr-1, total solids 
loading 10.7 g, and all other settings from Table 4-1.





Figure 4-6: Comparison of simulated and experimental pressure measurements at 
different sample locations, as indicated in the inset. Simulation conditions: air flow rate 
40 Nm3 hr-1, total solids loading 10.7 g, and all other settings from Table 4-1. 
 
Neglecting the axial contribution, an indication of the granular temperature can be 
experimentally obtained from the variances in the measured radial and azimuthal 
particle velocities [37]. In Figure 4-7a, these variances are shown as a function of 
azimuthal position for radial positions near the circumferential wall. Two local 
maxima are observed, one immediately downstream of the slot and the other 
halfway in between two neighboring slots. The same trend is observed in the 
simulated granular temperature field shown in Figure 4-7b. 
The good agreement between experiments and simulations indicates that the 
modeling framework works properly for the investigated range of operating 
conditions. Outside of the investigated operating range, the model results might 
quantitatively differ from reality. However, qualitative trends will be predicted well, 
which is the main objective of this work. 









Figure 4-7: (a) Sum of variances of the experimental radial and azimuthal solids velocity 
as a function of azimuthal position at a radial position between 39.25-39.75 mm; (b) 
simulated granular temperature profile near the bottom plate. Simulation conditions: 




Now that the CFD model is validated, the simulations can be used to gain insights 
into some hydrodynamic features of the GSVU. The solids azimuthal and radial 
velocity profiles that were used to validate the model are evaluated first. Noticeable 
non-uniformities can be observed in both the radial and azimuthal directions. The 
steepest changes in the azimuthal velocity are observed close to the circumferential 
wall, while less variations in azimuthal velocity are observed closer to the center of 
the chamber. The radial velocity profile fluctuates around zero, with some regions 
where particles move predominantly radially inward and other regions where they 
move radially outward. Hence, the solid particles vibrate around their orbit with 
fixed radial position. Close to the circumferential wall, this behavior indicates a 




relatively high collision frequency of the aluminum particles with the wall. Figure 
4-8a shows the solids volume fraction in the GSVU. It can be seen that the solids 
volume fraction in the unit is non-uniform, with solids building up just upstream of 
the inlet slots where the gas jet enters the unit at high velocity. As soon as the gas 
enters the chamber, it transfers its momentum to the particles and loses about 90 % 
of its original velocity. The solids receive enough tangential momentum from the 
gas to maintain a rotating motion. The gas on the other hand is not retained in the 
bed, but is deflected towards the center of the GSVU chamber, as evidenced by the 
gas streamlines in Figure 4-8b. A noticeable feature of these streamlines is that there 
is nearly any mixing between the gas entering in the lower part of the slots (blue) 
and upper part of the slots (red). This feature has been reported earlier in the work 
of Staudt et al. [38] and indicates that a GSVU can be used as a circulating rotating 







Figure 4-8: (a) Solids volume fraction; (b) gas streamlines. Simulation conditions: air 
flow rate 40 Nm3 hr-1, total solids loading 10.7 g, and all other settings from Table 4-1. 
 
The simulated azimuthal and radial gas-solid slip velocities, which are the key for 
interfacial momentum, heat and mass transfer, vary significantly with the azimuthal 
and radial position, as can be seen in Figure 4-9. In this figure, the zero in the 




azimuthal coordinate corresponds to the position of the inlet slot. The gas-solid slip 
velocity reaches a maximum value somewhat downstream of the inlet slots. Moving 
further away from the circumferential wall causes a reduction of this maximum 
value, due to momentum transfer to the solid phase, and a shift to the downstream 
direction of the flow, mostly as a result of the jet-like behavior of the gas flow. In 
conventional gravitational fluidized beds, the gas-solid slip velocity is limited to the 
terminal velocity of the solid particles in the Earth’s gravitational field. Higher slip 
velocities would lead to particle entrainment. For the aluminum particles considered 
here, this would correspond to a maximum gas-solid slip velocity of 3.4 m s-1 [20]. 
On the other hand, as shown in Figure 4-9, the gas-solid slip velocity in a GSVU can 
be roughly 10 times higher, with local maximum values > 30 m s-1. Therefore, 
compared to operation in gravitational fluidized beds, roughly 10 times higher rates 






Figure 4-9: Gas-solid slip velocity as a function of azimuthal coordinate: (a) azimuthal; 
(b) radial. Gas and solid velocities are sampled on a horizontal plane 1 mm above the 
bottom plate and at different radial positions. Simulation conditions: air flow rate 40 
Nm3 hr-1, total solids loading 10.7 g, and all other settings from Table 4-1.  
 
The residence time distribution (RTD) of the gas in the particle bed is shown in 
Figure 4-10. This residence time distribution is obtained by injecting an inert tracer 
at the inlet of the reactor, solving the passive scalar transport equation on a frozen 




gas velocity field, and monitoring the average tracer concentration on a cylindrical 
surface at r = 32.5 mm, i.e., just downstream of the particle bed, and at the outlet. 
The mean residence time in the bed is very small, and furthermore the residence 
time distribution is very narrow, as evidenced by the calculated mass Péclet number 
> 10. Compared to conventional packed or fluidized beds, the bed width-to-height 
ratio in a GSVU is much higher, making backmixing negligible, while gas 
maldistribution can be avoided by proper design of the slot ring. In combination 
with a uniform and stable bed, this results in the relatively narrow RTD, which 
makes a GSVU interesting for a variety of processes in which secondary reactions 
need to be suppressed in order to increase reactor performance. A more detailed 
qualitative and quantitative study of the residence time distributions in GSVU’s, 
supported by experimental data, will be part of a follow-up work. 
 
Figure 4-10: Residence time distribution of the gas in the GSVU. The tracer 
concentration was measured on a cylindrical surface at r = 32.5 mm (red), and at the 
outlet (blue). Simulation conditions: air flow rate 40 Nm3 hr-1, total solids loading 10.7 g, 
and all other settings from Table 4-1.  
 
By finetuning both GSVU geometry and operating conditions, it is possible to obtain 
more uniform particle beds, faster rotating beds, higher slip velocities and even 
narrower residence time distributions. Hence, the remainder of this study focuses 
on optimizing the GSVU operation. 
 




4.4.3. Parametric sensitivity analysis 
In this section the effect of the number of inlet slots (8, 12, 16) and the reactor length 
(LR/DR = 0.2, 0.3, 0.4) is investigated, and this for aluminum particles of 3 different 
sizes (300 µm, 400 µm and 500 µm). The inclination angle and slot width are set to 
10° and 0.75 mm, respectively, for all cases. The comparison is made for a fixed gas 
injection velocity of 80 m s-1 and a solids loading 0.625 g per mm reactor length, i.e., 
10 g for LR/DR = 0.2, 15 g for LR/DR = 0.3 and 20 g for LR/DR = 0.4. A 1/4th pie-
shaped structured grid is created for each of the geometries, using the 
aforementioned automated meshing procedure in Pointwise. The effect on bed 
density, bed uniformity and bed stability is discussed. Uniformity is hereby related 
to the local variations in the time-averaged bed voidages: the lower the variance of 
the time-averaged voidage in the bed, the more uniform. Stability refers to the 
transient fluctuations and bed movement. Typically the two are closely related. 
 
4.4.3.1. Particle diameter 
Driven by the fact that catalyst particles are typically smaller than the 500 µm 
particles studied above, the particle diameter was decreased to 400 µm and 300 µm. 
A more pronounced decrease in the particle size was avoided because this could 
affect the validity of the model. 
For a fixed geometry and operating conditions, the effect of the particle diameter can 
best be understood by looking at the Stokes number. The Stokes number is a 
dimensionless group defined as the ratio of the characteristic response time of the 













in which 𝑆 is the swirl ratio, a dimensionless number taking into account the 
geometry of the inlet slots [39]. In general, the larger the Stokes number, the more 
stable and uniform the bed. As the Stokes number scales quadratically with the 
particle diameter, more uniform beds are obtained with a particle diameter of 500 




µm compared to 300 µm. For a fixed particle density and diameter, the Stokes 
number can be increased by reducing the swirl ratio (e.g. by increasing the number 
of inlet slots), reducing the solids loading or increasing the gas injection velocity. 
This reasoning is confirmed by Figure 4-11, which shows the volume-weighted 
average value and the relative standard deviation of the solids volume fraction in 
the bed. Hereby the bed is defined as the region of the computational volume where 
the solids volume fraction is larger than 5 %, and the relative standard deviation is 
the ratio of the standard deviation to the mean value of the solids volume fraction 
in all cells within the bed. A higher relative standard deviation indicates a less 
uniform bed. For a fixed geometry, decreasing the particle diameter results in both 
a less dense bed and less uniformity. Furthermore, it also results in less stability of 
the bed. This is indicated by the larger variation in the radial velocity of the particles, 
as shown in Figure 4-12. One of the reasons is that particles with a small 𝜏𝑝 are more 
easily deflected by the entering gas jet. Hence, there is a minimum particle diameter 
below which it is very difficult to form a stable, uniform bed with a sufficiently high 
solids loading without the risk for particle entrainment. Nevertheless, there are some 
potential solutions to work with small particles. De Broqueville [40] proposed using 
a rotating disk on the bottom plate to help sustain the azimuthal motion. Applying 
a continuous solids feed with dedicated solids outlets or installing a diverging outlet 
could also help to improve bed stability. Another option is to inject a small amount 
of coarser material, which will form a monolayer near the circumferential wall [41], 
in this way breaking the gas jets so that finer material floating on top of the coarse 
particles’ monolayer can be contained in the unit. On the other hand, there is also a 
maximum limit on 𝜏𝑝. The azimuthal particle velocity is lower for larger particle 
diameters, or more general for higher values of 𝜏𝑝. A too large value of 𝜏𝑝 would 
result in too low azimuthal particle velocities and hence a too small centrifugal force. 
This limits both the bed stability and maximum solids loading. A reduction of the 
circumferential wall’s roughness via surface treatment or coating could result in 
higher azimuthal velocities and is therefore a plausible solution to improve 
operation with high-𝜏𝑝 particles. Another option is using engineered particles, e.g. 
surface-treated particles or hollow-core particles (large diameter but low density). 





Figure 4-11: Effect of particle diameter and number of inlet slots on solids volume 
fraction and bed uniformity in a GSVU. The bars show the volume-weighted average 
and the lines the relative standard deviation of the solids volume fraction in the bed. 




It has to be mentioned that in Figure 4-12, radial and azimuthal velocities are 
sampled on a horizontal plane in the middle of the reactor, i.e. 8 mm above the 
bottom plate. Moving closer to either the top or the bottom wall, the velocities of 
both the gas and solids decrease due to wall interactions. This effect is difficult to 
study experimentally, since non-intrusive measuring techniques only allow to 
determine velocities near the bottom plate, where there is optical access to the 
chamber.  








Figure 4-12: Effect of particle diameter in a GSVU on (a) radial and (b) azimuthal 
velocity of the solids as a function of the azimuthal coordinate in between two slots, 
sampled on a horizontal plane in the middle of the unit and at a fixed radius of 38.5 
mm. Geometry and operating conditions: 8 slots,  LR/DR = 0.2, ug,inj = 80 m s-1, total solids 
loading 10 g Al. 
 
 
4.4.3.2. Number of slots 
The effect of the number of inlet slots on the bed uniformity and stability depends 
on the particle diameter (see Figure 4-11). For the Al particles with a diameter of 400 
µm or 500 µm, increasing the number of inlet slots from 8 to 12 and consequently 
from 12 to 16 results in a more uniform and stable bed (Figure 4-13), which is in 
agreement with the hypothesis that higher Stokes numbers lead to enhanced 
uniformity and stability. However, for the smallest Al particles with a diameter of 
300 µm, increasing the number of slots from 8 to 12 gives a more uniform and stable 
bed, whereas the consequent increase from 12 to 16 slots causes a reduction of bed 
uniformity and stability. Clearly, the smallest particles are more affected by the 
frequent interruption of their rotating motion by the entering gas jet. For finer 
material, decreasing the injection velocity might lead to better results, which is in 
contradiction with the previously proposed Stokes number criterion. Dring and Suo 




[42] suggest that, depending on the particle Reynolds number, a second 
dimensionless group might be required to determine the degree to which a particle 
either follows the swirling flow streamlines or is centrifuged out. A more elaborate 








Figure 4-13: Solids volume fraction in a GSVU with (a) 8 slots; (b) 12 slots; (c) 16 slots. 
Geometry and operating conditions: LR/DR = 0.2, ds = 500 µm, ug,inj = 80 m s-1, total solids 
loading 10 g Al. 
 
When the injection velocity and the width of the slots are fixed, increasing the 
number of slots corresponds to an increase in the gas flow rate. In the chamber, this 
results in a faster rotating bed and higher gas-solid slip velocities, see Figure 4-14. 
The downside of these higher flow rates of both gas and particles is an increase in 
the shear stresses. Figure 4-15 shows that the magnitude of the shear stress between 
the bed and the wall in a GSVU with 16 slots is significantly higher than that in a 
GSVU with 8 slots. The wall shear stress is hereby calculated as the dot product of 
the solids stress tensor defined by eqn. (4-6) and the unit vector normal to the wall 
boundary. 
 








Figure 4-14: Effect of the number of inlet slots on (a) azimuthal velocity of solids, and 
(b) radial slip velocity as a function of the azimuthal coordinate in between two slots, 
sampled on a horizontal plane in the middle of the unit and at a fixed radius of 38.5 
mm. Geometry and operating conditions: LR/DR = 0.2, ds = 500 µm, ug,inj = 80 m s-1, total 
solids loading 10 g Al. 
 
Two zones of increased wall shear stress can be identified: one immediately 
downstream of the slot and the other starting halfway in between two neighboring 
slots. This is again in qualitatively good agreement with the experiments, as shown 
in Figure 4-15c, which was obtained by painting the walls of the unit in blue and 
taking a snapshot of the erosion at the walls after some time of operation. Because 
of the collisional impact of the particles on the circumferential walls, the shear 
stresses on these walls are significantly larger than those on the top and bottom 
plate.  
  










Figure 4-15: Magnitude of the wall shear stress at the circumferential wall of a GSVU 
with (a) 8 slots; (b) 16 slots. Geometry and operating conditions: LR/DR = 0.2, ds = 500 
µm, ug,inj = 80 m s-1, total solids loading 10 g Al. (c) Picture showing zones of high wall 
shear stress in experimental setup.  
 
By integrating the wall shear stress over the entire wall surface area, the total bed-
wall shear force is obtained. This is plotted in Figure 4-16a as a function of both the 
number of inlet slots and the particle size. In a GSVU with 8 inlet slots, the total shear 
force exerted at the wall slightly increases with increasing particle size, while the 
opposite holds in a GSVU with 12 or 16 inlet slots. As already indicated, for a fixed 
particle diameter, the total bed-wall shear force increases with an increasing number 
of inlet slots. Figure 4-16b shows the volume-weighted average magnitude of the 
shear stress tensor in the bed, which increases with increasing particle size or 
increasing number of inlet slots. The shear stress in the bed can be also used as a 




measure for attrition. For a fixed injection velocity, attrition can be reduced by either 
reducing the number of inlet slots or working with smaller particles. Since this 
reduction has a detrimental effect on the maximum solids loading, bed density and 
uniformity, a tradeoff has to be made. Note that similar tradeoffs are required in 
conventional gravitational fluidized beds, so the above analysis doesn’t plead 






Figure 4-16: (a) Total wall shear force from circumferential and end (top + bottom) 
walls; (b) volume-weighted average shear stress in the bed. Geometry and operating 
conditions: LR/DR = 0.2, ug,inj = 80 m s-1, total solids loading 10 g Al. 
 
 
4.4.3.3. Reactor length 
A final part of this parametric sensitivity analysis involves the effect of the GSVU’s 
length. Already in the 1960’s, Kochetov et al. [43] determined experimentally the 
optimal ratios of the dimensions of a GSVU. The optimal length-to-diameter ratio 
LR/DR of the unit was reported to be between 0.2 and 0.5. Here, LR/DR = 0.2, 0.3 and 
0.4 are considered. Increasing the length of the reactor results in less influence from 
the bottom and top plate of the unit. This has an impact on the velocity distribution 
as a function of the axial coordinate. As explained above, closer to either the top or 




the bottom wall, the solids velocities decrease due to wall interactions. If the 
azimuthal velocity drops too low, this results in a lower centrifugal force and higher 
risk of entrainment. A particle trap ring could help to prevent the escape of particles 
in this case [44]. The maximum velocities are obtained on a horizontal plane in the 
middle of the unit. Although increasing LR/DR might lead to qualitative changes in 
the gas flow behavior, these effects are mainly located near the outlet, and the gas 
flow behavior in the bed is largely unaffected by variations in LR/DR. Similarly, the 
solids velocity near the bottom plate is not affected much by the total length of the 
unit. However, the azimuthal solids velocity in the middle of the unit is found to be 
higher at higher LR/DR, because of less influence from interactions with the wall. 
This is shown in Figure 4-17a. Applying a surface treatment on the end walls to 
increase the solids velocity near those walls could reduce this effect. 
One important aspect that hasn’t been discussed before is the effect of gravity. The 
GSVU studied is positioned horizontally, with gravity acting in the direction of the 
unit’s central axis. Experimentally, it is difficult to assess the effect of gravity on the 
bed density, since optical access is restricted to the bottom plate. Figure 4-17b shows 
the distribution of the solids mass as a function of the axial coordinate. Under the 
influence of gravity, the bed is thickest near the bottom plate and becomes thinner 
with increasing distance from the bottom plate. This could also be observed in Figure 
4-13. Near the top plate the bed density slightly increases while the thickness doesn’t 
significantly change anymore. This causes a slight increase in the mass of solids close 
to the top plate compared to the layers below. This maldistribution of the solids 
between the top and bottom plate is more pronounced for larger values of LR/DR. 
For coarse material, it could be alleviated by increasing the injection velocity. More 
importantly, increasing the reactor length was found to have limited effect on the 
width of the residence time distribution, mainly because of the abovementioned 
negligible variation in gas phase behavior in the bed with increasing reactor length. 
This is particularly important for scale-up. 








Figure 4-17: Effect of the reactor length on (a) azimuthal velocity of solids as a function 
of the azimuthal coordinate in between two slots, sampled on a horizontal plane in the 
middle of the unit and at a fixed radius of 38.5 mm; (b) distribution of solids in the axial 
direction. Geometry and operating conditions: 12 slots, ds = 500 µm, ug,inj = 80 m s-1, total 




A gas-solid vortex unit was simulated using the Euler-Euler approach in 
OpenFOAM®. First an extensive validation study was presented whereby the 
simulated azimuthal and radial velocities of the solid phase were compared with the 
experimental results obtained via PIV measurements. A one-to-one comparison 
between the numerical and experimental local particle velocities showed that  fine-
tuning of the specularity coefficient of the walls was needed to obtain a good 
agreement. In general, the best results were obtained with a specularity coefficient 
of 0.05 for the bottom plate and 0.075 for all other walls. Note that these values might 
need to be adjusted for operating conditions far from the validation conditions. A 
qualitatively good agreement between simulated and experimental pressure and 
granular temperature profiles was obtained as well. 




The simulations indicated significant non-uniformities in the azimuthal and radial 
velocity profiles as well as bed voidages, and this both in the azimuthal and radial 
direction. Small non-uniformities were also seen in the axial direction. Compared to 
a conventional gravitational fluidized bed, up to 10 times higher gas-solid slip 
velocities were obtained, leading to significantly enhanced momentum, heat and 
mass transfer rates. Furthermore, the GSVU promised a combination of short 
residence times and narrow residence time distribution, which is interesting for a 
variety of (catalytic) processes. 
Finally, a parameter study was performed in order to assess the effect of the particle 
diameter, number of inlet slots and reactor length on the bed hydrodynamics. From 
this parameter study some interesting guidelines for the design of a GSVU can be 
deduced. The Stokes number is hereby a key indicator. In general, the larger the 
Stokes number, the more stable and uniform the bed. Increasing the particle 
diameter or density, increasing the number of inlet slots or increasing the gas 
injection velocity may therefore help to increase the bed stability and uniformity. 
However, for small values of the particle Reynolds number, the Stokes number 
criterion does not hold. Further research is required to determine the characteristic 
number that describes the bed behavior in this regime. Both for too small or too large 
particles, it may be impossible to obtain a stable bed of significant mass loading just 
by altering the injection velocity or the number of inlet slots. In that case other 
options, such as the application of coatings to reduce surface roughness and increase 
azimuthal velocities, could be considered. An important aspect in a GSVU is shear 
stress due to interactions of the bed with the wall or particle interactions within the 
bed. The simulations indicated that the total bed-wall shear force increases with an 
increasing number of inlet slots. Hence a tradeoff is to be made between bed density, 
uniformity and stability on the one hand and shear stresses and attrition on the other 
hand. 
In conclusion, the GSVU shows a lot of promising characteristics for a wide range of 
gas-solid processes. The results in this chapter allow to gain a lot of qualitatively 
interesting information, opening the way for future experimental and modelling 
studies.  
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CFD modeling of catalytic 
processes in a GSVR 
 
To further optimize the GSVR design and operating conditions specifically for OCM, 
the hydrodynamic CFD model needs to be extended with an appropriate chemistry 
model. Whereas detailed kinetic models have already been implemented widely in 
CFD simulations of gas-phase processes, CFD modeling of reactive gas-solid 
processes, especially in fluidized bed reactors, is a largely unexplored territory. In 
this chapter, an Euler-Euler CFD methodology is proposed to simulate gas-solid 
fluidized bed reactors while using detailed microkinetic models for both the 
homogeneous gas phase and heterogeneous surface chemistry. This methodology is 
implemented in OpenFOAM and validated by comparison with 1D, i.e., PFR, 
pseudo-homogeneous, i.e., not explicitly accounting for a separate gas and catalyst 
phase, simulations in Cantera. The validated model is then used to simulate a 16-
slot GSVR for OCM, in both isothermal and adiabatic conditions. Comparison of the 
CFD results with an engineering 0D/1D model of the GSVR indicates that CFD 
simulations are a necessity for estimating the reactive performance of the GSVR. 
Therefore, the CFD methodology developed in this work is a major breakthrough 
with numerous possibilities to investigate improved GSVR designs and operating 
conditions for OCM and other gas-solid catalytic processes (e.g., FCC, CPOX) in the 
future. 





Chapter 3 has shown that the key features of a good OCM reactor are limited species 
backmixing, i.e., narrow residence time distributions, and high thermal backmixing, 
i.e., high effective thermal conductivity [1–3]. Both these characteristics are obtained 
in the GSVR, which is therefore considered a promising reactor technology to 
demonstrate the OCM process. Various numerical studies based on CFD have been 
performed to investigate the hydrodynamic behavior in a GSVR, leading to an 
improved understanding of the flow field in the reactor [4,5]. However, to further 
optimize the GSVR design and operating conditions specifically for OCM, these 
hydrodynamic CFD models need to be extended with an appropriate chemistry 
model. 
In literature the majority of reactive CFD studies deals with combustion 
applications. Important aspects in these studies are the correct description of the 
turbulence characteristics and the integration with detailed kinetic models. Detailed 
kinetic models have already been implemented widely in the CFD simulation of gas-
phase processes, especially in the field of steam cracking [6–9]. On the other hand, 
the CFD simulation of reactive gas-solid processes has not received a lot of attention 
yet. In fact, CFD studies on gas-solid processes with detailed kinetic models for 
heterogeneous catalysis are almost exclusively limited to catalytic walls and fixed 
bed reactors [10–12]. A far more complex situation arises in fluidized bed reactors, 
where heterogeneous surface reactions take place at the internal surface of the 
moving catalyst pellets, while at the same time homogeneous gas phase reactions 
occur inside the pores of the catalyst and in the fluidizing gas phase surrounding the 
pellets. A schematic representation of this problem is shown in Figure 5-1.  
Some CFD studies can be found for fluidized bed applications such as (biomass) 
gasification, pyrolysis and combustion [13–16], SO2/NOx adsorption [17], fluid 
catalytic cracking [18,19] and even OCM [20]. In none of these studies, however, 
detailed kinetic models are used to describe the reactions occurring at the particle 
surface. Due to the significant stiffness related to elementary steps and the presence 
of radical species, the transient simulation of a fluidized bed using an elementary 




step mechanism was previously considered to be nonrealistic in terms of 
computational cost [20]. Kinetic models were used which take into account only 
observable “macro” species, e.g. by lumping elementary reaction steps. This is in 
sharp contrast with the increasing number of microkinetic models that are being 
developed by, amongst others, the LCT for thermal and catalytic processes such as 
OCM [21,22]. 
 
Figure 5-1: Schematic representation. Surface reactions take place at the internal surface 
of the catalyst pellets, while gas phase reactions occur in the pores and in the fluidizing 
gas phase around the pellets. In the Euler-Euler model, no individual pellets are tracked 
but only the solid-phase volume fractions is known in each cell. All pellet-scale 
phenomena need to be modeled. 
 
Therefore, in this work, an Euler-Euler CFD methodology is proposed to simulate 
gas-solid fluidized bed reactors while using detailed microkinetic models for both 
the homogeneous and heterogeneous chemistry. A detailed description of the model 
is presented, followed by a validation study in a packed bed configuration. The 
developed methodology is then used to simulate a 16-slot GSVR for OCM in both 
isothermal and adiabatic conditions. Finally, simplified engineering models to 
approximate the reactive performance of a GSVR for OCM are proposed and the 
results are compared with those of the reactive CFD simulations.  
 




5.2. Model description 
This section first describes the governing equations, followed by a discussion of the 
constitutive equations for interfacial momentum, heat and mass transfer. The 
chemistry model and calculation of chemical source terms is discussed next, as well 
as the calculation of thermodynamic and transport properties. Finally, the general 
solution procedure is elaborated upon. 
 
5.2.1. Governing equations 
In the Euler-Euler approach for modeling a gas-solid system, the phases are treated 
as interpenetrating continua. Each of these continua is described by a continuity, 
momentum, species balance and energy equation. Inside the solid phase a 
distinction is made between the catalytic surface and gas phase in the pores (see 
Figure 5-1). Since they are assumed to move together as one phase, having the same 
temperature, no dedicated phase continuity, momentum and energy equations are 
solved for these two “internal” phases. 
The phase continuity equations for the gas and the solid phase are given by: 
 𝜕
𝜕𝑡
(𝜀𝑔𝜌𝑔) + ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔?⃗⃗?𝑔) = 0 (5-1) 
 𝜕
𝜕𝑡
(𝜀𝑠𝜌𝑠) + ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠 ?⃗⃗?𝑠) = 0 (5-2) 
The momentum equations for both phases are given by: 
 𝜕(𝜀𝑔𝜌𝑔?⃗⃗?𝑔)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔?⃗⃗?𝑔 ?⃗⃗?𝑔) = −𝜀𝑔∇⃗⃗𝑝 + ∇⃗⃗ ⋅ 𝜀𝑔𝜏?̿? + 𝜀𝑔𝜌𝑔?⃗? + ?⃗?𝑠𝑔 (5-3) 
 𝜕(𝜀𝑠𝜌𝑠 ?⃗⃗?𝑠)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠?⃗⃗?𝑠 ?⃗⃗?𝑠) = −𝜀𝑠∇⃗⃗𝑝 − ∇⃗⃗𝑝𝑠 + ∇⃗⃗ ⋅ 𝜏?̿? + 𝜀𝑠𝜌𝑠?⃗? − ?⃗?𝑠𝑔 (5-4) 
Herein, ?⃗?𝑠𝑔 is the momentum transfer from the solid to the gas phase (see §5.2.2). 
The stress-strain tensors of both phases are given by: 
 




𝜌𝑔𝜈eff,𝑔(∇⃗⃗ ⋅ ?⃗⃗?𝑔) 𝐼  ̿ (5-5) 





𝜏?̿? = 𝜌𝑠𝜈eff,𝑠(∇⃗⃗?⃗⃗?𝑠 + ∇⃗⃗?⃗⃗?𝑠
𝑇) + 𝜌𝑠 (𝜈𝐵,𝑠 −
2
3
𝜈eff,𝑠) (∇⃗⃗ ⋅ ?⃗⃗?𝑠) 𝐼 ̿ (5-6) 
The gas-phase effective kinematic viscosity, 𝜈eff,𝑔, is the sum of the molecular 
viscosity 𝜈𝑔 (see §5.2.4) and the turbulent viscosity 𝜈turb,𝑔. The latter is obtained from 
the selected RANS turbulence model. For a granular solid phase, both the bulk 
viscosity 𝜈𝐵,𝑠 and the effective kinematic viscosity 𝜈eff,𝑠 are calculated using the 
kinetic theory of granular flow (KTGF) [23]. The constitutive equations for the KTGF 
can be found in Table A-3 (Appendix A). Solid phase turbulence, as well as 
interactions between the gas and solid phase turbulence, are not explicitly accounted 
for by lack of reliable solid phase turbulence models. 
The species balance equations in the gas phase are the following (𝑘 = 1…𝑛𝑔): 
 𝜕(𝜀𝑔𝜌𝑔𝑌𝑔,𝑘)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔𝑌𝑔,𝑘 ?⃗⃗?𝑔) = ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔𝐷eff,𝑔,𝑘 ∇⃗⃗𝑌𝑔,𝑘) + 𝜀𝑔𝑀𝑘?̃?𝑔,𝑘 + 𝜓𝑠𝑔,𝑘 (5-7) 
Herein, 𝑌𝑔,𝑘 is the mass fraction of species 𝑘 in the gas phase, 𝑀𝑘 is the molecular 
mass of species 𝑘, ?̃?𝑔,𝑘 is the net production rate of species 𝑘 via homogeneous 
reactions in the gas phase (see §5.2.3), and 𝜓𝑠𝑔,𝑘 is the net exchange rate of species 𝑘 
from the solid phase to the gas phase (see §5.2.2). Similar to the effective kinematic 
viscosity, the effective diffusivity of species k in the gas phase, 𝐷eff,𝑔,𝑘, consists of a 
molecular and turbulent contribution, whereby the turbulent contribution is 
calculated by dividing the turbulent kinematic viscosity by a turbulent Schmidt 
number: 




The molecular contribution 𝐷𝑔,𝑘 is discussed in §5.2.4. The turbulent Schmidt 
number 𝑆𝑐turb,g is set to 1, i.e., the Reynolds analogy is used. 
Similarly, the balance equations for the species in the pores of the solid phase can be 
constructed. The diffusion term is omitted in these equations since transport of the 
species in the solid phase is solely due to convective transport of the solid phase 




particles. No intra-pellet concentration profiles are considered. Therefore, the 
governing species equations are given by (𝑘 = 1…𝑛𝑔): 
 𝜕(𝜀𝑠𝜌𝑝𝑌𝑠,𝑘)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑝𝑌𝑠,𝑘 ?⃗⃗?𝑠) = 𝜀𝑠𝑀𝑘?̃?𝑠,𝑘 −𝜓𝑠𝑔,𝑘 (5-9) 
where 𝑌𝑠,𝑘 is the mass fraction of species 𝑘 in the solid phase, 𝜌𝑝 is the gas density in 
the solid phase pores, and ?̃?𝑠,𝑘 is the net production rate of species 𝑘 in the solid 
phase (see §5.2.3). A conservation equation is also solved for the surface 
intermediates (𝑘 = 1…𝑛𝑠):    
 𝜕(𝜀𝑠𝜃𝑠,𝑘)
𝜕𝑡




where 𝜃𝑠,𝑘 is the coverage of surface species 𝑘, 𝜎𝑘 is the number of surface sites 
covered by surface species k and 𝐿𝑡 is the total areal active site concentration on the 
catalyst. 
The energy equations in both phases are as follows: 
𝜕(𝜀𝑔𝜌𝑔ℎ𝑔)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔?⃗⃗?𝑔ℎ𝑔) = ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔𝛼eff,𝑔∇⃗⃗ℎ𝑔) + 𝜀𝑔𝜌𝑔(?⃗⃗?𝑔 ⋅ ?⃗?) + 𝑄𝑠𝑔 + 𝜀𝑔𝑄𝑟,𝑔 (5-11) 
𝜕(𝜀𝑠𝜌𝑠ℎ𝑠)
𝜕𝑡
+ ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠 ?⃗⃗?𝑠ℎ𝑠) = ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠𝛼eff,𝑠∇⃗⃗ℎ𝑠) + 𝜀𝑠𝜌𝑠(?⃗⃗?𝑠 ⋅ ?⃗?) − 𝑄𝑠𝑔 + 𝜀𝑠𝑄𝑟,𝑠 (5-12) 
where ℎ𝑖  is the sensible enthalpy of phase i, 𝛼eff,𝑖 the effective thermal diffusivity, 
𝑄𝑠𝑔 the heat transfer from the solid phase to the gas phase (see §5.2.2) and 𝑄𝑟,𝑖 the 
generated thermal power in phase i (see §5.2.3). The effective thermal diffusivities in 
the gas and solid phase are calculated as: 
 















For the gas phase, the molecular contribution is calculated from thermodynamic 
properties and kinetic gas theory, as described in more detail in §5.2.4. The turbulent 
Prandtl number 𝑃𝑟turb,g is set to 0.85 [24]. For the solid phase, the effective thermal 
conductivity is calculated by dividing the effective kinematic viscosity from the 
KTGF by an effective Prandtl number, 𝑃𝑟eff,s, which is set to 1, hence assuming the 
Reynolds analogy by lack of any better-suited model. More elaborate models for the 
effective thermal conductivity in fluidized bed systems have been developed for 
example by Zehner and Schlünder [25], Syamlal and Gidaspow [26], and Kuipers et 
al. [27]. However, in this work, the original OpenFOAM implementation, given by 
eqn. (5-13)-(5-14), was used. Note that in fluidized beds, the diffusion term in eqn. 
(5-12), which is related to heat conduction in the solid phase via particle-particle 
contact, is generally negligible compared to the convective transport term. Thermal 
backmixing in the reactor is a result of both the diffusive and convective term, and is 
therefore mostly affected by the transport of particles. It should also be mentioned that 
the effects of radiation, which would enter the equations via the effective thermal 
diffusivity 𝛼eff,𝑠, are not included in the model, meaning that at the high temperatures 
considered for OCM, thermal backmixing is most likely under-predicted. 
 
5.2.2. Interfacial momentum, heat and mass transfer 
The momentum equations of the gas and solid phase, eqn. (5-3)-(5-4), are coupled 
through the interphase drag force term, ?⃗?𝑠𝑔, which is given by: 
 
?⃗?𝑠𝑔 = 𝛽(?⃗⃗?𝑠 − ?⃗⃗?𝑔) (5-15) 
The drag coefficient 𝛽 is calculated using Gidaspow’s correlation [23], which 
combines the Ergun equation [28] for solid phase volume fractions 𝜀𝑠 ≥ 0.2, with the 
correlation of Wen and Yu [29] for 𝜀𝑠 < 0.2. 
 

























Similarly, the interfacial heat transfer term, 𝑄𝑠𝑔, couples the gas and solid energy 
equations, eqn. (5-11)-(5-12): 
 
𝑄𝑠𝑔 = ℎ 
6𝜀𝑠
𝑑𝑠
(𝑇𝑠 − 𝑇𝑔) (5-18) 
The gas-solid heat transfer coefficient, ℎ, is calculated from the Nusselt number, 
















The interfacial mass transfer term 𝜓𝑠𝑔,𝑘 in eqn. (5-7) and (5-9) is calculated in an 
analogous manner: 
 
𝜓𝑠𝑔,𝑘 = 𝑘𝑔𝑠  
6𝜀𝑠
𝑑𝑠
(𝜌𝑝𝑌𝑠,𝑘 − 𝜌𝑔𝑌𝑔,𝑘 ) (5-21) 
Herein, 𝑘𝑔𝑠 is the interfacial mass transfer coefficient, which is calculated from the 
Sherwood number, which in turn follows from the Nusselt number by applying the 
Friend-Metzner analogy for heat and mass transfer:  
 












Note that his approach for modeling interfacial mass transfer inherently assumes 
that all concentration gradients are located in a conceptual film near the catalyst 
pellet surface (see also §0). No intra-pellet concentration profiles are considered. 
Instead of using the film model given by eqns. (5-21)-(5-23), it is also an option in the 
code to neglect mass transfer limitations. In this case, the species mass fractions in 
the solid phase are assumed equal to those in the gas phase. Hence, the conservation 
equations for the gas species in the solid phase, i.e., eqn. (5-9), don’t need to be 
solved, reducing the overall computational cost. The mass transfer of species 𝑘 is 
then set equal to the net production rate in the solid phase: 





𝜓𝑠𝑔,𝑘 = 𝜀𝑠𝑀𝑘?̃?𝑠,𝑘 (5-24) 
 
5.2.3. Chemistry model 
The thermophysical models and chemistry models in OpenFOAM were extended 
with new functionalities to deal with detailed microkinetic mechanisms for the 
catalytic surface chemistry. By default, OpenFOAM knows no such thing as surface 
species, let alone reactions between these surface species and a surrounding gas phase.  
Various extensions to existing thermophysical libraries were needed to make this 
possible. The new chemistry library includes support for Arrhenius type of surface 
reaction rates, reaction rates based on sticking coefficients as well as coverage-
dependent reaction rate expressions. Similar to the gas phase chemistry models, an 
analytical Jacobian was added for the surface chemistry. A pre-processing utility 
was developed to convert a gas phase mechanism, surface mechanism, 
thermodynamic and transport properties directly from a Cantera [31] input file into 
OpenFOAM format. This makes the new framework generally applicable: any 
heterogeneously catalyzed process for which a Cantera (or Chemkin) mechanism is 
available can be used in the CFD simulations. 
For the simulations presented in this chapter, oxidative coupling of methane is 
considered. A reduced version of the CRECK kinetic framework [32] is used for the 
gas phase. The reduced mechanism, consisting of 299 reactions between 30 species, 
was derived by Stagni et al. [33], by applying the DRGEP (Directed Relation Graph 
with Error propagation) method in combination with a sensitivity analysis, in order 
to obtain an error lower than 10 % in the predicted ignition delay times compared to 
the full mechanism. The gas-phase model is used in combination with a detailed 
microkinetic model for the surface chemistry developed by Alexiadis et al. [21]. On 
the catalyst surface, 10 surface species and 26 elementary reactions are considered. 
The kinetic parameters corresponding to 4%Sr-40%La/SiC are used, as explained in 
Appendix B. 




OpenFOAM uses operator splitting to reduce the stiffness of the species balance 
equations. Hereby, the instantaneous net production rates in each cell are first 
integrated over the computational time step using a stiff ODE solver. Next, the time-
averaged net reaction rates, ?̃?𝑔,𝑘, ?̃?𝑠,𝑘 and ?̃?𝑠,𝜃,𝑘, are calculated and used in the 
transport equations, as shown in eqns. (5-7), (5-9) and (5-10). In vector format, the 
instantaneous net production rates in the gas and solid phase are given by: 
 
𝑅𝑔⃗⃗ ⃗⃗⃗(𝐶𝑔⃗⃗⃗⃗⃗,  𝑇𝑔, 𝑝) = [
𝑅𝑔,1(𝐶𝑔⃗⃗⃗⃗⃗,  𝑇𝑔, 𝑝)
⋮
𝑅𝑔,𝑛𝑔(𝐶𝑔
⃗⃗⃗⃗⃗,  𝑇𝑔, 𝑝)
]  (5-25) 
 








⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝) + 𝜀𝑝𝑅𝑔,1(𝐶𝑠⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
⋮
𝑎𝑐,𝑉𝑅𝑐,𝑛𝑔(𝐶𝑠
⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝) + 𝜀𝑝𝑅𝑔,𝑛𝑔(𝐶𝑠
⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
𝑅𝑐,𝜃,1(𝐶𝑠⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
⋮
𝑅𝑐,𝜃,𝑛𝑠(𝐶𝑠







  (5-26) 
where 𝑎𝑐,𝑉 is the catalytic surface area per solid phase volume, and 𝜀𝑝 is the catalyst 
























  (5-27) 
The chemical source terms ?̃?𝑔,𝑘, ?̃?𝑠,𝑘 and ?̃?𝑠,𝜃,𝑘 are obtained by taking the time-
average of the instantaneous net production rates over the computational time step, 








































































298 is obtained from eqn. (5-33) at 298 K. 
When mass transfer limitations are neglected, i.e., when using eqn. (5-24), a further 
reduction of the computational cost is possible by numerically disabling the 
chemistry in the gas phase, so that ?̃?𝑔,𝑘 = 0, and meanwhile substituting 
 









 𝑎𝑐,𝑉𝑅𝑐,1(𝐶𝑠⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝) + (𝜀𝑝 +
𝜀𝑔
𝜀𝑠
)𝑅𝑔,1(𝐶𝑠⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
⋮
𝑎𝑐,𝑉𝑅𝑐,𝑛𝑔(𝐶𝑠




⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
𝑅𝑐,𝜃,1(𝐶𝑠⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
⋮
𝑅𝑐,𝜃,𝑛𝑠(𝐶𝑠









  (5-31) 
in the stiff chemistry solver for the solid phase. Because the chemistry in the gas 
phase no longer has to be solved, the simulation time can be significantly reduced 
in this way. The only downside of this “coupled chemistry” methodology is that no 
separate generated thermal power for the gas and solid phase can be calculated via 
eqn. (5-30).  
Note that the above operator splitting approach is only first-order. Second-order 
splitting schemes, such as Strang splitting [34], are not available in original 
OpenFOAM and were similarly not added to the new models developed in this 
thesis. However, it should be considered to implement a higher-order splitting 
scheme in the future. 
 




5.2.4. Thermodynamic and transport properties  
The NASA 7-coefficient polynomial parameterization is used to compute the 
reference-state thermodynamic properties of the individual gas species.  
 






























The gas phase heat capacity and sensible enthalpy are calculated from these species-












After solution of the energy equation, an iterative procedure is used to solve eqn. (5-
35) for temperature. For the solid phase, a constant heat capacity is assumed, and 
the enthalpy is simply calculated as the product of this heat capacity with 
temperature, allowing an easy calculation of the solid phase temperature after 
solution of the solid phase energy equation.  
 
ℎ𝑠 = 𝑐𝑝,𝑠𝑇𝑠 (5-36) 
Note that in reality, the solid phase heat capacity is temperature dependent, which 
may affect the results in case there are large temperature gradients. This has been 
ignored in the present study, mainly because there is little information about the 
solid phase heat capacities of OCM catalysts, let alone their temperature 
dependence. However, when this information would be known, it is straightforward 
to include the temperature dependence of the solid phase heat capacity in the code 
for future studies.  
The gas species viscosity and thermal conductivity are calculated using a 
polynomial fit as a function of the logarithm of temperature is used, rather than the 




complex kinetic gas theory expressions. The coefficients, 𝑏𝑖,𝑘 and 𝑑𝑖,𝑘, of these 
polynomials are calculated from Lennard-Jones parameters by Cantera during the 
conversion of the Cantera input file into OpenFOAM format.  
 











In OpenFOAM, the mixture properties are calculated by considering a pseudo-























Note that these expressions are different from the kinetic gas theory mixing rule by 
Wilke [35].  
No Stefan-Maxwell diffusion coefficients are used. Instead, the individual species’ 
diffusivities are calculated from the species kinematic viscosity and the Schmidt 






5.2.5. Solution procedure 
The general solution procedure is shown in Figure 5-2. The PIMPLE algorithm is 
implemented, which is a combination of the Pressure Implicit Split Operator (PISO) 
algorithm and the Semi-Implicit Method for Pressure-Linked Equations (SIMPLE). This 
allows for an outer correction loop, i.e., multiple iterations over the same time step, 
and equation under-relaxation can be used to improve stability. If no outer corrector 
loops are used, the algorithm is equivalent to the PISO algorithm.  




In every time step, the phase volume fraction equation, eqn. (4-2), is solved first. 
Next, the stiff chemistry solver is used to integrate the reaction rates over a 
computational time step and the chemical source terms, i.e., the reaction rates and 
reaction heat, are updated. The species equations, eqn. (5-7),(5-9)-(5-10), are solved. 
The momentum equations, eqn. (5-3)-(5-4), are then defined, but not solved. 
Velocities are calculated later via pressure-velocity coupling. Next, the energy 
equations, eqn. (5-11)-(5-12), are solved and the thermodynamic and transport 
properties are updated. A pressure equation is solved and the velocities are 
corrected in a number of PISO corrector steps. Finally, the turbulence fields are 
solved and turbulent quantities such as turbulent viscosity are corrected. When the 
SST k-ω turbulence model is used for the gas phase, transport equations for k and ω 
are solved in this step. It is also in this step that the granular temperature equation 
is solved and the KTGF is used to calculate the solids viscosity. 
When the PIMPLE method is active, multiple iterations over the same time step are 
performed until either convergence or the maximum number of outer correctors is 
reached. Then the solver continues to the next time step and the same procedure is 
repeated until the specified simulation time. 
For cases where an actual steady state exist, e.g., the packed bed validation cases 
discussed in §5.3, the simulation is run until the steady state is reached, i.e., until the 
solution does no longer change in subsequent time steps. More specifically, the 
temperature and CH4 mass fraction at the outlet of the simulated geometry are 
monitored in time and simulations are stopped when these signals have leveled out. 
Only the steady-state solution results are reported. 
However, in fluidized bed reactors, such as the GSVR, a true steady state doesn’t 
exist because the solid phase is in continuous motion. Similar to the fixed bed 
simulations, the temperature and CH4 mass fraction at the outlet are monitored. 
Time-averaging of the simulations is started when the initial transients in these 
outlet signals have died out and the outlet temperature and CH4 mass fraction start 
to fluctuate (or in some cases, actually level) around a constant value. The time-
averaged solution values are reported. 





Figure 5-2: Flow chart of solution procedure. 




5.3. Validation of the chemistry implementation 
Since large parts of the code, especially everything related to the chemistry in the 
solid phase, were implemented in OpenFOAM from scratch, hence a proper 
validation is needed. 
In order to validate the implementation of the kinetics and the two-phase reactive 
framework described in §5.2, 1D simulations of a packed bed reactor are performed. 
The boundary conditions and simulation settings are chosen such as to resemble 
ideal plug flow behavior as close as possible. This allows a comparison with Cantera 
simulations of a 1D pseudo-homogeneous plug flow reactor. 
 
Figure 5-3: Geometry and computational grid used for the validation study. 
 
The geometry and computational grid used for this validation study are shown in 
Figure 5-3. A cylindrical packed bed reactor is considered, which allows to use a 
wedge-type grid. Furthermore, only one cell is considered in the radial direction, 
turning this validation case into a 1D problem. The computational domain is 
discretized in 500 cells in the axial direction. For the spatial discretization a second-
order upwind scheme is employed. The time is discretized using the implicit first-
order Euler method. The solver is operated in PISO mode. The time step is 
dynamically adjusted to maintain a Courant number of 0.5, following the CFL 




condition. However, only the steady-state results are reported below. The operating 
conditions are summarized in Table 5-1. 
A laminar model is used for the gas phase, while the solid phase is modeled as a 
stationary phase. No drag model is used so no pressure drop over the reactor is 
simulated.  
Table 5-1: Validation study: geometry and operating conditions. 
Packed bed geometry  
Diameter 0.005 m 
Length 0.010 m 
Gas phase properties  
Kinetics and thermo Stagni et al. [33] 
Density Ideal gas law 
Solid phase properties  
Kinetics 4%Sr-40%La/SiC (see Appendix B) 
Density 2950 kg m-3 
Diameter 500 µm 
Specific heat capacity 5 J kg-1 K-1 
Volume fraction 0.55 
Porosity 0.27 
Catalytic surface area per volume, 𝑎𝑐,𝑉 18.29 106 mc2 ms-3 
Boundary conditions  
Inlet composition CH4:O2:N2 = 4:1:0 (isothermal) 
CH4:O2:N2 = 4:1:20 (adiabatic) 
Inlet temperature 1423 K (gas-only isothermal) 
1098 K (isothermal) 
973 K (adiabatic) 
Inlet velocity 2.5 m s-1 (isothermal) 
5.0 m s-1 (adiabatic) 
Outlet pressure 1.1 bar 
 
Several cases are considered, in which the complexity of the model is gradually 
increased to validate all parts of the code.  
  




Case 1: isothermal, only gas phase chemistry 
In the simplest case, the chemistry in the solid phase is disabled (?̃?𝑠,𝑘 = 0) so only 
reactions in the gas phase are accounted for, and this under isothermal conditions at 
1423 K. Figure 5-4 shows the resulting mass fractions of the reactants and the most 
relevant products as a function of axial coordinate. A perfect agreement is obtained 
between the OpenFOAM results (dashed lines) and the results of a PFR simulation 
in Cantera (full lines). This is not surprising because, apart from the conversion of 







Figure 5-4: Isothermal, gas-only case. OF results when only gas phase chemistry is 
enabled, and comparison with PFR simulation in Cantera: (a) reactant mass fractions, 
and (b) product mass fractions as a function of axial coordinate. Operating conditions: 
see Table 5-1. 
 
Case 2: isothermal, coupled gas and solid phase chemistry, no mass transfer 
limitations 
In the next case, the coupled chemistry approach is used where gas phase chemistry 
is disabled (?̃?𝑔,𝑘 = 0) and included in the solid phase chemistry by using eqn. (5-31). 
Mass transfer limitations are not taken into account, but the solid phase reaction 
rates are directly included in the gas phase species balances by using eqn. (5-24). The 




reactor is isothermal at 1098 K. The resulting product mass fractions and surface 
coverages are shown in Figure 5-5. Because no mass transfer limitations are 
considered, the species mass fractions in the gas phase (dashed lines) overlap with 
those in the solid phase (dotted lines). A perfect agreement with a pseudo-
homogeneous PFR simulation in Cantera is obtained for all variables (full lines). 
Although not shown in the figure, a perfect agreement was also observed for CH4 





Figure 5-5: Isothermal, gas-solid case. OF results with the coupled chemistry approach 
and without considering mass transfer limitations, and comparison with PFR 
simulation in Cantera: (a) product mass fractions, and (b) surface coverages as a 
function of axial coordinate. Operating conditions: see Table 5-1. 
 
The above two cases show that the implementation of the chemistry and calculation 
of the reaction rates in both separate phases is correct. Also, the implementation of 
eqn. (5-24) when mass transfer limitations are neglected, is working as intended.  
 
Case 3: isothermal, segregated gas and solid phase chemistry, no mass transfer 
limitations 
The next case considers the segregated chemistry approach where the chemistry is 
solved in both the gas and the solid phase. Mass transfer limitations are still 
neglected. Figure 5-6 shows that, with these settings, although the difference is 




minor, there is no longer a perfect agreement between the OpenFOAM results and 
Cantera results. This is somehow surprising since the previous two cases indicated 
that all individual parts of the model are implemented correctly.  
The reason for the discrepancies is the use of separate stiff chemistry solvers for the 
gas and solid phase. As such, when also neglecting mass transfer limitations and 
substituting eqn. (5-24) in eqn. (5-7), the total chemical source term vector becomes:  
 
𝜀𝑔𝑅?̃?














This is not equal to the following expression: 
 1
𝛥𝑡




which would be the result when using eqn. (5-31) as was done in validation case 2, 
and which also corresponds to the assumptions made in the pseudo-homogeneous 
PFR model. By reducing the computational time step Δ𝑡, the integrated reaction rates 
approach the instantaneous reaction rates. Hence, the difference between eqn. (5-42) 






Figure 5-6: Isothermal, gas-solid case. OF results with the segregated chemistry 
approach and without considering mass transfer limitations, and comparison with PFR 
simulation in Cantera: (a) reactant mass fractions, and (b) product mass fractions as a 
function of axial coordinate. Operating conditions: see Table 5-1. 




Case 4: isothermal, segregated gas and solid phase chemistry, including mass 
transfer limitations 
In the last isothermal validation case, mass transfer limitations are no longer 
neglected. Eqn. (5-21) is used together with the correlation for the mass transfer 
coefficient given by eqns. (5-22)-(5-23), where 𝑆𝑐𝑔 is set to 1. The segregated 
chemistry approach is used. The CH4 and product mass fraction profiles are shown 
in Figure 5-7 for two different particle diameters. Because of the non-instantaneous 
mass transfer, the species mass fractions in the gas and solid phase are not the same. 
Both are also different from the pseudo-homogeneous result. For a smaller particle 
diameter, the results approach the pseudo-homogeneous model results. As can be 
seen in Figure 5-7, for the simulated conditions, diffusion limitations occurring for 
larger catalyst particle diameters result in a significant decrease in conversion and 
C2 selectivity. 
As discussed in Chapter 2 of this thesis, mass transfer limitations during OCM are 
due to the  high reactivity of surface-produced radicals, such as CH3. For these 
radicals, the difference between the mass fraction in the solid phase and gas phase 
is more pronounced. However, this is not elaborated on in this part of the work. 
 












Figure 5-7: Isothermal, gas-solid case. OF results with the coupled chemistry approach 
and considering mass transfer limitations, and comparison with PFR simulation in 
Cantera: (a) CH4 mass fraction, and (b) product mass fractions as a function of axial 
coordinate for dp = 500 µm. (c) CH4 mass fraction, and (d) product mass fractions as a 
function of axial coordinate for dp = 50 µm Operating conditions: see Table 5-1. 
 
 
Case 5: adiabatic, coupled gas and solid phase chemistry, no mass transfer 
limitations 
An adiabatic case is considered next. The temperature is therefore decreased to 
973 K, 80 % N2 dilution is added and the inlet velocity is increased to 5 m s-1. As can 
be seen in Table 5-1, a very low value is selected for the solid phase specific heat 




capacity. In the present validation study, only the steady state matters. The steady 
state is not influenced by the value of the solid phase heat capacity. However, the 
computational time required to reach this steady state can be significantly reduced 
by lowering the solid phase heat capacity and therefore reducing the thermal inertia 
of the system. A value of 5 J kg-1 K-1 is selected as it provides a reasonable tradeoff 
between computation time and stability.  
The coupled chemistry approach is used and mass transfer limitations are neglected. 
As mentioned earlier, the downside of this coupled chemistry approach is that no 
separate reaction heat can be calculated for the gas and the solid phase, since no 
distinction can be made between reactions happening in the particles and reactions 





Figure 5-8: Adiabatic, gas-solid case. OF results with the coupled chemistry approach, 
with all heat generated in the solid phase, and without considering mass transfer 
limitations, and comparison with PFR simulation in Cantera: (a) CH4 mass fraction, and 
(b) temperature as a function of axial coordinate. Operating conditions: see Table 5-1. 
 
By default, the use of eqn. (5-31), results in all reaction heat being produced in the 
solid phase. The resulting temperature and CH4 mass fraction profiles are shown in 
Figure 5-8. Two observations can be made: 1) the simulated gas temperature is lower 
than the solid temperature, and 2) both of them are overestimating the PFR result 
from Cantera. Because of the higher temperatures, the CH4 conversion is also 
overestimated with the OpenFOAM model. At first, one may think that this 




indicates an erroneous implementation in the code. However, the results can be 
explained by looking at the energy balance, eqn. (5-11)-(5-12). Neglecting the 
thermal diffusion and potential energy terms, and assuming steady state, the energy 
balance for both phases can be integrated over a control volume between two axial 
positions z1 and z2, yielding the following balances: 
?̇?𝑔,𝑧2 − ?̇?𝑔,𝑧1 = ℎ
6𝜀𝑠
𝑑𝑠





(?̅?𝑔 − ?̅?𝑠) + 𝜀𝑠𝑄𝑟,𝑠⌋𝑧1−𝑧2
 (5-45) 
where ?̅?𝑔 and ?̅?𝑠 are the volume-weighted average gas and solid temperatures in the 
control volume, and 𝑄𝑔⌋𝑧1−𝑧2
 and 𝑄𝑠⌋𝑧1−𝑧2 are the total reaction heat generated in the 
control volume in the gas and the solid phase, respectively. Eqn. (5-45) shows that, 
for any case where the reaction heat in the solid phase is non-zero, there will always 
be a finite difference between the gas phase temperature and the solid-phase 
temperature. When all the reaction heat is produced in the solid phase, i.e., when 
𝑄𝑔⌋𝑧1−𝑧2
 is added in eqn. (5-45), the difference in temperature between the gas and 
the solid phase is overestimated. Substituting eqn. (5-45) into eqn. (5-44) shows that 
this should not make a difference for the gas phase temperature. However, an 
overestimation of the solid temperature, at which reaction rates are calculated, 
results in an overestimation of the reaction heat, and this does influence the gas 
phase temperature. A steady state is therefore obtained at higher temperatures than 
the one resulting from a pseudo-homogeneous adiabatic PFR simulation. 
In order to approximate the pseudo-homogeneous adiabatic PFR simulation, it can 
be forced that all reaction heat ends up in the gas phase. As show in Figure 5-9, under 
this assumption, a perfect agreement between the OpenFOAM results and Cantera 
results is obtained. This proves that the calculation of reaction heats and heat 
transfer in the code is done correctly.  
 








Figure 5-9: Adiabatic, gas-solid case. OF results with the coupled chemistry approach, 
with all heat generated in the gas phase, and without considering mass transfer 
limitations, and comparison with PFR simulation in Cantera: (a) CH4 mass fraction, and 
(b) temperature as a function of axial coordinate. Operating conditions: see Table 5-1. 
 
It should be noted that the results from the PFR simulation in Figure 5-8 and Figure 
5-9 don’t reflect the situation in an actual packed bed. As explained above, the finite 
difference between the gas and solid phase temperatures has an effect on the 
reaction heat produced in the solid phase. For the OpenFOAM results in Figure 5-8, 
this effect is overestimated, while for Figure 5-9 it is ignored. Hence, the situation in 
an actual packed bed will be somewhere in between the OpenFOAM results from 
Figure 5-8 and Figure 5-9. 
 
Case 6: adiabatic, segregated gas and solid phase chemistry, including mass 
transfer limitations 
Finally, the same adiabatic case is simulated including mass transfer limitations and 
with segregated chemistry solvers for the two phases. Having validated all separate 
parts of the code in cases 1-5, it is safe to assume that the OpenFOAM results in 
Figure 5-10 reflect a possible situation in an actual bed. That is, if the applied heat and 
mass transfer correlations are valid. The difference with the Cantera simulations are 
simply due to the fact that the pseudo-homogeneous PFR model doesn’t take into 




account heat and mass transfer limitations while both are included in the 





Figure 5-10: Adiabatic, gas-solid case. OF results with the segregated chemistry 
approach, considering both heat and mass transfer limitations, and comparison with 
PFR simulation in Cantera: (a) product mass fractions and (b) temperature as a function 
of axial coordinate. Operating conditions: see Table 5-1. 
 
 
Based on the validation cases presented above, it can be concluded that the 
chemistry implementation works as intended. For the simulations of OCM in the 
GSVR, as is discussed in the next sections, the segregated chemistry approach is 
used, without considering mass transfer limitations.  




5.4. Oxidative coupling of methane in a GSVR 
The validated CFD methodology is used to model a 16-slot GSVR for OCM. The 
simulated geometry is shown in Figure 5-11. For the sake of simplicity and to reduce 
computational cost, the simulated geometry is limited to the vortex chamber only, 
i.e., the exhaust and the jacket are not taken into account. Rotationally periodic 
boundary conditions are furthermore applied to the azimuthal boundaries of the 
computational domain. Both 3D and 2D simulations are performed with the same 
level of grid refinement. No dedicated grid independence study is performed for the 
reactive simulations, but the cell size is slightly more refined than for the non-
reactive simulations presented in Chapter 4. For the 3D case, the number of cells is 
equal to 400k, while the 2D grids consist of approximately 11k cells. 
The simulated operating conditions are given in Table 5-2.  
 
  
Figure 5-11: Simulated geometry and grid. 
 




Table 5-2: GSVR for OCM: geometry, simulation settings and base case operating 
conditions.  
GSVR geometry  
Diameter 0.08 m 
Length 0.015 m 
Slots (*) 16 (0.75 mm width, 10° angle) 
Gas phase properties  
Kinetics and thermo Stagni et al. [33] 
Density Ideal gas law 
Turbulence model k-ω SST 
Solid phase properties  
Kinetics 4%Sr-40%La/SiC (see Appendix B) 
Density 2950 kg m-3 
Diameter 500 µm 
Specific heat capacity 500 J kg-1 K-1 
Total mass loading (*) 12 g  
Porosity 0.27 
Catalytic surface area per volume 18.29 106 mc2 ms-3 
Boundary conditions  
Inlet composition CH4:O2 = 4:1, no N2 dilution 
Inlet temperature 1023 K 
Inlet flow rate (*)  15 Nm³ hr-1 
Outlet pressure 1.1 bar 
Walls 
- gas phase 
- solid phase 
 
no slip 
Johnson-Jackson, 𝜙𝑤 = 0.075, 𝜙𝑏 = 0.05 
Kinetic theory parameters  
  Packing limit, 𝜀𝑠,max 0.62 
  Restitution coefficient, 𝑒 0.6 
  Frictional packing limit, 𝜀𝑠,fric 0.5 
  Angle of internal friction, 𝜙fric 30° 
Interfacial exchange models  
  Drag model Gidaspow 
Solution settings  
  Maximum Courant number 1 
  Spatial discretization Second-order for all variables 
  Temporal discretization Euler (first-order) 
 (*) For full 360° geometry 




5.4.1. Isothermal operation 
In a first set of simulations, quasi-isothermal conditions are mimicked by 
numerically disabling the reaction heat. 
Figure 5-12 shows the resulting catalyst volume fraction, CH4 mole fraction, C2H4 
mole fraction and CO2 mole fraction. Gravity effects and wall interactions are 
responsible for the higher catalyst volume fractions near the top and bottom end 
walls. The catalyst also builds up before every inlet slot. In these zones of higher 
catalyst volume fraction, which furthermore correspond to lower gas velocities and 
therefore locally higher space times, the CH4 conversion is significantly higher than 
in most other parts of the reactor. Consequently, also the product mole fractions are 
highest in these zones. For the simulated conditions, the overall CH4 conversion at 
the outlet is 1.89 %, and the C2 selectivity (C2H4 + C2H6) is equal to 77.5 %.  
As was shown in Chapter 4, there is barely any mixing between the gas streamlines 
in the axial direction, i.e., gas entering at a certain axial (z-) position almost doesn’t 
mix with gas entering at higher or lower axial positions. In the absence of gravity 
effects and bottom/top wall interactions, the simulation results would be 
independent of axial position, allowing to use a 2D model instead of a 3D model. 
This results in a significant decrease in computational cost.  Figure 5-13 shows that 
the results from this 2D simulation are similar to those presented in Figure 5-12 for 
the 3D case. A comparison of the CH4 conversion and product yields is given in  
Table 5-3. The 2D simulations yield an overall CH4 conversion of 1.86 % and C2 
selectivity (C2H4 + C2H6) of 78 %, which is in close agreement with the 3D model 
results. The individual species selectivities, however, differ from the 3D case. These 
differences can be explained by the axial non-uniformities in catalyst volume 
fraction, so that gas entering passes through a denser catalyst bed than gas entering 
at the top. Furthermore, the no-slip gas velocity boundary condition at the bottom 
and top wall results in a broadening of the residence time distribution in the 3D case 
compared to the 2D case. Without gravity and wall interactions, it can be assumed 
that the 3D results would be identical to the 2D case, which is why the 2D model 
will be used for the remainder of this thesis. 












Figure 5-12: Results of 3D isothermal simulation: (a) Catalyst volume fraction, (b) CH4 
mole fraction, (c) C2H6 mole fraction and (d) CO mole fraction. Operating conditions 
from Table 5-2. 
 












Figure 5-13: Results of 2D isothermal simulation: (a) Catalyst volume fraction, (b) CH4 
mole fraction, (c) C2H6 mole fraction and (d) CO mole fraction. Operating conditions 
from Table 5-2. 
 
Table 5-3: Conversion and product selectivities obtained from isothermal 2D and 3D 
simulations. Operating conditions from Table 5-2 
 XCH4 SC2H4 SC2H6 SC2 SCO SCO2 
2D 1.9 11.0 67.1 78.1 11.7 5.6 
3D 1.9 13.6 63.9 77.5 11.7 6.3 
 




The low conversion in the above simulations is mainly due to the very low space 
time in the bed. Table 5-4 shows the results of some 2D simulations with slightly 
different operating conditions than those in Table 5-2 for the base case. Without 
changing the temperature, a higher conversion can be obtained by reducing the flow 
rate. Another option is to work under diluted conditions to increase the CH4-based 
space time. Increasing the temperature or operating the reactor adiabatically, as will 
be discussed in the next paragraph, also results in higher conversions. Of course, the 
type of catalyst and its loading in the reactor have a significant effect on the 
performance as well. Furthermore, by changing the reactor design and operating 
conditions, a higher catalyst loading could be obtained, which would result in a 
higher conversion. From the above discussion, it should be clear that there are many 
degrees of freedom that can be optimized to make the GSVR a promising reactor 
choice for OCM. 
Table 5-4: Conversion and product selectivities obtained from isothermal 2D 
simulations. Base case operating conditions from Table 5-2. Every case differs from the 
base case as indicated in the 2nd column. 
 Change XCH4 SC2H4 SC2H6 SC2 SCO SCO2 
Base  case  1.9 11.0 67.1 78.1 11.7 5.6 
Case 1 10 Nm3 hr-1 2.5 13.2 63.0 76.3 12.4 7.4 
Case 2 80 % N2 2.5 10.7 65.9 76.6 6.8 15.7 
Case 3 1073 K 3.7 18.1 62.3 80.5 11.3 6.0 
Case 4 1123 K 6.6 26.1 53.8 79.9 12.4 6.2 
 
 
5.4.2. Adiabatic operation 
One of the key selling points of the GSVR is its excellent heat transfer behavior. To 
exploit the full process intensification potential of the GSVR, adiabatic conditions 
have to be aimed at.  
Only 2D geometries are considered for simulating the adiabatic conditions, because, 
even in 2D, these simulations are extremely time-consuming. The reason for the 
much higher computational cost of the adiabatic simulations compared to the 
isothermal simulations is the high thermal inertia of the catalyst phase. The catalyst 




phase heats up very slowly, which in turn affects conversion and consequent heat 
release. As such, the required simulation time for reaching pseudo-steady outlet 
temperatures and species concentrations is much larger than for the isothermal 
simulations. In the validation study in §5.3, the solid phase heat capacity was 
artificially reduced to a very low value in order to lower the thermal inertia and 
speed up the simulations. However, this is not an option in the simulations of the 
GSVR. This is because in the GSVR, the steady state is not independent of the value 
of the solid phase heat capacity, as the solids are moving and therefore the 
convection term in eqn. (5-12) is non-zero. 
Figure 5-14 and Figure 5-15 show the results of adiabatic simulations with the 
operating conditions from Table 5-2 and inlet temperatures of 1023 K and 1073 K, 
respectively. The corresponding conversion and selectivities are given in Table 5-5. 
For an inlet temperature of 1023 K, the simulated CH4 conversion is still relatively 
low at 3.3 %. The total temperature rise in the gas phase is about 75 K from the slots 
to the outlet. If thermal backmixing would be perfect, the temperature in the bed 
would be completely uniform in both the azimuthal and radial direction. If thermal 
backmixing would be completely absent, there would be significant temperature 
variations and hot spots would occur in the zones where conversion of CH4 is locally 
higher. As can be seen in Figure 5-14d, the situation in the GSVR is somewhere in 
between these two extremes. The temperature is uniform in the azimuthal direction, 
i.e., azimuthal thermal backmixing is close to perfect. Radial thermal backmixing is 
not perfect, but still significant. Without any radial thermal backmixing, the 
temperature in the bed would increase steeply in the radial direction starting from 
1023 K near the slots to about 1100 K near the edge of the bed. In the GSVR, the radial 
temperature variations are smoother, and the gas temperature immediately jumps 
to higher temperature upon entering the bed, indicating thermal backmixing. 
Increasing the inlet temperature to 1073 K results in ignition. The simulated 
conversion jumps to 44.3 % and outlet temperature increases to 1531.5 K. The 
maximum temperature at the edge of the bed is about 1673 K. Downstream of the 
bed, endothermic gas phase reactions such as ethylene dehydrogenation to 
acetylene, result in a reduction of the temperature. As can be seen in Figure 5-15d, 




thermal backmixing is again far from perfect but nevertheless, still has a substantial 










Figure 5-14: Results of 2D adiabatic simulation: (a) Catalyst volume fraction, (b) CH4 
mole fraction, (c) gas temperature and (d) catalyst temperature. Operating conditions 
from Table 5-2, inlet temperature 1023 K. 












Figure 5-15: Results of 2D adiabatic simulation: (a) Catalyst volume fraction, (b) CH4 
mole fraction, (c) gas temperature and (d) catalyst temperature. Operating conditions 
from Table 5-2, inlet temperature 1073 K. 
 
Table 5-5: Gas phase temperature, conversion and product selectivities obtained from 
2D adiabatic simulations at two different inlet temperatures. Other operating 
conditions from Table 5-2. 
Tin Tout XCH4 SC2H2 SC2H4 SC2H6 SCO SCO2 
1023 K 1097.9 K 3.3 0.0 17.4 62.6 11.6 5.8 
1073 K 1531.5 K 44.3 52.9 23.9 0.5 21.0 1.6 
  




5.5. Engineering model approximations 
In the previous section, it was shown that the newly developed CFD methodology 
allows to obtain detailed insights into the reactive behavior, local composition and 
temperatures during OCM in the GSVR. Nevertheless, these simulations are time 
consuming. Engineering model approximations are therefore interesting for 
preliminary design purposes, where an accurate picture of the local composition and 
temperature profiles is less important.  
Therefore, a method is proposed that allows to assess the reactive performance in 
the GSVR based solely on non-reactive CFD results. Hereby, the characteristics of 
the residence time distribution are used in a 0D/1D model, consisting of a 
combination of plug flow reactors (PFR) and continuously stirred tank reactors 














 @𝑉 = 0:       𝑌𝑘 = 𝑌𝑘
𝑖𝑛, 𝑇 = 𝑇𝑖𝑛 (5-48) 
For every CSTR, the following model equations are used: 
 
?̇?(𝑌𝑘
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The performance of this engineering approach is evaluated by comparison with the 
2D reactive CFD simulations from §5.4, first for isothermal conditions and then also 
in adiabatic operation. 
 




5.5.1. Isothermal operation 
A residence time distribution is obtained from the non-reactive CFD simulations by 
injecting a passive scalar 𝜒 at the inlet of the reactor and solving the passive scalar 
transport equation, eqn. (5-51), on a frozen gas velocity field, while monitoring the 
amount of tracer exiting at the outlet. 
 𝜕
𝜕𝑡
(𝜀𝑔𝜌𝑔𝜒) + ∇⃗⃗ ⋅ (𝜀𝑔𝜌𝑔?⃗⃗?𝑔𝜒) = 0 (5-51) 
The resulting residence time distribution is shown in Figure 5-16a for the 2D base 
case from §5.4.1. The shape of this distribution is very similar to the theoretical 
residence time distribution of a series of a packed bed PFR, followed by a gas-only 
PFR and CSTR. This cascade of PFR’s and CSTR is schematically illustrated in Figure 









Figure 5-16: (a) Residence time distribution from 2D simulations with operating 
conditions from Table 5-2. (b) Schematic representation of the 0D/1D model of the 
GSVR as a series of a pseudo-homogeneous catalytic PFR, followed by a gas-only PFR 
and CSTR. The theoretical residence time distribution for this 0D/1D model is also 
shown in (a). 
 




The following assumptions are made in the isothermal 0D/1D model: 
▪ The energy balances, eqn. (5-47) and (5-50), are not solved. 
▪ The flow in the bed can be approximated as a series of a pseudo-
homogeneous catalytic PFR, eqn. (5-46). The average voidage 𝜀𝑔 in the bed is 
calculated by assuming that the specified mass of catalyst is uniformly 














Using the residence time from the CFD simulation as space time, the volume 
of the pseudo-homogeneous PFR can be calculated from the space time, 
voidage and volumetric flow rate at the inlet. Eqn. (5-46) is integrated over 
this reactor volume. 
▪ The flow downstream of the bed can be approximated as a series of a gas-only 
PFR and CSTR. This means that eqn. (5-46) and eqn. (5-49) are solved, with 
𝜀𝑔 = 1. Analogous to the pseudo-homogeneous PFR, the volumes of the PFR 
and CSTR are calculated from the specified space time (taken from the 
residence time distribution) and volumetric flow rate at the inlet. 
▪ The combined space time in the two PFR’s, 𝜏𝑃𝐹𝑅 = 𝜏𝑐𝑃𝐹𝑅 + 𝜏𝑔𝑃𝐹𝑅, is equal to 
the time it takes for the outlet tracer concentration to start responding to a 
pulse at the inlet. This can be estimated by looking at the residence time 
distribution. The space time in the CSTR, 𝜏𝐶𝑆𝑇𝑅, is equal to the difference 
between the mean residence time in the GSVR, from the CFD simulations, 
and the estimated value for the space time 𝜏𝑃𝐹𝑅 in the PFR’s. This is indicated 
in Figure 5-16a. For simplicity, the ratio between the space time in the packed 
bed and gas-only PFR’s, i.e., 
𝜏𝑐𝑃𝐹𝑅
𝜏𝑔𝑃𝐹𝑅
, is assumed equal to the ratio of the bed 
thickness to the remaining radial distance from the bed edge to the outlet. 
 




Together with the given inlet composition and temperature, the above assumptions 
determine all input parameters to the 0D/1D model. The result of the simulations 
with the 0D/1D model as well as a comparison with the 2D CFD results are given in 
Table 5-6, for the base case conditions as well as the other conditions considered 
previously in §5.4.1.  
 
Table 5-6: Conversion and product selectivities obtained with the isothermal 0D/1D 
model and 2D CFD simulations. Operating conditions from Table 5-2. 




SC2 SCO SCO2 
Base case 2D CFD 1.9 11.0 67.1 78.1 11.7 5.6 
 0D/1D 1.9 7.1 73.8 80.9 12.0 2.5 
Case 1 2D CFD 2.5 13.2 63.0 76.3 12.4 7.4 
10 Nm3 hr-1 0D/1D 2.7 9.8 70.6 80.4 12.6 3.7 
Case 2 2D CFD 2.5 10.7 65.9 76.6 6.8 15.7 
80 % N2 0D/1D 2.7 8.2 70.9 79.1 7.7 12.4 
Case 3 2D CFD 3.7 18.1 62.3 80.5 11.3 6.0 
1073 K 0D/1D 4.0 14.5 71.0 85.5 10.1 2.6 
Case 4 2D CFD 6.6 26.1 53.8 79.9 12.4 6.2 
1123 K 0D/1D 7.3 24.8 61.4 86.2 10.0 2.5 
 
The CH4 conversions predicted with the 0D/1D model show a reasonable agreement 
with the 2D CFD results. The selectivities don’t agree perfectly, but overall the trends 
are captured correctly. One of the main reasons for the deviations between the 
0D/1D model and 2D CFD simulations is that the 0D/1D model ignores the dead 
zones before the slots, see for example Figure 5-13a, where catalyst builds up and 
the gas velocities drop, resulting in a local higher conversion and a shift in 
selectivities. This also explains the shoulder in the residence time distribution in 
Figure 5-16a. Therefore, a first step in a further improvement of the 0D/1D model 
would be to consider two parallel pseudo-homogeneous PFR’s, each with a different 
residence time and voidage, to model the bed. 
 
 




5.5.2. Adiabatic operation 
The adiabatic 0D/1D model starts from the same series of pseudo-homogeneous 
PFR, followed by a gas-only PFR and CSTR. However, simulating adiabatic 
simulation is not as simple as just including the energy balances, eqn. (5-47) and (5-
50), in the isothermal model.  
The space time remains the same as in the isothermal cases. Hence, the volumes of 
the PFR’s and CSTR are calculated using the space time from the residence time 
distribution and volumetric flow rate at inlet conditions. 
Furthermore, as explained in §5.4.2, thermal backmixing in the GSVR is neither 
negligible nor perfect. Because of the complex behavior of thermal backmixing in 
the particle bed, three different possibilities are considered to model the thermal 
backmixing in the pseudo-homogeneous PFR: 
▪ Model A: There is no thermal backmixing in the pseudo-homogeneous PFR. 
An adiabatic pseudo-homogeneous PFR model is solved, by integrating eqns. 
(5-46)-(5-47) over the calculated reactor volume. 
▪ Model B: Thermal backmixing in the pseudo-homogeneous PFR is perfect, 
i.e., an adiabatic LTR model is used, combining the PFR species balance eqn. 
(5-46) and the CSTR energy balance eqn. (5-50). 
▪ Model C: Thermal backmixing is neither negligible nor perfect. It is 
somewhere in between model A and model B. To approximate this behavior, 
two LTR’s in series are considered, each having a volume half the size of the 
reactor volume calculated from the space time. This corresponds to PFR 
behavior for species and the behavior of a cascade of 2 CSTR’s for energy. 
Independent of the model used for the pseudo-homogeneous PFR, the adiabatic gas-
only PFR and CSTR are modelled by eqns. (5-46)-(5-47) and (5-49)-(5-50), 
respectively, with 𝜀𝑔 = 1. 
The result of the simulations with the adiabatic 0D/1D model as well as a 
comparison with the 2D CFD results are given in Table 5-6, for the two inlet 
temperatures discussed in §5.4.2. 




 Table 5-7: Gas phase temperature, conversion and product selectivities obtained with 
the adiabatic 0D/1D model and 2D CFD simulations. Operating conditions from Table 
5-2, with two different inlet temperatures 
Method Tin Tout XCH4 SC2H2 SC2H4 SC2H6 SCO SCO2 
2D CFD 1023 K 1097.9 K 3.3 0.0 17.4 62.6 11.6 5.8 
Model A  1073.5 K 2.7 0.0 10.2 73.4 11.2 2.5 
Model B  1487.1 K 47.9 46.5 35.2 0.4 17.1 0.8 
Model C  1097.9 K 4.1 0.0 15.2 70.6 10.1 2.3 
2D CFD 1073 K 1531.5 K 44.3 52.9 23.9 0.5 21.0 1.6 
Model A  1218.2 K 8.5 0.1 31.5 54.3 10.1 1.9 
Model B  1499.2 K 48.7 50.7 31.4 0.3 16.7 0.8 
Model C  1490.9 K 49.5 49.8 32.7 0.3 16.4 0.7 
 
For an inlet temperature of 1023 K, assuming perfect backmixing (model B) leads to 
ignition and a large overestimation of the temperature rise and conversion, while 
the temperature rise and conversion are underpredicted when no backmixing at all 
is considered (model A). Model C is able to predict the temperature rise from the 2D 
CFD simulations, although the conversion is slightly overestimated. For an inlet 
temperature of 1073 K, model A underpredicts the temperature rise and conversion, 
and a better agreement with the 2D CFD results is obtained when thermal 
backmixing is included via model B or model C. The above results indicate again 
that the thermal backmixing in the GSVR is indeed neither negligible nor perfect. 
The 0D/1D model can be used to evaluate some limiting cases and trends. However, 
CFD simulations are required to obtain a more accurate picture of the GSVR 
performance. 
Both simple and advanced reactor concepts for OCM were discussed in Chapter 2. 
CFD simulations could also be required for an accurate prediction of the behavior of 
some of these reactors, and more specifically all fluidized bed type reactors, where 
the gas flow and bed uniformity is often far from ideal. The hydrodynamic behavior 
is more ideal in catalytic wall reactors, monoliths and microchannel reactors, 
allowing the use of 1D reactor models. However, CFD might still be required to 
simulate entrance effects, i.e., the distribution of the feed over the many parallel 
reactor channels. 





In this chapter, an Euler-Euler CFD methodology was proposed to simulate gas-
solid fluidized bed systems while using detailed microkinetic models for both the 
homogeneous and heterogeneous chemistry. To this purpose, the native 
thermodynamic and chemistry models in OpenFOAM were extended with all 
functionalities required to deal with detailed microkinetic mechanisms for the 
catalytic surface chemistry. The new chemistry models are linked to the Euler-Euler 
solver in OpenFOAM, which includes interfacial momentum, heat and mass 
transfer. Two options are implemented to account for mass transfer between the gas 
phase and solid phase: either a film model is used or mass transfer is assumed to be 
instantaneous. All separate parts of the code were ‘validated’ by comparison with 
1D pseudo-homogeneous reactor simulations using Cantera. 
Next, the validated model was used to simulate a 16-slot GSVR for OCM, in both 
isothermal and adiabatic conditions. For the investigated geometry, the overall CH4 
conversion in isothermal conditions was found to be very low, mainly because of 
the very small space times. However, there are many degrees of freedom that can be 
optimized to increase the conversion and product yields, the most important ones 
being the reactor temperature, type of catalyst and space time (both gas and catalyst-
based). Adiabatic operation is needed to exploit the full process intensification 
potential of the GSVR. Depending on the inlet temperature, the adiabatic 
temperature rise in the reactor is very high, and an ignited state can be reached, 
corresponding to a high CH4 conversion. The adiabatic simulations furthermore 
indicate that there is a significant degree of thermal backmixing in the catalyst bed, 
which ideally would result in multiplicity of steady state and the possibility for 
autothermal operation of the GSVR. This will be elaborated on in Chapter 6. 
Finally, an engineering approach was proposed to estimate the GSVR performance 
for OCM. This 0D/1D model consists of a series of a pseudo-homogeneous PFR, 
followed by a gas-only PFR and CSTR. The performance of the model was compared 
with 2D CFD simulations of the GSVR, in both isothermal and adiabatic conditions. 
Although the trends are predicted correctly by the engineering approach, the 
absolute values of the simulated conversion and selectivities deviate in some cases 
by over 50 % from the CFD results, though this is very case dependent. In adiabatic 
operation, the 0D/1D approach can be used to investigate some limiting cases with 




respect to thermal backmixing, but CFD simulations are needed to obtain a more 
accurate picture of the complex thermal backmixing behavior. 
It can be concluded that CFD simulations are required for estimating the reactive 
performance of the GSVR. The CFD methodology developed in this work, which 
couples multiphase CFD with detailed microkinetic modeling of heterogeneous 
catalysis, is a major breakthrough with numerous possibilities to investigate 
improved GSVR designs and operating conditions for OCM. The same methodology 
and code can be applied to any fluid-solid catalytic process, such as fluid catalytic 
cracking (FCC), catalytic partial oxidation (CPOX), catalytic combustion, steam 
methane reforming (SMR), etc., in any type of fluidized bed reactor.  
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Short and narrow residence time distributions have indicated in Chapter 4 that the 
GSVR exhibits one of the two key characteristics of a good OCM reactor, i.e., limited 
species backmixing. Whether it also exhibits the second key characteristic, i.e., 
sufficient thermal backmixing, is less straightforward to verify. The reactive CFD 
framework developed in Chapter 5 isused for this purpose. 2D adiabatic simulations 
of a 16-slots GSVR for OCM are performed for a range of inlet temperatures (873 K 
– 1198 K), while fixing the inlet composition (CH4:O2 = 4), mass flow rate (15 Nm³ 
hr-1), catalyst mass (12 g) and total pressure (1 bar, 2 bar). This allows to construct 
CFD-based bifurcation diagrams of the outlet temperature, conversions and 
selectivities versus inlet temperature. The possibility for steady-state multiplicity is 
assessed by numerically igniting some of the non-ignited steady states, and 
evaluating whether or not these cases reach a new steady state on the ignited branch. 
While dilution with N2 leads to unfolding, steady-state multiplicity is obtained in 
the cases without dilution at a pressure of 2 bar, indicating that the second key 
characteristic of a good OCM reactor can also be obtained in the GSVR.   





In order for OCM to be considered a viable alternative for olefin production, two 
key challenges have to be tackled, i.e., the conversion-selectivity tradeoff resulting 
from secondary oxidation reactions, and the extreme exothermicity of the process. 
Reactors with low space times and narrow residence time distribution are required 
to avoid oxidation of the C2 products in secondary reactions. Also, since cooling of 
an industrial-scale OCM reactor is deemed infeasible, autothermal operation is 
considered the best solution to deal with the exothermicity of the process. In 
autothermal operation, heat is only added to the reactor at startup and, during 
steady-state operation, heat is removed solely by the flow, using cold feed. Essential 
for autothermal operation is the existence of steady-state multiplicity, where either 
a non-ignited, i.e., low conversion and outlet temperature, or ignited, i.e., high 
conversion and outlet temperature, steady state can be established, depending on 
the start-up procedures. Steady-state multiplicity is obtained when the effective 
thermal conductivity in the reactor is high enough, i.e., when there is sufficient 
thermal backmixing [1]. Hence, the key features of a good OCM reactor are limited 
species backmixing, i.e., narrow residence time distributions, and sufficient thermal 
backmixing, i.e., sufficiently high effective thermal conductivity [2,3]. 
In Chapter 4 it was shown that the residence time distribution in a GSVR, especially 
when only considering the bed, is indeed very narrow, as evidenced by a mass Péclet 
number higher than 10. Note that, when the gas-only zone downstream of the bed 
is included, the residence time distribution is slightly  broader, which is why a CSTR 
component had to be added to the engineering model presented in Chapter 5. 
However, it is the catalyst bed that matters most, and hence, it can safely be assumed 
that the first characteristic of a good OCM reactor, i.e., limited species backmixing, 
is obtained in the GSVR. 
The second characteristic, i.e., sufficient thermal backmixing, is less straightforward 
to verify. It would be possible to estimate the effective thermal conductivity in the 
CFD simulations, e.g., using eqn. (5-14), but how high should this value be to be 
‘sufficient’ to provide steady-state multiplicity? Furthermore, the thermal 
backmixing in the GSVR is mainly due to the movement of hot catalyst pellets, rather 




than conductive heat transport amongst pellets. On top of this, local variations in 
bed voidage and species concentrations result in local variations in generated 
thermal power. All these phenomena should be taken into account when evaluating 
the possibility for steady-state multiplicity in the GSVR. The reactive CFD 
framework developed in Chapter 5 can be used for this purpose. 
In this chapter, 2D adiabatic simulations of a 16-slots GSVR for OCM are performed 
for a range of inlet temperatures, while fixing the inlet composition, mass flow rate, 
catalyst loading and outlet pressure. This allows to construct CFD-based bifurcation 
diagrams of the outlet temperature, conversions and selectivities versus inlet 
temperature. The possibility for steady-state multiplicity is assessed by numerically 
igniting some of the non-ignited steady states, and evaluating whether or not these 
cases reach a new steady state on the ignited branch. The effect of pressure and N2 
dilution on the bifurcation behavior is investigated as well. 
 
6.2. Model description 
6.2.1. Governing equations 
A complete description of the CFD model equations was given in Chapter 5. A 
summary is also available in Appendix A. 
 
6.2.2. Grid and boundary conditions 
A 16-slot GSVR is simulated, using a 2D grid consisting of approximately 11k cells, 
see  Figure 6-1. The exhaust and jacket are not simulated. A 1/4th pie is considered, 
and rotationally periodic boundary conditions are applied to the azimuthal 
boundaries of the computational domain. No dedicated grid independence study is 
performed for these simulations, but the grid is similar to the one used in Chapter 4. 
 





Figure 6-1: Simulated geometry and grid. 
 
Mass flow rate, composition and temperature are set at the inlets of the slots, while 
a fixed pressure is maintained at the outlet boundary. At all walls, the no-slip 
boundary condition is used for the gas phase, in combination with wall functions 
for the turbulence characteristics, i.e., turbulent kinetic energy k and specific 
dissipation ω. Johnson-Jackson boundary conditions [4] are applied for the solid 
phase velocity and granular temperature at the walls, with the value for the 
specularity coefficient set to 𝜙𝑤 = 0.075. The values of both the particle-wall 
restitution coefficient, 𝑒𝑤, and the particle-particle restitution coefficient, 𝑒, are set to 
0.6. Note that the validity of these values was verified in Chapter 4 specifically for 
aluminum. A similar validation study should be performed to be able to accurately 
simulate the hydrodynamic behavior of the OCM catalyst pellets in the GSVR. 
However, by lack of PIV data for the catalyst pellets, the values for aluminum are 
used for all simulations in this chapter.  
The kinetic mechanism by Stagni et al. [5] is used for the gas phase, while the surface 
chemistry is modeled by the microkinetic model developed by Alexiadis et al. [6], 
with kinetic parameters corresponding to 4%Sr-40%La/SiC. More information on 
these kinetic models is available in Appendix B. Analogous to the GSVR simulations 




in Chapter 5, the segregated chemistry approach is used for the simulations in this 
chapter, without considering mass transfer limitations. An overview of the 
simulated conditions is given in Table 6-1. The gas flow rate and catalyst mass were  
based on experiments confirming the possibility to maintain a stable bed at 
temperatures > 1000 K under these conditions. Unless specified otherwise 
atmospheric pressure and a temperature range typical for OCM were selected. For 
the base case, no N2 dilution was included, in order to have a higher probability of 
observing steady-state multiplicity (see §3.5.1). 
 
6.2.3. Simulation procedure 
The general simulation procedure was elaborately discussed in §5.2.5. Below, the 
multi-step procedure that is adopted to reach the pseudo-steady state for the cases 
simulated in this chapter is described in  more detail.  
First, the gas is introduced while the GSVR is still free of solids. Chemistry is still 
disabled, and the species balance equations are not solved. Next, the solid phase is 
fed to the reactor chamber. Similar to Chapter 4, the solid phase is introduced via a 
numerical source term in the solid phase continuity equation. The solid feeding is 
then stopped, and the simulation is continued until a pseudo-steady hydrodynamic 
regime is obtained in the bed, i.e., until the bed is stable and moves according to a 
regular pattern. At this point, the chemistry is switched on. The mass-weighted 
average gas temperature and CH4 mass fraction at the outlet, as well as the volume-
weighted average solid temperature in the bed, are monitored in time (t in all model 
equations and the scheme in Figure 5-2), and simulations are continued until these 
values level at an approximately constant value. No mathematical convergence 
criterion is used, but the decision to stop simulations is made based on a visual 
evaluation of the evolution of the outlet CH4 mass fraction and gas temperature, see 
Figure 6-2a, as well as of the average bed temperature, see Figure 6-2b. Note that the 
transient accuracy of these simulations is not guaranteed so the behavior in Figure 
6-2 should not be regarded as the true transient behavior for this GSVR.  








Figure 6-2: Evolution of (a) the mass-weighted average gas temperature and CH4 mass 
fraction at the outlet of the simulated geometry, and (b) the volume-weighted average 
solid temperature in the bed. 
 
The ‘steady-state’ values, i.e., the last values before stopping the simulations, of the 
mass-weighted average outlet gas temperature and species mass fractions are then 
used to construct the bifurcation diagrams.  
For the cases where a numerical ignition is applied, a converged simulation on the 
ignited branch (corresponding to a higher inlet temperature) is taken as starting 
point, The inlet temperature is adjusted and the solid phase temperature in the bed, 
i.e., at radial positions within 1 cm from the circumferential wall, is set to a high 
value (1500 K) prior to running the reactive simulations. Otherwise, the same 
procedure as described above is adopted.  
Note that in this analysis, the ‘outlet’ corresponds to the outlet of the simulated 
geometry (Figure 6-1). In reality, conversion and temperature will still change in the 
exhaust downstream.  




Table 6-1: Overview of simulation settings and operating conditions. 
GSVR geometry  
Diameter 0.08 m 
Slots (*) 16 (0.75 mm width, 10° angle) 
Gas phase properties  
Kinetics and thermo Stagni et al. [5] 
Density Ideal gas law 
Thermophysical properties See §5.2.4 (or Appendix A, Table A-5) 
Turbulence model k-ω SST 
Solid phase properties  
Kinetics 4%Sr-40%La/SiC (see Appendix B) 
Density 2950 kg m-3 
Diameter 500 µm 
Specific heat capacity 500 J kg-1 K-1 
Total mass loading (*) 12 g  
Porosity 0.27 
Catalytic surface area per volume 18.29 106 mc2 ms-3 
Boundary conditions  
Inlet composition CH4:O2:N2 = 4:1:0 
Inlet temperature 873 – 1198 K 
Inlet flow rate (*)  15 Nm³ hr-1 (3.6 10-3 kg s-1) 
Outlet pressure 1.1 bar 
Walls 
- gas phase 
- solid phase 
 
no slip 
Johnson-Jackson, 𝜙𝑤 = 0.075 
Kinetic theory parameters  
  Packing limit, 𝜀𝑠,max 0.62 
  Restitution coefficient, 𝑒 0.6 
  Frictional packing limit, 𝜀𝑠,fric 0.5 
  Angle of internal friction, 𝜙fric 30° 
Interfacial exchange models  
  Drag model Gidaspow [7] 
Solution settings  
  Maximum Courant number 1 
  Spatial discretization Second-order for all variables 
  Temporal discretization Euler (first-order) 
(*) For 3D (length = 15 mm), full 360° geometry 




6.3. Results and discussion 
6.3.1. Bifurcation behavior 
In §5.4.2, the results of adiabatic simulations in the 16 slots GSVR were discussed for 
two inlet temperatures, 1023 K and 1073 K, and otherwise the same operating 
conditions as those given in Table 6-1. It was found that for an inlet temperature of 
1023 K, the CH4 conversion is relatively low, i.e., 3.3 %, and the total temperature 
rise in the gas phase from the slots to the outlet is only 75 K. When the inlet 
temperature is increased to 1073 K, ignition occurs, resulting in a high conversion of 
44.3 % and temperature rise of over 450 K. In this section the same type of 
simulations is performed for inlet temperatures ranging from 873 K to 1198 K, in 
25 K increments. The resulting mass-weighted average temperature at the outlet, as 
well as the conversions and product selectivities are plotted in Figure 6-3 as a 
function of the inlet temperature. For all inlet temperatures below or equal to 1023 K, 
a low conversion and temperature rise are obtained, as well as a high selectivity 
towards C2H6. On the other hand, for inlet temperatures above or equal to 1048 K, 
an ignited state is reached, corresponding to a high conversion, a high outlet 
temperature and C2H2 as main C2 product. Acetylene is primarily formed in the gas 
phase, downstream of the bed. At the freeboard of the bed, C2H4 is the main C2 
product. To suppress dehydrogenation of C2H4, future GSVR designs might 
therefore consider the possibility for a chemical quench downstream of the bed, e.g., 
by feeding C2H6, see §2.4.2.2. Suppressing consecutive reactions is possible via 
reducing the reactor volume downstream of the bed, resulting in lower gas-based 
space times for the same catalyst-based space time. For the non-ignited states, 
corresponding to inlet temperatures below 1023 K, no C2H2 is formed because the 
temperatures are not high enough. Ignition coincides with a peak in C2H4 selectivity 
but a sudden drop in total C2 selectivity. The selectivity towards CO is also 
significantly larger on the ignited branch. 












Figure 6-3: Adiabatic 2D simulations of 16-slots GSVR. (a) Outlet temperature, (b) CH4 
and O2 conversion, (c) C2 products selectivity, (d) COx products selectivity as a function 
of inlet temperature. Operating conditions: see Table 6-1. The light blue lines in (a) 
show some potential shapes of the bifurcation diagram (not based on simulation). 
 
Considering the very high sensitivity of the results for inlet temperatures between 
1023 K and 1048 K, it is worthwhile to investigate if any steady-state multiplicity 
exists for these conditions. Indeed, looking at the results in Figure 6-3a, it is easy to 
imagine the ignited branch extending further to the left, until it reaches an extinction 
point at an inlet temperature lower than 1023 K, as indicated by the dashed light 
blue line in Figure 6-3a. To verify this hypothesis, a numerical ignition was applied 
to the cases with an inlet temperature of 973 K, 998 K and 1023 K. More specifically: 
starting from the converged case with an inlet temperature of 1048 K, the inlet 




temperature was lowered to 973 K, 998 K and 1023 K, and a numerical ignition of 
the bed was performed. This means that the solid phase temperature in the bed was 
set to a uniform value of 1500 K, while all other variables still corresponded to the 
converged state of the 1048 K case; and the simulations were run until a new steady 









Figure 6-4: Adiabatic 2D simulations of 16-slots GSVR. (a) Outlet temperature, (b) CH4 
and O2 conversion, (c) C2 products selectivity, (d) COx products selectivity as a function 
of inlet temperature. Operating conditions: see Table 6-1. 
 
Unfortunately, only the case with an inlet temperature of 1023 K found a new steady 
state on the ignited branch. The other two cases extinguished to eventually relax to 
the same steady state as the one shown in Figure 6-3. Figure 6-4 shows an updated 
version of Figure 6-3, including the result for the 1023 K case that underwent a 




numerical ignition. The results in Figure 6-4 show that there is a narrow (< 50 K) 
window with steady-state multiplicity, with an ignition point between 1023 K and 
1048 K, and an extinction point between 998 K and 1023 K. 
An interesting feature was observed for the 973 K and 998 K inlet temperatures that 
were numerically ignited but then extinguished. As can be seen in Figure 6-5, the 
outlet temperature is stable and even slightly increasing for a relatively long amount 
of simulation time before it eventually drops down. The long, almost-stable period 
of time could give the wrongful impression that a steady state is reached. However, 
the continuously decreasing average bed temperature says otherwise. This stresses 
the importance of not only monitoring the outlet temperature, but to also look at 
other variables such as the bed temperature.  
 
Figure 6-5: Evolution of mass-weighted average gas temperature at the outline (red line) 
and volume-weighted average bed temperature (blue line) after numerical ignition of 
the case with inlet temperature Tin = 973 K. Operating conditions: see Table 6-1. 
 
It is  striking that the gas outlet temperature is constant or even increasing, while the 
bed temperature is dropping. However, it can be explained. When the bed 
temperature is dropping, there is no full O2 conversion in the bed anymore. The gas 
leaving the bed still contains a significant amount of O2, giving rise to exothermic 




oxidation reactions. On the other hand, higher bed temperatures and lack of O2 favor 
endothermic dehydrogenation reactions, resulting in a decrease of the temperature 
downstream of the bed. When the drop in bed temperature is compensated (or 
overcompensated) by a lower amount of endothermic reactions and higher amount 
of exothermic reactions in the gas phase downstream of the bed, the outlet gas 
temperature remains constant or even increases. The above also explains the 
seemingly contradictory fact that the outlet gas temperature for the ignited 1023 K 
case is about 3 K higher than for the 1048 K case, while the CH4 conversion is about 
2 % lower. This is illustrated in Figure 6-6.  
  
Figure 6-6: Difference in gas phase temperature and O2 mole fraction between cases 
Tin=1023 K(ignited) and Tin=1048 K. Operating conditions: see Table 6-1. 
 
For the ignited 1023 K case, the average temperature in the bed is lower than for the 
1048 K case. In this way a slightly higher amount of O2 is left in the gas phase leaving 
the bed, whereas almost full O2 conversion is obtained in the bed for the 1048 K case. 
The higher temperatures and the lack of oxygen in the 1048 K case favor endothermic 
dehydrogenation reactions, resulting in a decrease of the temperature downstream 
of the bed and a significant amount of C2H2 formation. On the other hand, because 
O2 is still available downstream of the bed for the 1023 K case, exothermic oxidation 




reactions can still take place in the gas phase. Therefore, the temperature 
downstream of the bed is higher for the ignited 1023 K case, compared to the 1048 K 
case. 
 
6.3.2. Effect of pressure 
Increasing the pressure in the GSVR simulation has an important effect on the 
reactor performance. First of all, a pressure increase results in an increase of all 
species concentrations and therefore an increase in reaction rates and generated 
thermal power, resulting in a higher temperature rise. Furthermore, for a fixed mass 
flow rate, increasing the pressure also results in a decrease of the gas velocity which 
affects the bed hydrodynamics in the GSVR, as well as the rates of gas-solid 
momentum and heat transfer. It would also affect mass transfer, if that would be 
explicitly accounted for in the simulations. 
In Chapter 3, it was found that increasing the pressure results in a broader steady-
state multiplicity window. Therefore the pressure is increased to 2 bar and a similar 
analysis as the one presented in §6.3.1 is performed. The results are shown in Figure 
6-7. For these conditions, the results indicate that the ignition temperature is 
between 973 K and 998 K. Numerical ignition was applied to the cases with an inlet 
temperature of 823 K, 873 K and 923 K. The first case extinguished, while the latter 
two cases found a new steady state on the ignited branch. The extinction point 
temperature is therefore between 823 K and 873 K. Hence, the width of the 
multiplicity window at this higher pressure is at least 100 K and at most 175 K.  
Figure 6-7 shows that, thanks to the steady-state multiplicity, a CH4 conversion of 
40 % and C2 selectivity of about 75 % (incl. 53 % C2H2) can be obtained on the ignited 
branch, for an inlet temperature of merely 873 K.  












Figure 6-7: Adiabatic 2D simulations of 16-slots GSVR. (a) Outlet temperature, (b) CH4 
and O2 conversion, (c) C2 products selectivity, (d) COx products selectivity as a function 




6.3.3. Effect of dilution 
Finally, the effect of N2 dilution at constant total inlet mass flow rate is investigated. 
The addition of inert gas results in a decrease of the CH4 inlet concentration and an 
increase of CH4 based space times next to a decrease of the adiabatic temperature 
rise. As discussed in Chapter 3, an increase in the CH4 based space time strengthens 
the folding bifurcation behavior, whereas at fixed space time the decrease of the 




adiabatic temperature rise due to dilution leads to unfolding, i.e., narrowing the 
window of steady-state multiplicity.  
In Figure 6-8, the results of adiabatic GSVR simulations with 80 % N2 dilution are 
shown, for otherwise the same conditions as given in Table 6-1. It is clear from these 
simulations that no multiplicity of steady states is possible for these conditions. The 
lower adiabatic temperature rise due to the addition of N2 has resulted in unfolding 
of the diagram: no clear ignition is observed anymore, but the temperature and 









Figure 6-8: Adiabatic 2D simulations of 16-slots GSVR. (a) Outlet temperature, (b) CH4 
and O2 conversion, (c) C2 products selectivity, (d) COx products selectivity as a function 
of inlet temperature. Operating conditions: 80 % N2 dilution, and all other conditions 
from Table 6-1. 
 





The results in §6.3.1 and §6.3.2 clearly show that steady-state multiplicity can be 
obtained in the GSVR, i.e., the effective thermal conductivity is high enough. 
However, the simulated window of steady-state multiplicity is not broad enough 
yet to enable complete autothermal operation with the feed at ambient temperature. 
Due to the lack of experimental data to confirm this observation, it is not clear 
whether or not this is due to an inherent limitation of the GSVR or to an 
underprediction of the effective thermal conductivity in the simulations. For 
example, the contribution of radiative heat transfer was not included in the model  
(see §5.2.1) while it is known to be significant at the considered operating 
temperatures.  
An important remark also has to be made with regard to path dependence. To 
accurately predict the states on the ignited branch, control variables should be varied 
in such way that the set of operating conditions is within the basin of attraction to 
the ignited branch. The initial state, the order in which variables are changed and 
the size of the change all matter in this respect. The “start-up” procedure applied in 
the current simulations, whereby a numerical ignition is applied to the entire bed 
and the inlet temperature is varied in increments of 25 K, presents only one 
trajectory. A more detailed study, where control variables are more gradually varied 
on the ignited branch, is needed to accurately predict the states on the ignited branch 
and make an estimation of the extinction temperature. 
Nevertheless, the simulations indicate that there are some parameters than can be 
changed to broaden the range of steady-state multiplicity. A further increase in the 
pressure is an option that should definitely be considered. For industrial application, 
higher pressures (5 – 20 bar) would be required anyway, since this is beneficial for 
the downstream separation train. Other options include decreasing the CH4 flow 
rate or increasing the catalyst mass to increase space time. As opposed to fixed bed 
reactor types, for a certain GSVR geometry and catalyst mass, the total gas flow rate 
can only be varied in a limited range to preserve bed stability. At low CH4 flow rates, 
dilution with inert gas is needed to increase the total gas input and guarantee a stable 




bed. Since this may result in unfolding, it should be avoided and hence, for a given 
geometry, there is a lower limit to the CH4 flow rate and therefore upper limit to the 
space times. Adjusting the GSVR design, e.g., increasing the number of slots, could 
be beneficial in this regard. 
As briefly mentioned above, the thermal backmixing in a GSVR is due the movement 
of the particles and therefore enters the energy equation via the convection term 
instead of via the diffusion term as is the case for packed bed reactors. Hereby, 
especially the radial component of the solid phase velocity is important. As 
explained in Chapter 4, there are clear regions in which solids move radially inward 
and radially outward, but the average radial position of a particle remains constant. 
The vibrations around the average radial position, caused by the consecutive inward 
and outward movement, are the most important reason for thermal backmixing in 
the GSVR. The larger the vibrations, i.e., the higher the absolute values of the inward 
and outward radial solid phase velocities, the better the thermal backmixing. 
Following Figure 4-12, a reduction in particle diameter could therefore also be 
beneficial for further improving the thermal backmixing and potentially broadening 
the region of steady-state multiplicity in the GSVR. 
Lower gas flow rates and higher catalyst loadings, and hence, higher space times 
and a potentially broader window of steady-state multiplicity, can be achieved in a 
patent-pending design that was developed and tested at the Laboratory for 
Chemical Technology (LCT), i.e., the Stator Rotor Vortex Chamber (STARVOC) [8]. 
In the STARVOC device, the tangential injection of gas through a single inlet is used 
to drive an internal rotary chamber. The gas-driven rotation of the rotary chamber 
containing the solid particles generates a radially outward centrifugal force, which 
opposes the radially inward gas-solid drag force. The gas flow rates can be much 
lower than those typically required in the static GSVR, which creates an opportunity 
to work with much finer catalyst powders. Further modeling and experimental work 
is required to optimize the STARVOC design specifically for OCM. Hereby, 
controlling the azimuthal-to-radial drag force ratio will be important to make sure 
there is enough radial particle movement in the bed to avoid ending up in a rotating 




packed bed regime (i.e., solid body motion), which would be disadvantageous for 
the thermal backmixing. 
Of course, many points of criticism can be made about the simulations presented in 
this chapter. Below, some critical items are elaborated upon. 
Steady state. In this study, the steady state of the simulations was determined by a 
visual monitoring of the bed temperature, outlet gas temperature and outlet 
methane mass fraction. This is rather arbitrary and can be improved by using an 
actual convergence criterion. As the GSVR is a dynamic reactor, the simulations are 
never truly in steady state. As such, it is also possible that a case that ended up on 
the ignited branch, could eventually still extinguish after a longer simulation time, 
for example if it is triggered by a disturbance in the flow field or even by a numerical 
instability. 
Solid phase heat capacity. As briefly mentioned in Chapter 5, the solid phase heat 
capacity is assumed to be independent of temperature. Furthermore, the selected 
value of 500 J kg-1 K-1 is probably too low. Preliminary simulations (not shown in 
this thesis) have shown that the value of the solid phase heat capacity affects the 
steady-state performance of the GSVR. The higher the value of the solid phase heat 
capacity, the higher the effective thermal conductivity of the bed resulting from solid 
phase motion. Therefore, including a true temperature-dependent, i.e., increasing 
with temperature,  solid phase heat capacity in the simulations would probably 
result in a broader steady-state multiplicity range. 
Mass transfer resistance. All reactive simulations of the GSVR were performed under 
the assumption of negligible mass transfer resistances. However, it is known that 
OCM suffers from severe internal diffusion limitations. In future work, mass transfer 
resistances should be accounted for, e.g., by using a film model (as explained in 
§5.2.2). 
Experimental validation. Experimental validation of the reactive simulations is 
required to improve the reliability of the results. Although the simulations in this 
chapter indicate that there is a sufficiently high thermal backmixing in the GSVR to 
allow steady-state multiplicity, this should still be confirmed by experiments as well. 




Hereby, several design aspects should be taken into account. Thermal inertia of the 
reactor should be limited, and the reactor should be insulated properly to limit heat 
losses and approach adiabatic operation. The catalyst should be able to withstand 
significant attrition rates, however, not higher than the attrition rates in conventional 
fluidized bed reactors. Also, a proper start-up procedure should be developed. 
Several possibilities come to mind: the most straightforward method would be to 
start at high inlet temperature corresponding to an ignited steady state, provided 
the catalyst can withstand this high temperature, and then gradually decrease the 
inlet temperature until extinction is observed. Another option would be to apply 
some sort of spark to ignite the bed (locally) or to rapidly feed hot particles. Yet 
another relatively easy method would be to temporarily decrease the CH4:O2 ratio 
while keeping the total reactant flow rate fixed, in this way increasing the CH4-based 
spacetimes, resulting in ignition. 
Grid independence. From a CFD point of view, the lack of a grid or time step 
independence study raises questions about the reliability of the simulations. While 
the grid size used for the simulations in this chapter was validated by a non-reactive 
grid independence study, the grid should probably be more refined for complete 
grid independence in a reactive simulation. However, this would result in an 
increase of the computational cost, which is already immense. Per illustration, every 
point on the curve in Figure 6-4 took about 8000 CPU hours. Although the absolute 
values of conversion, selectivity and temperature might not be completely grid 
independent yet, the simulated trends and most important conclusions would most 
likely be the same with a finer grid. Nevertheless, similar studies in the future should 
consider performing a grid independence study beforehand. Furthermore, it should 
be investigated if these simulations can be sped up, e.g., via chemistry acceleration 
methods such as in-situ adaptive tabulation (ISAT) or dynamic cell clustering 
(DCC). 
Too high temperature. On the ignited branch, local solid phase temperatures as high 
as 1600 K are observed. No actual OCM catalyst is able to withstand such high 
temperatures. The maximum simulated temperatures are mainly the result of the 
applied kinetic model, i.e., type of catalyst, as well as operating conditions (inlet 




composition). Future work should try to optimize the conditions in order to keep 
the solid phase temperatures below 1273 K. 
 
6.4. Conclusions 
In this chapter, the developed CFD methodology was applied to show the possibility 
for steady-state multiplicity in a GSVR for OCM. Adiabatic simulations of a 16-slot 
GSVR for OCM were performed for inlet temperatures ranging from 873 K to 1198 
K, in 25 K increments, while fixing the inlet composition, mass flow rate, catalyst 
loading and outlet pressure. The possibility for steady-state multiplicity was 
assessed by numerically igniting some of the non-ignited steady states, and 
evaluating whether or not these cases reach a new steady state on the ignited branch.  
At a pressure of 1 bar, steady-state multiplicity was obtained for only one inlet 
temperature, indicating a narrow window of steady-state multiplicity (< 50 K). By 
increasing the pressure to 2 bar, the width of the steady-state multiplicity region was 
increased to at least 100 K and at most 175 K. Thanks to the steady-state multiplicity, 
a CH4 conversion of 40 % and C2 selectivity of about 75 % (incl. 53 % C2H2) could be 
obtained on the ignited branch, for an inlet temperature of merely 873 K. Dilution 
with N2 inert was found to lead to unfolding of the bifurcation diagrams. 
Although the window of steady-state multiplicity obtained in these simulations is 
not broad enough yet to enable complete autothermal operation with the feed at 
ambient temperature, the simulations clearly show that steady-state multiplicity 
can be obtained in the GSVR. Future work should focus on further optimizing the 
operating conditions and catalysts to broaden the range of steady-state multiplicity 
and allow operation on the ignited branch with ambient inlet temperatures and, 
hence, outlet temperatures not exceeding the limits imposed by the applied 
catalysts.   
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Conclusions and perspectives 
 
This final chapter summarizes the conclusions of the thesis and the perspectives for 
future work. The main highlights of the work are as follows: 
▪ Autothermal operation is considered the best way of intensifying highly 
exothermic processes like OCM 
▪ Using bifurcation analysis studies, it is confirmed that the best conditions for 
autothermal operation are obtained in a lumped thermal reactor (LTR), i.e., 
an ideal reactor with no species backmixing and perfect thermal backmixing 
▪ Validated non-reactive and reactive CFD simulations indicate that both these 
characteristics can be obtained in a gas-solid vortex reactor (GSVR) 
▪ To perform the reactive simulations of the GSVR for OCM, a new CFD 
method was developed, coupling detailed microkinetic models for both the 
homogeneous gas phase and the heterogeneous surface chemistry with the 
Euler-Euler approach in OpenFOAM 
▪ Future modeling and experimental work is needed to fully evaluate the 









The objective of this thesis was to investigate process intensification possibilities for 
OCM, using advanced modeling tools.  
Autothermal operation is considered the best way of intensifying highly exothermic 
processes like OCM, for which cooling of an industrial-scale reactor would be 
infeasible. Essential for successful autothermal operation is the existence of steady-
state multiplicity, where either a non-ignited (i.e., low conversion and temperature) 
or ignited (i.e., high conversion and temperature) steady state can be reached, 
depending on the start-up-procedures. In order to investigate the ignition and 
extinction behavior of OCM in more detail, a bifurcation analysis study was 
performed, using detailed kinetic mechanisms for both the gas phase and surface 
chemistry over a broad range of operating conditions. Hereby, three ideal adiabatic 
reactor models were considered: a plug flow reactor, a continuously stirred tank 
reactor and a lumped thermal reactor model. The latter represents the limiting case 
with no species backmixing (i.e., PFR  behavior) and perfect thermal backmixing 
(i.e., CSTR behavior). Thermal backmixing resulted in steady-state multiplicity in 
the CSTR and LTR. A lower extinction temperature and therefore broader 
multiplicity region could be obtained in a LTR compared to a CSTR. The reason for 
the broader region of multiplicity for the LTR compared to the CSTR is that the 
average reactant concentration in the CSTR is lower due to mass dispersion, 
resulting in a lower reaction rate and adiabatic temperature rise. The broader region 
of multiplicity, which facilitated autothermal operation at ambient inlet 
temperature, in combination with maximum methane conversions and product 
selectivities comparable to those in a PFR, indicated that a LTR is the preferred 
reactor configuration for OCM. In other words, the best performance of OCM can be 
obtained in a reactor that combines limited species backmixing with good thermal 
backmixing. Hence the question remained how to realize this ideal reactor 
configuration.  
At the beginning of this thesis, the gas-solid vortex reactor was considered a 
promising reactor technology for OCM mainly because of its high throughput, low 




space times and excellent heat and mass transfer characteristics. However, 
throughout the thesis, it was realized that the GSVR also exhibits the two key 
characteristics of a good OCM reactor: CFD simulations showed that relatively 
narrow gas-phase residence time distributions can be obtained in a GSVR, indicating 
limited species backmixing, whereas good thermal backmixing is accomplished by 
the mixing of the hot solid catalyst pellets.  
The process intensification abilities of the GSVR for OCM were further investigated 
by means of CFD simulations. First, the hydrodynamic behavior was studied using 
the Euler-Euler approach in OpenFOAM. An extensive validation study was 
performed whereby the simulated azimuthal and radial velocities of the solid phase 
were compared with experimentally obtained PIV measurements. In contrast to 
earlier CFD validation studies, a 2D map of simulated and experimental velocity 
fields was compared, i.e., as a function of both the azimuthal and radial coordinate. 
By using a specularity coefficient of 0.05 for the bottom plate and 0.075 for all other 
walls, a good one-to-one comparison between the simulated and experimental local 
particle velocities could be obtained. A qualitatively good agreement between the 
simulated and experimental pressure and granular temperature fields was obtained 
as well. The simulations indicated significant non-uniformities in the azimuthal and 
radial velocity fields as well as bed voidages, and this in both the azimuthal and 
radial direction. Increasing the particle diameter or density, increasing the number 
of inlet slots and increasing the gas injection velocity were found to increase the bed 
stability and uniformity. A parameter study revealed some interesting design 
guidelines for a GSVR, with the Stokes number as the key indicator. In general, the 
larger the Stokes number, the more stable and uniform the bed. However, this 
criterion doesn’t hold for very small values of the particle-based Reynolds number, 
in which case other options, such as the application of coatings or rotating disks, 
should be considered to increase the solids azimuthal velocities and maintain bed 
stability. Shear stress, either due to interactions of the bed with the wall or particle 
interactions within the bed, is an important aspect in a GSVR. A tradeoff should be 
made between bed density, stability and uniformity on the one hand and shear 
stresses and attrition on the other hand. 




To further optimize the GSVR design and operating conditions specifically for OCM, 
the hydrodynamic CFD model was extended with the appropriate tools to model 
the chemistry. For the first time, detailed microkinetic models for both the 
homogeneous gas phase and the heterogeneous surface chemistry were combined 
with the Euler-Euler approach in OpenFOAM. Validation by comparison with 1D 
pseudo-homogeneous reactor simulations using Cantera indicated that all separate 
parts of the code are implemented correctly. The validated model was then used to 
simulate a 16-slot GSVR for OCM, in both isothermal and adiabatic conditions. For 
the investigated geometry and conditions, the outlet CH4 conversion in isothermal 
operation was found to be extremely low. However, there are many degrees of 
freedom that can be optimized to increase the conversion and product yields, the 
most important ones being the reactor temperature, type of catalyst and space time 
(both gas- and catalyst-based). In any case, adiabatic operation is needed to exploit 
the full process intensification potential of the GSVR. Depending on the inlet 
temperature, an ignited state could be reached in the adiabatic simulations, 
corresponding to a high CH4 conversion. The adiabatic simulations furthermore 
indicated that there is a significant degree of thermal backmixing in the catalyst bed, 
which ideally would result in multiplicity of steady state and the possibility for 
autothermal operation of the GSVR. 
The GSVR performance was then also approximated by an engineering 0D/1D 
model consisting of a series of a pseudo-homogeneous PFR, followed by a gas-only 
PFR and CSTR. The performance of this model was compared with 2D CFD 
simulations of the GSVR. Although the trends could be predicted correctly by the 
engineering approach, the absolute values of the simulated conversion and 
selectivities deviated in some cases by over 50 % from the CFD results. It was 
concluded that CFD simulations are required for estimating the reactive 
performance of the GSVR, and possibly for all other fluidized bed type reactor 
configurations proposed in literature for OCM and other fluid-solid catalytic 
processes (e.g., FCC, CPOX, SMR). The CFD methodology developed in this thesis, 
which couples multiphase CFD with detailed microkinetic modeling of 
heterogeneous catalysis, is therefore a major breakthrough with numerous 
possibilities to investigate improved reactor designs and operating conditions for 
OCM. 




Finally, the existence of steady-state multiplicity in a GSVR for OCM was further 
investigated using the reactive CFD framework. Adiabatic simulations of a 16-slot 
GSVR for OCM were performed for inlet temperatures ranging from 873 K to 1198 K, 
in 25 K increments, while fixing the inlet composition, mass flow rate, catalyst 
loading and outlet pressure. At a low pressure of 1 bar, steady-state multiplicity was 
obtained for only one inlet temperature, indicating a narrow multiplicity region 
(< 50 K). By increasing the pressure to 2 bar, the width of the steady-state 
multiplicity region was increased to at least 100 K and at most 175 K. Thanks to the 
steady-state multiplicity, a CH4 conversion of 40 % and C2 selectivity of about 75 % 
(incl. 53 % C2H2) could be obtained on the ignited branch, for an inlet temperature 
of merely 873 K. Although the window of steady-state multiplicity obtained in these 
simulations is not broad enough yet to enable complete autothermal operation with 
the feed at ambient temperature, the simulations clearly show that steady-state 
multiplicity can be obtained in the GSVR.  
 
7.2. Perspectives 
Several areas of improvement can be identified based on the results in this work. 
Below, some suggestions to improve the GSVR design for OCM are formulated first. 
Next, a non-exhaustive summary is given of possible improvements to the 
computational model. 
An important issue that hasn’t been addressed in much detail in this thesis, is the 
generation of fine particles (< 10 µm) due to attrition. As these fine particles will be 
easily entrained, there is an unavoidable loss of catalyst loading which has to be 
compensated by continuous solids feeding. This is a common problem in all gas-
solid fluidized bed reactors, for example, in a typical FCC process the industry is 
used to dealing with attrition rates of 0.1 – 1 % per day. Special attention should be 
given in the future to the minimization of entrainment and the development of a 
system for continuous feeding of (preferably hot) catalyst particles to the GSVR. 
Furthermore, in the current GSVR design, excessive friction between the catalyst bed 
and the static walls of the reactor chamber results in a relatively low azimuthal 
velocity of the catalyst particles. In order to sustain a rotating bed, high gas flow 




rates are required, resulting in a high energy consumption. Lower gas flow rates and 
higher catalyst loadings, and hence higher space times, can be achieved in a patent-
pending design that was developed and tested at the Laboratory for Chemical 
Technology (LCT), i.e., the Stator Rotor Vortex Chamber (STARVOC) [1]. In the 
STARVOC device, the tangential injection of gas through a single inlet is used to 
drive an internal rotary chamber, which features a perforated cylindrical wall and is 
attached to a central shaft by low-friction bearings. The gas-driven rotation of the 
rotary chamber containing the solid particles generates a radially outward 
centrifugal force, which opposes the radially inward gas-solid drag force. 
Centrifugal accelerations up to three orders of magnitude higher than the 
gravitational acceleration can be reached in the STARVOC device, while the gas flow 
rates can be much lower than those typically required in the static GSVR, in which 
the centrifugal acceleration is up to two orders of magnitude higher than the 
gravitational acceleration. This creates an opportunity for processes with fine 
materials, such as catalyst powder. Further modeling and experimental work is 
required to optimize the STARVOC design specifically for OCM. Hereby, 
controlling the azimuthal-to-radial drag force ratio will be important to make sure 
there is enough radial particle movement in the bed to avoid ending up in a rotating 
packed bed regime (i.e., solid body motion), which would be disadvantageous in 
terms of thermal backmixing. 
There are some drawbacks related to the use of an Euler-Euler approach. Euler-Euler 
models allow to simulate large-scale systems in a reasonable amount of time, and 
are therefore widely used in the fluidization community. However, because 
unknowns are introduced in the governing equations, (empirical) closure laws are 
required. The unphysical nature of the available closure laws and boundary 
conditions makes the Euler-Euler approach less accurate and therefore mostly 
applicable for predicting qualitative trends rather than absolute values [2]. Large 
eddy simulations (LES) would offer clear advantages when modeling the complex 
swirling flow in the GSVR. The use of LES in combination with an Euler-Lagrange 
approach (i.e., CFD-DEM), is far more computationally expensive than the Euler-
Euler approach, but it would allow a more accurate and physically correct picture 
of the gas-solid hydrodynamics and transient behavior. Furthermore, it would give 
a better estimation of the degree of thermal backmixing in the bed, since no model 
for the effective thermal conductivity would be required and radiative heat transfer 
could be implemented in a straightforward way. Therefore, future GSVR research 




should focus on combining CFD-DEM with LES of the gas phase and detailed 
microkinetic modeling for both the gas phase and surface chemistry.  
A major drawback of the reactive simulations, especially the adiabatic ones, was the 
huge computational cost related to the solid phase thermal inertia. One should 
investigate the possibility to speed up these simulations, without affecting the 
physics of the system. A first step would be to accelerate the calculation of the 
chemical source terms, by extending existing speed up methodologies for gas phase 
chemistry to be applicable to surface chemistry as well. Several options for chemistry 
acceleration can be considered, such as dynamic cell clustering (DCC) or cell 
agglomeration [3], in-situ adaptive tabulation (ISAT) [4,5], or a local reduction of the 
chemical complexity via a dynamic adaptive chemistry (DAC) approach [6]. 
Furthermore, to increase the accuracy of the simulations, the first order operator 
splitting approach that is currently implemented in the code (see §5.2.3), should be 
replaced by a second order splitting method, such as Strang splitting [7]. 
Once the simulation approach is sufficiently efficient, it should be the aim to 
optimize the GSVR design. In the present work, the effect of the reactor length and 
number of inlet slots was investigated briefly. However, a more comprehensive 
multi-objective optimization framework could yield a geometry (i.e., number, angle 
and width of inlet slots, bottom plate shape, reactor diameter, etc.) in which the 
combination of catalyst loading and space times is such that methane conversion 
and olefin selectivity during OCM are maximized. Developing the Pareto multi-
objective optimization framework for the GSVR will require a coupling between a 
mesh generating program, OpenFOAM and an adequate optimization software 
package. There is a wide variety of optimization software available to deal with 
multi-objective optimization problems. Both DAKOTA (Design and Analysis toolkit 
for Optimization and Terascale Applications) and CAESES have already been used 
successfully in combination with OpenFOAM [8,9]. 
Experimental validation is an important aspect missing in all reactive simulation 
results presented in this thesis. In the bifurcation analysis study, detailed 
microkinetic models were used in simulations of ideal adiabatic reactors. Although 
the gas phase chemistry used in these simulations was validated for a wide range of 
operating conditions [10,11], the microkinetic models for the catalysts were only 
validated in an isothermal packed bed configuration and for much milder operating 
conditions [12,13]. Preferably, the bifurcation behavior of catalytic OCM in near-




ideal adiabatic reactors should be investigated experimentally, and the experimental 
bifurcation behavior should be used to further finetune the microkinetic models.  
The starting point for the reactive CFD simulations of the GSVR was a validated 
hydrodynamics model on the one hand, and a validated microkinetic chemistry 
model on the other hand. Although the hydrodynamics and chemistry model were 
validated separately, be it for a narrower range of isothermal operating conditions, 
the reactive simulations should also be validated by comparison with experimental 
data of OCM in the GSVR. This experimental data may include the outlet 
composition obtained from GC analysis, as well as more detailed spectroscopic 
methods such as laser-induced fluorescence (LIF) which would allow to visualize 
the local mole fractions of some selected species in the reactor. It has to be 
emphasized that even with a perfectly validated microkinetic model and CFD 
approach, the simulated reactor performance could still deviate from the 
experimental results, e.g., due to changes in the catalytic performance as a result of 
attrition or deactivation. Even with the most detailed simulation approach, these 
phenomena will be very difficult to predict. 
The final objective should be to experimentally demonstrate the possibility for 
autothermal operation of the GSVR for OCM. The first attempts hereto have already 
been made during some proof-of-concept experiments [14]. In order to make 
autothermal operation of OCM in the GSVR feasible, several crucial design aspects 
need to be taken into account. First of all, the thermal inertia of the reactor itself 
should be limited. If the thermal inertia of the reactor would be too high, it could 
take hours before a steady-state temperature is obtained. This would not be feasible 
if a bifurcation diagram is to be derived experimentally. Second, the reactor should 
be insulated properly to limit heat losses and approach adiabatic operation. Third, a 
proper start-up procedure should be developed. There are several possibilities: the 
most straightforward method would be to start at high inlet temperature 
corresponding to an ignited steady state and then gradually decrease the inlet 
temperature until extinction is observed. Another option would be to apply some 
sort of spark to ignite the bed (locally) or to rapidly feed hot particles. Finally, it 
should be possible to operate the reactor at higher pressures and without N2 
dilution, since these operating conditions will result in a broadening of the window 
of steady-state multiplicity, which will eventually be required to allow full 
autothermal operation of the GSVR with ambient feed temperature. 
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Table A-2: Constitutive equations. 
Stress tensor 
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𝜈eff,𝑔 = 𝜈𝑔 + 𝜈turb,𝑔 (A-12) 
 
𝜈eff,𝑠 = 𝜈𝐾𝑇𝐺𝐹 + 𝜈fric (A-13) 
Effective diffusivity 
 






Effective thermal diffusivity 
 






















Table A-3: Constitutive equations in the kinetic theory of granular flow. 






(𝜀𝑠𝜌𝑠Θ𝑠) + ∇⃗⃗ ⋅ (𝜀𝑠𝜌𝑠 ?⃗⃗?𝑠Θ𝑠)] = (−𝑝𝑠 𝐼 ̿ + 𝜏?̿?): ∇⃗⃗?⃗⃗?𝑠 + ∇⃗⃗ ⋅ (𝜅′𝑠∇⃗⃗Θ𝑠) − Γ𝑠 − 𝐽𝑠 
(A-17)  
(4-7) 
Granular pressure (Lun et al. [1]) 
 𝑝𝑠 = 𝑝𝐾𝑇𝐺𝐹 + 𝑝fric (A-18) 
 𝑝𝐾𝑇𝐺𝐹 = 𝜌𝑠𝜀𝑠[1 + 2(1 + 𝑒)𝜀𝑠𝑔0]𝛩𝑠 (A-19) 
Solids shear viscosity (Gidaspow et al. [2]) 


















































Granular energy source due to momentum exchange (Agrawal et al. [4]) 
 







Solids ‘thermal’ conductivity (Gidaspow et al. [2]) 
 



























  with 𝑓𝐹𝑟 = 0.05, 𝑓𝜂 = 2, 𝑓𝑝 = 5 (A-28) 
Frictional viscosity (Schaeffer [6]) 
 𝜈fric = 
𝑝fric sin(𝜙fric)
2√𝑆𝑠̿̿̿⋅𝑆𝑠̿̿̿







(∇ ⋅ ?⃗⃗?𝑠)𝐼 ̿ (A-29) 




Table A-4: Constitutive equations for interfacial momentum, heat and mass transfer. 
Momentum transfer (Gidaspow [2]) 
 





























Heat transfer (Gunn [7]) 
 
𝑄𝑠𝑔 = ℎ 
6𝜀𝑠
𝑑𝑠











𝑁𝑢𝑠 = (7 − 10𝜀𝑔 + 5𝜀𝑔
2) (1 + 0.7𝑅𝑒𝑠
0.2𝑃𝑟𝑔
1









𝜓𝑠𝑔,𝑘 = 𝑘𝑔𝑠  
6𝜀𝑠
𝑑𝑠


























Table A-5: Gas thermodynamic and transport properties. 
Specific heat capacity 
 





































298 = ℎ𝑔,𝑘(298) (A-41)  
Viscosity 
 

































































(*) 𝑎𝑖,𝑘, 𝑏𝑖,𝑘, 𝑑𝑖,𝑘 are polynomial coefficients, different for every species.  
































Instantaneous net production rates  
 
𝑅𝑔⃗⃗ ⃗⃗⃗(𝐶𝑔⃗⃗⃗⃗⃗,  𝑇𝑔, 𝑝) = [
𝑅𝑔,1(𝐶𝑔⃗⃗⃗⃗⃗,  𝑇𝑔, 𝑝)
⋮
𝑅𝑔,𝑛𝑔(𝐶𝑔













⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝) + 𝜀𝑝𝑅𝑔,1(𝐶𝑠⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
⋮
𝑎𝑐,𝑉𝑅𝑐,𝑛𝑔(𝐶𝑠
⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝) + 𝜀𝑝𝑅𝑔,𝑛𝑔(𝐶𝑠
⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
𝑅𝑐,𝜃,1(𝐶𝑠⃗⃗ ⃗⃗ ,  𝑇𝑠, 𝑝)
⋮
𝑅𝑐,𝜃,𝑛𝑠(𝐶𝑠










Time-averaged net production rates  
 
𝑅?̃?
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OCM is a complex process occurring via both homogeneous and heterogeneously 
catalyzed reactions steps. Therefore, a kinetic model for OCM consists of both a gas 
phase reaction mechanism and a catalytic reaction mechanism. Throughout this 
thesis several combinations of gas phase and catalytic reaction mechanisms are used. 
This Appendix gives some more details about these mechanisms and the differences 
amongst them. 
  




B.1. Gas phase reaction mechanisms 
Several well-validated detailed kinetic models are available in literature for 
pyrolysis, partial oxidation and combustion of low hydrocarbon fuels [1–3]. In more 
complex models such as CFD or bifurcation analysis studies, speed is an important 
consideration and in that respect, it is important that the number of species in the 
mechanism remains limited. Therefore, detailed kinetic mechanisms are simplified 
by eliminating redundant species and their reactions. As a result, these simplified 
mechanisms may differ in performance and dynamical behavior for the same set of 
reactants. Lengyel and West [4] therefore stress the importance of using bifurcation 
analysis and predictions of oscillating behavior to evaluate reduced mechanisms. As 
an evaluation of steady state multiplicity and autothermal operation is an important 
aspect of this thesis, it is important to select a gas phase kinetic model that is indeed 
reduced in this way. Two possibilities emerge from recent literature: 
▪ Lengyel and West [4]: 57 species, 317 reactions 
This model was derived from the original AramcoMech 1.3 mechanism, 
originally developed by Metcalfe et al. [2], by analyzing the latter for methane 
oxidation within a specific range of conditions and eliminating species below 
a certain limit. Hereby, it was verified that the bifurcation behavior of the 
reduced mechanism was identical to the that of the full mechanism for the 
investigated conditions. 
▪ Stagni et al. [5]: 30 species, 299 reactions 
This model was derived from the full CRECK kinetic mechanism [3] by 
applying the DRGEP (Directed Relation Graph with Error propagation) 
method in combination with a sensitivity analysis, in order to obtain an error 
lower than 10 % in the predicted ignition delay times compared to the full 
mechanism.  
 
A comparison of these models is given below for a few selected cases. 




Figure B-1 shows the result of ideal CSTR simulations of lean oxidation of methane 
with the mechanism by Lengyel and West [4] and the mechanism by Stagni et al. [5]. 
A comparison is made with experimental data by Le Cong et al. [6]. A good 




Figure B-1: Experimental measurements (symbols) [6] and model predictions (lines) 
using the kinetics by Lengyel and West [4] and Stagni et al. [5] for methane combustion 
in an isothermal CSTR. Operating conditions: p = 1 atm,  = 0.12 s,  = 0.3, XCH4,0 = 0.01, 
N2 dilution. 
 
Figure 3-1 shows the bifurcation behavior of an adiabatic steady state CSTR for OCM 
without catalyst. The diagrams are constructed using inlet temperature as 
bifurcation parameter, at fixed space time (𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄  = 1.25 s), pressure (𝑝 = 1 bar) 
and methane-to-oxygen ratio (CH4:O2 = 4). The results correspond to that of Figure 
3-1 in Chapter 3. More information can be found there, but from Figure 3-1, it is clear 
that the bifurcation behavior with the Stagni et al. [5] model is very similar to that of 
the Lengyel and West [4] model.  








Figure B-2: Adiabatic CSTR simulations for gas-only OCM using the kinetics by 
Lengyel and West [4] and Stagni et al. [5]. (a) Outlet temperature, (b) CH4 conversion. 
Results obtained by one-parameter continuation of the steady state solution of eqns. (3-
4)-(3-7). Operating conditions: p = 1 bar, CH4:O2 = 4. (: fold) 
 
Finally, the performance of the two gas phase mechanisms is evaluated more 
extensively for a wider range of operating conditions, by comparison with the full 
AramcoMech 1.3 mechanism, which is one of the most-validated kinetic 
mechanisms for C1-C4 oxidation available in literature [2]. To this purpose, 
isothermal CSTR simulations are performed for the following set of operating 
conditions: 
▪ Gas-based spacetime 𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄ : 1.0, 2.0 s 
▪ Temperature: 1173 K, 1273 K 
▪ CH4:O2 ratio: 1, 2, 4, 6 
▪ N2 dilution: 0 %, 50 %, 80 % 
▪ Pressure: 1 bar, 3 bar 
The results of these simulations are shown in the parity plots in Figure B-3, where 
the results obtained with the full AramcoMech 1.3 mechanism serve as a reference 
and are plotted on the x-axis. 
 





Figure B-3: Parity plots showing the performance of the gas phase mechanisms by 
Lengyel and West [4] and Stagni et al. [5] compared to the full AramcoMech v1.3 
mechanism [2] for simulating isothermal CSTR’s over a wide range of operating 
conditions. 
 
From all of the above cases, it follows that the behavior of the two models is very 
similar. As the number of species in the model of Stagni et al. [5] is only half of the 
number of species in the model by Lengyel and West [4], the former is selected for 
the reactive CFD simulations (Chapter 5,6), whereas the latter is used in the 
bifurcation analysis study (Chapter 3).  
 
B.2. Catalytic reaction mechanisms 
A microkinetic model, including catalyst descriptors, has been developed at the LCT 
to account for the heterogeneously catalyzed reaction steps. In the past decade, the 
model was shown to be applicable for a variety of catalysts (Li/MgO, Sn-Li/MgO, 




Sr/La2O3, LaSr/CaO, Na-Mn-W/SiO2) [7–10]. The microkinetic model and its 
kinetic parameters are described in detail in previous work [8,9]. Only a summary is 
given below.  
 
Table B-1: Catalytic elementary steps considered in the detailed microkinetic OCM 
models used in this work. Kinetic parameters can be found in the work of 
Kechagiopoulos et al. [8] and Alexiadis et al. [9]. 
Adsorption steps Eley-Rideal steps Surface reaction steps 
27) O2 + 2*      2O* 
28) H2O*      H2O + * 
29) CH3•  + O*      CH3O* 
30) CO + *      CO* 
31) CO2 + *     CO2* 
32) C2H4 + O*      C2H4O* 
33) HO2• + *      OH•  + O* 
 
 
34) CH4 + O*      CH3• + OH* 
35) C2H4 + O*      C2H3• + OH* 
36) C2H6 + O*      C2H5• + OH* 
37) C2H5•  + O*      C2H4 + OH* 
38) CH3O•  + O*      CH2O + OH* 
39) CH2O  + O*      CHO• + OH* 
40) CHO•  + O*      CO + OH* 
41) H2  + O*      H• + OH* 
42) H2O2  + O*      HO2• + OH* 
43) OH•  + O*      O• + OH* 
44) H2O + O*      OH• + OH* 
45) HO2• + O*      O2 + OH* 
46) 2OH*      H2O* + O* 
47) CH3O* + O*      CH2O* + OH* 
48) CH2O* + O*      HCO* + OH* 
49) CHO* + O*      CO* + OH* 
50) CO* + O*      CO2* + * 
51) C2H4O* + O*      C2H3O* + OH* 
52) C2H3O* + O*      CH2O* + HCO* 
*: surface active site 
•: gas-phase radical species 
 
 
The 26 elementary steps on the catalyst surface considered in the microkinetic model 
of Alexiadis et al. [9] are shown in Table B-1. The depicted catalytic steps can be 
classified into three types, that is, adsorption steps, Eley–Rideal reactions, and 
surface reactions. The catalytic network considers methane activation on the catalyst 
surface by the dissociative adsorption of oxygen (step 1), hydrogen abstraction from 
methane (step 8), and regeneration of the active site (step 20 and 2). Methyl radicals 
couple in the gas phase to form ethane, which can be dehydrogenated into ethylene. 
However, methyl radicals can also be oxidized towards undesired carbon oxides, 
CO and CO2. The latter is generated in the network through three possible reaction 
pathways: oxidation of the methyl radical followed by a series of hydrogen 
abstractions from methoxy species on the surface (steps 3, 21-24, 5), heterogeneous 




oxidation of ethylene followed by a hydrogen abstraction and C-C bond cleavage 
(steps 6, 25-26), and hydrogen abstraction from ethane and ethylene (steps 9-10) 
leading to radicals that are oxidized to CO2 in the gas phase [9]. 
Microkinetic model parameters are classified into kinetic and catalyst descriptors. 
While the former are exclusively related to the reaction kinetics, independent of the 
catalyst used, the latter specifically account for the physical and chemical catalyst 
properties. The main advantage of incorporating catalyst descriptors into the 
microkinetic model for OCM is that the developed model is capable of quantifying 
trends between catalyst activity and selectivity on the one hand and properties on 
the other hand. As a result, such a model allows addressing which catalyst 
descriptors and, hence, corresponding properties are the most relevant for the 
improvement of catalytic performance. 
Via thermodynamic relationships between surface reaction enthalpies and 
analogous gas-phase reactions, the reaction enthalpies for various elementary steps 
can be expressed as a function of a limited number of unknown descriptor values, 
which can then be obtained, for example, by regression. Furthermore, collision 
theory is used to calculate the pre-exponential factors of all steps involving the 
collision of a molecule on the catalyst surface.  
All adsorption steps are considered to be non-activated. The Eley–Rideal are 
grouped into a single reaction family, while the surface reaction steps are subdivided 
into four reaction families, accounting for H-atom abstraction, recombination of 
hydroxyls, catalytic oxidation of CO, and C–C bond scission. Each reaction family 
has a specific set of the Polanyi parameters α and E0, for which values are taken from 
literature [11–13]. 
 




Table B-2: Overview of catalyst descriptors.  
4% Sn-2%Li 





Specific surface area [m2/kg] 2500 2500 6200 
Density [kg/m3] 2300 2300 2950 
Porosity [-] 0.27 0.27 0.27 
D1: Reaction enthalpy hydrogen abstraction 
from CH4 [kJ/mol] 
56.6 44.4  45 
D2: Chemisorption heat of O2 [kJ/mol] 60.5 119.5  90 
D3: Chemisorption heat of CH2O [kJ/mol] 
 
123.1   
D4: Chemisorption heat of HCO [kJ/mol] 
 
141.1   
D5: Chemisorption heat of CO [kJ/mol] 
 
74.4   
D6: Chemisorption heat of CO2 [kJ/mol] 
 
87   
D7: Chemisorption heat of H2O [kJ/mol] 
 
34.8   
D8: Chemisorption heat of C2H4O [kJ/mol] 
 
42.4   
D9: Chemisorption heat of C2H3O [kJ/mol] 
 
92.6   
D10: Initial sticking probability of O2 [-] 
 
0.56   
D11: Initial sticking probability of CH3 [-] 6.22  10-5 6.49 10-4  2.5  10-5 
D12: Initial sticking probability of CO [-] 
 
5.66  10-5   
D13: Initial sticking probability of CO2 [-] 
 
1.54  10-2   
D14: Initial sticking probability of H2O [-] 
 
7.65  10-2   
D15: Initial sticking probability of C2H4 [-] 
 
5.48  10-5 2.5  10-4  
D16: Density of active sites [mol/m2] 1.33  10-6 9.84  10-6 3.9  10-6  
 
Table B-2 gives an overview of the catalyst descriptor estimates as obtained by 
regression in the work of Alexiadis et al. [9,10,14]. The microkinetic model for the 
catalyst was hereby implemented in a 1D heterogeneous PFR model, while 
simultaneously using the kinetic mechanism by Chen et al. [15] for the gas phase. 
This gas phase mechanism was not discussed in §B.1, because it is only validated for 
a narrow range of typical OCM operating conditions, which does not cover the wide 
range of conditions studied in this thesis. 
The last column in Table B-2 shows the descriptor values for the 4%Sr-40%La/SiC 
catalyst that is used in GSVR experiments. The values of the catalyst descriptors are 
not published yet. They were obtained by comparison of packed bed experimental 
measurements with 1D pseudo-homogeneous PFR simulations, using the kinetic 
mechanism by Stagni et al. [5] for the gas phase.  




B.3. Gas-catalyst combinations used in this thesis 
Table B-3 gives an overview of the kinetic model combinations that are used 
throughout this thesis. In what follows, the combined performance of the gas phase 
mechanism and surface kinetics is assessed for a wide range of operating conditions 
by performing 1D pseudo-homogeneous PFR simulations in both isothermal and 
adiabatic conditions. Since the gas phase mechanisms by Lengyel and West [4] and 
Stagni et al. [5] behave similarly, it can be assumed that the observed differences are 
solely due to the catalytic reaction mechanism. 
 
Table B-3: Overview of kinetic model combinations used in this thesis. 
 Gas phase  Catalyst # 
Mass transfer limitations 
(Chapter 2), §2.3.1 
Stagni et al. [5] 4%Sr-40%La/SiC 1 
Bifurcation analysis (Chapter 3)    
- Gas-only, §3.3 Lengyel and West [4] N/A  
- Sn-Li/MgO catalyst, §3.4 Lengyel and West [4] 4% Sn-2%Li /MgO 2 
- Sr/La2O3 catalyst, §3.5 Lengyel and West [4] 1%Sr/La2O3   3 
Reactive CFD (Chapter 5-6) Stagni et al. [5] 4%Sr-40%La/SiC 1 
 
  




Isothermal pseudo-homogeneous PFR simulations are performed for the following 
set of operating conditions: 
▪ Gas-based spacetime 𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄ : 0.005 – 0.05 s 
▪ Inlet temperature: 750 °C, 800 °C, 850 °C  
▪ CH4:O2 ratio: 4, 6 
▪ N2 dilution: 0 %, 50 %, 80 % 
▪ Pressure: 1, 2 bar  
▪ Bed voidage: 0.4, 0.75 
Figure B-4 shows the resulting C2 selectivity as a function of CH4 conversion. It can 
be seen that the 4%Sr-40%La/SiC mechanism corresponds to a similar activity than 
the earlier Sr/La2O3, whereas the C2 selectivity is comparable to the selectivity on 
Sn-Li/MgO. It decreases rapidly with increasing conversion. 
 
 
Figure B-4: C2 selectivity vs CH4 conversion from isothermal pseudo-homogeneous PFR 
simulations for a wide range of operating conditions with different gas-catalyst kinetic 
model combinations (Table B-3).  
 




Adiabatic pseudo-homogeneous PFR simulations are performed for the following 
set of operating conditions: 
▪ Gas-based spacetime 𝑉 𝐹𝑉(𝑁𝑇𝑃),𝐶𝐻4
0⁄ : 0.001 – 0.01 s 
▪ Inlet temperature: 650 °C, 700 °C, 750 °C 
▪ CH4:O2 ratio: 4, 6 
▪ N2 dilution: 0 %, 50 %, 80 % 
▪ Pressure: 1, 2 bar 
▪ Bed voidage: 0.4, 0.75 
The results are shown in Figure B-5. In adiabatic operation the 4%Sr-40%La/SiC 
model again shows a similar activity to the Sr/La2O3 model, but with the high 
selectivity of the Sn-Li/MgO model. 
 
 
Figure B-5: C2 selectivity vs CH4 conversion from adiabatic pseudo-homogeneous PFR 
simulations for a wide range of operating conditions with different different gas-
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