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We directly measure the chemical potential jump in the low-temperature limit when the filling
factor traverses the ν = 1/3 and ν = 2/5 fractional gaps in two-dimensional (2D) electron system in
GaAs/AlGaAs single heterojunctions. In high magnetic fields B, both gaps are linear functions of B
with slopes proportional to the inverse fraction denominator, 1/q. The fractional gaps close partially
when the Fermi level lies outside. An empirical analysis indicates that the chemical potential jump
for an ideal 2D electron system, in the highest accessible magnetic fields, is proportional to q−1B1/2.
PACS numbers: 73.43.Fj, 73.21.-b, 73.40.Kp
The fractional quantum Hall effect in two-dimensional
(2D) electron systems [1] is believed to be a many-body
phenomenon. The dissipationless state manifested by ze-
ros in the longitudinal resistance and plateaus in the Hall
resistance forms at fractional filling factors of Landau lev-
els, ν = p/q, and the gap is predicted to be caused by
electron-electron interactions (see Ref. [2] and references
therein). According to numerical calculations, the chemi-
cal potential discontinuity corresponding to the fractional
gap is determined by e2/εlB (where ε is the dielectric con-
stant and lB = (~c/eB)
1/2 is the magnetic length), being
almost independent of the fraction, or the denominator
q, for 1/3 ≤ ν ≤ 2/3 [3, 4, 5]. For quasiparticles with
fractional charge e/q [6], the activation energy is q times
smaller than the chemical potential discontinuity. This
determines the hierarchy of fractions, as inferred from
the concept of composite fermions [7]. Notably, earlier
studies predicted a reduction of the chemical potential
discontinuity with increasing q for the same sequence [8].
The fractional gap being small, its experimental de-
termination is pretty demanding with respect to both
samples and methods. Attempts to experimentally esti-
mate the fractional gap value yielded similar results in
high magnetic fields [9, 10, 11, 12, 13, 14] and, therefore,
it is unlikely that the gap is strongly influenced by the
residual disorder in the 2D electron system. Standard
measurements of activation energy at the longitudinal
resistance minima were used to probe the fractional gaps
with different denominators [9, 15, 16]. However, trans-
port studies yield a mobility gap which may be different
from the gap in the spectrum. The latter can be de-
termined using direct thermodynamic measurements of
the chemical potential jump across the gap, similar to
those of Refs. [11, 17]. Recent thermodynamic studies
showed that in the completely spin-polarized regime, the
gap value for ν = 1/3 is equal to that for ν = 2/3, reflect-
ing the electron-hole symmetry in the spin-split Landau
level, and increases linearly with magnetic field B [17].
The experimental gap behavior is in contradiction to the
expected square-root dependence of the gap on magnetic
field, which reveals problems with the straightforward
consideration of electron-electron interactions in 2D elec-
tron systems.
In this paper, we perform measurements of the chem-
ical potential jump across the fractional gap at filling
factor ν = 1/3 and ν = 2/5 in the 2D electron system
in GaAs/AlGaAs single heterojunctions using a magne-
tocapacitance technique. The gap, ∆µ, increases with
decreasing temperature and saturates becoming indepen-
dent of temperature in the limit of low temperatures. In
high magnetic fields, the limiting gap values, ∆µ0, for
ν = 1/3 and ν = 2/5 increase linearly with magnetic
field so that the ratio of the slopes is equal, within the
experimental uncertainty, to the inverse ratio of the frac-
tion denominators. The temperature-independent differ-
ence between the µ values at ν = 1/2 and ν = 1/4 in-
dicates that the fractional gap closes partially when the
Fermi level lies outside the gap. Unlike the spin gap
[18], the fractional gap decays due to temperature and
disorder smearing. Using an empirical analysis of the
data, we allow for the effect of sample inhomogeneities
and extract the jump ∆µid(B) for an ideal 2D electron
system. The results obtained suggest that in the highest
accessible magnetic fields, the gap ∆µid is proportional
to q−1B1/2. We reach the limit of very high magnetic
fields where the expected square-root behavior prevails
(in homogeneous samples), while discrepancies between
experiment and theory may remain for lower B.
Measurements were made in an Oxford dilution refrig-
erator with a base temperature of ≈ 30 mK on remotely
doped GaAs/AlGaAs single heterojunctions (with a low-
temperature mobility ≈ 4× 106 cm2/Vs at electron den-
sity 9 × 1010 cm−2) having the quasi-Corbino geometry
with area 2.2 × 105 µm2. The depth of the 2D electron
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FIG. 1: (a) Magnetocapacitance as a function of gate voltage
in sample 1 in B = 13 T. Also shown by a dashed line is the
geometric capacitance C0. (b) The chemical potential as a
function of ν obtained by integrating the magnetocapacitance;
see text. The zero level corresponds to ν = 1/2.
layer was 210 nm. A metallic gate was deposited onto
the surface of the sample, which allowed variation of the
electron density by applying a dc bias between the gate
and the 2D electrons. The gate voltage was modulated
with a small ac voltage of 2 mV at frequencies in the
range 0.05–11 Hz, and both the imaginary and real com-
ponents of the current were measured with high precision
(∼ 10−16 A) using a current-voltage converter and a lock-
in amplifier. Smallness of the real current component
as well as proportionality of the imaginary current com-
ponent to the excitation frequency ensure that we reach
the low-frequency limit and the measured magnetocapac-
itance is not distorted by lateral transport effects. A dip
in the magnetocapacitance in the quantum Hall state is
directly related to a jump of the chemical potential across
the corresponding gap in the spectrum of the 2D electron
system [19]:
1
C
=
1
C0
+
1
Ae2dns/dµ
, (1)
where C0 is the geometric capacitance between the gate
and the 2D electrons, A is the sample area, and the
derivative dns/dµ of the electron density over the chem-
ical potential is the thermodynamic density of states.
A magnetocapacitance trace C as a function of gate
voltage Vg is displayed in Fig. 1(a) for a magnetic field of
13 T. Narrow minima in C accompanied at their edges
by maxima are seen at filling factor ν ≡ nshc/eB =
0.0 0.5 1.0
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FIG. 2: (a) Temperature dependence of the fractional gap in
sample 1 for ν = 1/3 at B = 8 T and for ν = 2/5 at B = 16 T.
The saturated low-temperature value ∆µ0 is indicated. The
dashed lines are guides to the eye. (b) The chemical potential
as a function of ν at different temperatures. The zero level
corresponds to ν = 1/3.
1/3, 2/5, 3/5, 2/7, 3/7, and 4/7. Near the filling factor
ν = 1/2, the capacitance C in the range of magnetic
fields studied reaches its high-field value determined by
the geometric capacitance C0 (dashed line). We have
verified that the obtained C0 corresponds to the value
calculated using Eq. (1) from the zero-field capacitance
and the density of states m/pi~2 (where m = 0.067me
andme is the free electron mass). The chemical potential
jump ∆µ for electrons at fractional filling factor can be
determined by integrating the magnetocapacitance over
the dip (for more details, see Ref. [17]):
∆µ =
e
C0
∫
dip
(C0 − C)dVg . (2)
It is easy to determine the behavior of the chemical
potential when the filling factor traverses the fractional
gap, as shown in Fig. 1(b). The chemical potential jump
corresponds to a cusp in the dependence of the ground-
state energy, E, of the 2D electron system on filling factor
[2]: ∆µ(ν) = dE/dns|ν+0− dE/dns|ν−0. The difference,
∆µ∗, between the µ values at ν = 1/2 and ν = 1/4 is
smaller than ∆µ(ν = 1/3), as determined by the max-
ima in the capacitance near ν = 1/3, see below. The
values ∆µ for ν = 2/5 and ν = 3/5 are equal (see also
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FIG. 3: The fractional gap ∆µ0 (filled symbols and crosses)
and jump ∆µid for an ideal 2D electron system (open sym-
bols) versus B in sample 1. The dashed lines are linear fits
to the high-field data. The slope ratio is equal, within the
experimental uncertainty, to the inverse ratio of the fraction
denominators. The value of ∆µid for ν = 2/5 is divided by
the factor of 0.6. The dotted line is a square-root fit to the
high-field data.
Fig. 3), which is already evident from Fig. 1(a): the dif-
ference δC = C −C0 versus ν is nearly symmetric about
ν = 1/2. The electron-hole symmetry in the spin-split
Landau level is characteristic of the high-field data in-
cluding the fractional features with q = 3, 5, and 7.
In Fig. 2(a), we show the temperature dependence of
the gap for ν = 1/3 and ν = 2/5. As the temperature is
decreased, the value ∆µ increases and in the limit of low
temperatures, the gap saturates and becomes indepen-
dent of temperature. It is the saturated low-temperature
value ∆µ0 that will be studied in the following as a func-
tion of the magnetic field.
In Fig. 2(b), we compare the temperature dependences
of ∆µ and ∆µ∗. While the jump ∆µ decreases with tem-
perature by more than a factor of two, the value ∆µ∗
does not change at all with increasing temperature up to
T ≈ 0.9 K. The qualitatively different behavior of both
values with temperature allows us to conclude that the
fractional gap closes partially (the value of ∆µ0/∆µ
∗ is
about three for ν = 1/3) when the Fermi level lies out-
side the gap. Since the gap ∆µ decreases with both a
deviation of the filling factor from fractional ν and tem-
perature in a similar way (i.e., approximately linearly),
its decay with temperature is likely to be caused by ther-
mal smearing [20].
In Fig. 3, we show how the ν = 1/3 and ν = 2/5
gap ∆µ0 changes with magnetic field. In high magnetic
fields, the data are described by a linear increase of the
gap value with B, which is consistent with the results of
Ref. [17]. We find that the ratio of the slopes for ν = 2/5
and ν = 1/3 is the same, within the experimental uncer-
tainty, as the inverse ratio of the fraction denominators,
equal to 3/5. This shows that the increase of the gap
with magnetic field is determined by the denominator q.
In real samples, the jump of the chemical potential
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FIG. 4: (a) Dependence of the chemical potential on ν in the
low-temperature limit in samples 1 (solid line and circles) and
2 (dotted line) in B = 16 T. The dashed red line is a saw-tooth
function obtained by the linear extrapolation to fractional ν
of the intervals in which the quantity µ decreases with filling
factor. The zero level corresponds to ν = 1/3. (b) Magneto-
capacitance as a function of ν in the low-temperature limit in
sample 1 (solid line and circles) at B = 16 T and B = 10 T
(vertically shifted for clarity) and the fit based on convolution
of the saw-tooth function with the Gaussian density distribu-
tion with σ(ns) = 2× 10
9 cm−2 (dashed red line) and the fit
based on the experimental µ(ν) in B = 16 T (dotted green
and dash-dotted blue lines); see text.
∆µ0 is washed out due to inhomogeneities in the elec-
tron density distribution. Unlike the capacitance minima
at integer ν [18], the fractional minima are surrounded
by the relatively big maxima in C, which leads to a no-
ticeable reduction of the disorder-broadened jumps of µ
with respect to those in an ideal 2D electron system. An
attempt to extract values of fractional gap correspond-
ing to the clean limit was made in Ref. [11], based on
the theoretical behavior of the chemical potential around
fractional ν taking into account the electron-electron in-
teractions. The results obtained do not confirm the ex-
pected square-root dependence of the gap on magnetic
field and, therefore, one should treat electron-electron in-
teractions in the fractional quantum Hall effect in a less
straightforward way.
In Fig. 4(a), we compare the dependence µ(ν) for the
highest B = 16 T with that in another sample made of
the same wafer but having a considerably higher level of
inhomogeneities in the electron density distribution, as
signaled by more broadened and less deep capacitance
minima. Outside the ν = 1/3 gap, the decrease of the
4chemical potential with filling factor, which corresponds
to the gap closing, can be described by a linear depen-
dence, the same for both samples. Extrapolation of this
linear behavior to ν = 1/3 yields an estimate of the jump
∆µid for an ideal 2D electron system.
The functional dependence of the gap ∆µid on mag-
netic field can be determined under the assumption that
the shape of the oscillations µid(ν) does not depend ex-
plicitly on B and their amplitude is a function of the
magnetic field: behavior that is consistent with theoreti-
cal considerations discussed in detail in Ref. [11]. For the
Gaussian density distribution with constant width σ(ns),
the oscillations µid(ν) are progressively washed out with
decreasing magnetic field. Since µid(ν) near the frac-
tional ν is in fact unknown, we use the least-broadened
experimental µ(ν) in the highest B = 16 T for convo-
lution in lower magnetic fields. By tuning the width
σ(ν) = σ(ns)hc/eB and varying the oscillation ampli-
tude, we attain good fits to the measured C(ν) around
ν = 1/3 and ν = 2/5 at B < 16 T (Fig. 4(b)) and,
thus, extract the behavior of ∆µid with B, as shown in
Fig. 3. The procedure is applicable in high magnetic
fields, whereas in low B the quality of the fits is poor,
making the determination of ∆µid(B) impossible. Note
that the absolute value of ∆µid in Fig. 3 is an estimate ob-
tained using linear extrapolations of the data (the dashed
line in Fig. 4(a)); such saw-tooth oscillations µid(ν) with
zero-width jumps at fractional ν, convolved with the
Gaussian density distribution with σ(ns) = 2×10
9 cm−2
provide a high-quality fit to the experimental magneto-
capacitance, shown in Fig. 4(b).
As seen from Fig. 3, the ∆µid(B) dependence ap-
proaches, ignoring the numerical factor, the theoretical
square-root behavior of the fractional gap with B in the
high-field limit where the ratio of the jumps ∆µid for
ν = 2/5 and ν = 1/3 is approximately equal to 3/5. In
other words, our results suggest that in the highest ac-
cessible magnetic fields, the gap ∆µid is proportional to
q−1B1/2. Thus, we reach the limit of very high magnetic
fields where the expected square-root behavior prevails
(in homogeneous samples), while discrepancies between
experiment and theory may remain for lower B.
In summary, we have studied the variation of the chem-
ical potential in the 2D electron system in GaAs/AlGaAs
single heterojunctions with changing filling factor around
ν = 1/3 and ν = 2/5 and determined the fractional
gap in the limit of low temperatures. In high mag-
netic fields, both gaps increase linearly with magnetic
field with slopes proportional to the inverse fraction de-
nominator. As inferred from the qualitatively different
behavior with temperature of the jump ∆µ and the dif-
ference of the µ values at ν = 1/2 and ν = 1/4, the
fractional gap closes partially when the Fermi level lies
outside the gap. Unlike the spin gap [18], the fractional
gap decays due to temperature and disorder smearing.
Using an empirical analysis of the data, we allow for the
effect of sample inhomogeneities and extract the jump
∆µid(B) for an ideal 2D electron system. The results
suggest that in the highest accessible magnetic fields, the
fractional gap in the clean limit is inversely proportional
to the denominator and follows the square-root behavior
with magnetic field.
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