This paper proposes an approach to classify definitions as they appear in popularizing texts. Following the function theory of lexicography (Bergenholtz and Tarp, 2003) , we propose a user-centered classification that breaks down definitions according to the way they are deployed in the text (Westerhout and Monachesi, 2007) and the information they encode (Sierra et al., 2006) . We hypothesize that different types of users can benefit from this classification, which covers a range of definitional styles, from the classic genus et differentia model to function-oriented definitions. The corpus used for this task consists of 50 transcripts from The Science Magazine Podcast (around 400k words), where 570 snippets containing definitional information have been manually annotated and classified.
Introduction
Today, new concepts or new terms are introduced and replace old ones as our perspective of reality changes (Fuertes-Olivera and Nielsen, 2011) . This reality becomes evident in scientific contexts where the need to reformulate advancements or new discoveries demands an accurate formalization of knowledge. One of these contexts is specialized communication, often referred to as Language for Specific Purposes (Fuertes-Olivera and Arribas Baño, 2008) . We focus on popularizing texts, i.e. those where experts and semi-experts communicate for semi-experts and a lay-audience (Diéguez, 2004) , and more specifically the genre of scientific interviews, where scientists are interviewed in order to educate the public and engender interest in the scientist's own specialty (DiBella, 1991) .
On the other hand, the function theory of lexicography is the theoretical framework under which we express the justification for the appropriateness of different definitional styles for different users. This theory highlights, among other concepts, the notion of user needs. These needs are closely linked to the user as well as the social situation where lexicographic needs appear (Bergenholtz and Tarp, 2010) . We hypothesize that this theoretical framework can be followed in order to approach the definitional knowledge that appears in scientific interviews, which are a bundle of specialized language and persuasive and rhetoric techniques devoted to seduce and attract the audience, complying with what is expected from texts with a popularizing nature (Suau, 2005) . For example, consider the case of a non-expert seeking to understand better what single nucleotide polymorphisms are. The definition that he/she would find at Wikipedia would be: "A single-nucleotide polymorphism (SNP, pronounced snip; plural snips) is a DNA sequence variation occurring when a single nucleotide -A, T, C or G -in the genome (or other shared sequence) differs between members of a biological species or paired chromosomes in a human". A non-expert might be interested in a shorter and less dense definition, and a popularizing text would therefore prove useful. The remainder of the paper is structured as follows: Section (2) reviews previous work in definition classification and categorization; Section (3) discusses the steps for compiling and enriching the corpus; Section (4) comments on troublesome cases and the criteria for overcoming them; Section (5) presents and discusses the user-wise classification of definitions according to their degree of specialization and, finally, Section (6) comments on the conclusions drawn and points to potential directions for improvement in future work. 
Related Work: Identifying and classifying definitions
Definitions play today a crucial role in the information age. The need to structure the information available on the Internet is obvious as the amount of information out there increases every day. Understanding meaning of words can benefit from the existence of glossaries or ad-hoc dictionaries (Park et al., 2002) . From the days of Plato and Aristotle, where the genus et differentia model was proposed, research in how to characterize a definition has led to different classifications. We introduce two taxonomies that have been followed during the annotation process. These are (1) a pattern-based classification (Westerhout and Monachesi, 2007) and (2) an information-based classification (Sierra et al., 2006) . These two taxonomies seem to be non-overlapping, and appear to resort to different strategies for definitional knowledge building.
Sierra et al. (2006): Information-based classification
According to Del Gaudio et al. (2013) , this is an extension of the classic Aristotelian classification. This taxonomy considers the kind of information present in a definition for assigning it a class. These are: (1) Analytic or Intensional definitions, which comply with the classic genus et differentia model; (2) Synonymic definitions, where an equivalent term is indicated, (3) Functional definitions, where information about a term is provided by considering its usage or application in a given context, and (4) Extensional definitions, where a term is described by enumerating its components.
Westerhout and Monachesi (2007): Pattern-based classification
The proposed classification looks at the way definitions spawn in a document, and considers different patterns for their deployment. These are: (1) Is-definitions, definitions introduced by the verb "to be", (2) Verb-definitions, which are introduced by any verb other than "to be", (3) Punctuation-definitions, where punctuation marks (commas, colons or brackets) are used to connect term and definition, (4) Pronoun-definitions, where a term is not explicitly mentioned, and instead we have a pronoun. Some kind of anaphora resolution is, then, required to identify the entity to which the pronoun is referring to, (5) Layout-definitions, in which the structure of the document (tables, bulleted lists, font formatting, etc.) is used to identify definitions, and (6) Other-definitions, or unclassifiable definitions.
Corpus Compilation and Annotation
We start from the premise that a linguistic corpus is "a collection of texts, of the written or spoken word, which is stored and processed on computer for the purposes of linguistic research'' (Renouf, 1987:1) . Moreover, it (1) must have a finite size, (2) must be a representative sample of a larger population of texts, (3) must be in machinereadable form, (4) must be a standard reference for the language in question, and finally (5) can be annotated, i.e. it can be enriched with additional information, which usually ranges from part-of-speech or syntactic information to semantic or even discourse-oriented and pragmatic information (McEnery and Wilson, 2001) . Figure 1 summarizes the steps followed to compile and annotate the corpus. 
Corpus Pre-Processing
All documents are downloaded manually and converted to plain text files using the software Calibre 2 . Next, documents are parsed using the dependency parser Machinese Syntax (Tapanainen and Järvinen, 1997) . This outputs xml documents with extensive linguistic information, such as sentence splitting, word lemmas, Part-of-Speech, Syntactic functions and dependency relation (if any).
Terminology identification
Once the documents were collected, converted, pre-processed and automatically parsed, the next step was to semi-automatically annotate the terminology. For this, we benefited from an API for Python of the Yahoo! Term Extractor (also known as Yahoo! Content Analysis 3 ). Terms were identified, and <Term></Term> tags were inserted to the xml document. Since terms can span multiple words, the <Term></Term> tags were introduced as parent nodes of the <token> tags. Figure 2 shows the xml format layout for the term stable climate change. When queried, the Term Extractor API yields a list of terms, but its results depend on the size of the input text. This means that each document of the corpus had first to be split in sentences, and then each sentence was queried in order to preserve a high recall. It is worthwhile mentioning that the Yahoo! Term Extractor API has a limit of 5000 queries per IP per day 4 .
Definition Annotation
We argue that in a textual genre like scientific interviews, where a certain degree of specificity and technical jargon is present, a classification that looks at the patterns of the definitions alone, or at their information alone, might prove insufficient to capture the complexity of the way information is presented. Furthermore, and considering the ultimate goal of this research, which is to provide a useful tool for linguistic research as well as for lexicographers or translators, we approach the definition identification as a task where any information that might be worthwhile to include in a glossary of expert, semi-expert or lay definitions (see Muresan and Klavans (2002) for further discussion on lay definitions). Each definition is tagged according to their pattern-based and informationbased classification. Table 2 shows the 5 most frequent types of this two-dimensional classification, as well as their count and an example of each. An overview of the compilation and markup process has been provided. The next section will discuss those problematic cases that have been identified as most prominent. These were cases where discriminating between a definition or a non-definition chunk was difficult, or formal aspects such as cross-sentence definitions. If we were to manually mark up a definition from this passage we would encounter two main problems. First, it is a cross-sentence definition. This means that not all the elements that make up the definition spawn within a singlesentence boundary. In the first sentence, the definition is introduced ("a single change in an entire stretch of DNA"), while in the second sentence we find a pronominal noun-phrase ("these little changes") pointing back to the definition, and then finally the term ("single nucleotide polymorphisms"). Moreover, the term to be defined ("single nucleotide polymorphisms") is preceded by a relative clause ("what biologists call"). This raises the following question: Is this definition context-independent enough to be considered as a legitimate entry in a domain-specific glossary? Does the fact that the name is given by biologists makes any difference in the relevance of the definition? What if instead of "biologists", the passage was "these little changes are what my father calls single nucleotide polymorphisms"?. Issues of this nature have been identified as "Term Boundary", "Nested Definitions", "Anaphoric Definitions" and "Factuality" problems.
Problematic Cases

Term Boundary
Although technical terminology has no satisfactory definition (Justeson and Katz, 1995) , it is agreed that a term should be precise and monosemic (unambiguous), emotionally neutral and stable over time (Gutiérrez Rodilla, 1998) . However, one might encounter terms where it is difficult to decide where they begin and end. Taking an example from Justeson and Katz (1995) , the term central processing unit could be seen as a 3-word term. If this term is extended as AMD Sempron central processing unit, the annotator would have to decide whether this is a 5-word term or a 3-word term with a pre-modifying noun phrase. The criterion has been to always keep the longest match.
Nested Definitions
Whenever two definitions overlap in some way, and due to the restrictions of xml mark-up, a well-formed document cannot have a definition opening before the previous one is closed. This might be seen more as a formal or engineering-related problem than a linguistic one, but nevertheless it has been highlighted due to its recurrence. Recall that this corpus reflects spoken language, where the number of pronouns and coreferential items is in general higher and more cryptic than in scientific or technical texts. The criterion followed to solve these cases was to always tag the first definition.
Anaphoric Definitions
Resolving anaphoras is out of the scope of this work. This means that in those cases where the components of a definition spawn in more than one sentence, these definitions are left out from the mark-up. For example, it is fairly common to have one term appearing in sentence number n, and then the definition in sentence number n+1, with a coreferential pronoun connecting both. However, in cases where term and definition appear in the same sentence, definitions are annotated, as in the following case: "Dopamine is tied to the reward pathway, in our brain, and when our brain releases dopamine, it can reduce, say, the symptoms of chronic pain and depression" (Science Magazine Podcast, December 5th 2008).
Non-Factual Definitions
Due to the informal register characteristic of these scientific interviews, where there is a degree of popularization of scientific or technological aspects, many apparent definitions are not such. Let us clarify the notion of popularization. According to Alcíbar (2004) , experts in a domain, when attempting to disseminate their findings, should consider popularization as a dramatization of science instead of a mere translation from technical jargon to a vocabulary accessible to laymen. This leads to a fuzzier boundary between what can be considered a definition, and what not. Although we propose a fairly relaxed threshold, there are cases where the context dramatically influences the meaning of a definition. An example has been proposed at the beginning of this chapter, where "what biologists call" triggers a Factuality problem. Therefore, annotation of definitions is only carried out if these are fully selfsustained, meaningful, and context-independent, whether this context is in the text itself, or in the form of worldknowledge.
Specialization-wise Classification
A lexicographical function is defined as the satisfaction of the specific types of lexicographically relevant needs that may arise in a specific type of potential user in a specific type of extra lexicographical situation (Tarp, 2008) . We acknowledge different criteria elicited within the function theory of lexicography in terms of user needs, such as their mother tongue or their knowledge experience in translation. However, we focus on criteria that seem to be more relevant for deciding whether a more or less specific definition is chosen, such as a user's general cultural knowledge or his/her knowledge about a specific subject or science. Following the classification by Bergenholtz and Tarp (1995:19) , we propose to aim definitions to three types of recipients, as we assume the producer of the definition to be in all cases an expert:
Experts: For example, someone highly acquainted with the scientific language or the discipline to which the definition belongs Semi-experts: For example, a student of a scientific discipline who has working knowledge of a limited number of topics. Laymen: Someone who does not necessarily need to have any special knowledge or interest in the topic, e.g. a casual listener of an interview.
Let us highlight what we believe are remarkable facts derived from the classification shown in Table 4 . Expertoriented definitions seem to be safely expressed, in the genre of scientific interviews, with the combination of a noncopular verb and an intensional definition (i.e. a definition that follows the classic genus et differentia model). However, as the degree of specificity becomes lower, the pattern combinatorial increases. Note how semi-expert definitions are either extensional (i.e. enumerate the components of a term or concept) or functional (define something by describing what it does instead of what it is), and in both cases they use a linking verb. Finally, layman-oriented definitions are in general shorter and make a more extensive use of punctuation marks, synonyms and hypernyms, which seem to suggest less information being conveyed in the definition (see Table 3 ). 
Conclusions and Future Work
We have discussed the different stages of development of a corpus of scientific interviews. Next, the theoretical framework where this work is included has been briefly pointed out (the function theory of lexicography). This theory emphasizes the importance of user needs for generating contextually relevant definitions. This is better expressed by Fuertes-Olivera and Nielsen (2011): "the levels of user competence indicate the lexicographically relevant user needs, and thus provide lexicographers with a workable basis for selecting the data that fill the lacunae relating to competence and skills". Establishing a perhaps risky boundary between expert, semi-expert and laymen audiences, we have conducted a specialization-wise user-centered classification of definitions according to the surface pattern they follow and how they convey information. We can conclude that, in general, scientific interviews seem to include more layman-oriented definitions than definitions for experts, which is consistent with their target audience. Moreover, shorter definitions which make extensive use of punctuation marks or copular verbs are extensively used in layman-oriented definitions.
To sum up, this proposal has aimed at providing a framework for user-centered definition categorization based on the degree of specialization. For this reason, we expect to extend this research in three key points that we believe are crucial in order to provide a consistent definitional taxonomy. Firstly, deciding on the degree of specialization of a definition that appears in a popularizing text can be controversial, and further research in the field of ESP seems necessary to tailor a classification that gives an answer to any questions that may arise. Secondly, extending the dataset would provide more examples that confirm or reject this classification. Finally, an end-user evaluation, where experts, semi-experts and layman evaluate the definitions would be of interest, as it would provide empiric data on the hypothesized class of a definition.
