Abstract. This paper proves a sharp lower bound for Newton polygons of L-functions of exponential sums of one-variable rational functions. Let p be a prime and let Fp be the algebraic closure of the finite field of p elements. Let f (x) be any one-variable rational function over Fp with ℓ poles of orders
Introduction
Let A be the space of rational functions in one variable x with ℓ distinct poles (say at P 1 , P 2 , . . . , P ℓ ) of orders d 1 , . . . , d ℓ ≥ 1 on the projective line. For any field K, we denote by A(K) the set of all rational functions of the form ℓ j=1 dj i=1 a j,i (x − P j ) −i , where coefficients a j,i ∈ K, poles P j ∈ K ∪ {∞} and ℓ j=1 a j,dj = 0 (we set (x − ∞) −i = x i for the point at ∞). Naturally one may consider A as a quasi-affine space parameterized by coefficients a j,i for all i ≥ 1, 1 ≤ j ≤ ℓ and poles P j for 1 ≤ j ≤ ℓ. Let the Hodge polygon of A, denoted by HP(A), be the end-to-end join of line segments of horizontal length 1 with slopes listed below:
(1) ℓ−1 0, . . . , 0; ℓ−1 1, . . . , 1;
. . . . . . ;
They are joined in a nondecreasing order from left to right starting from the origin on R 2 . Let d := p i ) be the p-adic Artin-Hasse exponential function. Let γ be a p-adic root of log(E(x)) with ord p γ = 1 p−1 . Then E(γ) is a primitive p-th root of unity. We fix it and denote it by ζ p .
In this paper we let p be a prime coprime to ℓ i=1 d i and let a be a positive integer. Let q = p a . Let
where a j,i ∈ F q , P j ∈ F q ∪ {∞} for every i, j. Let g(x) := P j =∞ (x − P j ) ∈ F q [x]. For any positive integer k, the k-th exponential sum of f (x) ∈ F q (x) is S k (f ) := ζ Tr F q k /Fp (f (x)) p where the sum ranges over all x in F q k such that g(x) = 0. The L-function of the exponential sum of f is defined by L(f ; T ) := exp(
It is well known that the L-function is a polynomial in Z[ζ p ][T ] of degree d (e.g., by combining the Weil Conjecture for curves with the argument in [29] between Remark 1.2 and Corollary 1.3). One may write
Define the Newton polygon of the L-function of f over F q as the lower convex hull in R 2 of the points (n, ord q (b n )) with 0 ≤ n ≤ d, where we set b 0 = 1 and ord q (·) := ord p (·)/a. We denote it by NP(f ; F q ). One notes immediately that the Newton polygon NP(f ; F q ) and the Hodge polygon HP(A) have the same endpoints (0, 0) and (d, d/2). Let lcm(d j ) denote the least common multiple of d j 's for all 1 ≤ j ≤ ℓ. The main result of the present paper is the following. Theorem 1.1. Let notation be as above. For any rational function f ∈ A(F q ), the Newton polygon NP(f ; F q ) lies over the Hodge polygon HP(A), and their endpoints meet. Moreover, for any f ∈ A(F q ) one has NP(f ; F q ) = HP(A) if and only if p ≡ 1 mod (lcm d j ). Remark 1.2. The first part (i.e., Newton over Hodge) of Theorem 1.1 was a conjecture of Adolphson-Sperber and Bjorn Poonen, described to the author independently in 2001. The case ℓ = 1 is known (see [25] or [28] ). The case ℓ = 2 and f (x) has only poles at ∞ and 0 (i.e., f (x) is a one variable Laurent polynomial) was obtained first by Robba (see [20, Theorems 7 .2 and 7.5]). Theorem 1.1 is an analog of Katz-type conjectures (see [9, Theorem 2.3 .1] and [14] ).
Below we shall discuss some applications of our result in algebraic geometry. A question that remains open is whether there is a curve in every Newton polygon stratus in the moduli space of curves over F p (for every p). Recently [26] and [27] gave an affirmative answer to this question for p = 2 by constructing supersingular curves over F 2 via a fibre product of Artin-Schreier curves. It is essential to understand the shape of Newton polygons of Artin-Schreier curves, and in particular, to find a sharp lower bound for them. The Newton polygon of the Artin-Schreier curve
is the normalized p-adic Newton polygon of the numerator of the Zeta function Zeta(C f ; T ) of C f (here 'normalized' means taking ord p (·)/a as the valuation). Denote this Newton polygon by NP(C f ; F q ). Then we have the following corollary. Corollary 1.3. Let notation be as in Theorem 1.1. For any f ∈ A(F q ) and ArtinSchreier curve C f : y p − y = f (x), the Newton polygon NP(C f ; F q ) shrunk by a factor of 1/(p − 1) (vertically and horizontally) is equal to NP(f ; F q ) and it lies over the Hodge polygon HP(A). Moreover, for any f ∈ A(F q ) the equality holds if and only if p ≡ 1 mod (lcm d j ).
Proof. We shall first give an elementary proof of the following relation between the Zeta function of C f and the L-function of f :
with the norm N Q(ζp)/Q (·) being interpreted as the product of conjugates of the L-function L(f ; T ) in Q(ζ p ) over Q, the automorphism acting trivially on the variable T . (One may also see, for example, [3, Section VI, (93)] for some relevant discussion.) Recall that for any integer n one has a∈Fp ζ an p = p or 0 depending on whether n is 0 or not, respectively. For any k ≥ 1 let C ′ f be the curve C f less the ℓ ramification points over
where Tr(·) = Tr F q k /Fp (·). It follows that
This proves (5). Our first assertion of the corollary follows from (5) and the rest then follows from the first assertion and Theorem 1.1.
Remark 1.4. We remark that NP(f ; F q ) and HP(A) always coincide at the slope-0 segments (of horizontal length ℓ − 1). Indeed, in the spirit of Corollary 1.3, it suffices to show that the Artin-Schreier curve C f : y p − y = f (x) has p-rank equal to (ℓ − 1)(p − 1), which follows from Deuring-Shafarevic formula (see, for instance, [5, Corollary 1.8] ). By symmetry, their slope-1 segments also coincide. Now we give an amusing example: By the above, the curve
for odd prime p and nonzero a j,i 's, has its Newton polygon slope 0 (resp. 1) of length (ℓ − 1)(p − 1), and slope 1/2 of length ℓ(p − 1). Finally we comment on our conventions for the proof of this theorem: We first note that for d 1 = ℓ = 1 the L-function of f is equal to 1 and we shall exclude this case for the rest of the paper for simplicity; Following conventions often used in algebraic geometry, we set P 1 = ∞. Recall that one can always move one pole of an Artin-Schreier curve to ∞ by an automorphism of the projective line it covers without altering its zeta function. If ℓ > 1 then we set P 2 = 0 for the rest of the paper. This is not a restriction for our purpose since it is observed by definition that L(f (x + c); T ) = L(f (x); T ) for any c ∈ F q so one can always shift f (x) so that one of its poles lies at 0. (Note that we then have g(0) = 0.) This paper is organized as follows. We develop core theory of exponential sums over an affinoid in Section 2. There we determine the size of residue disks and derive an effective trace formula of Dwork-Monsky-Reich. In other words, Section 2 contains fundamentals for the rest of the paper. In Section 3, we present a practical algorithm to estimate the p-adic valuation of our Frobenius matrix. Finally Section 4 is devoted to the proof of Theorem 1.1. In a sequel paper [13] we shall study the asymptotic (as p varies) generic Newton polygons for L-functions of exponential sums of one-variable rational function.
Exponential sums over one dimensional affinoids
We generalize Robba's work in [20] from one dimensional annuli to one dimensional affinoids. This differs from Dwork's original approach (see [6, 7] ), but is somewhat akin to [1] . Our exposition is (of course) after [15, 20, 21, 16, ?, 18] . For fundamental material considering non-Archimedean geometry see [4] or [22] .
2.1. Preliminaries. Let Q q be the degree a unramified extension of Q p and let Z q be its ring of integers. Let Q p be the algebraic closure of Q p , and let Z p its ring of integers. Let Ω be the p-adic completion of Q p . Let Ω 1 = Q p (ζ p ) and Ω a the unique unramified extension of Ω 1 of degree a in Ω. Let O 1 and O a be the rings of integers in Ω 1 and Ω a , respectively. Note that
. Fix roots γ 1/dj in O a for the rest of the paper, and let Ω 
By taking Teichmüller lifts of coefficients and poles of
We mainly work on p-adic spaces over Ω a (or Ω ′ a ). Let |Ω a | p denote the p-adic value group of Ω a . Let P 1 be the rigid projective line over Ω a . For anyP ∈ Ω a and r ∈ |Ω a | p let B[P , r] and B(P , r) denote the closed disk and (wide) open disk of radius r aboutP on P 1 , that is B[P , r] := {X ∈ Ω a ||X −P | p ≤ r} and B(P , r) := {X ∈ Ω a ||X −P | p < r}.
Let r ∈ |Ω a | p and 0 < r < 1. For any positive p-power s let A r,s :
and it is an affinoid over Ω a . Let H(·) be the ring of rigid analytic functions over Ω a of a given affinoid. Hence, H(A r,s ) is a p-adic Banach space with the natural p-adic supremum norm. For ease of notation, we shall abbreviate A r for A r,1 in this paper.
The p-adic
consisting of all rigid analytic functions on P 1 − B(P j , r) that are holomorphic at ∞ and vanish at ∞. For any rigid analytic function ξ defined on a subset B of P 1 , let ||ξ|| B := sup x∈B |ξ(x)| p (i.e., supremum norm). This defines a norm on H(A r ) and H j (A r ), which are p-adic Banach spaces under the supremum norm ||ξ|| Ar .
Lemma 2.1 (p-adic Mittag-Leffler).
Let r ∈ |Ω a | p and 0 < r < 1. Then the B(P j , r)'s with 1 ≤ j ≤ ℓ are mutually disjoint. There is a canonical decomposition of p-adic Banach spaces H(A r ) ∼ = ℓ j=1 H j (A r ) in the sense that for any ξ ∈ H(A r ) there is a unique ξP j ∈ H j (A r ) such that every ξ − ξP j is analytically expandable to B(P j , r). Every ξ can be uniquely represented as a sum ξ = ℓ j=1 ξP j such that
Proof. We first show the disjointness. Let j ≥ 3. Since theP j 's are Teichmüller lifts in Z q withP q j =P j one has |P j | p = 1. For any 3 ≤ i < j ≤ ℓ, one first observes easily that
The hypothesis that P i = P j in the residue field of Z q implies that |P i −P j | p ≮ 1 and hence one has
Now let j, j ′ ≥ 2 and j ′ = j. For anyP ∈ B(P j , r), one has |P −P j | p < r < 1
and |P j −P j ′ | p = 1 by the previous paragraph and so |P −P j ′ | p = 1 > r. This showsP ∈ B(P j ′ , r). This proves the disjointness. The proof for the rest of the lemma follows directly from [19, Theorem 4.7] (see also [12] ).
Every element in the Ω a -space H(A r ) can be uniquely represented as i≥0 c 1,
∈ Ω a and ∀j ≥ 1, lim i→∞ |cj,i|p r i = 0. For simplicity, we write X 1 := X and X j := (X −P j )
In Theorem 3.5 we shall use a weighted basis b w (note that neither b unw nor b w is an orthonormal basis):
Proof. Obvious by Lemma 2.1 and remarks preceding the lemma.
2.3. The U p operator. For any s ∈ p Z ≥0 and for any ξ(X) ∈ H(A r,s ), let U p be the map defined by (U p ξ)(
. This subsection was influenced by the spirit in [8] (in particular Section 3.5). This subsection aims to prove Theorem 2.4 with the following lemma.
Proof.
(1) IfP = 0 then the lemma is trivial. We assumeP = 0 for the rest of the proof. Write s = p k for k ≥ 1. We shall use induction on k. We first prove the case k = 1 for both statements. That is,
Again by the triangle inequality we have
Then we use induction argument to get
p . This finishes our proof.
Theorem 2.4. Let r ∈ |Ω a | p and p
Proof. 1) We shall demonstrate a proof for the case s = 1 since the general case is very similar. Let ξ ∈ H(A r ).
Firstly, we show that U p ξ defines a function on the affinoid A r p ,p . It suffices to show that Z p = X ∈ A r p ,p implies that Z ∈ A r . Indeed, for every 2 ≤ j ≤ ℓ one
On the other hand, by |Z p | p ≤ 1/r p , one has |Z| p ≤ 1/r. This proves our claim.
Secondly we show that U p ξ ∈ H(A r p ,p ). Our proof below follows [8, Lemma on page 40]. Before we start, an easy fact is prepared:
Let Tr denote the trace map from Ω a (Z) to Ω a (X) where Z is a function with
. This shows that U p maps Ω a (X) to itself and by (7), if ξ has no pole in A r then U p ξ has no pole in A r p ,p . Thus U p restricts to a mapping Ω a (X) ∩ H(A r ) −→ Ω a (X) ∩ H(A r p ,p ), which is continuous relative to the supremum norms. Since ξ ∈ H(A r ), one gets that ξ may be uniformly approximated on A r by elements of Ω a (X) ∩ H(A r ) and so by (7) again U p ξ can be uniformly approximated on A r p ,p by elements of Ω a (X) ∩ H(A r p ,p ). This completes the proof of the assertion about U p .
2) Let Z q = X ∈ A r q for r > p
One also observes that |Z q | p ≤ 1/r q implies that |Z| p ≤ 1/r. This proves that Z ∈ A r . This proves that U q ξ is a function on A r q ,q . AsP q j =P j for all j one has A r q ,q = A r q , it follows that U q ξ is defined over A r q .
2.4.
Push-forward maps and Dwork's splitting functions. In the previous subsection we have defined the U p and U q operators on suitable p-adic Banach spaces. It remains to define the "Dwork's splitting function" to finish the process of defining the Frobenius map. Let τ be a lift of the Frobenius endomorphism c → c p of F p a to Ω a which fixes Ω 1 . Thus τ generates Gal(Ω a /Ω 1 ). Let A τ r,s denote the image of A r,s under τ .
Since one may have a poleP j other than 0 and ∞, one encounters the following problem: for any ξ(X) ∈ H(A r ) its image ξ τ (X) does not lie in H(A τ r ) anymore. So the naive generalization of Dwork's splitting function does not work. This prompts us to define some push-forward maps.
Define a map of p-adic Banach spaces
For any k ∈ Z ≥0 , one has τ * (H(A r,p k )) = H(A τ r,p k ) = H(A r,p k+1 ). As a simple example, for B ∈ Ω a and a Teichmüller liftP in Ω a with ξ(X) =
X−P p . On the other hand, one may check routinely that τ k * commutes with U p for any k ∈ Z.
For anyf (x) (fixed in Section 2.1), and for every 1 ≤ j ≤ ℓ, let
where we recall that E(X) is the Artin-Hasse exponential function and γ is the root of log E(X) with ord p γ = 1 p−1 . We now induce our new splitting functions:
Lemma 2.5. Let k ≥ 1 be any integer. Let r ∈ |Ω a | p and p
Proof. It suffices to show that |X −P j | p ≥ r
Proof. Write r j := p 2.5. The trace formula of α a . For the rest of the paper we assume (10) r ∈ |Ω a | p and p
This bound of r is to assure that
, by which we mean the composition map of U q with the multiplication map by F [a] (X). Then α a is a Ω a -linear map from H(A r ) to H(A r q ) by Theorem 2.4. Composing with the natural restriction map H(A r q ) → H(A r ), one observes that α a defines an endomorphism of H(A r ).
Lemma 2.7 (Dwork-Monsky-Reich).
Let f ∈ A(F q ). Let r be as in (10), then the Ω a -linear endomorphism α a of H(A r ) is completely continuous and one has
Proof. Let H † (A 1 ) := 0<r<1 H(A r ). One notes that H † (A 1 ) is the MonskyWashnitzer dagger space of A 1 . Our assertions then follow from the trace formula of [15] and [18] , as explained in [20, Section 6 ] and see (6.3.11) in particular. (Our hypothesis g(0) = 0 was used there). Basically their trace formula says that α a is completely continuous on H † (A 1 ) and det(1 − T α a |H † (A 1 )) = det(1 − T α a |H(A r )) for any r within our range in (10) . Since it is routine to check this, we omit details.
Remark 2.8. One can also formulate the above trace formula using Berthelot's rigid cohomology theory. See [1] for detailed annotation of Robba's formulation in [20, Section 6].
2.6. Descent from α a to α 1 . The results in this subsection are only used in the proof of Theorem 1.1 in Section 4. Below we shall use a subindex in det Ω1 (·) or det Ωa (·) to emphasize our consideration of a map over Ω 1 -space or Ω a -space, respectively. We shall omit the base space H(A r ) in det(·) if the context clearly assures that no confusion is possible. The upshot of our argument is to "descent" the α a map of the Ω a -space H(A r ) to the α 1 map of the Ω 1 -space H(A r ). This idea appeared initially in [7, Section 7] . In this paper we use NP p (·) and NP q (·) to denote p-adic and q-adic Newton polygons, respectively. (These should not be confused with NP(f ; F q ).) We use 1/a·NP p (·) to denote the image of NP p (·) shrunk by a factor of 1/a.
where ζ a is a primitive a-th root of unity. Then NP q (det
Proof. As we already remarked at the beginning of Section 2.4, τ −1 * and U p commute with each other. For any k ∈ Z, the Ω 1 -linear multiplication map of (τ 
where second product is noncommutative and its factors are ordered from left to right as k increases. We retain this notation of noncommutative products for the rest of the paper. Now apply (13) 
By telescoping, one gets
That is, α a = α a 1 . The proof for α 1 being completely continuous is verbatim for α a which is already proved in Lemma 2.7. Now it is elementary to see that
One may also show as an exercise that (see [3, (41) ] for details)
Combining these two equalities with α a = α 
The same holds if one replaces Ω 1 and Ω a by Ω ′ 1 and Ω ′ a , respectively. Proof. By (11), one has
Note that all slopes are greater than or equal to 1 in NP q (det Ωa (1 − T qα a ) ). By the Weil conjectures for (projective) curves, L(f ; F q ) is a degree d polynomial (see (4) ) with all slopes in [0, 1]. The slope-1 part of NP(f ; F q ) is precisely of horizontal length ℓ−1 (see Remark 1.4). Let λ be the biggest slope of NP(f ; F q ) that is strictly less than 1. Then the slope ≤ λ part of NP(f ; F q ) is equal to NP q (det (14) and the p-adic Weierstrass preparation theorem (see section [11, IV.4 
]).
By Lemma 2.
. By the previous paragraph, the latter polygon has a vertex point at T d−ℓ+1 , which separates the slope ≤ λ and slope-1 segments. Hence the former polygon has a corresponding vertex point at T a(d−ℓ+1) . The upshot is that
Compiling these two paragraphs, our assertion follows. The last assertion is obvious.
p-adic estimates of L-functions of exponential sums
This section aims to prove Theorem 3.5 whose proof is however very technical, so the reader is recommended to refer to it only when needed. We retain all notations from previous sections, in particular we recall the two bases b unw and b w of H(A r ) from Lemma 2.2. For any c ∈ R we denote by ⌈c⌉ the least integer greater than or equal to c.
We start with a lemma inspired by a "Dwork's Lemma" in [8] :
Lemma 3.1. Let m ≥ 1 and J ≥ 3. Let r be as in (10) of Section 2.5. Then for any X ∈ A r one has 
n,m = 1 and our assertion clearly holds. Below we let 1 ≤ r ≤ p−1. We assume additionally that p > 2 since if p = 2 then one has m = 2n − 1 and it is easy to check that ord p C n,m = 0 directly. Write ς( i) := n k=1 p i k . For any 1 ≤ t ≤ n let I t be the subset of I consisting of all i with ord p (ς( i)) = t. It is clear that I = n t=1 I t is a partition of I. Since ord p p i k = 0 (resp., = 1) if and only if i k = p (resp., = p), one gets for any 1 ≤ t ≤ n that i ∈ I t if and only if the i contain precisely t non-p components. For each i ∈ I t there are actually n t of them by a permutation of the non-p components among the n components and they have the same ς( i). Let J t be the set of all t-tuples j := (j 1 , . . . , j t ) with 1 ≤ j 1 , . . . , j t ≤ p − 1 and
One easily observes that the first summand is a p-adic unit. Now we claim that for any t ≥ 2 and j ∈ J t one has ord p ( m np n t ς( j)) ≥ 1. Indeed, one has for some u ∈ Z p that m np n t ς( j) = m np
It is easy to observe that for any t ≥ 2 and p > 2 one has ord p t ≤ t − 2. This proves our claim above. By (16), we get that C n,m is a p-adic unit.
The computation of α 1 = τ
and U p respect the Mittag-Leffler decomposition while the multiplication map F (X) does not. For 1 ≤ j ≤ ℓ and for any ξ(X) ∈ H(A r ), let ξ(X)P j denote the j-th component in the p-adic Mittag-Leffler decomposition as in Lemma 2.1. We recall our notation X 1 = X and X j = (X −P j ) −1 for 2 ≤ j ≤ ℓ. Now we recall certain properties of (9) and (15) respectively. For all i ≥ 0 write
Proof. Part (1) is a simple corollary of the remarks preceding the lemma and Lemmas 2.1 and 3.1. The rest are routine consequences.
For any integers s ≥ 0 and t ≥ 1 we use C(s, t) to denote the condition that t|s and 0 ≤ s t ≤ p − 1 are satisfied (e.g., the condition in Lemma 3.2 is C(n, d j )). We claim the following:
Furthermore, the equalities hold if and only if additional conditions
A proof for the case J = J 1 is sketched below and proofs for other cases are omitted as they are formal and similar. Let n := (n 1 , . . . , n ℓ ) ∈ Z ℓ ≥0 . Then one notices that for J = 1
and for J ≥ 2,
where the sums both range over all n ∈ Z ℓ ≥0 such that n − i = n J − j =J n j . From the above, one observes that ord p H n,i J1,J is greater than or equal to the minimal valuation among the n-summand in its formula as n varies in its domain. Each n-summand is the product of ℓ elements in O a , so its valuation is equal to the sum of the valuations of these ℓ elements in O a . It is easy to observe that ord p H n,i J1,J ≥ min n1 (ord p F 1,n1 ) ≥ n−i dJ 1 (p−1) as the minimum is taken over all n 1 = n−i+ ℓ j=2 n j . Moreover, if C(n−i, d J1 ) holds then by Lemma 3.2 the minimal is uniquely achieved at n = (n − i, 0, . . . , 0) and the equality holds. Conversely, suppose the equality in (17) holds. It can be easily seen that H Since other cases are similar and we omit them here, and finally we conclude the proof to our theorem.
Theorem 3.5 (Weighted estimates). Write
J1,J is as in Lemma 3.3 (2).
(1) For J 1 = 1, 2 and n, i ≥ 0 one has
The equalities hold if and only if
(2) For J 1 ≥ 3 and n ≥ 1, i ≥ 0 one has
Proof. The first statement is clear by a simple calculation. Parts (1) and (2) follow from Lemma 3.2 and parts (1) and (2) of Theorem 3.4, respectively.
Notations: let j, j 1 ≥ 3, j = j 1 , n, i ≥ 1. We put row minimal p-adic valuation in boxes. 
Newton polygon lies over Hodge polygon
Our proof of Theorem 1.1 consists of three parts. The first two parts are in the spirit of Dwork (see [7, Section 7] Table 1 .) Write (20) det
Take the minimal p-adic valuation of all entries in each row, and put them in a nondecreasing order. 
Recall the lower bound of ord p (C n,i J1,J ) given in (21) . In the two sequences
one notes that (22) dominates (23) in the sense that the i-th term of the former sequence is greater than or equal to that of the latter. One notices that M <1 has d − ℓ + 1 rows in total. By (21) , every row of M outside these d−ℓ+1 rows has its minimal p-adic valuation greater than or equal to 1. From matrix arithmetic of Fredholm theory, it is not hard to conclude that all segments of NP p (det(1 − T M)) <1 have to "come from" det(1 − T M <1 ) in the following sense. In (20) let t be the biggest integer such that NP q ( t k=0 C k T k ) has all slopes less than 1, then for all k ≤ n one has C k = N ±detN where N ranges over all k × k principal submatrices of M <1 . Now we assume that p ≡ 1 mod (lcm d j ) where j ranges from 1 to ℓ. By Remark 1.4, the slope-0 segment of the Hodge polygon is always achieved. This saves us from considering the corresponding rows in M <1 . By Theorem 3.5, for J 1 = 1, 2 (resp. J 1 ≥ 3) one has that C n,i J1,J in the submatrix M <1 achieves its minimal row p-adic value n dJ 1 (resp., Conversely, suppose NP(f ; F q ) coincides with Hodge. By the above argument, one has m i (M) = m i for all i. Because every minimal row p-adic valuation is achieved only at J = J 1 (it lies in the diagonal blocks in the matrix M), the Newton polygon of M lies above the end-to-end join of those of M j for 1 ≤ j ≤ ℓ where M j := {C n,i j,j } 1≤n,i≤dj−1 . Thus the Newton polygon of M j has to coincide with its Hodge (its Hodge polygon is defined in the obvious sense). By the remark in the second last paragraph in Section 1, one can shift the pole to ∞ so that we may assume p ≡ 1 mod d 1 . Since ord p (C n,i 1,1 ) = n/d 1 for some 1 ≤ i n ≤ d 1 − 1 for all 1 ≤ n ≤ d 1 − 1, by Theorem 3.4, the condition C(np − i n , d 1 ) holds, and it is np ≡ i n mod d 1 . Since p ≡ 1 mod d 1 , one has n = i n for every n. From simple linear algebra, one sees that the first slope of the Newton polygon of M j is greater than or equal to ord p (C 
