The ( Romberg integration is discussed, and it is shown how Romberg integration over the simplex has properties analogous to those for standard one-dimensional Romberg integration and Romberg integration over the hypercube.
1. Introduction and Summary. The usual definition of the /i-panel offset trapezoidal rule, as given in Lyness and Puri [4] , restricts p to being a positive integer.
We extend their definition to apply with arbitrary positive p. An asymptotic expansion is derived, describing the error functional which corresponds to the rule sum. In this way it is, for example, revealed that the /i-panel mid-point and end-point offset trapezoidal rules satisfy an even Euler-Maclaurin type expansion not only for integer but also for half-integer values of p. This suggests that one may use also the latter rules for one-dimensional Romberg integration. All of the one-dimensional results are presented in Section 2. Section 3 deals with the extension of these results to the s-dimensional unit simplex A . This extension is carried out following the techniques of Lyness and Puri [4] . The s-dimensional rule is defined as an iterated rule operator, obtaining the rule sum by a repeated application of one-dimensional /i-panel rules. If the product is formed using only mid-point or end-point offset trapezoidal rules, it is found to satisfy an even Euler-Maclaurin expansion for half-integer p and for integer p, and can be used as a basic rule for Romberg extrapolation.
The extrapolation procedure for deriving rules of specified degree over A^ enjoys similar properties as standard Romberg integration and Romberg integration over the hypercube (Baker and Hodgson [1] ). For the line and the hypercube the integration rules produced in this way are, however, far from optimum (in the sense of requiring fewest function values to obtain a specified polynomial degree). But for the simplex it will appear that rules can be generated which are the minimum point formulas yet known (Section 4). For their construction we employ mesh ratios which yield an even expansion of the error functional and which are as small as possible. With use of the sequence of mesh ratios (k + ft)k=0 i if s is even, and the sequence (k + i)k=0 . if s is odd, simplex product mid-point rules are constructed which are invariant under the group of all affine transformations of Af onto itself. The family constituted by the diagonal Romberg elements has also been constructed by Grundmann and Möller [2] , using combinatorial methods. And they conjecture that, in the set of all integration rules of degree d = 2p + 1 for As, their formula has the smallest possible number of nodes if s > d -1. Special cases are the formula of degree 1 (p = 0) which is the mid-point formula Ts: 1 -1 in Stroud [5] , and the rule of degree 3 (p = 1) which coincides with the formula of Hammer and
Stroud represented by Ts: 3 -1 in Stroud [5] . 
vv/iere f/ie notation Bq(x) is used for the periodic Bernoulli functions as defined in Lyness [3] .
Proof. The theorem has been proved for p integer in Lyness [3] and is quoted in the above form but with p replaced by m in Lyness and Puri [4] . Thus, it holds for p integer. Now, for the case where p is noninteger, let k he an integer, k> p, and define (2.13) Hx) = <¡>(kx/p).
Then (2.14) R^Ha,bU = ^R^\^,^$.
Since k> /i, we have
Since in addition k is an integer, we may apply (2.12) to a'*'"' \pa/k, pb/k]$ and hence derive the following expansion: Permutations of the integration variables will produce different integration orders, and result in integration over some other simplex.
In a corresponding manner we define the s-dimensional simplex product trapezoidal rule operator.
Definition (3.3). Let p > 0 and -1 < a-< 1 for all i = 1, . . . , s. We define *'-^-M-4H)].
-?i^tM4HH4HH4H) +i» (Hl)]-It will be interesting to note that some of these rules have the property of being invariant under the group of all affine transformations of A^ onto itself. The following can be established in a straightforward manner:
Theorem (3.5). The rules Riß'° ^As with p half-integer, if s is even, and p integer, if s is odd, are affine invariant with respect to As.
3.2. The Asymptotic Expansion for R^ß'a ' A50. We shall now establish an asymptotic expansion for R^,a ' As0 having the same form as its one-dimensional analogue (2.18). In Lyness and Puri [4] it is proved that, for integer mesh ratios p = m, an expansion in inverse powers of m is obtained, where the coefficients are independent of m.
For noninteger p, i?'M,a ' As0 will be shown to have an expansion in inverse powers of p, where in general the coefficients depend on p. As we want to establish the sdimensional analogues of corollaries (2.21), (2.25) and (2.31), we need to determine the nature of this dependence. However, the derivation of the asymptotic expansion will not be given in full, since it can be constructed following the general lines of the three-dimensional proof given in Lyness and Puri [4] . -> The dependence of A on p (0 and a fixed) is only through the fractional part of p. Furthermore, (3) (4) (5) (6) (7) |£o+1(a,/_,0)|~o(-^).
The proof of this theorem is long, and is of a similar structure to that of the proof of Theorem 4.29 given by Lyness and Puri [4, pp. 279-282].
Here we merely state the construction of the coefficients A . Using this the reader will have no difficulty in adapting the proof in Lyness and Puri [4] to establish the theorem. With k = s -1, the constants a" " are defined. The coefficients A" are now obtained as (3.11) A"=T.. Hence, we have Corollary (3.15). If p is integer or half-integer and ta = 0 or ft for i = 1, . . . , s, then Riß'a -As<p has an asymptotic expansion (3.6) in even inverse powers of p. The coefficients A of the remaining terms depend on p only through its fractional part {p.} (for 0 and ex fixed).
Construction and Properties of the Coefficients A Set
We shall now prove that the asymptotic series (3.6) terminates if 0 is a polynomial, which will establish its possible application to the construction of s-dimensional quadrature rules.
Lemma ( We shall be interested in the polynomial degree of this rule and the number of function values required by it, in the cases when p0 = 1 or ft (in which cases Tk has an even expansion).
The polynomial degree d (p0, As) of Jp(p0, As) follows immediately from Theorem (3.25).
Theorem (4.3).
Jp(ft, As) is of polynomial degree dp(ft, As) = 2p + 1 -s, Jp(\, Ai) has polynomial degree dp(\, As) = 2p + 2 -s.
It must be noted that the rules /"Ö-n-\) f°r which (4.4) dp(p0, As)<0
coincide with zero diagonal elements T°.
Let us consider, for each s, the formulas (4.5) /p(fc, A,), if s is even, J,(l,\), ifsisodd.
These rules are constructed as linear combinations of basic rules R^ß'° 1 As which are affine invariant following Theorem (3.5). Hence, Theorem (4.6). The rules Jp(ft, As) for s even and Jp(\, As) for s odd are invariant under the group of all affine transformations of As onto itself.
A bound on the number of integration points vp(pQ, As) used by Jp(pQ, As) can be computed by summing the numbers of points needed by its basic rules Rlßk-a Aj, k = 0, 1, . . . , p. This bound is equal to the total number of such points if the basic rules have no common points. We have Theorem (4.7). The number of integration points of Jp(pQ, As) satisfies The rules of degree 1 coincide with the mid-point formulas T : 1 -1, and the rules of degree 3 correspond to the formulas Ts: 3 -1 in Stroud [5] . These are known to be minimum point formulas (the former for s > 1 and the latter for s > 2), in the sense of requiring fewest function values to attain a specified polynomial degree. The entire set of rules which are indicated to be affine invariant has recently been found by Grundmann and Möller [2] . They conjecture that, considering all the rules of degree d = 2p + 1 for As, the rule belonging to their family has the smallest possible number of nodes if s > d -1.
We have demonstrated that the rules JJft, As) and Jp(i, As) can be generated by means of Romberg extrapolation in a straightforward way. Yet it may be interesting to see some examples of these rules. We have listed rules of polynomial degree < 5, for s = 1, 2, 3, 4 in Table (4.11). In this table we make use of the notation 20(x., . . . , xs)s to indicate that the summation runs over the set of points which includes (x¡ , . . . , x¡ ) if (/.,... , is) is a permutation of (1, . . . , s). 5. Conclusion. This paper gives a generalization of one-dimensional Romberg integration, as it introduces the use of noninteger mesh ratios. In the same sense it extends the work by Lyness and Puri [4] , where a basis for Romberg integration over the s-dimensional simplex is established. Moreover, we have demonstrated that, for the simplex, the procedure of generating quadrature formulas by unscrambling Romberg table elements can be used to produce sets of rules which contain minimum point formulas and formulas which are the optimum so far discovered, in the sense of requiring fewest function values to obtain a specific polynomial degree.
