A model operator H associated to a system of three-particles on the three dimensional lattice Z 3 and interacting via pair non-local potentials is studied. The following results are proven: (i) the operator H has infinitely many eigenvalues lying below the bottom of the essential spectrum and accumulating at this point, in the case, where both Friedrichs model operators hµ α (0), α = 1, 2, have threshold resonances. (ii) the operator H has a finite number of eigenvalues lying outside of the essential spectrum, in the case, where at least one of hµ α (0), α = 1, 2, has a threshold eigenvalue.
INTRODUCTION
The main goal of the present paper is to prove the finiteness or infiniteness of the number of eigenvalues for a model operator H with emphasis on the asymptotics for the number of infinitely many eigenvalues (Efimov's effect case). The model operator H is associated to a system of three-particles on the lattice Z 3 interacting via pair non-local potentials. The Efimov effect is one of the most remarkable results in the spectral analysis for continuous three-particle Schrödinger operators: if none of the three two-particle Schrödinger operators (corresponding to the two-particle subsystems) has negative eigenvalues, but at least two of them have a zero energy resonance, then this three-particle Schrödinger operator has an infinite number of discrete eigenvalues, accumulating at zero.
Since its discovery by Efimov in [8] many works have been devoted to this subject. See, for example [1, 6, 7, 13, 19, 22, 23, 24, 25] .
The main result obtained by Sobolev [22] (see also [24] ) is an asymptotics of the form U 0 |log|λ|| for the number N (λ) of eigenvalues on the left of λ, λ < 0, where the coefficient U 0 does not depend on the two-particle potentials v α and is a positive function of the ratios m 1 /m 2 , m 2 /m 3 of the masses of the three-particles.
In models of solid state physics [9, 10, 17, 18, 20, 27] and also in lattice quantum field theory [16] discrete Schrödinger operators are considered, which are lattice analogues of the three-particle Schrödinger operator in a continuous space. The presence of the Efimov effect for these operators was proved in [3, 14, 15] .
In [3] a system of three arbitrary quantum particles on the lattice Z 3 interacting via zero-range pair attractive (local) potentials is considered and for the number of eigenvalues N (λ) an asymptotics analogous to [22, 24] have been obtained.
In all papers devoted to Efimov's effect systems of three particles interacting via pair local potentials have been considered.
Date: February 7, 2008. 1 In the present paper we study the model operator H associated to a system of threeparticles on Z 3 acting in the Hilbert space L 2 ((T 3 ) 2 ) and interacting via pair non-local potentials, where the role of the two-particle discrete Schrödinger operators is played by a family of Friedrichs models with parameters h µα (p), α = 1, 2, p ∈ T 3 . Under some natural conditions on the family of the operators h µα (p), α = 1, 2, p ∈ T 3 , we obtain the following results:
(i) The essential spectrum of it is described via the spectr of the Friedrichs models
3 . (ii) the operator H has infinitely many eigenvalues lying below the bottom and accumulating at the bottom of its essential spectrum, in the case, where both operators h µα (0), α = 1, 2, have threshold energy resonances. Moreover for the number N (z) of eigenvalues of H lying below z < m = inf σ ess (H) the following limit exists
(iii) the operator H has a finite number of eigenvalues lying below the bottom of its essential spectrum in the case,where at least one of the Friedrichs models h µα (0), α = 1, 2, has a threshold eigenvalue. We remark that the assertion (ii) is similar to the case of the three-particle continuous and discrete Schrödinger operators and the assertion (iii) is surprising. Similar assertions do not seem to have been yet proved for the three-particle Schrödinger operators on R 3 and Z 3 . The plan of this paper is as follows: Section 1 is an introduction to the whole work. In Section 2 the model operator H is introduced and the main results of the present paper are formulated. In Section 3 we recall concepts and results concerning the threshold analysis of the family of Friedrichs models. In section 4 we study the location of the essential spectrum and prove a realization of the Birman-Schwinger principle for H. The finiteness of the number of eigenvalues of the operator H is proved in Section 5. In Section 6 an asymptotic formula for the number of eigenvalues of H is obtained.
Throughout the present paper we adopt the following conventions: The subscript α (and also β) always is equal to 1 or 2 and α = β and T 3 denotes the three-dimensional torus, the cube (−π, π] 3 with appropriately identified sides. For each δ > 0 the notation U δ (0) = {p ∈ T 3 : |p| < δ} stands for a δ-neighborhood of the origin. Denote by L 2 (Ω) the Hilbert space of square-integrable functions defined on a measurable set Ω ⊂ R n , and by L
2 (Ω) the Hilbert space of two-component vector functions
We denote by diag{B 1 , B 2 } the 2 × 2 diagonal matrix with operators B 1 , B 2 as diagonal entries.
Let B(θ, T 3 ) with 1/2 < θ ≤ 1, be the Banach spaces of Hölder continuous functions on T 3 with exponent θ obtained by the closure of the space of smooth (periodic) functions f on T 3 with respect to the norm
The set of functions f : T 3 → R having continuous partial derivatives up to order n inclusive will be denoted
THREE PARTICLE MODEL OPERATOR AND STATEMENT OF THE RESULTS
Let us consider the operator H acting in the Hilbert space
where
and V α , α = 1, 2, are non-local interaction operators
Here u is a real-valued essentially bounded function on (T 3 ) 2 and ϕ α , α = 1, 2, are real-valued functions and belong to L 2 (T 3 ) and µ α , α = 1, 2, are positive real numbers. Under these assumptions the operator H defined by (2.1) is bounded and self-adjoint. Throughout this paper we assume the following additional hypotheses. 
p (q) = u(p, q). To study spectral properties of the operator H we introduce the following two families of bounded self-adjoint operators (the Friedrichs model)
and v α , α = 1, 2, are non-local interaction operators
Remark 2.4.
The spectrum and resonances of the Friedrichs model are studied in [5, 11, 12, 26] .
Let C be the field of complex numbers. Set
and
Remark 2.5. Note that by part (i) of Hypothesis 2.1 all third order partial derivatives of the function
In order to prove the finiteness and infiniteness of eigenvalues below the bottom of the essential spectrum of H we assume the following Hypothesis 2.6. Assume that the function Λ α (·, m) has a unique maximum at the origin such that for some c > 0 the following inequality holds
Recall (see, e.g., [21, 2] ) that a complex-valued bounded function ε : 
Then Hypotheses 2.1 and 2.6 are fulfilled (see Lemma 5.3 in [5]).

Definition 2.8. Let part (i) of Hypothesis 2.1 be fulfilled and let
ϕ α ∈ B(θ, T 3 ), 1 2 < θ ≤ 1. The operator h µα (0) is said
to have a threshold energy resonance if the number 1 is an eigenvalue of the operator
and the associated eigenfunction ψ (up to constant factor) satisfies the condition ψ(0) = 0. 
Remark 2.9. Let part (i) of Hypothesis 2.1 be fulfilled and let
(ii) If ϕ α (0) = 0 and µ α = µ 
THRESHOLD ANALYSIS OF THE FAMILY OF FRIEDRICHS MODELS h µα (p)
In this section for the reader's convenience we recall some results concerning the families of Friedrichs models h µα (p), p ∈ T 3 , defined by (2.2), from the paper [5] . In accordance to Weyl's theorem the essential spectrum of the operator h µα (p) fills the following interval on the real axis:
For any p ∈ T 3 we define an analytic function ∆ µα (p, ·) (the Fredholm determinant associated to the operator
The following lemma describes whether the bottom of the essential spectrum of h µ 0 α (0) is a threshold energy resonance or a threshold eigenvalue.
Lemma 3.1. Assume part (i) of Hypothesis 2.1 and ϕ
(ii) the operator h µα (0) has a threshold energy resonance (resp. threshold eigenvalue) if and only if µ α = µ α 0 and ϕ α (0) = 0 (resp. ϕ α (0) = 0).
The following Lemma 3.2 plays a crucial role in the proof of the infiniteness (resp. finiteness) of the number of eigenvalues lying below the bottom of the essential spectrum for a model operator H associated to a system of three-particles on the lattice Z 3 interacting via pair non-local potential. 
hold.
(ii) Let z = m be an eigenvalue of h µ 0 α (0). Then: (ii 1 ) for any p ∈ U δ (0) and z ≤ m the following expansion holds
(ii 2 ) the inequality
holds, for some c > 0. 
THE ESSENTIAL SPECTRUM OF THE OPERATOR H
In this section we exhibit the location of the essential spectrum of the model operator
, be the operator defined by
and denote by Φ * α its adjoint. Let D α (z) be the multiplication operator by the function
It is easy to prove the equality
−1 is the resolvent of H 0 and I resp. I is the identity operator on
2 ). By Lemma 3.1 for any z ∈ C\ Σ the inequality ∆ µα (p, z) = 0 holds. Then the operator
with the entries
Proof. According to the fact that Φ α Φ * β , α = β, is a compact integral operator one checks that for any z ∈ C \ Σ the operator Φ α R 0 (z)Φ * β belongs to the Hilbert-Schmidt class Σ 2 . Since the operator D −1 α (z), z ∈ C \ Σ, is bounded, the operator T αβ (z) also belongs to Σ 2 .
The following theorem describes the essential spectrum of the operator H by the spectrum of the family h µα (p), p ∈ T 3 , α = 1, 2.
Theorem 4.2. For the essential spectrum σ ess (H) of the operator H the following equality holds
σ ess (H) = ∪ 2 α=1 ∪ p∈T 3 σ d (h µα (p)) ∪ [m, M ].
Proof. The proof of theorem consists of two steps. The inclusion Σ ⊂ σ ess (H) is proven using Weyl's criterion, as given in [4] (we omit the details). Let us prove the inclusion σ ess (H) ⊂ Σ.
Denote by R(z) = (H − zI) −1 the resolvent of the operator H. The well known resolvent equation has the form
We observe that V α = Φ * α Φ α . Multiplying (4.2) from the left side by √ µ α Φ α and setting R α (z) ≡ √ µ α Φ α R(z) we get the system of equations
, or the following system of three equations
As we mentioned above (4.1) the operator
and is invertible. Multiplying the equality (4.3) from the left by D −1 α (z) we get the Faddeev type equation
where R(z) = (R 1 (z), R 2 (z)) and R 0 (z) = (
From (4.2) we have the following representation for the resolvent
. Since ||T(z)|| → 0 as z → ∞ the operator T(z) is a compact operator-valued function on C \ Σ and I − T(z) is invertible if z is real and either very negative or very positive. The analytic Fredholm theorem (see, e.g., Theorem V I.14 in [21] ) implies that there is a discrete set S ⊂ C \ Σ so that (I − T(z)) −1 exists and is analytic in C \ (Σ ∪ S) and meromorphic in C \ Σ with finite rank residues. Thus the function (I − T(z))
is analytic in C \ (Σ ∪ S) with finite rank residues at the points of S.
Let z / ∈ S, Im z = 0, then by (4.4), (4.5) we have F (z) = R(z). In particular,
By analytic continuation, this holds for any z / ∈ Σ ∪ S. We conclude that, for any such z, the operator H − zI has a bounded inverse. Therefore σ(H) \ Σ consists of isolated points and only the frontier points of Σ can possibly be limit points. Finally, since R(z) has finite rank residues at z ∈ S, we conclude that σ(H) \ Σ belongs to the discrete spectrum σ d (H) of H, which completes the proof. 
Since the function
. This argument, together with Theorem 4.2, completes the proof of Corollary 4.3.
4.1. Birman-Schwinger principle. We recall that τ ess (H) denotes the bottom of the essential spectrum and N (z) the number of eigenvalues of H lying below z ≤ τ ess (H).
For a bounded self-adjoint operator B, we define n(λ, B) by n(λ, B) = sup{dimF : (Bu, u) > λ, u ∈ F, ||u|| = 1}.
n(λ, B) is equal to infinity if λ is in the essential spectrum of B and if n(λ, B) is finite, it is equal to the number of the eigenvalues of B larger than λ. By the definition of N (z) we have
In our analysis of the spectrum of H the crucial role is played by the self-adjoint compact operator
β (z). The following lemma is a realization of the well known Birman-Schwinger principle for the operator H (see [3, 22, 24] ).
Lemma 4.4. The operator T (z) is compact and continuous in z < τ ess (H) and
Proof. This lemma is deduced by the same arguments as well as in [3, 22] . Set V = µ 1 V 1 + µ 2 V 2 . Since for any z < τ ess (H) the following relation
holds, the quantity N (z) in question coincides with n(1, R
2 (T 3 ) with the entries
Both operators B
* B and M (z) = BB * have the same nonzero eigenvalues with the same multiplicities. We use this argument to obtain the equality
, is invertible and by
, it is positive and a direct calculation shows that
2 ). Then, to finish the proof, it suffices to coincide the equality T (z) = (I − M 0 (z)) 
THE FINITENESS OF THE NUMBER OF EIGENVALUES OF THE OPERATOR H .
In this section we will prove part (i) of Theorem 2.10 (the finiteness of the number of eigenvalues ). We starts the proof with the following assertion Theorem 5.1. The operator H has no eigenvalues lying on the right hand side of the essential spectrum σ ess (H).
Proof. Since V = µ 1 V 1 +µ 2 V 2 is a positive operator and sup(σ ess (H)) = sup(σ(H 0 )) = M we have that the operator H = H 0 − V has no eigenvalues larger than M . Now we prove that H has a finite number of eigenvalues on the left hand side of its essential spectrum.
To do this, we use the following two lemmas.
Lemma 5.2. Let Hypothesis 2.1 be fulfilled.
Then there exist numbers C 1 , C 2 , C 3 > 0 and δ > 0 such that the following inequalities hold
Proof. By Hypothesis 2.1 the point (0, 0) ∈ (T 3 ) 2 is a unique non-degenerated minimum point of u. Then there exist positive numbers C 1 , C 2 , C 3 and a δ−neighborhood of (p, q) = (0, 0) ∈ (T 3 ) 2 so that (i) and (ii) hold true. Since the function ϕ 1 ∈ C (2) (T 3 ) is either even or odd and ϕ 1 (0) = 0 we have |ϕ 1 (p)| ≤ C|p| for any p ∈ T 3 and for some C > 0. By virtue of Lemmas 3.2 and 5.2 the kernel of the operator T 12 (z), z ≤ m, is estimated by
where χ δ (p) is the characteristic function of U δ (0). Since the function is square-integrable on (T 3 ) 2 we have that T 12 (z) and T 21 (z) = T * 12 (z) are Hilbert-Schmidt operator.
The kernel function of T αβ (z) is continuous in p, q ∈ T 3 and in z < m and is squareintegrable on (T 3 ) 2 as z ≤ m. Now the continuity of the operator T αβ (z) from the left up to z = m follow using Lebesgue's dominated convergence theorem.
We are now ready for the Proof of (i) of Theorem 2.10. Let the conditions in part (i) of Theorem 2.10 be fulfilled. By Lemma 4.4 we have
and by Lemma 5.3 for any γ ∈ [0, 1) the number n(1 − γ, T (m)) is finite. Then for all z < m and γ ∈ (0, 1) we have
This relation can easily be obtained by using Weyl's inequality
for the sum of compact operators A 1 and A 2 and for positive numbers λ 1 and λ 2 . By Lemma 5.3 the operator T (z) is continuous from the left up to z = m and hence
The latter inequality and Theorem 5.1 prove the assertion (i) of Theorem 2.10.
ASYMPTOTICS FOR THE NUMBER OF EIGENVALUES OF THE OPERATOR H .
In this section we shall derive the asymptotics (2.4) for the number of eigenvalues of H. By Hypothesis 2.1 we get
as p, q → 0 and
Applying the latter asymptotics for m α (p) and using Lemma 3.2 we have
as p, |m − z| → 0, where
2 (T 3 ) with the kernel T αα (δ, |m − z|; p, q) = 0,
(n β (U q, q) + 2|m − z|)
is the characteristic function of the regionÛ δ (0) = {p ∈ T 3 : |U Proof. Applying asymptotics (6.1), (6.2) and Lemmas 3.2, 5.2 one can estimate the kernel of the operator T αβ (z) − T αβ (δ; |m − z|), z ≤ m by the square-integrable function
Hence the operator T αβ (z) − T αβ (δ; |m − z|) belongs to the Hilbert-Schmidt class for all z ≤ m. In combination with the continuity of the kernel of the operator in z < m this gives the continuity of
Let us now recall some results from [22] , which are important in our work. Set σ = L 2 (S 2 ), where S 2 being unit sphere in R 3 , and σ (2) = σ ⊕ σ. Let S r , r > 0, be the integral operator in L 2 ((0, r), σ (2) ) with the kernel S αβ (y, t),
u αβ cosh(y + r αβ ) + s αβ t ,
LetŜ(λ), λ ∈ R, be the integral operator on σ (2) whose kernel depends on the scalar product t =< ξ, η > of the arguments ξ, η ∈ S 2 and has the form
This function was studied in detail [22] and is very important for the proof of the existence of the Efimov effect. In particular, it was proved that U (·) is continuous, U (1) > 0 if u 12 > 1 and
Part (ii) of Theorem 2.10 will be deduced by a perturbation argument based on the following lemma (see Lemma 4.7 in [22] ). For completeness, we reproduce the proof given there. Proof. The space of vector-functions w = (w 1 , w 2 ) with coordinates having support in U δ (0) is an invariant subspace for the operator T (δ|m − z|). LetT 0 (δ; |m − z|) be the restriction of the integral operator T (δ|m − z|) to the subspace L (2) 2 (Û δ (0)). One verifies that the operatorT 0 (δ; |m − z|) is unitarily equivalent to the integral operator T 0 (δ; |m − z|) in L l α p 2 + 2l(p, q) + l β q 2 + 2 .
