Angular compounding is a technique for reducing speckle noise in optical coherence tomography that is claimed to significantly improve the signal-to-noise ratio of images without impairing their spatial resolution. Here we examine how focal point movements caused by optical aberrations in an angular compounding system may produce unintended spatial averaging and concomitant loss of spatial resolution. Experimentally, we accounted for such aberrations by aligning our system and measuring distortions in images, and found that when the distortions were corrected the speckle reduction by angular compounding was limited. Our theoretical analysis using Monte Carlo simulations indicates that "pure" angular compounding (i.e., with no spatial averaging) over our full numerical aperture (13
INTRODUCTION
Optical coherence tomography (OCT) is a powerful tool for non-invasive probing of the microstructure of biological tissue. Because the technique relies on coherent detection of scattered light, however, OCT images are confounded by speckle noise: a grainy texture that reduces the signal-to-noise ratio (SNR) and the effective spatial resolution. A widely used method to reduce speckle noise is angular compounding, 1 which averages results obtained with the imaging beam probing the sample at different angles. Both the imaging system and sample can remain stationary during the scan, allowing high imaging throughput with high image quality.
2, 3
Angular compounding has been reported to significantly decrease speckle, with the SNR of angular compounded images as much as 6.5 times that of a corresponding single-angle image. 3 Furthermore, several studies 4, 5 found that angular compounding increases SNR significantly more than spatial averaging. Recent work has suggested combining image processing with angular compounding 6, 7 to further reduce speckle. A key benefit claimed for angular compounding (e.g., compared to spatial averaging) is that it may achieve speckle reduction with minimal to no degradation of spatial resolution. [1] [2] [3] [4] [5] As angular compounding becomes more widely used, it is important to study how it differs from spatial averaging, and to what extent it removes speckle without impairing spatial resolution. Figure 1 . (a) Angle-resolved OCT system schematic. RM, reference mirror; BS, beam splitter; G, galvo-controlled scanning mirror; L, objective lens (f = 18 mm); SX, SY, translation stages moving sample and optics together with respect to laser source. (b) Sample arm optics showing ray trajectory from galvo mirror to sample. A ray reflects off the galvo mirror at point (x = h, y = 0), passes through the optical system's aperture at point (s, θ), and is scattered by the sample at point (x, y, z).
METHODS
In this work, we employed a common setup (see Fig. 1 (a)) for angular compounded OCT, in which a galvocontrolled scanning mirror is offset a varying distance h from the optical axis. 2, 4 In classical OCT, the galvo mirror remains centered on the optical axis (i.e., h = 0). To acquire a single pixel of an A-scan, a ray reflects off the galvo mirror, passes through the optical system at point (s, θ), and scatters from the sample at point (x, y, z), as depicted in Fig. 1(b) . The full A-scan is built up from a series of such pixels due to the ray scattering at different depths z. To acquire a B-scan, the galvo mirror rotates, sweeping s from −1 to 1 while keeping θ constant. Varying the distance h provides scans of (x, y, z) using rays at different angles, which are averaged for the angular compounded image.
2, 4
Using a lens model with axially symmetrical aberrations, we can calculate (x, y) as a function of h, s, θ:
where constants A 1 , A 2 describe the first-order imagery; and B 1 , B 2 describe primary aberrations. Both x and y depend on h. Thus, changes in h not only result in reflection of light from the sample at different angles (angular compounding) but also move the beam with respect to the sample, which introduces spatial averaging. A "pure" angular compounding setup should correct for these displacements.
Recent angular compounding work has suggested the use of image registration by global translation estimation prior to averaging, to reduce spatial averaging.
6, 9, 10 These corrections do remove some of the spatial averaging, but are insufficient since x and y are nonlinear functions of h and s. Furthermore, h introduces distortions out of the B-scan plane, so a full 3D volume scan is required to perform image registration.
To account for aberrations in our model, we first align the galvo B-scan direction with the x -axis (i.e., set θ = 0). This confines distortions to the B-scan plane (now the x-z plane), simplifying Eq. 1:
We then introduce non-axially symmetrical aberrations, and neglect higher order terms, writing the result in terms of the system's "distortion field," U , W , V :
where φ is the angle of the beam from the z-axis in the sample. For small h, φ ≈ h/nf , where f is the objective focal length and n is the sample's refractive index. The u i , v i are aberration parameters summarizing all optical distortions, which are unique to each optical setup. We also use the notation x = x(φ = 0), y = y(φ = 0), z = z(φ = 0). To understand the true extent of speckle reduction due to pure angular compounding, we must account for this distortion field.
To test our model experimentally, we proceeded in three stages: First, we used a V target to align the B-scan direction to θ = 0. Next, we imaged a phantom sample with standard angular compounding, and measured the distortion field. Finally, we used the distortion field to obtain a corrected angular compounded image of the phantom. In all experiments, we used a commercial spectral domain OCT system (Ganymede HR SD-OCT using LSM02-BB lens, ThorLabs, Newton, NJ) with 4 µm FWHM optical pixel size (the beam diameter at the focus). The SD-OCT light source was a superluminescent diode (SLD) with center wavelength λ = 900 nm and spectral bandwidth 200 nm. As a preprocessing step, we used averages of 20 B-scans to remove photon shot noise from the data.
In the alignment step, our goal was to align θ = 0 to an accuracy of one optical pixel over the course of a 500 µm scan (i.e., ∆θ = 0.46
• ). We fabricated a V target on a silicon wafer using standard lithographic and dry etching processes. The target consisted of two perpendicular trenches, each 50 µm wide × 28 µm deep (see Fig. 2(a) ). We mechanically fixed the V target to a translation stage along the y-axis. We applied a few microliters of gold nanorod solution (OD 50)
11 to increase contrast.
We imaged the V target such that both trenches were visible in the B-scan (see Fig. 2(b) ). We estimated the center position of each trench and observed how these changed when the V target was moved along the y-axis, and adjusted our system accordingly. When the centers moved by equal and opposite amounts during y-translation, the system was aligned to θ = 0. we computed our system's alignment to be θ < 0.43 0 After alignment, we imaged a 2% w/v Intralipid phantom (made from 20% w/v stock solution in agarose) at 17 angles at equal intervals ranging from −6.3
• to +6.3
• in air, which corresponds to our system's numerical aperture NA= 0.11. In the phantom, which had n = 1.33, the range was |φ| ≤ 4.7
• . Fig. 3(a) shows an OCT B-scan of the phantom acquired from a single angle. The speckle contrast is defined as σ I / I , the standard deviation of the intensity over the mean linear intensity, in an area of uniform scattering such as the imaged phantoy in Fig. 3(a) . The SNR is the inverse of this quantity, I /σ I . When we performed standard angular compounding using all 17 angles ( Fig. 3(b) ), the SNR increased by a factor of 2.70 compared to that of a single-angle image. (We call this a relative SNR, or RSNR, of 2.7.) This result is comparable to values reported elsewhere.
RESULTS
Next, we assessed how much of this improvement may be due to unintended spatial averaging caused by optical distortions. We estimated our system's distortion field by measuring the translational displacement of 100 random patches (each 30 µm × 30 µm) in our images using a subpixel registration algorithm, 12 then fitting the patch displacements to Eq. 3 using least squares to estimate u 0 , u 1 , u 2 , v 0 , v 1 , v 2 . As can be seen in Fig. 3(c) , the distortion field was significant (as large as 12 µm) and very different from a translation-only registration error. After this distortion was accounted for (as shown in Fig. 3(d) ), the RSNR was reduced to 1.65. The residual error of the patch motion fit was ∼1-2 µm, suggesting that small uncorrected displacements remain in the data.
We noticed that in the dark area in Fig. 3(c) , near the lens's optical axis, U and V < 500 nm. To try to obtain a corrected image with even less residual distortion than of single-angle images (e.g., as in Fig. 4 (c)), we saw that the speckle pattern did not change significantly when φ changed by relatively large angles. These results suggest that even slight unwanted translation can reduce speckle, and studies of pure angular compounding ought to account for movements of ∼1/10 pixel (much lower than the limit suggested by Ref. 13 ). Conversely, by using small subpixel shifts, spatial compounding alone might significantly reduce speckle with only slight loss of resolution.
THEORY
We now turn to a theoretical analysis of the ideal effect of angular compounding (see supplementary materials for additional details). We model the speckle contrast that would occur with our system if the distortion field were fully accounted for, to derive a theoretical upper limit for speckle reduction by pure angular compounding for our system. We have previously shown
14 that a simple model assuming N identical isotropic scatterers randomly distributed in an imaging voxel can describe speckle behavior in OCT images. For the present analysis, we begin by considering a single point scatterer at an arbitrary location in the voxel. This scatterer generates a complex electric field g + ih, which changes if the imaging beam rotates by an angle φ around the voxel center.
Our Monte Carlo simulation randomizes the particle position in the voxel, and computes g(φ) and h(φ). By randomizing over many particles at different positions we estimate the covariance Cov[g(φ), g] and compute the correlation R between g(φ) and g = g(φ = 0), and similarly for h. Surprisingly, this numerical result for R(φ) fits very well with a Gaussian, where σ φ = 0.5 NA/n and b = 1.00 from the fit (see supplementary material). Furthermore, R(φ) drops to 0 only at high angles (i.e., |φ| > 2σ φ ).
For the case of N independent scatterers in the voxel producing a total electric field G + iH, it follows from the linearity of the covariance function that the correlation between G(φ) and G = G(0) is the same as that of individual particles: R(φ). We can show by numerical integration that the correlation ρ(φ) of the speckle intensity I = √ G 2 + H 2 is very close to the square of G and H's individual correlations, R 2 (φ). Substituting our Monte Carlo result, Eq. 4, this yields
Next, we estimate the angular compounding signal B. In an ideal case, we could average the signal acquired from all possible angles, attenuated by the optical support of the system:
where σ = 0.5 NA/n, because NA is the 1/e 2 radius of the lens. (Clearly σ = σ φ , but it is convenient to keep track of the two places where it enters the computation.) Finally, we compute the relative SNR for this ideal case, which we callS:S = Var(I) Var(B)
We conclude that 1.31 is the upper limit for the RSNR achievable by pure angular compounding. Any additional speckle reduction observed should be attributed to spatial averaging. Note that 1.31 is lower than √ 2, the RSNR to be expected by averaging just two completely uncorrelated speckle patterns. This is not surprising − .
(c)
. + . as the lens aperture is a circ-function, and the employed beams are approximately Gaussian, moving the beam in the back aperture will tilt the beam somewhat before being clipped.
Up to this point, we have assumed that the collimated laser beam in Fig. 1(a) illuminates the full width of the lens. Speckle reduction can be further increased, however, by illuminating a small part of the lens, which increases the ratio of the compounding angles to the effective NA of the illuminated area. Assuming the relative illuminated area is p 2 ; 0 < p ≤ 1, then b in Eqs. 4 and 7 changes to b p 2 , leading to an RSNR limit of:
which can be higher than 1.31. However, since the partial illumination of the lens also reduces the spatial resolution by about a factor of p, we should compare the angular compounding scenario to an alternative in which we fully illuminate the lens and perform spatial averaging that reduces spatial resolution by the same factor. When we do these calculations (see supplementary materials for more detail ), we find that the RSNR for such spatial averaging isS
Comparing Eqs. 8 and 9, we find thatS AC =S SA . In other words, when the trade-off with resolution is accounted for, speckle reduction of angular compounding is identical to spatial averaging. Note that all our analysis is for single-axis compounding.
DISCUSSION
In conclusion, angular compounding may not reduce speckle compared to simple post-processing spatial averaging. Experiments that achieve greater speckle reduction seemingly by angular compounding may be benefiting from unintended spatial averaging (and concomitant resolution loss) due to lens aberrations or partial illumination of the aperture. We have described two steps to measure and account for such aberrations: scan alignment using a V target, and distortion field estimation. Once distortion is accounted for, the pure angular compounding that remains (for single-axis scanning over 13
• , the full NA) is expected to increase SNR by no more than a factor of about 1.3. Nonetheless, angular compounding combined with our correction technique may be especially suited to improving images in applications where depth of field is important. Because the lens aberrations tend to cause the greatest distortions off-focus, that is where distortion-corrected angular compounding can provide the most benefit, reducing speckle with a minimal loss of resolution across a broad depth of field.
APPENDIX A. NUMERICAL MODELING OF SPECKLE WITH ANGULAR COMPOUNDING
We seek to derive a theoretical upper limit for speckle reduction by pure angular compounding, for an OCT system having the same optical characteristics as our experimental setup. We therefore model the speckle that would be expected to occur with this system if the distortion field due to optical aberrations were fully accounted for, both for a single image and for an ideal angular compounded image. We then compare this angular compounding limit with the corresponding limit for a spatial averaging system, taking care to match the resolution and information content of images achieved by each system.
We have previously shown 14 that a simple model assuming N identical isotropic scatterers randomly distributed in an imaging voxel of size (σ x , σ y , σ z ) can accurately describe speckle behavior in OCT images. We use coordinates (x, y, z) centered on the voxel's center, with the z-axis aligned with the beam direction. We begin by considering a single point scatterer at an arbitrary location (x, y, z) in the voxel. When this particle scatters light, it generates a complex electric field g + ih, which changes if the imaging beam rotates by an angle φ around the voxel center. Here we analyze g; the analysis for h is similar.
First, note that
where λ is the OCT central wavelength, and n is the index of refraction in the sample. Phase of the electric field at the center of the voxel is 0, and intensity is maximized at (0, 0, 0). We neglect the t dependence because it will be identical in the reference arm and it therefore plays no role. Note that the further off-focus that the particle is, the lower the intensity of the light it scatters. The transverse size of the voxel is determined by the lens used, according to
where NA is the numerical aperture (1/e 2 ). In spectral domain OCT, the voxel's longitudinal size is given by
where ∆λ is the spectral width of the light source (Full Width Half Maximum). For our experimental system in water, σ x = 1.3 µm and σ z = 0.57 µm. Please notice that here we use Gaussian σ rather then the Full Width Half Max definitions which are more commonly used in literature, but harder to follow in this theoretical discussion.
When the imaging beam rotates by an angle φ in the x-z plane, we rotate the voxel-based coordinates along with the beam. The scatterer's position in the rotated coordinates (after accounting for global displacements) will be Figure 5 . Monte-Carlo simulation of R(φ) using the quantities described by Eqs. 10 to 13, randomizing over 10 million examples. As can be seen, g and h have very similar behavior and both are approximated very well by a Gaussian. Dashed black line is φ = sin −1 (NA/n) = 4.7
• .
Our Monte Carlo simulation randomizes the particle position in the voxel (for positions out to (x, y, z) = ±3(σ x , σ y , σ z )), and computes g(φ) and g = g(φ = 0) using Eqs. 10 and 13. By randomizing over many particles at different positions we estimate the covariance Cov[g(φ), g] and compute the correlation R(φ) between g(φ) and g. Surprisingly, this numerical result for R(φ) fits very well with a Gaussian (see Fig. 5 ),
where σ φ = 0.5NA/n, φ is in radians, and b = 1.00 from the simulation. Note that R(φ) drops to 0 only at high angles (i.e., when |φ| > 2σ φ ). An intuitive explanation is that for small angles Eq. 14 gives the change in a scatterer's relative position in the voxel ≈ (−φz, 0, φx), which is too small to significantly change the intensity and phase of its contribution to g.
Next, we consider the case of N independent scatterers in the voxel, whose fields sum to produce a total electric field G + iH,
Because the expectation values E[G(φ)] and E[G(0)] vanish, the covariance between G(φ) and
(17)
Most of the terms in the sum vanish due to the independence of the scatterers, leaving
and similarly for H. In other words, the correlation between G(φ) and G is the same as that of individual particles, namely R(φ).
Now we turn to the speckle intensity I = √ G 2 + H 2 and the associated speckle correlation,
The speckle intensity I(φ) follows a Rayleigh distribution because G(φ) and H(φ) are independent Gaussian variables. For this case we can show by numerical integration or Monte Carlo simulation that ρ(φ) is very close to the square of G and H's individual correlations, namely (see Fig. 6 ρ
Monte-Carlo simulation was computed as following. We first randomize multivariate Gaussian vecto with covariance matrix
Next, we compute I = √ G 2 + H 2 , I(φ) = G(φ) 2 + H(φ) 2 and finally estimate correlation ρ(φ) between I and I(φ) for every −1 ≤ R ≤ 1. Notice that the φ dependence is implicit in this simulation since R = R(φ), but for the purpose of this calculation we can choose any arbitrary R and plug it to Eq. 22 Substituting Eq. 15 into Eq. 20, we get
where again σ = 0.5 NA/n, as NA is the 1/e 2 radius of the lens. Finally, we compute the relative SNR for this ideal case, which we callS,S = Var(I)
Proc. of SPIE Vol. 10867 108672O-9 Figure 6 . Monte-Carlo simulation of speckle correlation ρ(φ) given the correlation between real and imaginary parts of the electric field: G, H as function of angle R(φ). As can be seen ρ ≈ R 2 .
First, we note that Var(B) can be written as 
where we have used σ = σ φ and b = 1.
We conclude that 1.31 is the upper limit for the RSNR due to pure angular compounding. Any additional speckle reduction observed experimentally should be attributed to spatial averaging. Note that 1.31 is lower than √ 2, the RSNR to be expected by averaging just 2 completely uncorrelated speckle patterns. This is not surprising as the lens aperture is a circ-function, and the employed beams are approximately Gaussian, so moving the beam in the back aperture will tilt the beam somewhat and then clip it as the angle increases.
Up to this point, we have assumed that the collimated laser beam in Fig. 1(a) illuminates the full width of the lens. That is, the 1/e 2 radius of the beam matches the radius of the lens aperture. Speckle reduction can be further improved, however, by illuminating only a small part of the lens, which increases the ratio of the compounding angles to the effective NA of the illuminated area. Assuming the relative illuminated area is p 2 (0 < p ≤ 1), then b changes to b p 2 in Eqs. 15 and 27, leading to an RSNR limit of:
which can be higher than 1.31. However, since the partial illumination of the lens also reduces the spatial resolution, we should compare the angular compounding scenario to an alternative in which we fully illuminate the lens, but perform spatial averaging that reduces spatial resolution to match the resolution of the angular compounded case.
There is an additional subtlety, however, in performing a fair comparison: We should also match the optical support used by each system. The beam of "full width" centered on the lens aperture has a low intensity (1/e 2 ) near the edge of the aperture. By contrast, an angular compounding system gathers some of its data with a relatively high intensity near the edge of the aperture. We should consider a spatial averaging system that also uses the entire aperture in this fashion.
This effect is already a factor for the case of p = 1, which we overlooked above in our assessment of the angular compounding RSNR of 1.31. This RSNR can be matched by a spatial averaging system as follows: Use an expanded beam, so that the beam intensity is approximately constant across the full aperture. The imaging voxels produced by this beam will be smaller than those of the full-width Gaussian beam, and thus the image will have higher resolution. Spatial averaging applied to this higher resolution image can match the 1.31 RSNR while still retaining the resolution of the full-width image.
We now demonstrate in more detail, for the general case of p ≤ 1, how spatial averaging compares to angular compounding when both image resolution and optical support are matched. First, to compute the effect of spatial averaging on speckle, we repeat the procedure that produced Eqs. 15 to 23, this time using a displacement-based model and Monte Carlo simulation (or use similar analysis 15 ) to conclude:
where σ x is the width of the beam-defined voxel (as in Eq. 10), x is the distance that the voxel is moved along the x-axis, R SA (x) is the correlation between g(x) and g(x = 0), ρ SA (x) is the analogous speckle intensity correlation, and b SA = 1.00 from the fit. Similar to Eq. 24, to represent the ideal spatial averaging system we use a Gaussian smoothing of width σ, with σ to be chosen so that the resolution (the effective optical spot size on the sample) matches that of the angular compounding case.
Similarly to Eq. 26, we compute the variance Var(B SA ) of the spatial averaged system (specified by σ and σ x ) in terms of Var(I). Where Eq. 26 involved b σ 
Thus the speckle reduction using spatial averaging is
Now we choose σ to match the resolution achievable by angular compounding with only a fraction p of the lens width (NA) illuminated. In that case, the optical spot size in the sample increases to
The resolution of the spatial averaging system described above would be given by the convolution of the optical spot size with the Gaussian smoothing kernel, namely
Matching these two resolutions gives
and thus, with b SA = 1,S
Note that for p = 1 we have σ = 0 (i.e., no spatial averaging) and soS SA = 1. As p → 0, bothS SA and S AC (from Eq. 28) tend to (2/p 2 ) 1/4 , meaning that angular compounding actually loses its advantage in speckle reduction as the beam is narrowed.
As mentioned above, however, we should also match the optical support used by each system. In the angular compounding system, some of the data is collected with the beam of width p NA positioned at the edge of the aperture. In effect, the system is using information that would be available to a standard optical setup with the numerical aperture expanded to be the convolution of the actual aperture NA and the beam width p NA:
We should therefore use a spatial averaging system whose base pixel size corresponds to this expanded aperture:
In real experimental terms, for the case p = 1 this expansion roughly corresponds to using a beam with constant intensity across the full aperture, for which the base pixel size is σ x / √ 2.
For the expanded system, spatial averaging with a Gaussian smoothing kernel σ achieves resolution
and now matching D SA = D AC yields
The speckle reduction using spatial averaging is then given by Eq. 31 withσ x in place of σ x ,
Comparing Eqs. 28 and 40, we see that speckle reduction as a result of angular compounding is exactly equivalent to spatial averaging when the illumination of the lens in each case is properly matched.
