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Abstract
We investigate the ignition and dynamics of detonation waves in condensed phase explosives
using direct numerical simulations and asymptotic analysis.
We develop a model to simulate deflagration to detonation transition in pentaerythritol
tetranitrate powders. The model uses a continuum mechanics formulation of conservation
laws for a mixture of solid reactants and gas products, written in terms of mixture quantities,
plus two independent variables used to account for exothermic conversion of solid reactants
into gas products, and compaction associated with pore collapse and grain rearrangement.
We propose a simple empirical dependence of the reaction rate on the initial bed compaction
that allows us to calibrate the model for a wide range of initial conditions. For the solid
reactants we use a wide ranging equation of state. We suggest phenomenological closure
relations, consistent with the limit of a compressible inert material and of a solid fully
reactive material, such that the equation of state can be posed only in terms of mixture
quantities and the reaction and compaction variables. We demonstrate the model’s ability
to capture deflagration to detonation transition in pentaerythritol tetranitrate powders by
matching transients typically observed in experiments, through simulation.
We develop an asymptotic formulation to calculate an intrinsic relation between the
shock acceleration, velocity and curvature of self-sustained detonation waves in the limit of
small time variation and small curvature of the lead shock front in condensed phase explo-
sives. The formulation is developed in terms of a general, incomplete equation of state with
composition variables to represent scalar quantities for a general range of phenomena. The
results presented here are the first calculations obtained from asymptotic detonation shock
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dynamics relations for general material models. The formulation is a generalization of an
asymptotic theory for a polytropic equation of state and a single step Arrhenius reaction rate
model. We discuss the assumptions and justify the generalizations made that allow the use
of general form incomplete equations of state. We test the proposed theory by calculating
quasi-steady relations between detonation velocity and curvature and the dynamics of igni-
tion events in a reactive hydrogen-oxygen mixture using an ideal equation of state and single
step Arrhenius reaction rate model, and compare the results with those obtained using the
original asymptotic theory. We find that quasi-steady relations between detonation velocity
and curvature calculated using the proposed theory are in better agreement with numerical
calculations than the original theory. We also use an equation of state that realistically
represents condensed phase explosives, and two composition variables to track reaction and
compaction processes, to perform calculations of quasi-steady relations between detonation
velocity and curvature, detonation shock acceleration fields as a function of detonation ve-
locity and curvature, and the dynamics of ignition events in solid PBX9501 and in PETN
powders. We compare our results with numerical calculations of detonation shock dynamics
and direct numerical simulations. We find that the time it takes an ignition wave to be-
come quasi-steady is short, explaining why the quasi-steady relation between the detonation
velocity and curvature can sometimes be a good approximation for a speed rule.
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Chapter 1
Introduction
The ability to make accurate predictions of ignition and dynamics of detonation events in a
reliable and computationally cost effective way is important in engineering applications and
safety issues. Calculations are also useful in designing experiments and in complementing
experimental data, and in testing our understanding of detonation wave phenomena.
Understanding detonations in condensed phase explosives is a difficult task that often
times requires tools and elements from multiple disciplines such as mechanics, chemistry,
thermodynamics and physics. Continuum mechanics theory is used to formulate governing
equations composed of mixture theory models of different complexities, where phases in-
ternally exchange mass, momentum and energy. Transport equations are required for each
phase. Mixture theory models are formulated entirely in terms of mixture quantities, with
internal state variable representing change of composition, and material properties due to
reconfiguration between the phases. Two-phase models for porous and damaged explosives
date back to work by Kuo et al. (1973) and a later implementation by Baer & Nunziato
(1986). Defining models for the exchange of mass, momentum and energy between phases
and defining closure relations constitute major modeling efforts and add to the complexity
of the Baer-Nunziato (BN) model. Simplified approaches use the reactive Euler equations
in terms of product-reactant mixture quantities and composition variables to represent dif-
ferent chemical and physical processes such as reaction and compaction of condensed phase
explosives (Stewart et al., 1994). Simplified modeling approaches are also amenable to anal-
ysis.
In addition to a set of governing equations, key ingredients are the thermomechanical
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description of condensed phase explosives through an equation of state, and models of the
rate of production/consumption of composition variables. The equation of state, in a general
sense, describes the constitutive behavior and is used to define the internal energy of a
phase in terms its pressure, specific volume and the state of the composition variables. The
formulation of physically relevant equations of state and rate models for condensed phase
explosives constitutes a major research effort in itself. These models vary in complexity,
from the simple ideal equation of state for a polytropic gas, to complex sets of equations
such as the wide ranging equation of state (Stewart et al., 2002), to multi-scale models that
couple micro-scale resolution simulations with a continuum scale model (Hamate & Horie,
2006).
Two main approaches to solve the model set of equations governing detonation events
can be identified: direct numerical simulations and the asymptotic theory of detonation
shock dynamics. In direct numerical simulations (DNS), the governing equations are solved
numerically using shock capturing schemes. The governing equations solved by means of
DNS vary in complexity. Calculations using DNS are often times computationally expensive,
as high grid resolution is needed to capture rapid dynamics that occur in small reaction
zones. DNS calculations can be used in a wide variety of problems with multiple material
interactions and/or complex geometry configurations. On the other hand, the theory of
detonation shock dynamics (DSD) simplifies the reactive Euler equations by considering
the limits of small time variations of the dynamics of the detonation wave as compared to
the time scale required for a particle to travel through the reaction zone and small shock
front curvature compared to the size of the reaction zone. As a result of DSD theory, the
reactive Euler equations are reduced to an intrinsic relation between the shock front normal
acceleration, its normal velocity and curvature. Such an intrinsic relation is extensively used
in engineering applications to formulate speed rules that relate the shock front velocity with
its curvature. Such models constitute a computationally efficient way to calculate shock
front locations, as compared to DNS. Prior to the work presented in this thesis, DSD has
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been developed using an ideal equation of state and a single composition variable to track a
one step reaction with an Arrhenius rate equation.
In this thesis we focus on investigating ignition and detonation dynamics in condensed
phase explosives, and on developing some of the existing tools and methodologies used to
calculate and quantify ignition and dynamics of detonation waves. In chapter 2 we model
deflagration to detonation transition (DDT) in pentaerythritol tetranitrate (PETN) powders.
We make a review of the experimental and modeling studies on DDT. We then formulate a
model using the reduced Euler equations for a product-reactant mixture with composition
variables to track reaction and compaction processes. We formulate an equation of state
for PETN solid-void mixtures based on the approach by Herrmann (1969) and Carroll &
Holt (1972). We carry out simulations to test the formulation. In chapter 3 we generalize
the asymptotic DSD formulation by Kasimov & Stewart (2005) to multiple composition
variables. The formulation results in an intrinsic relation between the shock front normal
acceleration D˙, normal velocity D and kurvature κ that only depends on material properties
through the equation of state and the production rate equations of the composition variables.
We discuss the assumptions and restrictions of our generalization. We describe a numerical
procedure to solve the D˙-D-κ relation. We test the formulation by calculating D-κ relations
and ignition events and comparing the calculations with numerical D-κ relations and DNS
in a shock attached frame for a hydrogen-oxygen mixture, HMX, PBX9501 and PETN using
both ideal and non-ideal equations of state and rate models. Chapter 4 summarizes and
concludes this thesis. For the sake of completeness, we provide brief descriptions of the
wide ranging equation of state in Appendix A, and of the procedure we developed to obtain
numerical D-κ relations in Appendix B.
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Chapter 2
Modeling deflagration-to-detonation
transition in pentaerythritol
tetranitrate powders
2.1 Introduction
In this chapter we present a model for deflagration to detonation transition (DDT) in pen-
taerythritol tetranitrate (PETN) explosive powder beds. The DDT in PETN has received
a fair amount of experimental study and hence the development of a predictive model for
PETN is of general scientific interest. The ability to predict and quantify DDT in explosive
powders is important for a number of engineering applications and safety issues. An example
is the design and understanding of miniaturized systems that may use new nano-engineered
energetic materials, in the study of small reliable detonators and for direct optical initiation
of explosives (Kennedy et al., 2002). Predicting the response of damaged explosives to im-
pacts or to varied thermal stimulus is important in the evaluation of potential hazards of
accidental initiation of condensed explosives, rocket motor propellants and explosive powders
(Bdzil & Son, 1995).
DDT phenomena in granular beds of energetic materials is influenced by chemistry and
thermomechanics at the dimensions of the grain-scale of the explosive reactant and scales be-
low. Macroscale DDT in explosive powders has well-defined characteristics and is amenable
to description by continuum models that in some sense average over the microstructure.
Multiscale phenomena such as DDT can be extremely difficult to compute across all rele-
vant scales. Then, at the largest (engineering or macro) scale, a predictive model must be
simple enough to increase the speed of computations, since transient multidimensional flows
that emanate from the explosive beds interact in complex geometries with multiple mate-
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rials. A predictive model should ideally be simple enough to allow resolved calculation of
solutions to the model, while not neglecting physical details and ingredients that are needed
to describe the essential DDT transients.
A predictive model that captures the average behavior of explosive powders will provide
a baseline continuum model for the average behavior of the DDT, that subsequently can
frame and be compared against newer stochastic models that consider the effects of particle
size distribution in powders of this type. Although the average response of explosive pow-
ders is well-characterized, variables used to measure DDT in granular explosive materials,
such as the distance to detonation x∗, show considerable sensitivity to the variation of the
microstructure of the powder bed. For example, the small scale initiator studies of Kennedy
et al. (2002), used PETN powder beds with average grain sizes of 180µm and initial densities
of 50% and 56% theoretical maximum density (TMD), ignited with explosive bridge wires
and direct optical initiators. The measured distance to detonation x∗ was about 1 mm or
roughly 5 mean grain diameters. Plots of distance to detonation as a function of initial
packing density of the powder bed shown in Korotkov et al. (1969), Luebcke et al. (1995),
Luebcke et al. (1996), Seay & Seely (1961) and Stirpe et al. (1970) exhibit variations from
the mean behavior that can be as high as 100% or more.
2.1.1 Related experimental studies and background
Standard measures of explosive initiation are the distance to detonation x∗ and the distance
to detonation breakout xb, as functions of the input stimulus. In piston generated shock
initiation events, x∗ and xb are measured from the face of the initiator to the position where
detonation occurs and to the position where the detonation wave overcomes the lead shock
compaction wave, respectively. Early experimental studies by Seay & Seely (1961) and Stirpe
et al. (1970) determined the distance to detonation breakout for different values of initial
shock strengths for PETN powders with initial packing densities of 1.72, 1.6 and 1.0 g/cm3,
which correspond to 98%, 91% and 57% of PETN TMD respectively. A baratol charge was
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used to drive a shock wave through a series of inert attenuators to deliver a plane shock into
a powdered PETN wedge. A streak camera recorded the position of disturbances on the
wedge surface opposite to the shock attenuator, providing optical records of the wave front
progress, from which time and distance to shock breakout were measured.
Stirpe et al. (1970) developed straight line regressions for the logarithm of xb as a function
of the logarithm of the induced shock pressure at the initiator, for different values of the initial
powder bed densities. Their results show that powder beds with higher packing densities
require higher initial shock pressures from the initiator to obtain a detonation breakout
within a specified distance. For a given initial powder bed density, higher initiation shock
pressures lead to shorter distances to detonation breakout. The shock experiments of Seay
and Seely and Stirpe et al. are probably the closest to the simulations carried out by us.
Korotkov et al. (1969) used an electrically heated igniter that lights a combustion front
without pressurizing the powder test bed (Belyaev et al., 1966). The occurrence of detona-
tion events were determined by distinct marks left in the interior of the channel. Distinct
deflagrations were observed during the transition to detonation in PETN powders for a large
range of initial bed packing densities and for powders with mean grain diameters of 20 µm,
120 µm and 500 µm. The measured distance to detonation x∗ as a function of the initial
bed density ρ0 has ”U” shape form with a minimum x
∗
min at (ρ0)min. As the mean size of
the powder grains was increased from 20 µm to 120 µm, the value of x∗min did not change
significantly but the value of (ρ0)min increased. The values of (ρ0 , x
∗)min were found to
be similar for powders with grain lengths of 120 µm and 500 µm. The distance to detona-
tion increased significantly for packing densities smaller than (ρ0)min. Optical records also
showed retonation waves that originate close to the same point where detonations occur.
In order to separate the effects of burning of grains adjacent to thermal igniters from
the effects of compaction on the DDT, McAfee et al. (1989) conducted experiments using a
high velocity piston impacting on HMX powders confined in a tube. The explosive powders
employed in these experiments had grain sizes distributed between 10 µm and 100 µm and
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packing densities near 70% TMD. Pressure sensitive pins were spaced on the edge of the tube
to measure progress of pressure waves, optical fibers were used to measure light emissions,
and lead foils were used to track particle positions along the column. The same experimental
instrumentation was used later by McAfee et al. (1993) to study the transients produced by
a gasless pyrotechnic igniter and compare them to the transients produced by piston impact
experiments.
The same authors (McAfee et al., 1993) make the following observations about the events
occurring in the bed near a thermal igniter during the early stages after onset. As burning
progresses and the rate of burning increases, products expand thorough the grains, causing
the pressure to rise. The bed ahead of this burning region is pressed and compaction causes
voids to close, creating a plug that restricts the flow of product gasses into the unburnt
region. After the flow of gases is restricted, burning continues and pressure builds up behind
the plug. The region behind the plug is isolated from the rest of the explosive bed, and
acts like an accelerating piston. The similarity of the results from McAfee et al. (1989) and
McAfee et al. (1993) show that the mechanisms leading to DDT are the same when using
thermal and shock or piston initiators, and that DDT in porous beds is produced by events
that follow compaction.
In studies by Luebcke et al. (1995), Luebcke et al. (1996), PETN powders were confined
in a steel channel with a polycarbonate window that allowed visualization of transient events
using high speed streak photography. A gasless pyrotechnic igniter was used to ignite beds
with several initial packing densities. Distance to detonation was read from the streak
records. Plots of x∗ as a function of ρ0 exhibit a U-shaped curve similar to those shown
in (Korotkov et al., 1969). Other experiments that study different types of igniters have
also reported DDT in PETN powders. For example, Watson et al. (2000) used flyer plates,
Kennedy et al. (2002) and Martin et al. (2006) used explosive bridgewires and Kennedy et al.
(2002) used direct optical initiators.
The DDT in PETN powders observed in experiments of Seay & Seely (1961), Stirpe et al.
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Figure 2.1: Schematic of a DDT using a thermal initiator.
(1970), Korotkov et al. (1969), Luebcke et al. (1995), Luebcke et al. (1996) are represented
schematically in figure 2.1 and are described as follows. A piston moving to the right along
the x direction, impacts a powder bed at x = 0 and generates a compaction wave. The
force exerted by the piston on the bed causes grains to rearrange, collapse and fracture.
Traction forces and sliding between grain surfaces create hotspots that lead to increasing
surface burning. As burning progresses, pressure and temperature of the products increases,
leading to more burning and generating a deflagration wave that travels towards the unburnt
material. At this stage, a plot of pressure along the axis of explosive column at a fixed
instant of time would show a gradient where pressure decreases with increasing x in the
burning region, followed by a region of constant pressure in the unburnt compacted region
behind the compaction wave, and a drop across the compaction wave front down to ambient
pressure. Higher pressure produces higher burning rates and more energy release, steepening
the pressure gradient along the axis of the channel and accelerating the burning wave as time
progresses. Steepening of the pressure profile continues, leading to a shock and initiating
detonation. A retonation wave is originated at the point where detonation begins, traveling
in −x at a speed smaller than the detonation wave. Detonation may occur in front or behind
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the compaction wave, depending on whether the burning wave overtakes the compaction
wave or not.
2.1.2 Modeling approaches
Continuum mechanics theory has been used to formulate mixture theory models of different
complexities, where phases internally exchange mass, momentum and energy. Transport
equations are required for each phase. Simplified mixture theory models are formulated
entirely in terms of mixture quantities, with internal state variable representing change of
composition, and material properties due to reconfiguration between the phases.
Two-phase models for porous and damaged explosives date back to work by Kuo et al.
(1973) and a later implementation by Baer & Nunziato (1986), that used a formalism based
on binary mixture theories of Truesdell (1984) and Passman et al. (1984), where reactant
and product phases are accounted for separately. Mass, momentum and energy conservation
laws for each phase, and a volume fraction evolution equation give a total of 7 equations
in one dimension (1D). Defining models for the exchange of mass, momentum and energy
between phases and defining closure relations constitute major modeling efforts and add to
the complexity of the Baer-Nunziato (BN) model.
Several attempts have been made to come up with simplifications to the BN model, such
as those found in Powers et al. (1990), and that discussed in the simplified phase exchange
laws as in the Bdzil-Kapila-Stewart (BKS) model. Bdzil & Son (1995) give a nice summary
of the state of the modeling art circa 1996. A detailed informative assessment of modeling
can be found in Kapila et al. (1997), where systematic asymptotic reductions of the BN
two-phase model are discussed. Xu & Stewart (1997) introduced an additional void phase
to produce the solid-void-gas (SVG) model, where three independent phases are considered,
combined with heuristic conditions between phases to close the model.
Stewart et al. (1994) proposed the simplified Stewart-Prasad-Asay (SPA) model for DDT
in HMX powders that uses a formulation in terms of product-reactant mixture quantities
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and two internal state variables that represent the processes of reaction and compaction.
The first presentation of their model used an ideal equation of state and simple reaction and
compaction laws (Stewart et al., 1994). SPA models are mathematically simpler than BN
type models for two or more phases, as they require fewer mixture and closure relations. The
results from Stewart et al. (1994), as well as the implementation by Xu & Stewart (1997)
that used non-ideal equations of state for reactant and for product phases, show that a
formulation of this type is capable of representing the transients and mechanisms in a DDT
observed in experiments. In particular, the equation of state for the porous explosive uses
the P − α model of Herrmann (1969), Carroll & Holt (1972), which can be used to justify
the simple endothermic process used in Stewart et al. (1994).
In a comparative study, Xu & Stewart (1997) tested three models, BKS, SVG and SPA,
each with non-ideal EOS. The models were calibrated to match experimental data for HMX
powders, and the same simulations of DDT initiation events were performed with each model.
They found that the SVG and SPA models, once calibrated, match experimental data for
distance to detonation as a function of initial shock pressure. Both SVG and SPA exhibit
similar U-shape plots for the distance to detonation in function of the initial bed packing
density and both reproduce well the qualitative features observed in a DDT transient. They
observe that the BKS model has trouble capturing some elements of the DDT transient and
it does not show a U-shape behavior for the distance to detonation as a function of initial
packing density of the powder bed, as observed in Korotkov et al. (1969) and in Luebcke
et al. (1995) for PETN powders.
To extend the applicability to complex materials and geometries, we build upon the model
in Stewart et al. (1994) by employing a non-ideal equation of state, and developing more
complex reaction and compaction rate laws and more complex mixture relations. Reaction
and compaction are accounted for independently as state variables for which conservation
equations may be written, as opposed to the single volume fraction evolution equations in
the BN model. Again, the P − α model is used to describe the equation of state for porous
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reactants. The results from Xu & Stewart (1997), Xu et al. (1997), Stewart et al. (2006a)
show that this simplified formulation does an excellent job in capturing the mechanics of
DDT in both HMX and PETN for a broad range of initial powder packing densities.
The objective of this chapter is to formulate a predictive model for DDT in PETN
powders. We follow the approach used in the SPA model in Stewart et al. (1994), with
some additions and differences. We chose this model because it has a simple and tractable
mathematical structure and because it captures the primary mechanism by which DDT
occurs in explosive powders, namely a compaction wave followed by a burning wave that
builds up to a shock wave.
We begin this chapter by describing the model in section 2.2, starting with the Euler
equations for an inviscid, compressible fluid and the conservation equations for the reaction
and the compaction progress variables. We discuss the mixture equation of state for fully
dense condensed explosive in section 2.2.1 and for porous explosive in section 2.2.2. The
compaction rate model is described in section 2.2.3. A description of the reaction rate
model used to adjust a wide range of initial powder bed packing densities is given in section
2.2.4. In section 2.3 we briefly discuss the numerical methods used to solve the governing
equations and describe the calibration process. We continue in section 2.4, with a discussion
of simulations of experiments for which data is available that will allow us to evaluate the
ability of the model to capture DDT transients in PETN powders for a broad range of
powder packing densities. To finish, in section 2.5 we present conclusions and comment on
directions for future work based on the comparison of the results from the model simulations
with the experimental observations.
2.2 Model
To model DDT we use the continuum mixture theory formulation proposed in Xu & Stewart
(1997), Stewart et al. (2006a). The PETN explosive powder is assumed to be a mixture of
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a porous solid reactant and a products gas. The Euler equations for a compressible fluid
are used to describe the mixture, along with two material evolution equations that describe
the conversion of reactants to products and the compaction of the porous solid due to the
rearrangement and deformation of the solid granular matrix. The conservation equations for
mixture mass, momentum, energy as well as for reaction and compaction progress variables
written in conservation form, in one-dimension are given by
∂u
∂t
+
∂f
∂x
= S . (2.1)
The quantities u, f and S are vectors of conserved variables, fluxes and source terms
respectively, given by
u =


ρ
ρu
ρ(e+ u
2
2
)
ρφ
ρλ


,f =


ρu
ρu2 + p
ρu(e+ u
2
2
+ p
ρ
)
ρuφ
ρuλ


,S =


0
0
0
ρrφ
ρrλ


, (2.2)
where ρ is density, u is velocity in the x direction, p is the pressure and e is the specific
internal energy of the mixture. The compaction variable φ is defined as the ratio of the
volume of solids to the total mixture volume in a representative volume element. For a fully
compacted bed, φ = 1, and for beds that are not fully compacted, 0 < φ < 1. The ratio
between the reactants and products specific volumes, Φ = vr/vp, will be used to pose closure
relations. The reaction progress variable λ is defined as the ratio of mass products to the
total mass of a representative volume element. The rates rφ and rλ represent the compaction
and reaction rates respectively.
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2.2.1 Mixture equation of state: fully dense condensed explosives
For the reactants and the products equation of state (EOS), we use the wide-ranging form
developed by W. C. Davis and coworkers, in a series of papers Davis (1985, 1993, 1998b,a,
2000), Stewart et al. (2002). This form was developed to cover the wide range of states
encountered in detonation problems, and is an empirically stated EOS, albeit developed with
significant physical considerations. Recently, Wescott et al. (2005), Lambert et al. (2006)
and Stewart et al. (2007) used this ”wide-ranging” EOS (WR-EOS) to develop models of
condensed explosives that are capable of true predictions of detonation dynamics for states
outside the range of the calibration of the model. We propose a modified form of WR-EOS
to model the porous solid reactant, since the original implementation did not account for
compaction effects. We briefly describe the WR-EOS, mixture closure conditions and the
modifications we make here to account for compaction.
The WR-EOS uses the Mie-Gruneissen form for isolated phases, namely
e(p, v) = es(v) +
v
Γ(v)
(p− ps(v)) or p(e, v) = ps(v) + Γ(v)
v
(e− es(v)) , (2.3)
where e, p and v are the specific internal energy, pressure and specific volume respectively,
and Γ is the Gruneisen parameter. We will use r and p subscripts to denote reactants and
products respectively. The superscript s represents the reference states, i.e. the isentrope
that passes through the CJ state for products, or shock Hugoniot states for reactants. The
forms of the equations for the reference values psp(v), e
s
p(v) and Γp(v) for the products and
psr(v), e
s
r(v) and Γr(v) for the reactants may be found in Wescott et al. (2005) and are
summarized in Appendix A.
The closure relations used for the WR-EOS model are the conditions of pressure equilib-
rium between reactants and products
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pr = pp = p, (2.4)
and specification of the ratio of specific volumes of reactant and products, so that the mixture
specific volume is given by
v = (1− λ)vr + λvp , with Φ = vr/vp . (2.5)
Stewart et al. (2002) show that the values of Φ vary between approximately 0.8 and 1.0
and that the sensitivity of the WR-EOS to Φ is low. They show that a good approximation
is to set Φ = 0.95 when λ > 0, and when λ = 0 one can set Φ = 1. Alternatively one can
assume temperature equilibrium between phases, a condition used in Wescott et al. (2005),
or even a condition on isentropic expansion of the solid phase. Equation (2.5a,b) can be
recast as
vp =
v
λ + (1− λ)Φ , vr =
Φv
λ+ (1− λ)Φ . (2.6)
The original WR-EOS does not account for compaction effects. Therefore equations (2.6)
should be the closure relations for the limiting case of states with advanced compaction, as
φ→ 1.
2.2.2 Mixture equation of state: porous or powdered explosives
For granular or porous explosives one must account for the absence of energy in the volume
not initially occupied by dense reactants (voids). Following the approach found in Xu &
Stewart (1997) we assume that condensed reactants, product gases and voids occupy regions
within a differential control volume of the mixture. The void is not a phase in itself, but it
does occupy a portion of the control volume and hence has an associated volume fraction.
Lets define the reactant volume fraction as a measure of compaction by
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φ =
vr
v
. (2.7)
Consider two limiting cases. First, in the limit of low or incipient reaction when λ→ 0,
the energy and the pressure in the gas phase are small compared to those in the solid phase,
and the volume occupied by any gas can be considered to be void. The solid reactants
sustain the pressure distributed within the mixture and contain the energy in the mixture.
This limit corresponds to a porous solid and can be represented by the P − α model of
Herrmann (1969) and Carroll & Holt (1972). The void volume is assumed to be distributed
within the reactant solid and in the absence of product gases the reactant and void comprise
a porous solid, denoted by a ps-subscript.
If vps, pps and eps are the specific volume, pressure and specific internal energy of the
porous solid, then the modified Carroll-Holt model can be stated as
vr = φvps , vp → 0 , pr = pps/φ, (2.8)
and
eps(pps, vps, φ) = er(pps/φ, φvps) . (2.9)
The second limit is when reaction is well advanced, λ = O(1). The physical meaning of
the compaction variable in regards to its representation of the microstructure is not clear,
since the bed no longer is a powder or granular bed, but instead a hot gas-molten condensed
material mixture. It makes less sense to talk about voids and grains in this limit. But one
needs to define a limiting value for φ for modeling purposes. It is still the case that energy
can be absorbed by internal reconfiguration of the microstructure. Consider the following
scenario. Reaction starts primarily due to the effects associated with compaction, such as
pressure increase in the solid matrix and friction and surface area increase due to fracture of
15
grains. These mechanisms lead to an increase in the specific internal energy of the powder
bed. At some point the bed looses its capacity to absorb energy due to compaction and the
effect associated with energy absorption due to microstructural reconfiguration comes to an
end. Only reaction, that releases energy from reactants conversion to products, is active. A
reasonable assumption is to insist that as λ → 1, φ → 1 as well. In this limit we assume
that
vr → 0 , vp = v , (2.10)
pr = pp = p and e(p, v, λ) = ep(p, v) . (2.11)
The energy equation of state for the mixture of porous solid (condensed reactant and
void) and products is a mass weighted average of the energies in each phase. This leads to a
mixture energy EOS, e(v, p, λ, φ) as a function of the specific volume v, the pressure p and
the reaction and compaction progress variables λ and φ. If λ is the mass fraction of the
products, then for the mixture of porous solid and products we write
e(v, p, λ, φ) = (1− λ)eps(vps, pps, φ) + λep(vp, pp) , (2.12)
and
v = (1− λ)vps + λvp . (2.13)
Mixture closure relations are required to provide additional relations between pps, vps,
pp, vp and the mixture state variables p, v. We assume that there is pressure equilibrium
between the porous solid and products and that their pressures are the same as the mixture
pressure,
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pps = pp = p . (2.14)
The pressure in the condensed reactant phase is higher and depends on the reactant volume
fraction with pr = p/φ.
We assume that the ratio of the reactant specific volume to the product specific volume
can be given by a modification of the definition of Φ from that for the fully dense explosive
in equation 2.5b. Let
Φ ≡ vps/vp , (2.15)
where we assume once again that Φ can be specified, as a closure constant or as a function of
mixture variables, and that it is known. Note that definition (2.15) is consistent with (2.5b)
in the limit φ→ 1. Substitutions of the definitions in (2.15) and (2.8a) into (2.13) lead to
vp =
v
[λ+ (1− λ)Φ] , vps =
Φv
[λ+ (1− λ)Φ] and vr =
φΦ v
[λ+ (1− λ)Φ] . (2.16)
The e(p, v, λ, φ) equation of state is thus summarized by
e(v, p, λ, φ) = (1− λ)er(p/φ, vr) + λep(p, vp) , (2.17)
This modified EOS is consistent with the limits described earlier. For an inert, when λ = 0,
we get vps = v and vr = φv, which limits to the EOS for a porous solid. When the compaction
variable advances to φ = 1 we get the closure relations used in the WR-EOS model.
2.2.3 Compaction rate
Compaction is associated with the densification of the bed and is a net endothermic process.
Densification occurs as pores collapse due to grain rearrangement, grain deformation and/or
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failure. As mentioned earlier, experiments in McAfee et al. (1993) suggest that DDT is
a direct consequence of the compaction process. During compaction, damage occurs to
individual explosive grains creating more surface area that will be available for in-situ surface
combustion. Also, deformation of the grains increases the specific internal energy of the
reactants, putting them in a state that is closer to burning. To describe the compaction
process we use the P − α model (Herrmann, 1969, Carroll & Holt, 1972) and an equation
of state of the form e(p, v, φ) for the porous reactant solid. In addition, we follow the
phenomenological approach used in Xu & Stewart (1997) where the isothermal quasi-static
response of the porous reactant solid is of the form
peqb = p0 + P(φ). (2.18)
where peqb is the volume average pressure in the porous solid, p0 is the initial pressure at
φ = φ0 and P(φ) is called the ”configurational stress”.
The configurational stress dependence usually is determined from quasi-static compaction
experiments (the experimentally determined P −α relation). A common observation is that
the experimentally determined quasi-static bed pressure - porosity (α ≡ 1/φ) response is a
good fit to a quadratic P − α relation, i.e.
α− 1
α0 − 1 =
(
1− P(φ)
Ph
)2
, (2.19)
where the parameter Ph is called the hardening pressure, or consolidation pressure, for bed
pressures above which the porous material will crush to solid density.
The compaction rate is assumed to be proportional to the difference between the average
pressure in the bed p and the equilibrium pressure peqb, i.e. p−peqb. This assumption, along
with equation (2.19) gives
rφ = kφ
(
p− p0 − Ph
(
1−
√
φ0(1− φ)
φ(1− φ0)
))
. (2.20)
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The parameter kφ is a parameter that derives from consideration of dynamic relaxation
processes in the bed, and its value reflects the rise time to achieve a given state of compaction
when the porous material is subjected to constant velocity piston impact.
2.2.4 Reaction rate
An important experimental observation from Korotkov et al. (1969) and Luebcke et al. (1995)
is the form of the dependance of the distance to detonation x∗ on the initial bed packing
density ρ0 which has a U-shape with a minimum x
∗
m at ρ0m. A possible explanation for this
is as follows. The compaction process absorbs energy, increasing the specific internal energy
of the powder, and decreasing the interstitial space between reactive grains. When the
powder has low density with low initial compaction, reactant grains will tend to rearrange
mostly by translation and rotation as they are pushed by the piston, and energy is not
absorbed by damage mechanisms because considerable deformation does not occur. At very
high initial compaction one imagines that surface area in contact with the void region is
minimized. The reaction mechanism is likely to be dominated by volumetric decomposition
mechanisms. For intermediate values of initial compaction, grains increase their support of
bed pressure through increasing inter-grain contacts. As grains lock-up they deform and
rearrange, experiencing inter-granular friction, shear and associated damage that generates
additional surface area, exposed to the hot gas products from burning. This mechanism
presumably accelerates the burning rate and leads to an earlier transition to detonation.
These types of explanations make reference to microstructural mechanisms in the bed under
compressive loading. They are consistent with the assumption that the burning rate depends
on the initial packing density of the powder bed, ρ0 = ρTMD φ0.
Experimental observation of a well defined (slow) burning region and of a detonation
wave, led Xu & Stewart (1997) to use two distinct reaction rates, that were active depending
on the value of the mixture density, to model DDT in granular HMX explosives. Their HMX
reaction model has a slow and a fast reaction rate of the form
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rλ = H(p− pign)


k2(1− λ)(λ+ α0)ν2, ρ ≤ ρc (slow)
k1(p/pcj)
µ(1− λ)ν1, ρ > ρc , (fast)
(2.21)
where subscripts 2 and 1 refer to the slow grain surface reaction and fast volumetric reaction
rate respectively. The parameters pcj, k1, k2, α0, µ, ν1 and ν2 are model parameters that
were determined by calibrating numerical simulations to match experimental data. H(p)
is the Heaviside function or cutoff function, used as a switch to turn on reaction when
p < pign, where pign is a parameter. The density where the rates switch, ρc was chosen to fit
experimental data.
As an aside, numerical simulations of the reactive Euler equations exhibit artifacts (be-
haviors that do not limit to solutions of the underlying partial differential equations) if a
reaction rate like (2.21) is used without a pre-multiplying cut-off function. The cut off func-
tion simply monitors a state function like the pressure or density, such that for a value below
the cut-off, the rate is set equal to zero. If the cut-off is absent, Colella et al. (1986) showed
that small amounts of reaction caused by weak or precursor disturbance in the numerical
shock structure, can allow propagation of waves (like weak detonations in classical detona-
tion theory) that are maintained by numerical diffusion on a coarse grid and weak reaction
from the source term. The fast reaction rate constant k1 is typically larger than the slow
reaction rate constant k2, and without a cut-off function the fast reaction will drive a false
numerical wave.
For the modeling in this chapter we use a reaction rate equation similar to (2.21), with
some modifications. Instead of two reaction rate equations we use one where the reaction
rate parameters are assumed to depend on the initial bed compaction φ0. We also multiply
the reaction rate by a pressure cutoff function for the reasons cited in the previous paragraph.
The reaction rate is given by
rλ = H(p− pign)k(φ0)(p/pcj)µ(φ0)(1− λ)ν(φ0) (2.22)
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A (mm/µs) B C Z
2.30 2.50 0.70 -0.8066
Γ0r q (kJ/g) TMD (g/cm
3) Cv (J/kg K)
1.22 5.71 1.76 992
Table 2.1: Calibrated parameters for the reactant WR-EOS.
The rationale behind a φ0 dependence for k, µ and ν is simply that the underlying micro-
structure, such as grain size, particle size distribution and particle morphology, determines
the reaction rate rλ. We found that the following simple forms,
k(φ0) = d1 exp[a1φ
2
0 − b1φ0 + c1]µs−1 , µ(φ0) = aµφ20 − bµφ0 + cµ ,
ν = constant ,
(2.23)
where sufficient to reproduce the experimentally observed U-shape dependence of distance
to detonation x∗ on the initial state of compaction φ0. Equation (2.23) is empirically based
and is used here as a first approximation to include the effects of compaction on the reaction
rate. More detailed physically based reaction rate models and/or parameter dependences
may be developed, e.g. by taking into account the effects of the microstructure of the powder
in the generation of hotspots and reaction sites.
2.3 Calibration to PETN powders
In 1D, the model is constituted by the Euler equations (2.1) and (2.2), the mixture equation
of state given by (2.16) and (2.17) and the compaction and reaction rate given by (2.20) and
(2.22). This system of hyperbolic PDEs is solved using the method of lines with standard
total variation diminishing (TVD), third order Runge Kutta time integration (Shu & Osher,
88). A fifth order WENO scheme (Jiang & Shu, 1996) is used for the spatial discretization
with Lax Friedrichs flux splitting.
A WR-EOS was developed for fully dense PETN explosive using the procedures described
byWescott et al. (2005) and in Wescott (2005). The input, derived and calibrated parameters
21
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
3
3.5
up (mm/µs)
U s
 
(m
m/
µs
)
0.51
0.60
0.70
0.75
0.80
0.85
0.90
Figure 2.2: up-Us plot obtained with the calibrated model for porous reactants. Solid points
are experimental data from Stirpe et al. (1970) and the asterisks are results from simulations
using calibrated parameters for different values of initial bed compaction φ0, as labeled.
for the reactant are shown in table 2.1 and for products in table 2.2.
The hardening parameter Ph affects the compaction wave velocity and kφ affects the
thickness of the compaction wave. The parameter Ph was calibrated to match up-Us data
for initial values of φ0 = 0.91 and φ0 = 0.60 as determined from experiments (Stirpe et al.,
1970). The parameter kφ was adjusted to produce a steady compaction wave thickness of
approximately 2 mm for a powder with an initial porosity of φ0 = 0.75. The calibrated
parameters are Ph = 0.07 GPa and kφ = 31.5 GPa
−1 µs−1. A Rankine-Hugoniot analysis of
the compaction end states for the porous reactant was done, using the standard conservation
relations and the equilibrium compaction condition. Figure 2.2 shows the results obtained
from the Rankine-Hugoniot analysis (with λ = 0) along with the experimental data obtained
a k vc (cm
3/g) pc (GPa)
0.7579 1.30 1.2171 1.5899
n b Cv (J/kg K)
0.9570 0.80 650
Table 2.2: Calibrated parameters for the products WR-EOS.
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Figure 2.3: Distance to detonation breakout (xb) as a function of initial shock pressure (p)
in PETN powder, for φ0 = 1.0, φ0 = 0.91 and φ0 = 0.60 as labeled. Solid lines represent
fits to the experimental data and empty markers represent experimental data obtained by
Seay & Seely (1961) and Stirpe et al. (1970). Filled markers represent data obtained with
the calibrated model.
from Stirpe et al. (1970).
Reaction rate parameters k(φ0), µ(φ0) and ν(φ0) in equation (2.22) are adjusted to
match fits to experimental data for distance to detonation breakout (p versus xb) found in
Stirpe et al. (1970). These experiments used a baratol charge to send a shock wave into
driver plates to deliver an attenuated and uniform plane shock wave into a wedge of PETN
explosive with a fixed value of initial compaction. The distance from the edge of the initiator
for the detonation wave to emerge xb on the diagonal side of the PETN wedge was measured
and plotted against the initial shock pressure, for φ0 values of 1.0, 0.91 and 0.6 as shown in
figure 2.3.
For a given initial porosity φ0, ν(φ0) is fixed to 0.4, and µ(φ0) is varied to adjust the
slope of the p versus xb curve. The compaction rate constant k(φ0) is varied to change the
23
φ0 k (1/µs) µ ν
1.00 1200 3.80 0.4
0.91 850 3.22 0.4
0.60 3.4x106 4.40 0.4
Table 2.3: Calibrated values for reaction rate constants.
intersect of the p−xb curve with xb axis, increasing k(φ0) to move the curve up, or decreasing
it to move the curve down. This procedure is repeated for the available data from Stirpe
et al. (1970), φ0 = 1.0, φ0 = 0.9 and φ0 = 0.6. The values of the calibrated parameters
fit to the experiments are shown in table 2.3, and the comparison of simulation and the
experimentally derived correlations of p versus xb is shown in figure 2.3. The values of the
calibrated parameters were then used to determined the quadratic polynomials that are used
for the function µ(φ). For reaction rate parameters k(φ0), log(k) as fitted to a quadratic
polynomial as a function of φ0. The calibrated quadratic polynomials for (kφ0) and µ(φ0)
are
k(φ0) = 4.31 exp[76.47φ
2
0 − 142.22φ0 + 71.38]µs−1 (2.24)
µ(φ0) = 25.627φ
2
0 − 42.504φ0 + 20.676. (2.25)
2.4 Simulations
The model was calibrated to data from Stirpe et al. (1970) as described in section 2.3.
To evaluate the ability of the model to represent DDT phenomena in PETN powders, we
compare the behavior of our model to simulations by Stewart et al. (1994). We also carried
out several simulations that were compared to data from experiments by Seay & Seely (1961),
Korotkov et al. (1969), Luebcke et al. (1996), Kennedy et al. Kennedy et al. (2002) and
Martin et al. (2006). These experiments use different initiation mechanisms to ignite PETN
24
beds with a wide range of particle sizes and packing densities.
2.4.1 Inert compaction waves
Stewart et al. showed, in a model with a simple ideal equation of state e(p, v, φ), that there
are distinct compaction wave structures for waves that propagate subsonically or supersoni-
cally with respect to the quiescent unperturbed bed (Stewart et al., 1994). A subsonic inert
compaction wave has a smooth transition from the quiescent state to the steady compacted
state. In a supersonic inert compaction wave, the powder bed is shocked with no compaction
and then experiences a steady compaction process. To check that our model is consistent
with this behavior, we perform two simulations where a piston impacts a bed of inert powder
at 75% compaction using two piston velocities of up = 100 m/s and up = 2000 m/s to create
a subsonic and supersonic compaction wave respectively. The subsonic steady compaction
wave is shown in figure 2.4 and the supersonic steady compaction wave is shown in figure
2.5 after the piston collision transient. The simulation results displayed in figure 2.2 show
the steady compaction wave speeds that result after reverse impact transients.
2.4.2 Deflagration to detonation transition under a wide range
of initial conditions
In order to evaluate our model for PETN in a comprehensive way, we examined the exper-
iments of Seay & Seely (1961), Korotkov et al. (1969), Stirpe et al. (1970), Luebcke et al.
(1996), Kennedy et al. (2002) and Martin et al. (2006). Our simulations of DDT used a
reverse impact configuration where unreacted materials, moving at the piston impact speed,
were decelerated by a stationary wall. The experiments that are closest to the mode of ini-
tiation used in our simulations are the shock initiation experiments of Seay and Seely, and
Stirpe et al. The remaining experiments for DDT in PETN have used other modes of initi-
ation. Korotkov et al. used an igniter that delivered an non-pressurized burning front onto
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Figure 2.4: Steady inert compaction wave profile at t = 15 µs, computed using up = 100
m/s.
Figure 2.5: Steady inert compaction wave profile at t = 0.02 µs, computed using up = 2000
m/s.
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the testing powder bed. Luebcke et al. used a gasless boron/potassium dichromate mixture
with a products reaction temperature greater than the ignition temperature of PETN to
start a large flame in the explosive bed at the igniter explosive interface. The experiments
of Martin et al. and of Kennedy et al. used explosive bridge wires. Additionally, Kennedy
et al. (2002) used an optical laser initiator that ablated a thin metal film of titanium into a
porous PETN bed. The ablative action presents both a thermal and a shock loading of the
bed at the interface (Stewart et al., 2006b).
The purpose of this section is to demonstrate the ability of the model outlined earlier
to describe DDT in PETN powders. For this reason we focus on using the effective piston
as a representative form of generalized initial conditions for our simulations. In comparing
our simulated results against the experiments listed above, we note that it is difficult to
measure exactly where the effective edge of the bed should start, in the case of non-shock
(not piston driven) initiation of the bed. The initial conditions produced by the thermal or
laser initiation can involve complex processes such as plasma formation, ablation and flow
through the grains and fracture, deformation and reaction in the powder bed. As mentioned
in Stewart et al. (2006b,a) the interface between the bed and a thermal or ablative initiator
is essentially a boundary layer and is likely to be on the order of grain size. This level of
complexity is not considered here. The lack of information about this end effect for the
bed introduces an uncertainty in the estimation of where to place the effective piston, when
comparing with the reverse impact experiments. On the other hand one does expect to
reproduce experimental behavior as bed conditions are varied, if a systematic shift in x∗
or xb is accounted for. The effective piston approach used here is not intended to replace
detailed modeling of a thermal initiator. We use the effective piston to assess the ability of
the model to represent behaviors observed in experiments. Direct simulation of the complex
boundary conditions generated by thermal initiators may require more detailed multiphase
models.
Luebcke et al. (1996) explored the effect of initial porosity of PETN powders on the
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distance to detonation in their thermally initiated experiments. They measure the distance to
detonation as the distance from the initiator/explosive bed interface to where the detonation
starts in the lab frame. The result is a typical U-shaped φ0 versus x
∗ plot where the distance
to detonation has a minimum at approximately φ0 = 0.7. For values of φ0 greater than
approximately 0.85− 0.9, they observed the distance to detonation exceeded the size of the
explosive sample, and that the distance to detonation increased for initial porosities lower
than 0.65. The velocity of the compaction wave is not reported in their experiments, and
also there is no information about the initial shock wave pressure that would allow us to
calculate the initial effective piston velocity to simulate these experiments. Korotkov et al.
carried out a similar set of experiments on PETN beds with three different mean grain sizes
(20, 120 and 50 µm) and found that larger grains cause the U-shaped curves to shift to the
right, and that grain size had no appreciable effect on the minimum distance to detonation
x∗ observed.
Curves of xb versus φ0 obtained from simulations using several fixed piston velocities up
are shown in figure 2.6. Our model produces U-shaped φ0 vs. xb plots, similar to those
observed in experimental φ0 vs. x
∗ data in Korotkov et al. (1969) and Luebcke et al. (1996).
In our simulations, each curve of constant up has a minimum at (xb, φ0)min. As the piston
velocity increases, (xb, φ0)min moves down and to the left.
The (φ0 , x
∗) data from experiments on beds with three different mean grain sizes by
Korotkov et al. (1969) and Luebcke et al. (1996) are also shown in figure 2.6. The exper-
imental data shown in figure 2.6 was obtained using thermal initiators while we simulate
DDT events caused by a piston impact initiator. When using thermal initiators, it is rea-
sonable to expect the ”effective piston” velocity to vary with the initial compaction of the
bed (related to the surface area available for burning that drives the plug expansion) and
to accelerate. These velocity variations explain the difference between φ0 vs. x
∗ profiles
and φ0 vs. xb constant velocity curves shown in figure 2.6. The difference between distance
to detonation breakout and distance to detonation (xb − x∗) may vary with piston velocity
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Figure 2.6: Effect of the initial porosity (φ0) on the distance to detonation breakout (xb)
from simulations (solid lines) using different piston velocities (up), as indicated. Also shown
are experimental data for distance to detonation x∗ from Korotkov et al. (1969) for a mean
particle size of 20 µm (+) and 500 µm (×) and from Luebcke et al. (1996) (asterisks).
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and with the initial powder compaction φ0, and also contribute to differences between φ0 vs.
x∗ profiles and φ0 vs. xb curves in figure 2.6. Experiments where piston velocity, or where
particle velocity associated to shock pressure in shock initiators, is controlled would provide
data that could be directly compared to the φ0 vs. xb curves obtained with our model.
2.4.3 Particle velocity records
Kennedy et al. (2002) developed an optical initiator (OI) that ablated a thin metal film
of titanium into a porous PETN bed, that subsequently underwent a DDT event similar
to that described in this chapter. To study the transients in the detonation events, they
carried out a series of cutback experiments. In these experiments, several cylindrical PETN
powder bed samples were prepared using the same powder size distribution and packing
density but varying the length of each sample. On one end of each sample, an OI was placed
to ignite the bed. The position of the opposite end of the sample was tracked and recorded
with time. With this data, they constructed velocity records following particles at different
distances from the face of the initiator. Results indicate that particles that are close to the
initiator only experience the passing of the compaction wave, while particles that are further
away are accelerated after the compaction wave has passed, indicating the presence of a
burning front. These events suggest the occurrence of a DDT. Specifically, in Kennedy et al.
(2002) a VISAR system was used to measure the particle velocity of the free interface as the
wave emerged from the sample. Early attempts with a less sophisticated model than that
described here were carried out to replicate the particle velocity records of those experiments
Stewart et al. (2006b,a).
We performed some simulations to verify that our model replicates the behavior observed
in the experiments by Kennedy et al. (2002), at least qualitatively. In the simulations, we
used a reverse piston impact configuration, corresponding to a piston traveling at a speed
of 1000 m/s, and a column of PETN with initial compaction of φ0 = 0.75. The transients
are shown by contour plots of field variables in the time-space plane for the piston reference
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Figure 2.7: Density x-t plot in the piston reference frame for simulation of reactive PETN
powder shown in figure 2.9. Time = 0 µs when the piston impacts the powder bed. Also
shown: trajectories for particles for which velocities are plotted in figure 2.9.
frame in figure 2.7 through 2.8. We indicate some of the main features in the contour plots,
using the following notation: compaction wave (C), burning region (B), detonation (D), the
detonation wave in the compacted material (D1) and detonation wave in the unperturbed
material (D2). The distance x is measured from the piston face at t = 0 when the piston
impacts the PETN powder bed. Additionally, figure 2.9 shows the particle velocities in the
piston reference frame for particles at ten different initial positions spaced every 0.01 mm
in the PETN powder column. Trajectories for these particles are outlined in the density
contours in the x-t plane shown in figure 2.7. Depending on the initial position, particles
experience different behaviors representative of distinct phases of the DDT process as shown
in figure 2.9 and in figure 2.7. In figure 2.9, particle velocities through an inert medium are
represented in dotted lines for the first four particles.
Particles closest to the piston face (at 0.01 mm or closer) experience the passage of the
primary compaction wave with very little acceleration due to burning as can be seen from
comparing the reactive compaction wave with the inert compaction wave. Burning can be
identified by the ramp wave that makes particle velocities positive in these plots. When the
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Figure 2.8: Compaction progress variable x-t plot in the piston reference frame for simulation
of reactive PETN powder shown in figure 2.9. C indicates the compaction wave, and D1 and
D2 indicate the detonation wave through the compacted bed and through the undisturbed
bed respectively.
Figure 2.9: Particle velocities that result from simulations where a column of PETN with
φ0 = 0.75, traveling at a speed of 1000 m/s in the negative x direction hits an impermeable
wall at x = 0. Velocities are shown for particles at ten different initial positions spaced every
0.01 mm from the origin. Dashed lines correspond to simulations of an inert PETN powder
and solid lines correspond to simulations of a reactive PETN powder. Initial positions are
measured from the face where the piston impacts.
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Figure 2.10: Reaction progress variable x-t plot in the piston reference frame for simulation
of reactive PETN powder shown in figure 2.9. B indicates the burning region, and D1 and
D2 indicate the detonation wave through the compacted bed and through the undisturbed
bed respectively.
particle exits the burning region, the material particles come to rest. The peak velocity in
the burning region increases for particles that are further away from the piston face. Finally,
the particle located at x = 0.06 mm from the piston face (sixth curve from left to right)
experiences the detonation wave after being compacted as shown in figure 2.9 and in figure
2.7. The occurrence of the detonation (D) is evident from the thickness of the reaction
zone behind the shock, as seen in figure 2.10. In these runs, the detonation occurs in the
compacted material. The detonation wave speed is 7.24 mm µs−1 through the compacted
material, and slows down to 5.6 mm µs−1 after it overrides the compaction wave and enters
the unperturbed powder bed. The detonation pressure in figure 2.11 is about 37 GPa.
The velocity field is shown in figure 2.11. These values are consistent with experimental
observations in Luebcke et al. (1996).
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Figure 2.11: Pressure x-t plot in the piston reference frame for simulation of reactive PETN
powder shown in figure 2.9. C indicates the compaction wave, and D1 and D2 indicate the
detonation wave through the compacted bed and through the undisturbed bed respectively.
Figure 2.12: Velocity x-t plot in the piston reference frame for simulation of reactive PETN
powder shown in figure 2.9. C indicates the compaction wave, and D1 and D2 indicate the
detonation wave through the compacted bed and through the undisturbed bed respectively.
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Figure 2.13: Detail of field values of u+ c and C+ characteristic lines for a flow generated by
a reverse piston impact simulation with a piston velocity of 400 m/s and a PETN powder
bed initially at 50% TMD. The thick line is the separatrix of the characteristics.
2.4.4 Separatrix and self sustained detonations
In a recent study, Kasimov & Stewart (2004) showed that in unsteady detonations, the
sonic locus defines a separatrix of forward characteristics. The reaction zone between the
separatrix and the detonation front is separated from the influence of the flow behind it. The
work by Kasimov & Stewart (2004) uses one-dimensional planar detonations with one-step
Arrhenius kinetics and an ideal equation of state to show that a separatrix that plays the
role of an information boundary can be found.
Using the model described in this chapter we show that a separatrix exists and can be
found for one-dimensional planar detonations with complex reaction kinetics and non-ideal
equation of state. We use data from reverse piston impact simulations to calculate the the
C+ characteristics (shock facing acoustic characteristics) of the flow. We find the sonic locus,
i.e. the characteristic where dx/dt = u + c = D in regions where the flow becomes steady,
and define it as the separatrix. Results using a piston velocity of 400 m/s and initial densities
of 50%, 75% and 100% TMD are shown in figures 2.13, 2.14 and 2.15 respectively. Field
values of u+c in the x-t plane in regions near the detonation front are shown, along with C+
35
Figure 2.14: Detail of field values of u+ c and C+ characteristic lines for a flow generated by
a reverse piston impact simulation with a piston velocity of 400 m/s and a PETN powder
bed initially at 75% TMD. The thick line is the separatrix of the characteristics.
Figure 2.15: Detail of field values of u+ c and C+ characteristic lines for a flow generated by
a reverse piston impact simulation with a piston velocity of 400 m/s and a PETN powder
bed initially at 100% TMD. The thick line is the separatrix of the characteristics.
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characteristic curves. The separatrix is represented by the thick solid line in each plot. In
each case, the separatrix remains at a finite nonzero distance from the detonation front. The
characteristics in front of the separatrix reach the detonation front in a finite time, while the
characteristics behind the separatrix reatreat from the reaction zone between the separatrix
and the detonation front. The flow in the region behind the reaction zone does not affect
the dynamics of the detonation wave.
2.4.5 Variation observed within experiments
It has been observed that there is a considerable amount of variability exhibited between
different events or runs of the same experiment. For example consider the experiments by
Luebcke et al. (1996) and by Gifford et al. (1999), where a column of low density ultrafine
PETN powder (particle size approximately 1 µm) at 29% TMD was ignited using a thermal
initiator. Streak records of the event transients of each experiment were taken. Two events
under similar initial conditions were recorded, using powder beds of the same packing density.
Both events exhibited DDT, but the observed distance to detonation were roughly 10 mm
and 60 mm in each instance. This variability in the distance to detonation occurs at a
wide range of initial powder bed densities but is higher for low initial bed compaction. This
behavior can also be seen in Korotkov et al. (1969) and Luebcke et al. (1996) where they
plot the change in the distance to detonation length x∗ as a function of the initial density
of the PETN powder bed, showing that there is considerable scatter in the experimental
data (shown in figure 2.6). Also, earlier experiments by Stirpe et al. (1970) observe scatter
when they measure the distance to detonation breakout for different initial shock pressures
in PETN powders with grain sizes between 130 µm and 160 µm, as shown in figure 2.3.
The origin of the variability in the measurements of the distance to detonation and of
the distance to detonation breakout is not fully understood. It is likely that a significant
source is the variability of the microstructure in the powder bed. The size of the grains
in PETN powders depends on the type of powder used but is usually distributed between
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50 and 200 µm. To illustrate the effects of the microstructure, consider the following case.
The thickness of the compaction wave depends on the strength of the initiation source. For
example, using the calibrated model we present here, or data from Stirpe et al. (1970), a
piston velocity of 0.4 mm/µs impacting a bed with φ0 = 0.7 generates a compaction wave
traveling at roughly 1.2 mm/µs (see figure 2.2) with a thickness of 0.5 mm, which is only
the size of a few particles. The distance to detonation breakout for this case, from figure
2.6 is approximately 1 mm, or about 5 to 10 times the average particle diameters. The
residence time of the particle through the compaction wave is roughly 0.4 µs. The scale of
these experiments and the scale of the microstructure are similar, making it reasonable to
expect the microstructure to have a significant effect in the mechanics of DDT in explosive
powders.
In many experimental studies the data is summarized by the presentation of regression
curves, representing average behaviors of the mechanics. The model shown in this study
is calibrated to these regressions and does not reflect the effects that the variability of
the microstructure has on events such as burning and detonation. Efforts to address this
issue are currently being undertaken, in order to develop a model that can be used to fully
characterize the variability observed in DDT measurements by including the effects that the
microstructure has on the generation of hot spots and burning.
2.5 Conclusions and future work
We have described a model that is able to capture the sequence of events that lead to a
deflagration-to-detonation transition in PETN powders. We use a simple model formulation
based on the conservation laws for a reactants-products continuum mixture, along with a
non-ideal equation of state with a mixture equation. We account for compaction and reaction
separately by using a field variable for each process. We showed that our model produces
results that agree qualitatively with a wide range of observed experimental results.
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We have shown that, in flows calculated using a non-ideal equation of state and complex
reaction kinetics, it is possible to find a separatrix, or C+ characteristic that delimits the
region of influence of the detonation wave from the dynamics of the flow behind it.
We have emphasized that the microstructure of explosive powders may have a consider-
able effect on the mechanics of DDT for a single isolated event. This effect manifests itself
as variability in the measurements of quantities used to characterize explosive powders, such
as the distance to detonation as a function of the initial packing density of the powder
beds. The model described here can provide a baseline for a stochastic analysis of the effects
that variation of the microstructure may have on the overall behavior mechanics of DDT in
explosive powders.
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Chapter 3
Asymptotic analysis in the limit of
slow time variations and small
curvature
3.1 Introduction
The theory of detonation shock dynamics (DSD) expresses an intrinsic relation between the
dynamics of the normal detonation wave velocity D and the total curvature of the shock
front κ that depends only on the material properties of the explosive. Such a relation
is valid under the assumptions of slow time variation of the wave dynamics relative to
the passage time of a particle through the reaction zone and small curvature relative to
the reaction zone thickness. Transverse variations along the shock are typically neglected.
The first formulation of an asymptotic relation between D and κ was done by Stewart &
Bdzil (1988). D-κ relations have been calculated using a variety of equations of state and
reaction rate models using numerical, asymptotic and experimental methods. For a complete
description, see the review article by Bdzil & Stewart (2007). D-κ relations are sometimes
used in engineering applications as speed rules to calculate the propagation of a detonation
wave under the influence of its shock curvature. A typical D-κ relation is used to obtain
values of D close to the planar Chapman-Jouget (CJ) detonation velocity as a function of
the shock front curvature. Depending on the material characteristics, D-κ relations can be
either Z-shaped with an upper, a middle and a lower branch connected by turning points,
or monotonically decreasing relations in which D decreases with increasing κ. Higher order
relations between D and κ have been obtained asymptotically using a polytropic equation of
state and simple one step reaction rate models (see e.g. Yao & Stewart (1996) and Stewart
& Yao (1998)).
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In this work we complete a methodology that was first proposed by Kasimov (2004) to
find an instrinsic relation between the detonation acceleration D˙, velocity D and curvature
κ for condensed phase explosives. Kasimov (2004) suggested that some of the results and
conclusions obtained in Kasimov & Stewart (2005) for reactive gases modeled by an ideal
equation of state and an Arrhenius rate model could be generalized to condensed phase
explosives with a single progress variable to account for reaction, but did not pursue this
to completion and no calculations were carried out. We generalize this methodology to find
an instrinsic relation between D˙-D-κ for condensed phase explosives that only depends on
material properties through a general equation of state and composition variables to account
for a variety of chemical and physical processes such as reaction and compaction.
The reactive Euler equations are solved asymptotically under two limiting conditions.
Under the assumption of small curvature κ, the reactive Euler equations are truncated to
leading order in the shock curvature to obtain the reduced Euler equations. Transverse-
variation terms are not considered in this work. The boundary conditions at the shock
consist of the Rankine-Hugoniot conditions, which give the state at the shock in terms of
the ambient state of the unperturbed material. At the end of the reaction zone the flow
transitions from subsonic inside the reaction zone to supersonic behind the reaction zone, as
seen by an observer traveling with the shock. Kasimov & Stewart (2004) showed that there
is a characteristic surface, or information separatrix, that defines the end of the domain that
affects the dynamics of an unsteady detonation front. The boundary conditions at the end
of the reaction zone are that of characteristic flow.
We shall consider self sustained detonations with an embedded sonic locus that defines
the domain of influence of the shock wave. The flow between the sonic locus and the shock is
subsonic. Two regions may be defined in this flow, the main reaction layer (MRL) near the
shock in which the flow is subsonic, and the trans-sonic layer (TSL), a region of transition
to sonic flow near the sonic locus. Beyond the sonic locus the flow is supersonic. The
sonic locus is an information boundary, and acoustic information downstream of the sonic
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locus cannot reach the reaction zone. The flow on the downstream side of the sonic locus
cannot affect the flow in the TSL or the MRL or the dynamics of the shock. Matched
asymptotic expansions of the reduced Euler equations in the MRL and the TSL are used
to find expressions for flux and primitive variables to leading order in curvature and shock
acceleration. The expansion in the shock attached frame of the main reaction layer uses the
quasi-steady planar solution at the shock obtained from the Rankine-Hugoniot algebra as
the leading order solution. The expansion in the sonic frame for the TSL uses the sonic state
as the leading order solution. Away from the sonic locus, the solution from the expansion
in the TSL must match the solution from the expansion in the MRL away from the shock.
Matching of the MRL and TSL solutions provides expressions for the state in the reaction
zone to leading order in D˙ and κ that are used to enforce the boundary conditions at the
sonic locus, leading to expressions that relate D˙, D and κ. The character of the sonic locus
trailing the shock wave, as described by Kasimov & Stewart (2004), is then used to define
the region that influences the dynamics of the shock and to define boundary conditions for
the problem. The boundary conditions at the sonic locus are then enforced to leading order
in D˙ and κ, resulting in a D˙-D-κ relation for the dynamics of a detonation wave in materials
modeled with an ideal equation of state and an Arrhenius reaction rate law. A unique
feature of the approach suggested by Kasimov (2004) and Kasimov & Stewart (2005) is that
it uses the planar quasi-steady solution (D˙ = 0 and κ = 0) of the reduced Euler equations
at an arbitrary value of D as the leading order solution in the expansions. Corrections to
the leading order solution are then used to calculate expressions for the fluxes and primitive
variables to order D˙ and κ.
3.2 Governing equations
In this section, we will describe the system of equations and boundary conditions that
govern the dynamics of self-sustained detonations, which will be used in section 3.3 to
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derive an intrinsic relation between the detonation shock acceleration, velocity and the shock
curvature. We will assume that a material model consisting of an equation of state and rate
equations is available. Further considerations and details of the material model will be given
in section 3.4.
The reactive Euler equations are used to describe the dynamics of detonation waves in
reactive materials. In the limit of small shock front curvature, the reactive Euler equations
are expanded to leading order in curvature to obtain the reduced Euler equations. The
reduced Euler equations and boundary conditions at the shock and the sonic locus constitute
a closed system that fully describes the dynamics of the detonation shock, the state of the
material in the reaction zone and the evolution of the sonic locus at the end of the reaction
zone.
3.2.1 Basic definitions
Self-sustained detonations
The dynamics of self-sustained curved detonations depend only on the flow within a well
defined finite region between the shock and the sonic locus behind the shock. In a frame
attached to the shock front, the flow behind the shock is subsonic and transitions through
a sonic locus as it becomes supersonic. Acoustic disturbances originating beyond the sonic
locus do not reach the shock and do not affect the dynamics of the detonation wave. The
surface defined by the sonic locus can be thought of as an information separatrix. The reader
is referred to Kasimov & Stewart (2004) and Stewart & Kasimov (2005) for a complete
discussion of the nature of the sonic locus as an information boundary.
A planar, steady, self-sustained detonation wave, also referred to as a Chapman-Jouget
(CJ) detonation wave, travels at a speed equal to the CJ detonation speed DCJ . In a CJ
detonation wave, the sonic locus is coincident with the end of the reaction zone. An over-
driven detonation wave travels at a speed greater than DCJ , and is sustained by an external
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mechanism (such as a piston) that overdrives the sonic locus, influencing the dynamics of
the shock front and the profile structure behind it. In this work we focus on self-sustained
detonation waves where it is possible to define a sonic locus as an information separatrix
that will be used as a boundary condition in our analysis.
Highly nonlinear transient dynamics that involve multiple time and length scales domi-
nate self-sustained detonation waves. In the reaction zone between the shock and the sonic
locus, two layers that are relevant to detonation shock dynamics and that have different
scales associated with them can be identified (for details see Stewart & Bdzil (1988) and
Bdzil & Stewart (2007)). The main reaction layer (MRL) is the region in the reaction zone
that is immediately behind the shock front. The flow in the MRL is subsonic relative to
the lead shock. As the flow advances in the MRL towards the end of the reaction zone, it
transitions to a sonic state. The region inside the reaction zone where the transition from
subsonic flow to the sonic locus occurs is referred to as the transonic layer (TSL).
Coordinate frame
To develop our formulation, we define the shock location in radially symmetric coordinates
as r = R(t), the shock speed normal to the front as D = Rt and shock acceleration as
D˙ = Dt, where subscript t indicates differentiation with respect to time. The shock attached
coordinate n, which defines the distance from the shock surface, and the velocity relative to
the shock U are defined by
n = r − R(t) (3.1a)
U = u−D, (3.1b)
where u is the particle velocity in the lab frame.
We define the shock curvature κ and we will relate the curvature κ to the position of the
shock using
κ = j/R(t), (3.2)
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where j = 0, 1 or 2 for planar, cylindrical or spherical shock front geometries respectively.
Using this notation, diverging and converging detonation waves have κ > 0 and κ < 0 re-
spectively. The formulation presented in this work can be used with more general definitions
for curvature, as well.
State variables and flux variables
The state of a material at any given point n in the reaction zone will be represented by state
variables for pressure p, density ρ, specific volume v = 1/ρ, velocity in the shock attached
frame U and specific internal energy e. We will use composition variables Zi to track scalar
quantities that can represent a general range of phenomena, such as chemical reactions,
through mass fractions of chemical species, and compaction, through volume fractions in
the material. In this section we will assume the existence of a material model that consists
of an incomplete equation of state for the specific internal energy e(p, v, Zi) and expressions
to describe source/sink rates ωi(p, v, Zj) for the composition variables Zi. Specific examples
will be given in section 3.4.
The mass flux M , momentum flux P and energy flux H for a fixed composition Zi are
defined in terms of the state variables as
M = ρU, (3.3a)
P = p+ ρU2, (3.3b)
H = e+ pv +
1
2
U2. (3.3c)
When using flux variables, it will be necessary to find state variables p, v and U given
M , P and H for fixed Zi. Solving for v and p in terms of U from definitions (3.3a-b), we get
v =
U
M
, (3.4a)
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p = P −MU. (3.4b)
Using the above relations in the definition of the energy flux (3.3c), we obtain
e(p, v, Zi) +
(P −MU)U
M
+
1
2
U2 = H, (3.5)
which is a nonlinear equation in U . After solving (3.5) for U , v and p are found using (3.4a)
and (3.4b) respectively.
Alternatively, one can rewrite (3.5) in terms of v, resulting in
e(p, v, Zi) + (P −M2v)v + 1
2
M2v2 = H. (3.6)
The difficulty in solving (3.5) for U or (3.6) for v will depend on the form of the equation
of state e(p, v, Zi). Analytical solutions are available for an ideal equation of state, but for
complex equations of state solutions must be obtained numerically. We will elaborate more
on this in section 3.4, where we describe the material models used in this work.
3.2.2 Reduced Euler equations
Writing the reactive Euler equations for radially symmetric flow in the shock attached frame
using the definitions in (3.1a), (3.1b) and (3.2) and expanding and truncating to leading
order in curvature κ, one obtains
Mn = −ρt − κρ(U +D), (3.7a)
Pn = −Mt − ρDt − κρU(U +D), (3.7b)
Hn = − 1
U
Ht −Dt + 1
M
pt, (3.7c)
Zin = − 1
U
Zit +
ωi
U
. (3.7d)
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Equations (3.7a-d, referred to as the reduced Euler equations, constitute a system of equa-
tions for the flux variables M , P , H and composition variables Zi as a function of time t
and location behind the shock n, in terms of curvature κ and detonation speed D.
3.2.3 Boundary conditions at the shock
The Rankine-Hugoniot relations dictate that fluxes are constant across the shock. We use
subscripts s and 0 to denote variables at the shock and in the ambient state, respectively.
Fluxes from the ambient material M0, P0 and H0 for a wave moving at speed D can be
calculated using the definitions in (3.3a-c) and the ambient state p0, v0, u0 = 0, U0 = −D,
Zi0. The fluxes and composition variables at the shock are given by
Ms = −ρ0D, (3.8a)
Ps = p0 + ρ0D
2, (3.8b)
Hs = e0 + p0v0 +
1
2
D2, (3.8c)
Zis = Zi0. (3.8d)
After solving for the velocity at the shock Us in equation (3.5), vs and ps can be calcu-
lated using (3.4a) and (3.4b) respectively. Note that the fluxes at the shock depend on the
detonation speed D.
3.2.4 Boundary conditions at the sonic locus
The boundary conditions at the end of the reaction zone (n = n∗) are given by the state at
the sonic locus, indicated by subscript ∗. At the sonic locus the flow is characteristic, and
the region between the sonic locus and the shock is isolated from the influence of the flow
outside this region, as shown by Kasimov & Stewart (2004). The state at the sonic locus
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obeys the C+ characteristic equation
dp∗
dt
+ ρ∗c∗
du∗
dt
+ κρ∗c
2
∗
u∗ = ρ∗c
2
∗
N∑
i=1
σiωi (3.9)
on
dn∗
dt
= c∗ + U∗, (3.10)
where the thermicity coefficient σi for composition variable i is defined as
σi = − 1
ρc2
∂e/∂Zi
∂e/∂p
, (3.11)
and the sound speed is given by
c2 =
p+ ∂e/∂v
ρ2∂e/∂p
. (3.12)
Equations (3.9) and (3.10) are also referred to as the compatibility condition and the speed
relation respectively, and are used to define the state at the sonic locus.
In summary, the reduced Euler equations (3.7a-d), along with the boundary conditions
at the shock (3.8a-d) and the boundary conditions at the sonic locus (3.9-3.10), form a closed
system of equations that fully describes the state (p, v, U, Zi) of a self-sustained detonation
wave with curvature κ, traveling at speed D, in the limit of small shock curvature.
3.3 Reducing the system to an intrinsic D˙-D-κ
relation
In this section we complete a methodology proposed by Kasimov (2004) to find an instrinsic
relation between the shock acceleration D˙, velocity D and curvature κ for condensed phase
explosives. Kasimov (2004) suggested that some of the results and conclusions obtained
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in Kasimov & Stewart (2005) for reactive gases modeled by an ideal equation of state and
an Arrhenius rate model could be generalized to condensed phase explosives with a single
composition variable to account for reaction, but did not pursue this to completion and no
calculations were carried out. We generalize the methodology used by Kasimov (2004) and
Kasimov & Stewart (2005) to find an intrinsic D˙-D-κ relation for condensed phase explosives
modeled by composition variables Zi with sink/source rates ωi(p, v, Zj) and general forms of
equations of state e(p, v, Zi). Material models will be discussed in more detail in section 3.4.
The reduced Euler equations (3.7a-d) are used to find asymptotic expansions for the
flux variables that are strictly valid under two limiting conditions. The first is the limit
of small shock front curvature κ as compared to the thickness of the reaction zone lRZ ,
R ≫ lRZ . The second condition is slow time variation of the dynamics of the shock tD
compared to the passage time for a particle to move through the reaction zone tp, tD ≫ tp.
In the asymptotic expansions, the boundary conditions at the shock are used to calculate
leading order terms. The expansions of the flux variables are evaluated at the sonic locus
and used to calculate the state variables and enforce the boundary conditions at the sonic
locus. The work by Kasimov (2004) and Kasimov & Stewart (2005) was carried out using an
ideal equation of state and one step Arrhenius reaction rate model, allowing the asymptotic
expansions that led to the D˙-D-κ relation to be tractable analytically. For condensed phase
explosives, the extent to which one can carry out the asymptotic expansions analytically
is limited. Therefore, in this work we use important conclusions and observations made in
Kasimov (2004) and Kasimov & Stewart (2005) to generalize the methodology for multiple
composition variables Zi and thermodynamically consistent equations of state of the form
e(p, v, Zi), and discuss the implications and limitations of our analysis.
3.3.1 Planar quasi-steady solution
We start this section by discussing the planar quasi-steady solution, which will serve as
the leading order solution for the asymptotic expansions. The planar quasi-steady solution
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is obtained by setting the curvature and all time derivatives to zero in the reduced Euler
equations (3.7a-d). As a result, the fluxes are constant throughout the reaction zone, and
given by (3.8a-c) as a function of D. Quantities obtained from the planar quasi-steady
solution will be denoted by subscript (0). Integrating (3.7d) in n from the shock (n = 0)
to the far field results in a spatial profile for Zi(n). At the sonic locus the compatibility
condition and the speed relation for a planar quasi-steady shock become
ρ∗c
2
∗
N∑
i=1
σi∗ωi∗ = 0, (3.13a)
c∗ + U∗ = 0. (3.13b)
Integration is carried out until the above conditions are met, at which point the sonic locus
is reached and n(0)∗ is found. Using Zi(n) and fluxes (3.8a-c), U(0)(n) is calculated by solving
(3.5), and p(0)(n) and v(0)(n) are obtained from (3.4a) and (3.4b) respectively. As a result,
we obtain profiles p(0)(n), v(0)(n), U(0)(n) and Zi(0)(n) between the shock and the sonic locus
that only depend on the detonation speed D.
3.3.2 Asymptotic expansions
The approach used by Kasimov (2004) and Kasimov & Stewart (2005) to obtain an intrinsic
relation D˙-D-κ using asymptotic expansions is described as follows. In the MRL we integrate
the reduced Euler equations (3.7a-d) from the shock through the reaction zone, and obtain
the following set of integral equations in the flux variables
M =M(0) +MI , (3.14a)
P = P(0) + PI , (3.14b)
H = H(0) +HI , (3.14c)
50
Zi = Zi0 + ZiI , (3.14d)
with
MI = −
∫ n
0
∂ρ
∂t
dn− κ
∫ n
0
ρ(U +D) dn, (3.15a)
PI = −
∫ n
0
(
∂M
∂t
+ ρD˙
)
dn− κ
∫ n
0
ρU(U +D) dn, (3.15b)
HI =
∫ n
0
(
−Ht
U
− D˙ + pt
M
)
dn, (3.15c)
ZiI =
∫ n
0
ωi − (Zi)t
U
dn, (3.15d)
whereM(0), P(0), H(0) correspond to the quasi-steady planar fluxes and Zi0 is the composition
at the shock. Note that M(0) = M0, P(0) = P0, H(0) = H0 and are constant throughout the
reaction zone . For slow time variation and small curvature,MI , PI ,HI and ZiI correspond to
asymptotically small corrections to the planar quasi-steady fluxes and to the composition at
the shock, respectively. When deriving the integral equations (3.15a-d), no approximations
to the reduced Euler equations (3.7a-d) were made. The integrals in MI , PI , HI and ZiI will
be expanded about the planar quasi-steady solution to leading order in (D˙, κ), enforcing the
boundary conditions at the shock to all orders.
In the TSL the reduced Euler equations (3.7a-d) are written in a coordinate frame at-
tached to the sonic locus. Integrating from the sonic locus towards the far field in the reaction
zone results in a set of equations similar to (3.14a-d), where the boundary conditions at the
sonic locus are used to determine the leading order solution. Leading order expansions for
the primitive variables in the TSL are calculated using the expansions for the flux variables.
Matching the expansions in the TSL and the MRL led Kasimov & Stewart (2005) to two
important conclusions that will be used in this work. First, to leading order, the expansions
for the state variables at the sonic locus in the shock attached frame depend only on D. Due
to the time derivatives in the compatibility condition (3.9), we only need the leading order
solution to enforce the compatibility condition to O(D˙, κ). Using the chain rule to find the
51
time derivatives in terms of derivatives with respect to D, we get
D˙
[
dp(0)∗
dD
+ ρ(0)∗c(0)∗
du(0)∗
dD
]
+ κρ(0)∗c
2
(0)∗u(0)∗ =
ρ(0)∗c
2
(0)∗
N∑
i=1
σi(0)∗ωi(0)∗ (3.16)
which can be rewritten as
D˙ =
ρ(0)∗c
2
(0)∗
∑N
i=1 σi(0)∗ωi(0)∗ − κρ(0)∗c2(0)∗u(0)∗
dp(0)∗
dD
+ ρ(0)∗c(0)∗
du(0)∗
dD
(3.17)
Matching leads to the second conclusion that the magnitude of the relative velocity of the
sonic locus with respect to the shock, n˙∗, is smaller than O(D˙, κ), and n˙∗ can be neglected
when the speed relation (3.10) is evaluated to O(D˙, κ), leading to
c∗ + U∗ = 0. (3.18)
Approximations to MI , PI , HI and ZiI are found by expanding the integrands in (3.14a-
d) around the planar quasi-steady solution, leading to correction terms M(1), P(1), H(1) and
Zi(1) to the planar quasi-steady terms. Then the fluxes at the sonic locus are evaluated to
O(D˙, κ) using a modified version of equations (3.14a-d), resulting in
M∗ =M(0)∗ +M(1)∗ , (3.19a)
P∗ = P(0)∗ + P(1)∗ , (3.19b)
H∗ = H(0)∗ +H(1)∗ , (3.19c)
Zi∗ = Zi(0)∗ + Zi(1)∗ , (3.19d)
where terms M(0)∗, P(0)∗, H(0)∗ and Zi(0)∗ are obtained as described in section 3.2.3. The
52
correction terms are given by
M(1)∗ = −D˙I1 − κM(0)∗n(0)∗ − κDI0 , (3.20a)
P(1)∗ = ρ0D˙n(0)∗ − D˙I0 − κM2(0)∗J0 − κM(0)∗Dn(0)∗ , (3.20b)
H(1)∗ =
−DD˙I0
M(0)∗
− D˙n(0)∗ + D˙S1
M(0)∗
, (3.20c)
Zi(1)∗ = −D˙Ti −
∂Zi(0)∗
∂D
U(0)∗
D˙n(1)∗ , (3.20d)
with
I0 =
∫ n(0)∗
0
ρ(0)dn, (3.21a)
J0 =
∫ n(0)∗
0
v(0)dn, (3.21b)
I1 =
∫ n(0)∗
0
∂ρ(0)
∂D
dn, (3.21c)
S1 =
∫ n(0)∗
0
∂p(0)
∂D
dn, (3.21d)
Ti =
∫ n(0)∗
0
1
U(0)
∂Zi(0)
∂D
dn, (3.21e)
where we have used the expansion n∗ = n(0)∗ + n(1)∗ + · · · to obtain the above equations.
The term n(1)∗ is a measure of the deviation of n∗ from n(0)∗, and is related to n˙∗. We will
postpone finding an expression for n(1)∗ for the time being. Note that I0, J0, I1, S1 and Ti
only depend on the planar quasi-steady solution, which is a function of D. M(1), P(1), H(1)
and Zi(1) are functions of D˙, D, κ. In general, Zi(1) is also a function of n˙∗.
The fluxes at the sonic locus are obtained by evaluating (3.19a-d) at n(0)∗. The state at
the sonic locus is obtained from the fluxes at the sonic locus by solving (3.5), (3.4a) and
(3.4b) for U , v and p respectively. With the state at the sonic locus defined, the compatibility
condition (3.17) and the speed relation (3.18) form a system of equations in D˙, D, κ and
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n˙∗. With a material model, one can solve system (3.17-3.18) to calculate D˙-D-κ relations
numerically.
The compatibility condition (3.17) is linear in D˙ and κ. In general, σi(0)∗ is O(1) and is a
continuous function of the material equation of state. The rates ωi(0)∗ must be O(D˙, κ). Also,
ωi(0)∗ must be a continuous function of the state variables so that the solution to O(D˙, κ)
varies smoothly towards the leading order solution as the corrections go to 0. Similarly,
the fluxes at the sonic locus given by evaluating equations (3.19a-d) at n(0)∗ are linear in
D˙ and κ. Higher order terms are retained when the fluxes at the sonic locus are used to
calculate the primitive variables at the sonic locus by solving (3.5) numerically. Calculating
the sound speed c∗ numerically will also result in retaining higher order terms. This can
not be avoided, unless one is able to solve (3.5) and calculate c∗ analytically and linearize in
D˙ and κ. Therefore (3.18) is evaluated to an order higher than O(D˙, κ). In this sense, the
methodology proposed in this work can yield better results than those obtained using the
formulation described in Kasimov & Stewart (2005).
3.3.3 Properties of the expansions
The nature of the expansions of the flux variables and the primitive variables for an ideal
equation of state is described in Kasimov (2004) and Stewart & Kasimov (2005). Using
an ideal equation of state, the energy equation (3.6) is a quadratic function in v that can
be solved analytically. Choosing the physically significant root gives an expression for v in
terms of the discriminant of (3.6) which depends on the fluxes M and P . Expanding the
discriminant one obtains terms that are inversely proportional to powers of square roots, and
the order of the expansion in the MRL changes near the sonic locus, where the discriminant
is zero. As one approaches the sonic locus the expansion becomes irregular, even though the
discriminant itself and v are regular. This irregularity is resolved by matching the expansion
in the MRL with the expansion in the TSL.
In general, the quadratic character of (3.6) is a consequence of thermodynamic constraints
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of consistent equations of state, namely the monotonicity of the isentropes in the p − v
plane, and its implications on the the properties of a detonation wave (see Menikoff & Plohr
(1989) for a review of the thermodynamic properties of equations of state). Vanishing of
the discriminant in equation (3.6) is associated with the occurrence of the sonic locus and
the speed relation (3.18) being satisfied, to the tangency between the Raleigh line and the
shock Hugoniot in the p − v plane, and implies that (3.6) has only one root and this root
is also a minimum. These properties hold for any thermodynamically consistent equation of
state. Therefore, the formulation by Kasimov (2004) and Stewart & Kasimov (2005) can be
generalized to thermodynamically consistent equations of state. We will use these properties
to formulate a robust and reliable numerical scheme to solve system (3.17) and (3.18).
3.4 Material models
In this section we describe the rate models and the equations of state that will be used to
test the formulation in this work. We will use two composition variables, Z1 to account for
chemical reaction processes and Z2 to account for compaction processes. Chemical species
of mass products will be tracked with a composition variable to represent the exothermic
process of single step reaction. The volume fraction of solid reactants to the total volume
of a representative volume element will represent the exothermic process of compaction in
the material. We will also introduce equations of state e(p, v, Zi) to model the constitutive
behavior of the material and to account for the effects of reaction and compaction on the
energy budgets in the material.
3.4.1 Reaction models
A single step exothermic chemical reaction with a reaction progress variable Z1 = λ will
be used to track the mass fraction of products, where λ = 0 for an unreacted material and
λ = 1 for a fully reacted material. We consider two reaction rate models commonly used in
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detonation theory, namely Arrhenius rate and a pressure dependent rate.
The Arrhenius rate equation is given by
ω = kλ(1− λ)ν exp
[−Ea
pv
]
(3.22)
where k is the rate constant, ν is the depletion factor and Ea is the activation energy.
The pressure dependent reaction rate equation is
ωλ = kλ(1− λ)ν
(
p
pCJ
)N
. (3.23)
where pCJ is the Chapman Jouget pressure and N is the pressure exponent.
For high activation energy Ea and high pressure exponent N , the reaction rate given by
the Arrhenius rate and the pressure dependant rate equation, respectively, changes rapidly
with changes in the state (p, v, λ), and the assumption that ω is O(D˙, κ) in the compatibility
condition (3.17) can be satisfied by these rate equations. Reaction rates calculated with
the Arrhenius and the pressure depandent rate equations are continuous in the interval
0 ≤ λ ≤ 1.
3.4.2 Compaction models
To represent the compaction process in solid-void explosive compositions we will use the
variable Z2 = φ, defined as the ratio of the volume of solids to the total mixture volume
in a representative volume element. For a fully compacted explosive, φ = 1, and for explo-
sive beds that are not fully compacted, φ0 < φ < 1, where φ0 > 0 is the initial ambient
compaction of the bed. Compaction is associated with the densification of the bed and is a
net endothermic process. Densification occurs as pores collapse due to grain rearrangement,
grain deformation and/or failure.
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Stewart et al. (1994) describe a simple model in which the compaction rate is represented
by a linear quasi-static process. Based on this model, we will use a rate of compaction given
by
ωφ = kφ tanh[100(1− φ])](Ap− φ), with A = φ0/p0, (3.24)
where we use the term tanh[100(1− φ])] to force a continuous variation of the compaction
rate in the interval φ0 ≤ φ ≤ 1.
Another approach used to model compaction is introduced by Xu & Stewart (1997).
Their approach uses the P -α model (Herrmann, 1969), a phenomenological formulation in
which the isothermal quasi-static response of the porous reactant solid is of the form
peqb = p0 + P(φ). (3.25)
where peqb is the volume average pressure in the porous solid, p0 is the initial pressure at
φ = φ0 and P(φ) is called the ”configurational stress”. The configurational stress depen-
dence usually is determined from quasi-static compaction experiments (the experimentally
determined P -α relation). A common observation is that the experimentally determined
quasi-static bed pressure - porosity (α ≡ 1/φ) response is a good fit to a quadratic P -α
relation, i.e.
α− 1
α0 − 1
=
(
1− P(φ)
Ph
)2
, (3.26)
where the parameter Ph is called the hardening pressure, or consolidation pressure, for bed
pressures above which the porous material will crush to solid density. The compaction rate
is assumed to be proportional to the difference between the average pressure in the bed p
and the equilibrium pressure peqb, i.e. p−peqb. This assumption, along with equation (3.26),
gives
rφ = kφ tanh[100(1− φ])]
[
p− p0 − Ph
(
1−
√
φ0(1− φ)
φ(1− φ0)
)]
. (3.27)
The parameter kφ is a parameter that derives from consideration of dynamic relaxation
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processes in the bed, and its value reflects the rise time to achieve a given state of compaction
when the porous material is subjected to constant velocity piston impact. Again, we use the
term tanh[100(1− φ])] to force a continuous variation of the compaction rate in the interval
φ0 ≤ φ ≤ 1.
3.4.3 Equations of state
Ideal equation of state
The simplest approach to model the effects of reaction and compaction on the constitutive
behavior of an energetic material is to use the ideal equation of state for a polytropic gas,
with terms to account for the energy released by the exothermic reaction process and the
energy absorbed by the endothermic compaction process (Stewart et al., 1994), resulting in
e = e(p, v, λ, φ) =
pv
γ − 1 −QT (3.28)
where
QT = Qλλ+Qφ(1− φ), (3.29)
γ is the polytropic exponent, Qλ is the heat of reaction and Qφ is the energy absorbed by
compaction. The sound speed is given by c =
√
γpv.
Wide ranging equation of state
The wide-ranging equation of state was developed by W. C. Davis and coworkers in a series
of papers (Davis (1985, 1993, 1998a,b, 2000), Stewart et al. (2002)) to cover the wide range
of states encountered in detonation problems. It is an empirically formulated equation of
state, although developed with significant physical considerations. Recently, Wescott et al.
(2005), Lambert et al. (2006), Stewart et al. (2007) and Saenz & Stewart (2008) used this
wide ranging equation of state (WR-EOS) to develop models of condensed explosives that
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are capable of true predictions of detonation dynamics for states outside the range of the
calibration of the model. In what follows, we briefly describe the WR-EOS and the mixture
closure conditions used in Saenz & Stewart (2008).
The WR-EOS uses the Mie-Gruneissen form for isolated phases, namely
e(p, v) = es(v) +
v
Γ(v)
(p− ps(v)) or
p(e, v) = ps(v) +
Γ(v)
v
(e− es(v)) . (3.30)
We will use r and p subscripts to denote reactants and products respectively. The superscript
s represents the reference states, which are the isentrope that passes through the CJ state
for products, and shock Hugoniot states for reactants. The forms of the equations for the
reference values psp(v), e
s
p(v) and Γp(v) for the products and p
s
r(v), e
s
r(v) and Γr(v) for the
reactants may be found in Wescott et al. (2005) and are summarized in Appendix A.
The energy equation of state for the mixture of porous solid (the mixture of condensed
reactant and void, indicated by subindex ps) and products is a mass weighted average of the
energies in each phase. This leads to a mixture energy equation of state, e(v, p, λ, φ) as a
function of the specific volume v, the pressure p and the reaction and compaction progress
variables λ and φ. For the mixture of porous solid and products we write
e(v, p, λ, φ) = (1− λ)er(p/φ, vr) + λep(p, vp) . (3.31)
The closure relations relate the pressures and specific volumes in the different phases. We
use pressure equilibrium between the porous solid, the products and the mixture pressure,
pps = pp = p . (3.32)
The pressure in the condensed reactant phase is higher and depends on the reactant volume
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fraction with pr = p/φ. Also, we specify the ratio of specific volumes of reactant and
products, so that the mixture specific volume is given by
v = (1− λ)vps + λvp , (3.33)
with
Φ = vps/vp and vr = φvps. (3.34)
Stewart et al. (2002) show that the values of Φ vary between approximately 0.8 and 1.0 and
that the sensitivity of the WR-EOS to Φ is low. They show that a good approximation is
to set Φ = 0.95 when λ > 0, and Φ = 1 when λ = 0. Alternatively, at a high computational
cost, one can assume temperature equilibrium between phases, a condition used in Wescott
et al. (2005). Equations (3.33) and (3.34) can be recast as
vp =
v
[λ+ (1− λ)Φ] , vps =
Φv
[λ+ (1− λ)Φ] and vr =
φΦ v
[λ+ (1− λ)Φ] . (3.35)
When φ = 1, the WR-EOS for powders described by Saenz & Stewart (2008) is consistent
with the WR-EOS for fully solid condensed phase explosives used by Wescott et al. (2005).
3.5 Numerical solution of the D˙-D-κ relation
The compatibility condition (3.17) and the speed relation (3.18) constitute a relation between
D˙,D, κ and n˙∗. In this section we describe a numerical procedure to calculate D˙ as a function
of D and κ. We will refer to this procedure as D˙ = F(D, κ). A numerical scheme of this sort
will be used to calculate D-κ relations where F(D, κ) = 0, and ignition curves by solving
D˙ = F(D, κ) as an initial value problem.
Simplifications can be made if one considers the character of the composition variables
Z1 = λ and Z2 = φ. Typical values of the composition variables in ambient state are λ0 = 0
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and 0.6 ≤ φ0 ≤ 1.0. In general, the expansion for λ∗ will retain terms up to O(D˙, κ, n˙∗). We
express equations (3.17) and (3.18) in terms λ∗ instead of n˙∗. Integrals I0, J0, I1, S1 and Ti
in (3.21) are calculated using the transformation dn = U(0)dλ/ω1(0) with the upper limit of
the integration set to λ(0)∗. In equation (3.19d) for Z2, we neglect the contributions from the
term containing n(1)∗ to evaluate Z2∗ to O(D˙, κ). With this change of variables, we exclude
equation (3.19d) for Z1 from the system of equations. The compatibility condition (3.17)
and the speed relation (3.18) now constitute a relation between D˙, D, κ and λ∗.
We start by formulating residual functions that will be used to enforce equations (3.17)
and (3.18) in a root solving scheme. The residual functions need to be calculated reliably
for a wide range of guess values for D˙ and λ∗. To enforce the compatibility condition we
rewrite (3.17) as
R1 =
(
dp(0)∗
dD
+ ρ(0)∗c(0)∗
du(0)∗
dD
)
D˙
−ρ(0)∗c2(0)∗
N∑
i=1
σi(0)∗ωi(0)∗ + κρ(0)∗c
2
(0)∗u(0)∗. (3.36)
R1 depends only on the leading order solution, D, κ and a guess for D˙.
A robust and reliable residual function R2 to enforce the speed relation (3.18) will require
careful consideration of the character of the solution at the sonic locus, as follows. Define
(D˙, λ∗)A as a point that satisfies (3.18). Recalling the discussion in section 3.3.3, equation
(3.5) has a single root when evaluated at the state corresponding to point (D˙, λ∗)A and that
root represents a minimum. Guesses in the neighborhood of (D˙, λ∗)A can be such that (3.5)
has two real roots or no real roots. The solution point (D˙, λ∗)A therefore lies on the edge
of the region for which (3.18) is real valued, and a numerical scheme that uses a residual
function based on (3.18) will be, at best, very slow to converge. For this reason, we define
the following root function based on (3.5),
R2 = min(H) (3.37)
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where
H = H∗ − e(p∗, v∗, Zi∗)− (P∗ −M∗U∗)U∗
M∗
− 1
2
U2
∗
.
The speed relation (3.18) is satisfied when R2 = 0 as defined above. To find R2, we use the
Brent minimization algorithm implemented by Galassi et al. (2009).
We define procedure D˙ = F(D, κ) as follows
1. Read D and κ
2. Calculate the leading order state at the sonic locus, p(0)∗, v(0)∗, U(0)∗ and Zi(0)∗, using
the method described in section 3.3.1
3. Using (3.8), calculate leading order solution to flux variables at the sonic locus M(0)∗,
P(0)∗, H(0)∗
4. Using (3.21), calculate I0, J0, I1, S1 and Ti at the sonic locus
5. Calculate c(0)∗, ωi(0)∗ and σi(0)∗
6. Make a guess for D˙ and λ∗
7. Using (3.20), calculate M(1)∗, P(1)∗, H(1)∗ and Zi(1)∗
8. Calculate R1 using (3.36) and R2 using (3.37)
9. If R1 and R2 are larger than the desired tolerance, go to (6)
3.6 Results
We will use the solution scheme F(D, κ) outlined in section 3.5 to construct D-κ relations
and ignition curves for the materials described in section 3.4.
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In what follows, D-κ relations obtained from the numerical solution of the steady reduced
Euler equations will be referred to as numerical D-κ relations. To calculate numerical D-κ
relations, we have developed an algorithm that is described in Appendix B and in Taylor
(2010).
D-κ relations are calculated by finding the curve F(D, κ) = 0. We use the Brent-Dekker
method implemented in the GNU Scientific Library (Galassi et al. (2009)) to find the value
of κ such that F(D, κ) = 0 for a given value of D in the range c0 ≤ D ≤ DCJ .
In this section we will test our formulation by comparing the D-κ relation obtained by
solving F(D, κ) = 0 with the numerical D-κ relation and with the D-κ relation calculated
by Kasimov & Stewart (2005) for a hydrogen-oxygen mixture using the ideal equation of
state and an Arrhenius rate law. Next, we will use the WR-EOS to model PBX9501, a
condensed phase explosive that has been studied extensively and for which there exists
a good amount of experimental data. We will compare the D-κ relation for PBX9501
calculated from F(D, κ) = 0 with the numerical D-κ relation. We will compute spherically
symmetrical, expanding ignition events in PBX9501 by solving D˙ = F(D, κ) as an initial
value problem, and we will compare the ignition transients with direct numerical simulations
in the shock attached frame computed using the scheme by Taylor (2010). We will then test
our formulation with two composition variables to account for reaction and compaction
processes, and we will compute D-κ relations and ignition curves in HMX using an ideal
equation of state and simple reaction and compaction progress variables. We also compute
D-κ relations in PETN powders using the WR-EOS.
3.6.1 D˙-D-κ relation for an ideal equation of state
The ideal equation of state for a single step reaction was used by Kasimov & Stewart (2005)
to formulate a D˙-D-κ relation analytically to O(D˙, κ). In what follows, we will extend some
of their results for an ideal equation of state with reaction and compaction composition
variables, equation (3.28).
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Using the ideal equation of state (3.28) in equation (3.6) we obtain
v2 − 2γ
γ + 1
P
M2
v +
2(H +QT )
M2
γ − 1
γ + 1
= 0. (3.38)
Solving the above quadratic equation in v and using the physically relevant root,
v =
γ
γ + 1
P
M2
(1− δ) . (3.39)
where the discriminant δ is given by
δ2 = 1− 2(γ
2 − 1)
γ2
M2
P 2
(H +QT ) . (3.40)
Using the Mach number in the shock attached frame
M
2 =
U2
c2
, (3.41)
we can rewrite the discriminant δ in equation (3.40) as
δ2 =
(
1−M2
1 + γM2
)2
. (3.42)
Notice that at the sonic locus where M = 1, the speed relation in (3.18) holds and the
discriminant δ = 0.
Matching the expansions in the MRL and the TSL one obtains expressions for the leading
order sonic state that can be substituted into the compatibility condition and the speed
relation. The resulting expression for the compatibility condition is
D˙ = a1(Qλω
∗
λ −Qφω∗φ)− a2κ (3.43)
64
where
a1 =
(γ2 − 1)(γ + 1)D3
(3D2 + c20)(c
2
0 + γD
2)
(3.44a)
and
a2 =
(c20 + γD
2)(D2 − c20)
(γ + 1)(3D2 + c20)
. (3.44b)
The resulting expression for the speed relation, to O(D˙, κ), is given by
G− λ∗Qλ − (1− φ∗)Qφ +QT0 + κx+ D˙y = 0 (3.45)
where
x = v0
(c20 + γD
2)γ
(γ2 − 1)D
∫ n(0)∗
0
p(0)
U(0)
(
1− v(0)
v0
)
dn(0) (3.46a)
and
y =
D(γ + 1)2
(γ2 − 1)
∫ n(0)∗
0
(1− vr)
U(0)
×
[
v(0)
v(0)∗ − v(0)
(vr − β)
(
v2(0)∗
v2(0)
− β
)
+
γc20 +D
2
(γ + 1)2D2
+ 2β (1− vr)
]
dn(0), (3.46b)
with
β =
γ − 1
γ + 1
and vr =
v(0)
v0
.
Equation (3.43) shows that, to leading order, the dynamics of detonation waves are
governed by competing mechanisms of energy release from reaction, energy absorption from
compaction and flow divergence/convergence due to the curvature of the wave. Equations
(3.43) and (3.45) can also be obtained, after some tedious algebra, by substituting the ideal
equation of state (3.28) into the compatibility condition (3.17) and the speed relation (3.18),
and keeping only leading order terms in D˙ and κ. We will use (3.43) and 3.45 to obtain D-κ
relations that will be compared to relations obtained using F(D, κ) = 0.
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3.6.2 D-κ relations for a hydrogen-oxygen mixture
We will calculate the D-κ relation for a hydrogen-oxygen mixture using an ideal equation
of state and an Arrhenius reaction rate, setting Z2 = φ = 1 (no compaction). We consider
a mixture with Qλ = 40, γ = 1.25, ν = 1.0, E = 40 and DCJ = 6.8896, which represents
the case shown in figure 5 of Kasimov & Stewart (2005), where the ambient state and the
half-reaction length of a plane CJ detonation are used to scale parameters and variables.
The resulting relation is shown in figure 3.1. We also show the D-κ relation calculated using
the formulation by Kasimov & Stewart (2005), i.e. solving equations (3.43) and (3.45),
and the numerical D-κ relation. The three curves display very good agreement at small κ,
where the asymptotic expansions are strictly valid. There is also very good agreement close
to DCJ . The differences increase as κ increases. The turning point in the numerical D-κ
relation is at κc = 6.03× 10−3, Dc = 6.07. The present formulation yields a turning point at
κc = 6.30×10−3, Dc = 6.11 and the turning point calculated in Kasimov & Stewart (2005) is
at κc = 7.19×10−3, Dc = 6.04). In general, the D-κ relation obtained with the methodology
presented in this work has a better agreement with the numerical D-κ relation since, unlike
Kasimov & Stewart (2005), we do not truncate (3.18) to leading order in D˙ and κ.
3.6.3 Detonation dynamics in PBX9501
We use the WR-EOS and a pressure dependent rate equation to represent PBX9501 with
Z2 = φ = 1 (no compaction). Table (3.1) shows the calibrated parameters obtained by
Lambert et al. (2006). Initial conditions are atmospheric pressure p0 = 1 × 10−4 GPa,
ρ0 = 1.844 g cm
−3, u0 = 0 and λ0 = 0.
We start by calculating the D-κ relation using F(D, κ) = 0, and plot it in figure 3.2
along with the numerical D-κ relation. As in the case for a hydrogen-oxygen mixture shown
in figure 3.1, the two curves display good agreement close to κ = 0 and D = DCJ , and as
κ increases away from κ = 0 the differences become larger. The upper branch of the D-κ
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Figure 3.1: Comparison of non-dimensional D-κ relations for a hydrogen-oxygen mixture
with Q = 40, γ = 1.25, ν = 1.0 and E = 40. The dashed line is the solution to F(D, κ) = 0,
the solid line is the numerical D-κ relation and the dash-dot line is the relation obtained by
solving the D˙-D-κ relation in Kasimov & Stewart (2005).
ρ0 (g cm
−3) c0 (mm µs
−1) q (kJ g−1) Cp (J kg
−1K−1) pCJ(GPa)
1.844 2.339 5.85 1130 36.3
a k vc (cm
3/g) pc (GPa) n b
0.7965 1.30 0.8314 3.738 1.758 0.7
A (mm/µs) B C Z Γ0r
2.339 2.737 1.45 -0.03076 0.7989
kλ (1/µs) µ ν
110 3.5 0.93
Table 3.1: Parameters for the WR-EOS calibrated to PBX9501.
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Figure 3.2: Comparison of quasi-steady D-κ relations for PBX9501, obtained by finding
D˙ = F(D, κ) = 0 (dashed line) and by solving the reduced Euler equations numerically
(solid line).
relation obtained with our formulation lies above the numerical D-κ relation.
Hydrogen-oxygen mixtures are unstable and comparisons with DNS are difficult to carry
out. A condensed phase explosive such as PBX9501, in contrast, is hydrodynamically stable
and strongly damped.
The dynamics of ignition events of spherically expanding detonation waves are calculated
by solving the initial value problem D˙ = F(D, κ) with initial conditions D(0) = D0 and
R(0) = R0 using the scheme described in section 3.5. We use an embedded Runge-Kutta
Prince-Dormand method implemented in the GNU Scientific Library (Galassi et al. (2009))
to solve the initial value problem. We compare the ignition events calculated with our
formulation with direct numerical simulations (DNS) calculated in the shock attached frame
using the code developed by Taylor (2010). In DNS in the shock attached frame, D and κ
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Figure 3.3: Spherical detonation ignition and failure in PBX9501. Solid lines are solutions to
D˙ = F(D, κ) with initial conditions given by κ0 = 1 and D0 ranging from 8.75 mm/µs to 6.0
mm/µs every 0.5 mm/µs. The dashed line is the quasi-steady D-κ relation D˙ = F(D, κ) = 0.
The colorfield is a pseudo-color plot of D˙ [mm/µs2].
are calculated directly as part of the solution algorithm (for details see Taylor (2010)). DNS
in the lab frame would require an algorithm to search and find the shock trajectory in time,
and to calculate the shock speed from the trajectory, resulting in considerable noise in the
data due to the discretization of the grid. For this reason, shock attached frame simulations
are strongly preferable.
In figure 3.3 we show a pseudo-color plot of D˙ = F(D, κ). The D-κ relation shown as a
dashed line represents the contour where D˙ = F(D, κ) = 0. Also shown are ignition curves
representing detonation front trajectories in the κ − D plane, calculated for κ0 = 1.0 and
values of D0 ranging from 8.75 mm/µs to 6.0 mm/µs every 0.25 mm/µs. D˙ is positive to
the left of the D-κ relation, and negative to the right. This is reflected by the slopes of the
ignition curves, which are positive to the left and negative to the right of the D-κ relation,
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and zero when they cross the D-κ relation. The curves calculated with D0 = 6.0 mm/µs and
6.25 mm/µs fail to ignite, indicating that there is a critical initial velocity DI (6.25 mm/µs
< DI < 6.5 mm/µs) that separates successful ignitions from failed ignitions. A successful
ignition event can be characterized as follows. A given detonation shock with an initial
velocity D0 starts expanding as κ decreases and R increases. During this initial expansion,
the energy loss due to divergence, represented by the last term on the right hand side of the
compatibility condition (3.17), is higher than the energy released by reaction, represented
by the first term on the right hand side of (3.17). As the wave continues to expand, the
energy contributed to the acceleration by the reaction increases, causing the magnitude of
the deceleration to decrease, until the reaction and divergence terms balance out, at which
point the wave crosses the D-κ relation with D˙ = 0. After this point, the wave starts
accelerating. The magnitude of the acceleration increases until the wave approaches the
upper branch of the D-κ relation as κ becomes small and R becomes large. The detonation
velocity continues to increase, but the rate at which it does so is progressively smaller as D
asymptotes to the D-κ relation and approaches DCJ .
Ignition curves are obtained from DNS in the shock attached frame, and are calculated
using the solution on the numerical D-κ relation as initial conditions. These curves are
shown in figure 3.4 as gray solid lines, with the numerical D-κ relation represented by the
gray dashed line. Ignition curves calculated using D˙ = F(D, κ) are also shown in figure 3.4
as solid black lines, with the D-κ relation calculated by D˙ = F(D, κ) = 0 represented by
the black dashed line. Both methods, namely the DNS and D˙ = F(D, κ), result in D˙ > 0
to the left of the corresponding D-κ relation, although accelerations are higher in DNS.
In the DNS of ignition events, time derivatives and powers of κ are retained to all orders.
A direct comparison of ignition events obtained from DNS and D˙ = F(D, κ) would require
initial conditions to be comparable. In the context of this work, comparable initial conditions
should be such that time derivatives D¨ and higher, and higher order terms than κ, are zero.
Such a case exists for both DNS and calculations involving F(D, κ) at the intersection of
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Figure 3.4: Spherical detonation ignition and failure in PBX9501. Gray curves were calcu-
lated numerically, and black curves were calculated using D˙ = F(D, κ). Solid black lines
are solutions to D˙ = F(D, κ) with initial conditions given by κ0 = 2/R0 = 1 mm and D0
ranging from 8.75 mm/µs to 6.0 mm/µs every 0.25 mm/µs. Dashed black lines represent the
D-κ relation D˙ = F(D, κ) = 0. Gray solid lines are ignition events calculated with shock
attached frame DNS. The dashed gray line is the numerical D-κ relation.
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the numerical and F(D, κ) = 0 D-κ relations, where D = 6.954 mm/µs, κ = 0.7163 mm−1
and R = 2.7921 mm. We use this point to set initial conditions to compare the dynamics
and evolution of an ignition event obtained with DNS and D˙ = F(D, κ). Figure 3.5 shows
results for such event, calculated by DNS (gray lines) and with D˙ = F(D, κ) (black lines).
In figure 3.5(a) and 3.5(b) we plot the velocity of the shock front D as a function of κ
and R respectively. Both ignition curves start with no acceleration. After acceleration
begins, the acceleration of the detonation wave is higher when calculated using DNS than
by D˙ = F(D, κ). Both curves exhibit acceleration buildup, first with positive jerk (D¨)
followed by negative jerk as they approach the respective D-κ relations.
In figure 3.4(c) and 3.4(d) we plot the position R and detonation speed D of the wave as
a function of time. Figure 3.4(c) also shows the trajectory of a wave traveling at constant
speed D = 6.954 mm/µs. Trajectories in the R − t plane calculated with DNS and with
D˙ = F(D, κ) are almost indistinguishable for t ≤ 0.4 µs, and slightly differ for t > 0.4 µs.
The detonation wave travels at velocities in the range 6.954 mm/µs < D < 8.8624 mm/µs
or 0.785< D/DCJ < 1.0. The biggest differences in the detonation velocities calculated by
the two methods occur during a short transition time, between t = 0.05 µs and t = 0.7 µs,
for 26% of the total time shown. For t < 0.05 µs and t > 0.7 µs, the differences in the
detonation velocities are small. By the time the wave calculated with D˙ = F(D, κ) gets
close to the D-κ relation, D = 8.68 mm/µs (98% of DCJ), t = 0.98 µs (39.2% of the time
simulated) and R = 10.56 mm (44.3% of the total trajectory, namely 23.85 mm).
The structure of the detonation wave as it evolves in time is presented in figure 3.6. Again,
the gray lines represent calculations using DNS and the black lines represent calculations
using D˙ = F(D, κ). In figure 3.6(a) we plot the evolution of the location of the sonic locus
n∗ obtained by DNS and n(0)∗ obtained from solving D˙ = F(D, κ). Figure 3.6(b) shows
the pressure at the shock, which is calculated using the Rankine-Hugoniot relations and
depends on the ambient state and on the detonation velocity D. When the detonation speed
calculated with D˙ = F(D, κ) is D = 8.68, 98% of DCJ , the difference between the pressure
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Figure 3.5: Ignition events starting at D0 = 6.954 mm/µs, κ0 = 0.7163 mm
−1 and R0 =
2.7921 mm. Gray and black lines represent results obtained from DNS and by D˙ = F(D, κ)
respectively. Dashed lines represent the quasi-steady D-κ relations obtained numerically
(gray) and from F(D, κ) = 0 (black). Detonation speed D is plotted as a function of (a) κ
and (b) R. Position R and detonation speed D are plotted as functions of time in (c) and
(d) respectively. The dash-dot line in (c) represents the trajectory of a wave traveling at
constant speed D = D0.
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Figure 3.6: Ignition events starting at D0 = 6.954 mm/µs, κ0 = 0.7163 mm
−1 and R0 =
2.7921 mm. Gray and black lines represent results obtained from DNS and by D˙ = F(D, κ)
respectively. (a) Comparison between the location of the sonic locus n∗ obtained from DNS
(gray line) and n(0)∗ from the solution to D˙ = F(D, κ) (black line). Pseudo-color plot of the
pressure field in the region between the shock and (c) the sonic locus n∗ obtained from DNS
and (d) the sonic locus n(0)∗ from the solution to D˙ = F(D, κ) (c). The colorscale shown
represents pressure in GPa for (c) and (d).
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Figure 3.7: D-κ relations for HMX with φ0 = 1.0, 0.9, 0.8, 0.7 and 0.6, from right to left.
Black lines represent the solution to F(D, κ) = 0 and gray lines represent D-κ relations
calculated numerically.
at the shock calculated between the two methods is small. We also show pseudo-color plots
of the pressure between the shock and n∗ in figure 3.6(c) calculated by DNS and between the
shock and n(0)∗ in 3.6(d) calculated with D˙ = F(D, κ), and show that the profile structures
are qualitatively similar.
3.6.4 Effects of compaction on detonation dynamics in
condensed phase explosives
We will perform calculations to test our formulation with two composition variables to
represent reaction and compaction in condensed phase explosives.
We will start with a simple case where we use an ideal equation of state (3.28), an
Arrhenius reaction rate equation (3.22) and a compaction rate based on a linear quasi-static
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Figure 3.8: Ignition curves obtained by solving the initial value problem D˙ = F(D, κ) with
initial conditions R0 = 20 mm and D0 = 5.0, 4.5 and 4.0 mm µs
−1 in HMX with φ0 = 1.0
(black lines) and φ0 = 0.6 (gray lines). Also shown are D˙ = F(D, κ) = 0 curves with
κ = 2/R, represented by dashed lines.
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response, equation (3.24), with parameters representative of HMX (Stewart et al., 1994).
We will show results for a spherical geometry (j = 2). The paremeters used are γ = 2.0,
Qλ = 6.4 kJ g
−1, kλ = 3.35 µs
−1, ν = 1.0, Ea = 7.296 kJ g
−1, Qφ = 0.6 kJ g
−1 and kφ = 1.53
µs−1, with initial conditions p0 = 1× 10−4 GPa, theoretical maximum density ρTMD = 1.71
g cm−3, u0 = 0 and λ0 = 0. In figure 3.7, D-κ relations calculated using F(D, κ) = 0 are
represented by the black lines, and gray lines represent D-κ calculated numerically. Values
of φ0 start at φ0 = 0.6 on the left, and increase by 0.1 from left to right, up to φ0 = 1.0.
For small curvature, the curves calculated with the asymptotic formulation converge to the
curves calculated numerically. Differences between the two methods become higher as κ
increases. Qualitative features are captured by our asymptotic formulation, as the D-κ
relations shift to the left with decreasing values of φ0.
The effects of varying φ0 can also be seen in figure 3.8, where we show curves for spheri-
cally expanding detonation ignitions starting at R0 = 20 mm, with D0 = 5.0, 4.5 and 4.0 mm
µs−1, and φ0 = 1.0 (black lines) and φ0 = 0.6 (gray lines). Also shown are D˙ = F(D, κ) = 0
curves with κ = 2/R, represented by dashed lines. In the D-R plane, lowering φ0 shifts the
D˙ = F(D, κ) = 0 curve to the right in the R axis. As a result, ignition events with φ0 = 0.6
decelerate for longer distances (higher R, lower κ), and start accelerating at higher values of
R and lower values of D than ignition events with φ0 = 1.0 with the same initial conditions
R0 and D0.
Figure 3.9 shows the effect of varying compaction energy on the D-κ relations, for φ0 =
0.7. As Qφ increases from 0 kJ g
−1 to 1.0 kJ g−1 in intervals of 0.2 kJ g−1, the upper turning
point moves to the left in κ.
The CJ detonation velocity DCJ for the ideal equation of state (3.28) is given by
DCJ =
√
c20 + q +
√
q (3.47)
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Figure 3.9: D-κ relations obtained by solving F(D, κ) = 0 for HMX with Qφ varying every
0.2 kJ g−1 between 0 kJ g−1 and 1.0 kJ g−1, from right to left. φ0 = 0.7
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ρTMD (g cm
−3) c0 (mm µs
−1) q (kJ g−1) Cv (J kg
−1K−1) pCJ(GPa)
1.76 2.3 5.71 992 31.5
a k vc (cm
3/g) pc (GPa) n b
0.7579 1.30 1.2171 1.5899 0.9570 0.80
A (mm/µs) B C Z Γ0r
2.30 2.50 0.70 -0.8066 1.22
kλ (1/µs) µ ν Ph (GPa) kφ (GPa
−1 µs−1)
1200 3.8 0.4 0.07 31.5
Table 3.2: Parameters for the WR-EOS calibrated to PETN at theoretical maximum density
(TMD).
with
q =
(γ2 − 1)
2
[Qλλ∗ −Qφ(φ∗ − φ0)] . (3.48)
Typically, the energy of compaction Qφ is an order of magnitude smaller than the energy
of reaction Qλ, and q is positive. Increasing energy of compaction Qφ causes q and DCJ to
decrease, as occurs in figure 3.7. When q = 0, we obtain a acoustic wave with DCJ = c0.
When Qφ is high and q in equation (3.47) becomes negative, there is no physical solution
to equation (3.47). This result seems to indicate that a self-sustained, planar quasi-steady
supersonic wave may not occur in a material modeled by the ideal equation of state in (3.28),
dominated by an endothermic process (q < 0), as there is no net source of energy to sustain
the wave. An asymptotic analysis leading to an intrinsic relation between D˙, D and κ for
the dynamics of curved shocks in compressible materials would depart from an acoustic wave
traveling at κ = 0. To extend the formulation presented in this work to inert shock waves in
compressible materials, one would need to extend the concepts of the information boundary
and the sonic locus, used as a boundary condition in the asymptotic analysis.
We now calculate the dynamic properties of pentaerythritol tetranitrate (PETN) pow-
ders. We use the material model in Saenz & Stewart (2008), with the WR-EOS presented
in section 3.4.3, a pressure dependent reaction rate equation (3.23) and a compaction rate
based on the P -α model, equation (3.27). Calibrated parameters for PETN are shown in ta-
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Figure 3.10: D-κ relations obtained by solving F(D, κ) = 0 for PETN with φ0 = 1.0 (bold
curve), 0.95, 0.9, 0.85, 0.8 and 0.75. DCJ decreases with decreasing φ0. The intersection of
the D-κ relation with D = 4 mm µs−1 occurs at increasing values of κ as φ0 decreases.
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ble 3.2. The calibrated parameter set in table 3.2 was used in direct numerical simulations of
planar ignition events where a piston hits a stationary bed of PETN. The initial compaction
of the bed and the piston velocity were varied. The distance from the point where the piston
impacts the explosive bed to the point where detonation occurs after transition was mea-
sured and compared to experiments. As a result, it was shown that using the calibration in
direct numerical simulations, one is able to capture the ”U” shape character of distance to
detonation versus φ0 curves measured experimentally, where the distance to detonation is
minimum at values of φ0 between 0.65 and 0.8, depending on the piston velocity and/or the
powder bed configuration.
In figure 3.10 we show D-κ relations for PETN calculated using the parameters in table
3.2 and using F(D, κ) = 0 for φ0 = 1.0 (bold curve), 0.95, 0.9, 0.85, 0.8 and 0.75. DCJ
decreases with decreasing φ0. The intersection of the D-κ relation with D = 4 mm µs
−1
occurs at increasing values of κ as φ0 decreases. Values of Dc on the turning point (κc, Dc)
that separates the upper branch and the middle branch decrease with decreasing φ0. The
curvature κc on the turning point decreases for φ0 = 1.0, 0.95 and 0.9, and then increases for
φ0 = 0.85, 0.8 and 0.75. These results could indicate that the effects of compaction on the
D-κ relations in explosive powders may be linked to to the effects of compaction on spherical
ignition of explosive powders in the same way that compaction can shorten the distance to
detonation in planar ignition events in PETN powders. To establish this connections between
compaction, curvature and ignition, transient simulations using the formulation presented
in this work may be carried out along with direct numerical simulations of ignition events in
explosive powders, in order to determine the leading order mechanisms that govern ignition
in explosive powders.
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3.7 Conclusions and future work
The formulation and calculations presented in this work shed some light onto the nature
and character of the dynamics of detonation waves and on the theory of detonation shock
dynamics, evolving our understanding of this phenomena.
We developed a formulation to calculate D˙-D-κ relations in materials modeled with
general equations of state of the form e(p, v, Zi) and composition variables Zi to track scalar
quantities that can represent a general range of phenomena, such as chemical reactions,
through mass fractions of chemical species, and compaction phenomena, through volume
fractions in the material. The results presented here are the first calculations obtained
from asymptotic D˙-D-κ relations for general material models. The formulation is based
on a methodology proposed by Kasimov & Stewart (2005) to calculate an intrinsic D˙-D-κ
relation for materials modeled by an ideal equation of state and an Arrhenius reaction rate
model. Improvements on the original formulation are observed because we do not truncate
to O(D˙, κ) in the speed relation.
Results presented in this work using our proposed formulation, and comparisons with
direct numerical simulations of spherical ignition events in condensed phase explosives, in-
dicate that ignition transients are short lived. Typically, the time it takes a stable igniting
detonation wave to begin to asymptote to the upper branch of the D-κ relation is small
compared to the time the wave spends close to the upper branch. This has important impli-
cations for engineering calculations and modeling of detonation dynamics because it means
that using an intrinsic D˙-D-κ or even a D-κ rule to govern the dynamics of a detonation
wave would be a good approximation.
The calculations presented in this work also illustrate that the location of the sonic locus
is very sensitive to higher order terms in the asymptotic expansions, via the exponential or
power law relation in the rate equation.
The quasi-steady D-κ relation is the representation in the D, κ plane of the locus of
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points with zero shock acceleration, obtained from the reactive Euler equations in the limit
of small curvature. In stably accelerating detonation waves, D approaches DCJ and the
trajectory of the front in the D, κ or in the D, R plane will asymptote to the D-κ relation,
and the point (κ = 0, DCJ) acts like an attractor, as observed in figure 3.4 and in figure
3.5(a,b) from DNS simulations and from the solution of D˙ = F(D, κ).
A common practice in engineering applications is to use the D-κ relation as a speed rule
to determine D as a function of κ. This is a good approximation in the region where D
is close to DCJ assuming that the detonation is hydrodynamically stable. Using a speed
rule based on the D-κ relation is valid only for detonation waves with small curvature, in
the vicinity of the upper branch and away from the turning point that separates the upper
branch from the middle branch. The D-κ relation is not a speed rule in itself and use of the
D-κ relation as a speed rule in the region close to the turning point or the middle branch
will only lead to unphysical interpretations and/or results.
The physical implications of the lower branch still remains to be understood. A lower
branch implies that extinction does not occur. A decelerating wave in a large enough ex-
plosive geometry will eventually cross the lower branch and therefore start to accelerate and
ignite. In regions close to the lower branch, higher order terms that were discarded in the
analysis presented in this work might be important. Also, and perhaps more important,
neglecting viscosity, diffusion processes and strength of materials might not be a valid ap-
proximation for the dynamics and behavior of complex condensed phase explosives in this
region.
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Chapter 4
Summary, conclusions and future
work
The emphasis of this thesis on investigating ignition and detonation dynamics in condensed
phase explosives, and on developing some of the existing tools and methodologies used to
calculate and quantify ignition and dynamics of detonation waves. This thesis is divided in
two parts. In the first part, chapter 2, we investigate deflagration to detonation transition
in explosive PETN powders using direct numerical simulations. In the second part, chapter
3, we focus on developing an asymptotic theory of detonation shock dynamics for condensed
phase explosives modeled by a general form equation of state and composition variables to
account for a variety of chemical and physical processes, such as reaction and compaction.
In chapter 2 we have described a model that is able to capture the sequence of events that
lead to a deflagration-to-detonation transition in PETN powders. We use a simple model
formulation based on the conservation laws for a reactants-products continuum mixture,
along with a non-ideal equation of state with a mixture equation. We account for compaction
and reaction separately by using a field variable for each process. We showed that our model
produces results that agree qualitatively with a wide range of observed experimental results.
We have shown that, in flows calculated using a non-ideal equation of state and complex
reaction kinetics, it is possible to find a separatrix, or C+ characteristic that delimits the
region of influence of the detonation wave from the dynamics of the flow behind it. We have
emphasized that the microstructure of explosive powders may have a considerable effect on
the mechanics of DDT for a single isolated event. This effect manifests itself as variability in
the measurements of quantities used to characterize explosive powders, such as the distance
to detonation as a function of the initial packing density of the powder beds. The model
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described here can provide a baseline for a stochastic analysis of the effects that variation of
the microstructure may have on the overall behavior mechanics of DDT in explosive powders.
The formulation and calculations presented in chapter 3 shed some light onto the nature
and character of the dynamics of detonation waves and on the theory of detonation shock
dynamics, evolving our understanding of this phenomena. We developed a formulation
to calculate D˙-D-κ relations in materials modeled with general equations of state of the
form e(p, v, Zi) and composition variables Zi to track scalar quantities that can represent a
general range of phenomena, such as chemical reactions, through mass fractions of chemical
species, and compaction phenomena, through volume fractions in the material. The results
presented here are the first calculations obtained from asymptotic D˙-D-κ relations for general
material models. The formulation is based on a methodology proposed by Kasimov &
Stewart (2005) to calculate an intrinsic D˙-D-κ relation for materials modeled by an ideal
equation of state and an Arrhenius reaction rate model. Improvements on the original
formulation are observed because we do not truncate to O(D˙, κ) in the speed relation.
Results presented in chapter 3 using our proposed formulation, and comparisons with di-
rect numerical simulations of spherical ignition events in condensed phase explosives, indicate
that ignition transients are short lived. Typically, the time it takes a stable igniting deto-
nation wave to begin to asymptote to the upper branch of the D-κ curve is small compared
to the time the wave spends close to the upper branch. This has important implications for
engineering calculations and modeling of detonation dynamics because it means that using
an intrinsic D˙-D-κ or even a D-κ rule to govern the dynamics of a detonation wave would
be a good approximation.
The calculations presented in chapter 3 also illustrate that the location of the sonic locus
is very sensitive to higher order terms in the asymptotic expansions, via the exponential or
power law relation in the rate equation.
The quasi-steady D-κ curve is the representation in the D, κ plane of the locus of points
with zero shock acceleration, obtained from the reactive Euler equations in the limit of small
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curvature. In stably accelerating detonation waves, D approaches DCJ and the trajectory
of the front in the D, κ or in the D, R plane will asymptote to the D-κ curve, and the point
(κ = 0, DCJ) acts like an attractor, as observed in figure 3.4 and in figure 3.5(a,b) from DNS
simulations and from the solution of D˙ = F(D, κ).
A common practice in engineering applications is to use the D-κ curve as a speed rule to
determine D as a function of κ. This is a good approximation in the region where D is close
to DCJ assuming that the detonation is hydrodynamically stable. Using a speed rule based
on the D-κ curve is valid only for detonation waves with small curvature, in the vicinity of
the upper branch and away from the turning point that separates the upper branch from
the middle branch. The D-κ curve is not a speed rule in itself and use of the D-κ curve as
a speed rule in the region close to the turning point or the middle branch will only lead to
unphysical interpretations and/or results.
The physical implications of the lower branch of a D-κ curve still remains to be under-
stood. A lower branch implies that extinction does not occur. A decelerating wave in a
large enough explosive geometry will eventually cross the lower branch and therefore start
to accelerate and ignite. In regions close to the lower branch, higher order terms that were
discarded in the analysis presented in this work might be important. Also, and perhaps more
important, neglecting viscosity, diffusion processes and strength of materials might not be a
valid approximation for the dynamics and behavior of complex condensed phase explosives
in this region.
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Appendix A
Wide Ranging equation of state
Here we write the equations used in the Wide Ranging equation of state WREOS. For more
details on this equation of state, the reader is referred to Wescott et al. (2005).
A.1 Detonation products
The energy ep and pressure pp for products is expressed as
ep(p, v) = e
s
p(v) +
v
Γp(v)
(p− psp(v)) (A.1)
and
pp(e, v) = p
s
p(v) +
Γp(v)
v
(e− esp(v)), (A.2)
where v is the specific volume, the subindex p indicates detonation products EOS and the
superindex s indicates that a function is defined on the isentrope passing through the CJ
state. The remaining functions are defined as follows
psp(v) = pc
[
1
2
(v/vc)
n + 1
2
(v/vc)
−n
]a/n
(v/vc)k+a
k − 1 + F (v)
k − 1 + a , (A.3)
F (v) =
2a(v/vc)
−n
(v/vc)n + (v/vc)−n
, (A.4)
Γp(v) = k − 1 + (1− b)F (v), (A.5)
esp(v) = ec
[
1
2
(v/vc)
n + 1
2
(v/vc)
−n
]a/n
(v/vc)k−1+a
, (A.6)
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ec =
pcvc
k − 1 + a, (A.7)
where pc, vc, a, k, n and b are parameters that are adjusted to calibrate experimental data.
A.2 Detonation Reactants
The equations for energy er and pressure pp of the reactants are
er(p, v) = e
s
r(v) +
v
Γr(v)
(p− psr(v)) (A.8)
and
pr(e, v) = p
s
r(v) +
Γr(v)
v
(e− esr(v)), (A.9)
where the pressure on the principle isentrope is calculated via
psr(v) = pˆ
[
3∑
j=1
(4By)j
j!
+ C
(4By)4
4!
+
y2
(1− y)4
]
, (A.10)
where A and B are determined from shock Hugoniot data from experiments, the subscript
r denotes reactants EOS, y = 1 − v/v0 and pˆ = rho0A2/4B. The remaining functions are
defined as follows
esr(v) = v0
∫ y
0
psr(y¯)dy¯ + e0, (A.11)
Γr(y) = Γ
0
r + Zy, (A.12)
Γ0r = βc
2
0/Cp, (A.13)
Z = (Γsc − Γ0r)/ymax, (A.14)
ymax =
2
Γp(ymax + 2)
, (A.15)
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where β is the thermal expansion coefficient, Cp is the specific heat at constant pressure,
and c0 is the bulk sound speed.
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Appendix B
Numerical solution of the
quasi-steady reduced Euler equations
In this section we describe the procedure used to obtain D-κ curves numerically.
For the scope of this work, we will assume that there are two composition variables,
Z1 and Z2, used to represent reaction and compaction progress variables respectively. The
methodology can be generalized to one or more composition variables.
The quasi-steady reduced Euler equations are written in a form that can be solved using
bisection methods, resulting in a robust numerical scheme that can be used with general
equations of state and reaction and compaction rate models. The mass, momentum and
energy equations can be combined into the Master equation. The master equation, along
with the steady state mass, momentum and composition rate equations from the reduced
Euler equations are
dU
dn
=
Φ
η
, (B.1)
dM
dn
= −κρ (U +D) , (B.2)
dP
dn
= −κρU (U +D) , (B.3)
dZ1
dn
=
ω1
U
, (B.4)
dZ2
dn
=
ω2
U
. (B.5)
The mass and momentum equations (B.2) and (B.3) are not independent form the master
equation (B.1), but are auxiliary equations that allow us to calculate the state variables
without having to use a root solver.
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The thermicity condition Φ is given by
Φ = c2
2∑
i=1
ωi σi − κc2(U +D) (B.6)
where the σi is the thermicity coefficient for composition variable i defined in equation
(3.2.4), and ωi is the rate at which composition variable i is generated. The speed relation
η is defined as
η = c2 − U2. (B.7)
The flux variables at the shock in equations (3.8 a-d) are used as boundary conditions
at the shock. The boundary conditions in the far field are defined by the values of the
thermicity condition and the speed relation at the sonic locus, namely
Φ∗ = η∗ = 0, (B.8)
where subindex ∗ indicates terms evaluated at the sonic locus.
The system of equations (B.1-B.5) along with boundary conditions (3.8 a-d), (B.6) and
(B.7) constitute a nonlinear eigenvalue problem for κ given D and the ambient state. Given
an equation of state e(p, v, Zi), expressions for the rate of change of the composition variables
ωi(p, v, Zj) and the ambient state, the eigenvalue problem is fully specified. The solution
algorithm proceeds as follows
1. Read D
2. Set κmin and κmax, such that κmin < κ < κmax
3. Set κtmp = (κmin + κmax) /2
4. Integrate equations (B.1-B.5) from the shock to the far field, until one of these condi-
tions are met:
(a) η∗ = 0,
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(b) Φ goes from positive to negative, or
(c) counter reaches maximum number of integration steps allowed
5. If η∗ = 0, set κmin to κtmp
6. If Φ went from positive to negative, set κmax to κtmp
7. If reached maximum number of integration steps, return an error message and stop
8. If (κmax − κmin) < ǫabs + ǫrel max (κmin, 0), stop
9. Go to step 3.
The algorithm described above will either return an interval κmin ≤ κ ≤ κmax guaranteed
to contain the solution κ within the specified tolerances ǫabs and ǫrel or an error message
indicating that too many steps were taking during the integration.
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