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Abstract 
Modern compaction rollers monitor soil properties by observing vibrational characteristics of the soil. A vibrating 
drum traverses the compaction site measuring soil stiffness and collecting GPS coordinates that are together termed 
roller measurement values (RMVs). These RMVs can be modeled as a random spatial field and additively 
decomposed into any sensible combination of mean terms, spatial terms, spline terms, and ridge regression terms. 
The goal of this modeling is to implement intelligent compaction for quality control and quality assurance purposes. 
Proper modeling of such data (stationarity, anisotropy, . . .) is then of paramount concern.  
Each layer of the compaction site can be modeled by the n-vector y = Xȕ + Į + Ȗ + İ, where Xȕ is a low-order 
(linear) polynomial trend, Į is a mean term estimated using ridge regression or splines modeling the large-scale 
variation, Ȗ is a (zero-mean Gaussian) spatial process modeling the small-scale variation, and İ is the noise. Here, X 
is the (n × p) design matrix with rank p. There are many general approaches to working with such an additive mixed 
model, including a backfitting procedure for maximum-likelihood estimation and generalized cross-validation.  
Due to computational complexity of maximum-likelihood estimation a backfitting procedure, Furrer and Sain (2009) 
[1], was extended to the more general models used here and employed in the estimation. The extended backfitting 
procedure has been shown to converge and the iterative least-squares estimates have been shown to converge to the 
generalized least-squares estimate.  
A simulation study has been conducted to analyze estimates of this general model using a penalized likelihood and 
generalized cross-validation (GCV) approach as well. Results of the cross-validation study using a spline structure 
indicate there are some random fields that can be generated that do not have a minimum GCV. 
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1. Introduction 
Modern compaction rollers for road construction are outfitted with sensors that record and output a 
measure of the underlying material stiffness. A representative roller manufactured by Bomag can be 
found in Figure 1. This output is a relative measure that can aid in quality assurance and quality control 
(QA/QC) of the compaction area. The sensor output, coupled with GPS coordinates, is termed the roller 
measurement value (RMV). These measurements are a complicated, weighted measure of an 
approximately 2m3 bulb of underlying material. New RMVs are reported every 2-5cm in the direction of 
driving (x-direction) leading to very dense data. Conversely, the RMVs are very sparse in the transverse 
direction (y-direction) as they are usually 1-2m apart. Typical construction techniques involve compaction 
of several successive layers of material 15-30cm thick. Figure 2 is an example of the output of such a 
sensor equipped roller. Note that data is reported as a point but displayed as a box to better represent its 
areal nature. 
 
Figure 1: Bomag compaction roller on a test site 
Figure 2: RMV data from a test field 
We model RMV data as an additive mixed model (AMM). Each layer of the compaction site is 
modeled as an additive decomposition of a polynomial trend, a ridge regression or spline term, a (zero-
mean Gaussian) spatial process, and white noise. The “correlation range” of the ridge regression/spline 
term is much larger than that of the spatial process (i.e., smoother fields compared to the spatial process) 
as to maintain identifiability of the two terms. The highly non-stationary and anisotropic nature of the 
data requires the use of both the spatial process and the ridge regression/spline term. 
Due to the very large amount of data, traditional estimation methods such as maximum likelihood are 
too cumbersome so we utilize a backfitting algorithm to estimate the coefficients and variance parameters 
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in the model. Generalized cross-validation (GCV) can also be employed as an alternate estimation 
procedure. 
2. Nature of RMVs and uncertainty in RMVs 
Every roller manufacturer produces a unique measure of soil stiffness. This stiffness measure, coupled 
with GPS coordinates, defines the RMV. RMVs are calculated from frequency and excitation force 
amplitude information gathered from sensors within the vibrating and rotating smooth drum. RMVs are 
directly proportional to the stiffness of the underlying soil [2]. The Bomag vibration modulus (Evib) and 
Ammann/CASE soil stiffness (ks) RMVs directly represent soil stiffness by calculating the contact force 
and displacement during vibration [3], [4]. The Dynapac and Caterpillar compaction meter value (CMV) 
and Sakai continuous compaction value (CCV) RMVs indirectly represent soil stiffness by giving a 
measure of the nonlinearity associated with the loss of contact during vibration [5], [6], [7]. Many studies 
and models have verified that these RMVs represent soil stiffness [8], [7], [9], [10]. 
These RMVs reflect the aggregate stiffness of the underlying material to approximately 1m [11]. Due 
to this complication of multiple layers of material, the RMVs are often correlated to industry standard 
spot tests [12]. This correlation between RMVs and spot test measurements is somewhat suspect given 
the different measurement depths of the two devices (1m vs. 0.2-0.3m). 
The bias of RMVs cannot be determined given the complex nature of the compaction process. 
Therefore, RMVs are a relative measure of soil stiffness [13]. This is not as hindering as it looks as many 
industry standard spot tests are likewise relative measures of soil stiffness, e.g., falling weight 
deflectometer, light weight deflectometer, and soil stiffness gage [14]. Therefore, the uncertainty needing 
quantification is that termed precision, the repeatability of measurements. 
There are two values of uncertainty in RMVs. The uncertainty in a single RMV is ı1 and the 
uncertainty in the difference between two different RMVs at the same spatial location is ı2. Assuming 
that the error is Gaussian with variance ı12, the two uncertainties are related by ı22 = 2ı12. 
3. Statistical Model 
The RMVs are modeled as: y = Xȕ + Į + Ȗ + İ, where Xȕ is a (low-order) polynomial trend, Į is a 
ridge regression term or spline term, Ȗ is a (zero-mean Gaussian) spatial process, and İ is white noise. 
Here, X has full rank. Now, we use a hierarchical Bayesian model framework to model y conditionally as 
y|ȕ, Į, Ȗ, ıİ2 ~ N(Xȕ + Į + Ȗ, ıİ2I). We model Į and Ȗ: Į|H, ıĮ2 ~ N(0, ıĮ2H-1), Ȗ|G, ıȖ2 ~ N(0, ıȖ2G-1), 
where H is symmetric positive semi-definite, G is symmetric positive definite, and Į, Ȗ, and İ are 
independent. The variance parameters are then given (improper) inverse-gamma prior distributions: ıĮ2 ~ 
Iī(Ș, Ȟ), ıȖ2 ~ Iī(Ȝ, ȥ), ıİ2 ~ 1/ ıİ. These prior distributions lead to straightforward, analytic posterior 
distributions: ıĮ2|Į, H ~ Iī(Ș + rank(H)/2, Ȟ + 1/2ĮTHĮ), ıȖ2|Ȗ, G ~ Iī(Ȝ + n/2, ȥ + 1/2ȖTGȖ), ıİ2|y, … ~ 
Iī(n/2, 1/2(y - Xȕ - Į – Ȗ)T(y - Xȕ - Į - Ȗ)). Estimation of model parameters and components in this 
model is quite difficult due to the large amount of data and the general lack of sparsity in the covariance 
structure. Two estimation methods have thus been developed for complex models of this nature. 
3.1. Generalized Cross Validation (GCV) 
The first estimation procedure is a penalized likelihood approach where the optimal smoothing 
parameters are chosen using generalized cross validation (GCV). Let ȜĮ, ȜȖ > 0 be the smoothing 
parameters for Į and Ȗ respectively. The goal of the estimation is then to minimize ||y – Xȕ – Į - Ȗ||2 + 
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ȜĮĮTHĮ + ȜȖȖTGȖ. Let W = [X I I], ș = (ȕ, Į, Ȗ)T, and ȍ = diag(0, H, ȜĮ/ȜȖG). We can now reformulate 
the problem as the well known problem of minimizing ||y - Wș||2 + ȜĮșTȍș. 
The hat matrix is thus A(ȜĮ,ȜȖ) = W(WTW + ȜĮȍ)-1WT and the trace of A(ȜĮ,ȜȖ) gives an estimate of 
the degrees of freedom, or effective number of parameters, in the model. 
The minimization problem is thus the simultaneous solution of:  
• XT(y – Xȕ – Į - Ȗ) = 0,  
• Į = (ȜĮ + 1)-1(y – Xȕ - Ȗ), and  
• Ȗ = (ȜȖ + 1)-1(y – Xȕ - Į).  
Thus,  
• b = (XTR-1X)-1XTR-1y,  
• g = ȜĮ(ȜȖM + ȜĮI)-1(y - Xb), and  
• a = M-1(y - Xb - g).  
Here, R-1 = ȜĮȜȖ/( ȜĮȜȖ + ȜĮ + ȜȖ)I and M = (ȜĮ + 1)I. 
Using a Bayesian approach to parameter selection, we could also get posterior estimates of the 
smoothing parameters. If Į ~ N(0, ıĮ2H-1) and Ȗ ~ N(0, ıȖ2G-1), independent of İ ~ N(0, ıİ2I), then it is 
straightforward to show that ȜĮ = ıİ2/ıĮ2 and Ȝ Ȗ = ıİ2/ıȖ2. 
3.2. Backfitting Algorithm 
A backfitting algorithm for spatial data was developed in [1]. The model used there is y = Xȕ + Ȗ + İ, 
where Ȗ is a zero-mean spatial process. This has been extended to two additive modeling terms Į and Ȗ 
that can take the form of zero-mean spatial processes, ridge regression terms, or spline terms. The 
extended algorithm is thus: 
 
1. Let a(0) and g(0) be an initial guess for Į and Ȗ respectively and put j = 0 
2. j = j + 1 
3. b(j) = (XTX)-1XT(y - a(j-1) - g(j-1)) 
4. Estimate covariance parameters sĮ(j), sȖ(j) , and sİ(j) of the model,  
    then put a(j) = WĮ(j)(y - Xb(j) – g(j-1)) and g(j) = WȖ(j)(y - Xb(j) – a(j)) 
5. Repeat 2 to 4 until convergence. 
 
In step 4 of the algorithm, WĮ(j) = (sĮ(j))2H-1((sİ(j))2I + (sĮ(j))2H-1)-1 and WȖ(j) = (sȖ(j))2G-1((sİ(j))2I + 
(sȖ(j))2G-1)-1. This very general model setup allows for a wide range of model descriptions of the data. 
Taking advantage of the matrix identity I - A(A + ȜI)-1 = Ȝ(A + ȜI)-1, where A is semi-positive definite 
and Ȝ > 0 allows us to extend the proof found in [1]. The basic concept behind the proof is to show 
equivalence between the iterative ordinary least-squares estimates of ȕ with the generalized least-squares 
estimate. 
By rewriting the ridge regression estimate as a = (I + ȜH)-1(y – Xb – g) = H-1(ȜI + H-1)-1(y – Xb – g), 
the estimate takes the same form as that of the spatial term. Thin-plate-spline (TPS) terms can also be 
estimated with a similar form as the spatial terms by letting the H be the generalized covariance matrix 
for the radial smoother. As all three of these formulations are mathematically equivalent, proof of 
equivalence needs only to be shown for one of the formulations and is a straightforward calculation. 
It still remains to show the algorithm converges. Let v(j) = (hat(y)(j), a(j), g(j))T and w = (y, …, y)T., 
where hat(y)(j), a(j), g(j) are smooth estimates of y, Į and Ȗ in iteration j. Define H = X(XTX)-1X. Then 
hat(y)(j) = H(y – a(j-1) - g(j-1)), a(j) = WĮy - WĮhat(y)(j) – WĮg(j-1), and g(j) = WȖy - WȖhat(y)(j) – WȖa(j). Thus 
we rewrite the problem as v(j) = Ȉl=0 to j-1(-B)lAw, which converges if (I + B)-1 exists. The matrix I + B can 
be rewritten in a quasi-kronecker structure. Thus, using several matrix algebra techniques, the inverse 
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exists and the algorithm converges. Simulation studies of the rate of convergence of the algorithm are yet 
to be completed. 
4. Results 
4.1. Simulation Study 
Data was simulated on a rectangular grid x from the model y = Xȕ + Į + Ȗ + İ, where X = (1, x), ȕ = 
(1, 1, 1)T, Ȗ is a zero mean exponential random field, Cov(Į) = ||x||2log(||x||), and İ is white noise. 
Parameter and variance estimates were then calculated using the penalized likelihood approach from 
above. Due to the large dataset, a standard optimization method is not feasible so a grid search on a grid 
of ȜĮ and ȜȖ values is employed instead. The minimum on the grid, Ȝmin, was recorded for many 
realizations of the simulated data. The simulation was repeated for several different values of the signal to 
noise ratio for both Į and Ȗ. 
The minimum smoothing parameters tend to cluster at their true (theoretical) values. There is, 
however, a distinct clustering of values for some of the simulated fields at the boundary of the Ȝ grid. As 
the dimension of the grid increases, these clustering points stay on the boundary. This may be due to 
numerical precision problems as the GCV function never reaches a minimum. 
To investigate this boundary issue, data was simulated on the same grid after removing one of the three 
modeling elements from the model. The elimination of Xȕ from the model does not eliminate the 
boundary clustering. Thus the mean term does not affect the GCV calculation or the boundary issues 
associated with the minimization. 
Elimination of Į from the model successfully eliminates the boundary issues. This is an expected result 
as the model has been simplified to a constant mean term, a random field with exponential covariance 
function and a white noise. Elimination of Ȗ from the model results in the same successful elimination of 
boundary issues. Both of these simplifications lead to well known models and the results are consistent 
with theory. 
The grid was then collapsed to one dimension and the ȜȖ value held constant at the true value. The 
resultant marginal GCV function for ȜĮ still displayed evidence of the boundary issues when minimizing 
in two dimensions. Calculating the marginal GCV while holding ȜĮ constant at its true value still produces 
boundary issues when minimizing the ȜȖ values. These issues are independent of grid size and 
dimensionality.  
However, one has to note that the estimation difficulty in the simulated datasets is not worrisome for 
practical aspects. For real observational RMVs we always found sensible values for the smoothing 
parameters. 
4.2. Discussion 
There are some random fields that can be generated that do not have a minimum GCV. These fields 
have not yet been thoroughly investigated to determine their properties. It is not yet known whether the 
boundary issues are a numerical accuracy issue or the data does not sufficiently discriminate the “range” 
parameters of both components. 
To further investigate this latter problem, the spline part of the model was replaced with a Gaussian 
field with a Matérn covariance function and a range comparable to that of the spline structure. The 
smoothing parameter of this field, Ȟ was set to be 1.5. Preliminary results of this investigation indicate the 
boundary issues are not necessarily related to the spline construction as there are still fields generated 
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with no minimum GCV. There are fewer of these fields generated though, meaning fewer Ȝmin found on 
the boundary. 
Beyond the boundary problems, most values of Ȝmin are distributed around the true value. The scale of 
the variance in either the Į or the Ȗ direction is relative to the size of the true value of the parameter. For 
small values of the true parameter, the variance is smaller and vice versa. 
5. Outlook and further research 
Proper modeling of the multiple layering aspect of construction is still in progress. One approach is a 
multivariate spatial field that has a spatio-temporal aspect due to the consecutive compaction of soil 
layers. Another approach would be to use Gaussian Markov random fields (GMRFs) instead of spatial 
fields. A three dimensional lattice structure of the construction site could then be built. Spatial 
dependencies could then be defined on this lattice. The problem with this technique is the anisotropic 
nature of the process. Proper modeling of anisotropy is not completely understood using GMRFs. 
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