Stochastic trees are extensions of decision trees which facilitate the modeling of temporal uncertainties. Their primary application has been to medical treatment decisions. It is often convenient to present stochastic trees in factored form, allowing loosely coupled pieces of the model to be formulated and presented separately. In this paper, we show how the notion of factoring can be extended as well to preference components of the stochastic model. We examine updateable-state utility, a flexible class of expected utility models which permit stochastic trees to be rolled back much in the manner of decision trees. We show that preference summaries for updateable-state utility can be factored out of the stochastic tree. In addition, we examine utility decompositions which can arise when factors in a stochastic tree are treated as attributes in a multiattribute utility function. Of course, the factoring process establishes a natural multiattribute structure to any stochastic tree model, and this suggests that preference decomposition issues be investigated. In Section 3
factors in a stochastic tree are treated as attributes in a multiattribute utility function.
tochastic trees are graphical modeling tools which extend decision trees by allowing the explicit depiction of temporal uncertainty. They are especially well suited to modeling temporal issues in medical treatment decision analyses (Hazen 1992) .
My colleagues and I have constructed stochastic tree models for total hip replacement and knee replacement decision analyses Gottlob et al. 1996) , and for breast cancer decision analysis (Hazen, Morrow and Venta 1998) . We have investigated risk-sensitive utility rollback for stochastic trees , and have explored preference assessment techniques which are tailored to address risky temporal tradeoffs (Hazen, Hopp and Pellissier 1991; Pellissier and Hazen 1994) . We have found the notion of factoring a stochastic tree (Hazen 1993) S to be very useful for model formulation and presentation, and have developed software (available at the author's web site) with a graphical interface for formulating and rolling back factored stochastic trees. All stochastic tree illustrations in this article are screen captures from that software.
Formulating a stochastic tree in a factored fashion can greatly simplify the model construction process. For example, it is usually beneficial to factor out background mortality and consider the rest of the model separately (Hazen 1993, Hazen, Pellissier and Sounderpandian 1998) . Further factoring is usually helpful as well, for example, to separate essentially independent processes such as drug side effects and disease progression. We give examples of stochastic tree factoring below.
In this paper, we show how the notion of factoring can be extended as well to preference components of the stochastic model. When features involving patient preference are factored out, the remaining stochastic model is often significantly simpler. We take up preference factoring in Section 2, where we examine updateable-state utility models. These arise from the state-trajectory preference summaries recently introduced by Hazen and Sounderpandian (1999) , and extend the Markovian utility models introduced by . The major result presented in Section 2 is that every updateable-state utility model is equivalent to a Markovian utility model in a stochastic tree augmented by factors which record preference summary states. The latter are in this sense factored from the model.
Of course, the factoring process establishes a natural multiattribute structure to any stochastic tree model, and this suggests that preference decomposition issues be investigated. In Section 3
we examine utility independence and related conditions, and show how such assumptions can be used to decompose updateable-state utility models.
We begin in the next section with a review of factoring stochastic trees.
FACTORING STOCHASTIC TREES Background
In its simplest form, a stochastic tree is merely a continuous-time Markov chain unfolded into a tree structure, with possible chance or decision nodes added. Straight-line arcs emanate from chance or decision nodes, and arcs from chance nodes have attached probabilities, just as in a decision tree.
Wavy arcs emanate from stochastic nodes, and denote transitions which take time to occur. Wavy arcs have transition rates attached. The generic rollback formula is given by Hazen (1992) or 
Here v(y) is the quality weight for state y, and a(y)
is the state-specific discount rate at state y. When a(y) = 0 for all y, expected utility is mean qualityadjusted duration, and when a(y) = α for all y, expected utility is quality-adjusted duration discounted at rate α. At chance forks, expected utility computation is identical to the usual probability-weighted averaging done in decision trees. For reasons which will become clear, we call (2) the Markovian rollback formula.
Factoring
In the model of Figure 1 Similarly, background mortality can be dealt with independently. For example, the background mortality model in Figure 4 is too simple to be realistic because actual human mortality rates are age dependent, not constant. A more accurate model of human mortality can be constructed by using the Coxian model (Cox 1955, Hazen, Pellissier and Sounderpandian 1998) depicted in 
FACTORING PREFERENCE COMPONENTS FROM A STOCHASTIC TREE

Updateable-State Preference Summaries
The Markovian rollback formula (2) for mean quality-adjusted duration presupposes that every state y can be assigned a quality weight v(y) as well as a discount rate a(y). However, sometimes the quality weight at a given state y should depend not only on y but also on the process history prior to entering y. For example, in Figure 6 Sounderpandian 1999, Hazen and .
Suppose that the quality weight at state y can depend on the entire sequence y = ( 
At the analogous chance fork in which branches are labeled by probabilities p i , the rollback formula
Note that these equations require the computation of mean discounted quality-adjusted duration L(H | q) for every possible preference summary q which could occur prior to the initial node y of H. 
Factoring to Recover Markovian Rollback
One of the main results of this paper is that by suitably factoring a stochastic tree, one may always transform the updateable-state rollback (3) to Markovian rollback (2) on the factored tree. We formally derive this result in the next subsection.
Here we illustrate how it may be done for the Recall that the overall stochastic tree is now the Computationally, the Markovian rollback is identical to the previous updateable-state rollback.
However, the factored form of the model in Figure   9 gives much greater insight into model structure:
The Systemic Embolism factor in Figure 9 succinctly summaries probabilistic structure, and the Morbidity Status factor summaries preference structure.
Compared to the simple Markovian preference summary, updateable-state preference summaries appear to allow much greater flexibility in preference representation. However, this appearance is illusory because as the same flexibility can be acquired by including the preference summary q in the state of the stochastic tree and using a Markovian summary.
At first sight, this result appears to diminish the significance of updateable-state utility. From a computational standpoint one need never implement the updateable-state rollback equations (3) and (4) because Markovian rollback (2) over augmented-state stochastic trees will do.
However, from the viewpoint of model construction and presentation, it is still advantageous to think in terms of updateable-state preference summaries because these may be factored from the model in a way that eases model construction and simplifies model presentation.
As promised, the preference factoring methodology discussed here by example is presented in a general setting in the following section.
Readers not interested in the mathematical details can skip the next section without loss of continuity.
General Results on Preference Factoring
The Markovian rollback formulas (2) can be generalized to allow for tolls and discount multipliers, as I now explain. Let EU(H|x) be the expected Markovian utility of the stochastic tree H in (1) given that y is reached from preceding state
x. From , the rollback formulas (2) generalize to
Here w(y|x) is the negative of the toll from x to y, and ∆w(y|x) is the discount multiplier from x to y.
Updateable-state utility can be generalized to allow for tolls and discount multipliers as well.
From Hazen and Sounderpandian (1999) , one may derive the following generalization of the updateable-state rollback formulas (3):
Again, w(y|q) and ∆w(y|q) are the negative toll and the discount factor respectively at y given preference summary q. Both the Markovian rollback formulas (5) 
We have the following result. The primary stochastic factor for the THA model is shown in Figure 11 . Transitions in this factor affect utility by triggering transitions in the Failure History and Septic History factors.
Other factors were required in the model as well. A revision count factor was necessary to limit the number of revisions to three. Factors which count aseptic revisions and septic revisions separately and a factor which counts the most recent revision type (aseptic or septic) were needed because subsequent failure rates and revision success probabilities depend on these. Finally, the model includes an age-and gender-specific Coxian mortality factor.
The results of rollback for this stochastic tree model are shown in Table 3 
MULTIATTRIBUTE DECOMPOSITION OF MARKOVIAN UTILITY
In this section we examine utility decompositions which can arise when factors in a stochastic tree are treated as attributes in a multiattribute utility function. We consider only
Markovian utility functions, noting that the results have implications for updateable-state utility as well because of the connection established by Theorem 1.
We consider the case of two-factor stochastic trees, since the multi-factor case follows naturally.
We denote states in the first factor by y, y′, y 0 , y 1 and so on; states in the second factor by z, z′, z 0 , z 1 and so on; and states in the product tree by x = (y,z), x' = (y′,z′), etc. Let y* and z* be distinguished states (e.g., Well) and for Markovian utility. We assume v(y*,z*) > 0.
We use the following graphical notation. The display λ y denotes the occupation of state y subject to mortality rate λ. For utility assessment purposes, it is often convenient to let λ be time dependent, so this display denotes a duration T sojourn in y followed by process termination (death, in the medical context), where T is a continuous-valued nonnegative random variable with hazard rate function λ(t). The display µ λ y z denotes a two-factor scenario in which y is occupied with mortality rate λ in the first factor and z is occupied with mortality rate µ in the second factor. Because termination in either factor forces termination of the entire process, this is equivalent to the product tree 
Proposition 1: If T has hazard rate function
Markovian utility over sample paths can be expressed recursively. Let x t h be a sample path beginning with a duration-t sojourn in state y and followed by some other sample path h.
is the Markovian utility of sample path x t h given preceding state x′, then .
As previously mentioned, v(x) is a quality weight at state x, a(x)
is a state-dependent discount rate, w(x|x′) is the negative of a toll in the transition from x′ to x, and ∆w(x|x′) is a discount multiplier for that transition.
Denote by x λ a duration-T sojourn in state x, where T has hazard rate function λ. Note that for Markovian utility without toll or discount multiplier, we have
One interpretation of this equation is that under
Markovian utility, a risk-sensitive sojourn with hazard rate λ in state x is equivalent to a riskneutral sojourn with hazard rate λ + a(x) in state x.
We call this the risk-neutral interpretation of Markovian utility.
A strategy we have used (Hazen, Hopp and Pellissier 1991) to assess the risk-attitude parameter of Markovian utility is to elicit from subjects an immediate mortality probability p such that the subject is indifferent between the current mortality rate and a chance p of surviving immediate death with an improved mortality rate, that is,
Then equating expected utilities yields v(x)m(λ + a(x)) = pv(x)m(µ + a(x)).
This equation can be solved for a(x) in most situations (e.g., when µ = λ + c for some nonnegative constant c).
The failure of full utility independence
In any multiattribute context, it is natural to attempt to invoke utility independence. The naïve Utility independence of factor 1 from factor 2 would imply, for example, that the indifference † This is an extension of a less familiar but equivalent form of utility independence: Attribute X is utility independent of attribute Y if for any lotteries x, x′, y, y′ with x,x′ stochastically independent of y,y′ we have (x,y) preferred to (x′,y) if and only if (x,y′) preferred to (x′,y′). 
Non-interfering utility independence
As a less restrictive assumption, it might be reasonable to require that one factor be utility independent of another factor as long as the other factor never changes state, and therefore never for example, observed that subjects engaged in immediate mortality scenarios of the type described above have risk attitudes which can depend on health state (Pellissier and Hazen 1994) . However, we are aware of no realistic Markovian utility decomposition which allows non-constant a(y,z).
CONCLUSIONS
We have shown that the useful notion of 
Proof: Because u and u′ share a common zero point, strategic equivalence forces u′ = cu for some positive c. Consider a stochastic tree x λ K.
Given Markovian preference state x 0 , expected utilities are
Set K = ∅ in the above to get
Substitute this back into its predecessor and cancel to get
The equality of two functions k′/(a′+λ) and k/(a+λ) of λ ∈ [0,∞) forces k′ = k and a′ = a. Therefore we
Substitute (3),(4),(5) back into (2), then use u′ = cu and simplify to get
Substitute the right side of (1) 
Cancel terms to conclude ∆w(x|x 0 ) = ∆w′(x|x 0 ).
Therefore from (4) we conclude v′(x) = cv(x). We have thus shown that strategic equivalence of u and u′ imply the four equalities specified in Lemma 1. 
Proof of Theorem 2
Given Markovian utility over stochastic trees with product states (y,z), define the following marginal 
Substitute z = z* to get all states y and subsequent subtrees K. Therefore factor 1 is non-interfering utility independent of factor 2, as claimed. Similarly, factor 2 is noninterfering utility independent of factor 1. ♦ ♦
UNUSABLE MATERIAL
Marginal preference conditions
Even non-interfering utility independence is too strict, in that it forces a(y,z) to be constant in y,z.
Next we examine independence conditions under which a(y,z) is not constant, but depends only on a 1 (y), a 2 (z).
Assuming that risk attitude can be captured separately in each factor, an argument involving equivalent risk neutral preference presented in Figure 12 suggests that the factor risk-aversion coefficients a 1 (y) and a 2 (z) should combine additively to give a(y,z).
Risk-sensitive preference
Equivalent risk-neutral preference 
