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Fq を位数 q の体とする (標数 p ̸= 2, 3) . Fq 上の楕円曲線 E を
E : y2 = x3 +Ax+B
と定義する. ただし, 4A3 + 27B2 ̸= 0であるとする. また, 楕円曲線 E 上の Fq 有理点のなす群 E(Fq)を
E(Fq) = {(x, y) ∈ F2q|y2 = x3 +Ax+B} ∪ {O}
とする. ここで, O は無限遠点を表す. また, r ∈ Zとし,Fq 上の r-ねじれ点の集合を
Er = E(Fq)[r] = {P ∈ E(Fq)|rP = O}
で表す. 本論文では, r > 3, gcd(r, q − 1) = 1となる r を固定しておく.
本論文の先行研究として, [4] や [10] で, 暗号理論に利用される計算困難問題の関係について述べられてい
る. 本論文では, 上の条件を満たすような r を固定しておくことで, 楕円曲線上の位数が素数でない点におけ
るこれらの問題の関係を一般化することを考える.
簡単のため, 本論文においては上記 2つの先行研究の論文と同様に, Fq 上の基本的な計算にかかる時間はす
べて O(log2 q)であるものとする. この条件のもとで, 本論文においては具体的に以下の 5つの計算困難問題
の関係性を考える.
問題 1. (Elliptic Curve Discrete Logarithm Problem (ECDLP))
P ∈ Er (ord(P ) ≥ 4), Q ∈ ⟨P ⟩が与えられたとき, Q = kP を満たす k ∈ Zを計算せよ.
問題 2. (EDS Association)
P ∈ Er, Q ∈ ⟨P ⟩が与えられたとき, Q = kP を満たす k ∈ Zについて,WE,P (k)を計算せよ.
問題 3. (EDS Residue)
P ∈ Er, Q ∈ ⟨P ⟩が与えられたとき, Q = kP を満たす k ∈ Zについて,WE,P (k)が Fq上平方剰余か否か判定
せよ.
問題 4. (Width s EDS Discrete Log)
P ∈ Er とする. ϕ(kP ), ϕ((k + 1)P ), · · · , ϕ((k + s− 1)P )が与えられたとき, k を計算せよ.
問題 5. (EDS-Diffie Hellman (EDS-DH))
P ∈ Erとする.P, aP, bP (a, b ∈ Z)が与えられたとき, ϕ(abP )を計算せよ.
問題 6. (ECDHP)
P ∈ Erとする.P, aP, bP (a, b ∈ Z)が与えられたとき, abP を計算せよ.
各問題を記述するために必要な用語の定義については後に Section 2で与えることにする. また, 問題 5の
ϕは主結果 1で定義している. これらの問題のいずれかが計算できるという仮定が与えられたとき, 他の問題
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を解くためにかかる計算量について考察し, 以下の主結果 2を得た. また, そのために必要な定理として, 主結
果 1を示した. 
主結果 1. P ∈ Erとする.
ϕ(P ) =
(
WE,P (q − 1)




と定義する. ただし, ϕ(O) = 0とする. このとき,
ϕ(nP ) = ϕ(P )n
2
WE,P (n) (2)
が成り立つ. また, ϕ(nP )は EDSになる. 







は r を固定しておくことで, 定義に ord(P )を用いず, これにより P ∈ Er, gcd(r, q − 1) = 1となる範囲では
ord(P )が合成数である場合においても議論することができる. 本論文では, 楕円曲線上の位数が素数でない点
においてこれらの問題の関係を一般化することを考え, 以下の主結果 2を示した.
 
主結果 2. ϕ(P )が Fq 上の原始根であるとき, 以下が成り立つ.
問題 1, 問題 4は,いずれか一方の問題にもう一方の問題を多項式時間で帰着できる. また, 問題 3は問題
2に, 問題 2は問題 1に多項式時間で帰着できる.
問題 5と問題 6はいずれか一方の問題をもう一方の問題に多項式時間で帰着でき, 問題 6は問題 1に多項
式時間で帰着できる.
更に, 問題 3が O(T (q))で解けるならば, 問題 1を O(log q(T (q) + log4 q))で 解くことができる. また,
問題 2が解けるとき, 問題 1を Fq 上の離散対数問題に帰着できる. 
これらの証明は Section 3で与える.
また, 主結果 2から, 次の結論を導くことができる. 
ϕ(P )が Fq 上の原始根であるとき, 問題 1, 問題 2, 問題 3, 問題 4 (s = 3)のいずれかが確率的準指数時
間で解けるならば, 残る 3つの問題も確率的準指数時間で解くことができる.
また, 問題 5, 問題 6のいずれかが確率的準指数時間で解けるならば, もう一方の問題も確率的準指数時間











ECDHP (6) // EDS-DH(5)oo
実線部分は多項式時間で計算できる. 破線部分 (問題 3→問題 1)は主結果 2のとおり.
問題 2は体 Fq の標数が 2でないときは, 問題 3に帰着させてから問題 3を問題 1に帰着させることができ
るが, 標数が 2であるときは問題 3を考えることができない. 問題 2を問題 3を経由せずに問題 1に帰着させ




写像W : Z → Fq が elliptic divisibility sequence (EDS)であるとは, 任意のm,n ∈ Zについて, 以下の漸
化式が成り立つことである.
W (m+ n)W (m− n)W (1)2 =W (m+ 1)W (m− 1)W (n)2 −W (n+ 1)W (n− 1)W (m)2. (3)
本論文では, EDSを上のように 1次元の elliptic netとして定義する. EDSの漸化式から, 直ちに次の公式
が得られる.
m = n+ 1, n = nとすることで,
W (2n+ 1)W (1)4 =W (n+ 2)W (n)3 −W (n− 1)W (n+ 1)3. (4)
また, m = n+ 1, n = n− 1とすることで,
W (2n)W (2)W (1)2 =W (n)
(
W (n+ 2)W (n− 1)2 −W (n− 2)W (n+ 1)2
)
. (5)
更に, W (1) ̸= 0の条件下では,









4 + 6Ax2 + 12Bx−A2,
ψ4 = 4y(x
6 + 5Ax4 + 20Bx3 − 5A2x2 − 4ABx− 8B2 −A3),
ψ2n+1 = ψn+2ψ
3




n−1 − ψn−2ψ2n+1) (n ≥ 3),
ψ−n = −ψn (n ≤ 0).
命題 1. P = (x, y) ∈ E(Fq)とする. WE,P (n) = ψn(P )と定義すると, WE,P : Z → Fq は EDSである.
証明は [9]の Section 9.5を参照せよ. この命題により, 楕円曲線 E(Fq)とその曲線上の点 P が定まれば, 対
応する EDSが定まることがわかる. したがって, 楕円曲線上の計算問題と EDS上の計算問題を対応させるこ
とができる.
定理 1. 任意のm,n ∈ Zに対して,
WE,P (mn) =WE,mP (n) ·WE,P (m)n
2
が成り立つ.
この証明は等分多項式をWeierstrassの σ-関数で書き表し, 具体的に計算することで導くことができる. 詳
細については [8]を参照せよ.
定義 3. (rank of zero-apparition)
W：EDSとする. ρ ∈ Z>0がW の rank of zero-apparitionであるとは, W (ρ) = 0かつ, 任意の 0 < m < ρ
に対してW (m) ̸= 0であることをいう.
[4]の Problem 4では, 本論文の問題 4 （Width s EDS Discrete Log）を, W の rank of zero-apparition
が素数である場合として定義している. 本論文では, この条件は外して考える.
次に, ここまでの定義と基本的な性質を使って, 本論文の主結果を導くために必要な主張を述べていく.
補題 1. P ∈ Er とする. 点 P の x座標を x(P )と表すことにする. WE,P (n− 1),WE,P (n),WE,P (n+ 1)の
3項, もしくは ϕ((n− 1)P ), ϕ(nP ), ϕ((n+ 1)P )の 3項が与えられたとき, nP の x座標 x(nP )は O(log2 q)
で計算することができる.
証明 . [7]の Lemma 6.2.2より, 次の式を得る.
WE,P (n− 1)WE,P (n+ 1)
WE,P (n)2
= x(P )− x(nP ). (6)
今, x(nP )以外の項は全て仮定の下で O(log2 q)で計算できるため, x(nP )は O(log2 q)で計算することがで
きる. また, 式 (2)を用いることで, ϕ(nP )からWE,P (nP )を計算できる.
定理 2. t ∈ Zが与えられたとき,WE,P (t)を O(log |t| log2 q)で計算することができる.
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証明 . アルゴリズム ([5] Theorem 3.4.1) による. WE,P (k − 3) から WE,P (k + 4) までの連続した 8 個の
項を ⟨WE,P (k)⟩ と書き表すとする. ⟨WE,P (t)⟩ は ⟨WE,P (1)⟩ をもとに, (4), (5) を用いて繰り返し 2 倍算と
加法を行うことによって求められる. まず, ⟨WE,P (1)⟩ を計算しておく. これは, WE,P (0) = 0,WE,P (1) =
1,WE,P (−n) = −W (n)だから, WE,P (i) (i = 2, 3, 4)を EDSの漸化式を用いて計算すればよい.
1. t = 2lµ0 (µ0 : 奇数)となる µ0 を計算する.
2. µj = ⌊µj−12 ⌋として µ1, · · · , µm−1 = 2 or 3, µm = 1を計算する.
3. j = m, · · · , 1について, 次の計算を繰り返す.
µj−1 = 2µj のとき, ⟨WE,P (2µj)⟩を計算する.
µj−1 = 2µj + 1のとき, ⟨WE,P (2µj + 1)⟩を計算する.
これにより, 最終的に ⟨WE,P (µ0)⟩を得る.
4. ⟨WE,P (2µ0)⟩, ⟨WE,P (22µ0)⟩, · · · , ⟨WE,P (2lµ0)⟩ = ⟨WE,P (t)⟩を計算する.
Step 3及び Step 4の計算には, 式 (4), (5)を用いる. これら計算は O(log2 q)で O(log |t|)回行われる.
定理 3. P ∈ Er とする. Q = kP が与えられたとき, ϕ(Q)を O(log3 q)で計算できる.
証明 . 主結果 1 の式 (1) を考えると, 右辺の括弧内の計算にかかる時間は, 定理 2 より, O(log(q − 1 +
r) log2 q) + O(log(q − 1) log2 q) + O(log2 q) = O(log3 q).このほかに行うのは Fq 上の指数の計算で, これは
O(log q)で計算することができる.
定理 4. P ∈ Er とする. ϕ(kP ), ϕ((k + 1)P ), ϕ((k + 2)P )が与えられたとき, Q = kP を確率的に O(log4 q)
で計算することができる.
証明 . 補題 1により, x((k+1)P )は O(log2 q)で計算される. また, 対応する 2つの y座標は, [2] Section 7.1
より, 確率的に O(log4 q)で計算される. 2つの (k + 1)P の候補から正しいものを選ぶには, まず, どちらかを
(k + 1)P と仮定し, 楕円曲線上の加法により, x((k + 2)P )を計算する. そして, 補題 1の式 (6)で n = k + 2
として,
WE,P (k + 1)WE,P (k + 3)
WE,P (k + 2)2
= x(P )− x((k + 2)P ).
これを仮定のもとで解いて, ϕ((k + 3)P )を決定する. これと同様に ϕ((k + 4)P )を決定し, EDSの漸化式
でm = k + 2, n = 2としたものが成り立った場合, 初めに仮定した (k + 1)P が正しいとわかる. そうでなけ
れば, もう一方の候補が正しい (k + 1)P である. 以上により (k + 1)P が求まれば, Q = kP = (k + 1)P − P
を計算することで Qが定まる.
次の定理 5を示すために, 本論文の主結果 1を用いる.
定理 5. P ∈ Er とし, ϕ(P )が Fq の原始根であるとする. k (0 ≤ k < ord(P ))について, WE,P (k),WE,P (k+
1),WE,P (k + 2)が与えられたとき, k を計算することは, 確率的に O(log4 q)の計算で Fq 上の離散対数問題
を解くことに帰着できる.
証明 . 補題 1 より, x(Q) を計算し, 楕円曲線の式に代入することで対応する Q の候補を 2 つ求めると, [2]
Section 7.1より, これは確率的に O(log4 q)で計算される. 求めた候補を kP,−kP とする. 定理 4と同様に
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して Qを決定する. 主結果 1の式 (2)より,
ϕ((k + 1)P )
ϕ(kP )
= ϕ(P )2k+1
WE,P (k + 1)
WE,P (k)
を得る. よって, A = ϕ((k+1)P )WE,P (k)ϕ(kP )WE,P (k+1) , B = ϕ(P ) とすれば, A, B はともに計算でき, 離散対数問題
A = B2k+1 を解くことで 2k + 1の値を得る. ただし, ord(P ) < q − 1のとき, k は 2つの値をとる.
命題 2. P ∈ Er, Q = kP とする. また, k の偶奇を O(T (q))で計算する方法が既知であるとする. このとき,
ECDLPを解いて k を O(log q(T (q) + log3 q))で計算できる.
証明 . 次の Step 1～3の手順による.
1. Q = P ならば, k = 1として終了.
2. 仮定により, k の偶奇を O(T (q))で決定する. k が偶数ならば, 2Q′ = Qとなる Q′ を計算する. k が奇
数ならば, 2Q′ = Q− P となる Q′ を計算する.
3. Q = Q′ として, Step 1に戻る.
Step 2について, Fq の標数が 2でなく, gcd(r, q − 1) = 1であるから, r は奇数である. したがって, P, Q
の位数は奇数であり, 特に, Er に 2-ねじれ点は存在しない. ゆえに, Q′ は一意に定まる. これにかかる時間は
Q− P と 2−1 の計算及び乗算で, O(log3 q)である. 更に, Q′ = k′P とすると, 毎回の Step 2において, k′ が
偶数であれば 0, 奇数であれば 1を記録しておき, 終了後にこれらを右から並べることで k の二進数表記を得
る. また, その回数は log2 k = O(log q)である.
命題 3. P ∈ Er, Q = kP とする. また, ϕ(P ) が平方非剰余であるとする. このとき, ei ∈ Z, pi(x) ∈
Z[x],deg(pi) ≤ 1, t(x) =
∑N
i=1 eipi(x)





の形の式の平方剰余が与えられているとすると, k の偶奇を O(N log3 q)で計算できる.







定理 3より, ϕ(pi(k))ei , を N 個計算するのにかかる時間は O(N log3 q)だから, 定理 2と合わせて, 左辺を
O(N log3 q)で計算できる. 今, ϕ(P )は平方非剰余だから, t(k)の偶奇は定数時間で計算できる. これらより,
t(0), t(1)を定数時間で計算することにより, k の偶奇を得られる.
系 1. P ∈ Er, Q = kP (0 ≤ k < ord(P )) とする. また, ϕ(P )は平方非剰余であるとし, P , Qと, WE,P (k)
の平方剰余を O(T (q))で判定する方法が既知であるとする. このとき, k を O(log q(T (q) + log4 q))で計算で
きる.
証明 . 命題 3で N = 1, e1 = 1, p1(x) = xとし, k の偶奇を O(T (q) + log3 q)で判定できることになる. これ
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を命題 2と合わせることによって
O((T (q) + log3 q) log q + log4 q) = O(T (q) log q + log4 q)
3 主結果の証明
まず, Section 1に記述した主結果 1を示す.
証明 . まず, 式 (2)が成り立つことを示す. 定理 1より,
WE,aP (n) ·WE,P (a)n
2








を得る. ここで, a = q − 1, q − 1 + r とすることで,
WE,nP (q − 1) ·WE,P (n)(q−1)
2
WE,P (q − 1)n2
=WE,(q−1)P (n),
WE,nP (q − 1 + r) ·WE,P (n)(q−1+r)
2
WE,P (q − 1 + r)n2
=WE,(q−1+r)P (n) =WE,(q−1)P (n)
2式より,
WE,nP (q − 1) ·WE,P (n)(q−1)
2
WE,P (q − 1)n2
=
WE,nP (q − 1 + r) ·WE,P (n)(q−1+r)
2
WE,P (q − 1 + r)n2
ゆえに,
WE,nP (q − 1)
WE,nP (q − 1 + r)
=
(
WE,P (q − 1)




2r(q − 1) ≡ 0 (mod q − 1)より, WE,P (n)2r(q−1)+r
2
=WE,P (n)
r2 だから, 両辺を 1r2 乗して, 式 (2)を得る.
次に, ϕ(nP )が EDSであることを示す. 上式 (2)より,
ϕ((m+ n)P )ϕ((m− n)P )ϕ(P )2 = ϕ(P )(m+n)
2+(m−n)2+2 ·WE,P (m+ n)WE,P (m− n),
ϕ((m+ 1)P )ϕ((m− 1)P )ϕ(nP )2 − ϕ((n+ 1)P )ϕ((n− 1)P )ϕ(mP )2
= ϕ(P )(m+1)
2+(m−1)2+2n2WE,P (m+ 1)WE,P (m− 1)WE,P (n)2
− ϕ(P )(n+1)
2+(n−1)2+2m2WE,P (n+ 1)WE,P (n− 1)WE,P (m)2.
上 2式から, ϕ(nP )は EDSである.
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主結果 1が示されたので, これにより定理 5の証明が完了した.
次に, 主結果 2を示す.
証明 . 問題 (2) ⇒ 問題 (1)
P,Q = kP は既知だから, 楕円曲線上の加法により, (k + 1)P, (k + 2)P を計算できる. 定理 5 より,
ϕ(P )が Fq 上の原始根であれば, Fq 上の DLPに確率的に O(log4 q)で帰着させることができる. Fq 上離散対
数問題は確率的準指数時間で解けるため, k を得る.
問題 (1) ⇒ 問題 (2)
0 < k ≤ ord(P )としてよい. 定理 2より, WE,P (k)は O(log k log2 q) = O(log3 q)で計算することができ
る.
問題 (1) ⇒ 問題 (4)
定理 4により, Q = kP を O(log4 q)で計算することができる.
問題 (4) ⇒ 問題 (1)
P,Q = kP :既知だから, 楕円曲線上の加法により, (k + 1)P, (k + 2)P を計算できる. 定理 3 より,
ϕ(Q), ϕ((k + 1)P ), ϕ((k + 2)P )を O(log3 q)で計算できる.
問題 (6) ⇒ 問題 (5)





WE,abP (q − 1)




上式の右辺の括弧内の計算は, 定理 2より, O(log3 q)で計算できる.
問題 (5) ⇒ 問題 (6)
補題 1の式 (6)で, n = abとして,
ϕ((ab− 1)P )ϕ((ab+ 1)P )
ϕ((ab)2)P
= ϕ(P )2 (x(P )− x(abP )) . (2)
今, 問題 5が解けるという仮定のもと, ϕ(abP )は計算できる. ϕ(nP )は EDSであるから,
ϕ((m+ n)P )ϕ((m− n)P )ϕ(P )2 = ϕ((m+ 1)P )ϕ((m− 1)P )ϕ(nP )2 − ϕ((n+ 1)P )ϕ((n− 1)P )ϕ(mP )2
が成り立つ. ここで, m = ab, n = bとすると,
ϕ((a(b+ 1))P )ϕ(a(b− 1)P )ϕ(P )2 = ϕ((ab+ 1)P )ϕ((ab− 1)P )ϕ(aP )2 − ϕ((a+ 1)P )ϕ((a− 1)P )ϕ(abP )2.
P, aP, bP が既知なので, 楕円曲線上の加法により, (a + 1)P, (a − 1)P, (b + 1)P, (b − 1)P は計算できる.
よって, 問題 5が解けるという仮定から, ϕ((ab+1)P )ϕ((ab− 1)P )を, それ以外の部分を計算することによっ
て求めることができる. これと上式より, x(abP )を計算できる. 楕円曲線の式に代入して計算することで, 対
応する abP の候補を 2つ得ることができる. 定理 3より, O(log3 q)で ϕ(abP )を計算し, 問題 5を解いて得
られる ϕ(abP )と比較することで, 2つのうち正しい abP を決定できる.
問題 (1) ⇒ 問題 (5) aP, bP が既知のとき, 問題 1を解いて a, bをそれぞれ計算できるので, P から abP を
計算することができる.
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問題 (3) ⇒ 問題 (1)
系 1より, 問題 3が O(T (q))で解けるとすると, O((log q)(T (q) + (log q)4))で問題 1を計算することがで
きる.
問題 (2) ⇒ 問題 (3)
[1]の Algorithm 2.3により, この平方剰余判定は O(log3 q)で確率的に計算できる.
4 まとめ
本論文では, r を固定し, 楕円曲線上の点 P を r-ねじれ点から選ぶことで, 先行研究でなされている結果を,
ord(P )が素数でない場合まで拡張することを考えた. 結果, r > 3, gcd(r, q − 1) = 1としてある程度 rに条件
をつけ, 写像 ϕを定義することによって, 先行研究と同様の結果を得ることができた.
今後の課題として考えられることは, elliptic net上のものを含むここで扱っていないほかの計算困難問題と
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