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CLASSIFICATION OF STABLE SOLUTIONS TO A NON-LOCAL
GELFAND-LIOUVILLE EQUATION
ALI HYDER AND WEN YANG
Abstract. We study finite Morse index solutions to the non-local Gelfand-
Liouville problem
(−∆)su = eu in Rn,
for every s ∈ (0, 1) and n > 2s. Precisely, we prove non-existence of finite
Morse index solutions whenever the singular solution
un,s(x) = −2s log |x|+ log
(
22s
Γ(n
2
)Γ(1 + s)
Γ(n−2s
2
)
)
is unstable.
Keywords: Gelfand equation, stable solution, monotonicity formula.
1. Introduction
This paper is devoted to the study of the following non-local Gelfand-Liouville
equation
(−∆)su = eu in Rn. (1.1)
For s ∈ (0, 1) the non-local operator (−∆)s is defined by
(−∆)su = cn,s P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s
dy, (1.2)
with cn,s being the normalizing constant
cn,s =
22s
πn/2
Γ(n+2s2 )
|Γ(−s)|
.
To give a meaning of the equation (1.1) we shall assume that u ∈ Ls(R
n) and
eu ∈ L1loc(R
n), where Lµ(R
n) (for µ ≥ −n2 ) is defined by
Lµ(R
n) :=
{
u ∈ L1loc(R
n) :
∫
Rn
|u(x)|
1 + |x|n+2µ
dx <∞
}
.
Then (1.1) is to be understood in the following sense:∫
Rn
u(−∆)sϕdx =
∫
Rn
euϕdx for every ϕ ∈ C∞c (R
n). (1.3)
We recall that a solution u to (1.1) is said to be stable in an open set Ω ⊆ Rn if
cn,s
2
∫
Rn
∫
Rn
(ϕ(x) − ϕ(y))2
|x− y|n+2s
dxdy ≥
∫
Rn
euϕ2dx for every ϕ ∈ C∞c (Ω). (1.4)
While a solution is said to be a finite Morse index solution of (1.1) if it is stable
outside a compact set in Rn.
In the particular case s = 1 and n = 2, equation (1.1) is the well-known Liou-
ville equation [21], whose solutions can be represented in terms of locally injective
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meromorphic functions. Under the finite volume condition, that is
∫
R2
eudx < ∞,
Chen-Li in their celebrated paper [3] classified all solutions to (1.1) showing that,
up to a translation, they are radially symmetric in R2 (for the case 2s = n = 1 see
[7]). It is known that these solutions are finite Morse index solutions of (1.1) in Rn.
Later on, Farina in [15] and Dancer-Farina in [8] established non-existence of stable
solutions to (1.1) for 2 ≤ n ≤ 9 and non-existence of finite Morse index solutions to
(1.1) for 3 ≤ n ≤ 9. For the related cosmic string equation, Lane-Emden equations
and systems, we refer the readers to [1, 4, 5, 6, 12, 9, 10, 14, 16, 17, 19, 24, 25, 27, 28]
and references therein for the classification results of stable solutions and finite
Morse index solutions.
In a recent work Duong-Nguyen [11] proved that equation (1.1) has no regular
stable solution for n < 10s. Their approach is based on the Moser’s iteration,
following the same spirit of [14, 15, 24]. However, these arguments does not work
for s ∈ (0, 1) if either n > 10s, or u is stable outside a compact set.
It is known (see e.g. [22, Proposition 3.2]) that the function
un,s(x) := −2s log |x|+ logλn,s, λn,s := 2
2sΓ(
n
2 )Γ(1 + s)
Γ(n−2s2 )
(1.5)
is a singular solution to (1.1). It is interesting to note that the function eun,s is
precisely the Hardy weight for the operator (−∆)s. More precisely, the following
Hardy inequality holds (see [30, Theorem 2.9] and [18]):
cn,s
2
∫
Rn
∫
Rn
(ψ(x) − ψ(y))2
|x− y|n+2s
≥ Λn,s
∫
Rn
|x|−2sψ2dx for every ψ ∈ C∞c (R
n),
where the optimal constant Λn,s is given by
Λn,s = 2
2sΓ
2(n+2s4 )
Γ2(n−2s4 )
. (1.6)
This shows that the singular solution un,s is stable if and only if
Γ(n2 )Γ(1 + s)
Γ(n−2s2 )
≤
Γ2(n+2s4 )
Γ2(n−2s4 )
. (1.7)
As a consequence of (1.7), we get that (see [22, Proposition 3.2] and [23, Theorem
1.1])
(1). If n ≤ 7, then un,s is unstable for all s ∈ (0, 1).
(2). If n = 8, then un,s is stable if and only if s ≤ 0.28206....
(3). If n = 9, then un,s is stable if and only if s ≤ 0.63237....
(4). If n ≥ 10, then un,s is stable for all s ∈ (0, 1).
The stability condition (1.7) for the solution un,s suggests that equation (1.1) might
not admit any stable solution if the following inequality holds:
Γ(n2 )Γ(1 + s)
Γ(n−2s2 )
>
Γ2(n+2s4 )
Γ2(n−2s4 )
. (1.8)
It is worth pointing out that the condition n < 10s in [11] implies (1.8). Interest-
ingly, in this range, stable solutions are smooth.
Theorem 1.1. Let Ω be an open set in Rn and s ∈ (0, 1). If u ∈ Ls(R
n)∩ H˙sloc(Ω)
is stable in Ω and n < 10s, then eu ∈ Lploc(Ω) for every p ∈ [1, 5). In particular, u
is smooth in Ω.
Here the function space H˙s(Ω) is defined by
H˙s(Ω) :=
{
u ∈ L2loc(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|n+2s
dxdy <∞
}
.
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The notation H˙sloc(R
n) will be used to denote the set of all functions which are in
H˙s(Ω) for every bounded open set Ω ⊂ Rn.
The proof of Theorem 1.1 is based on the Farina type estimates for stable so-
lutions. To this end we use the Caffarelli-Silvestre [2] extension u of u on the
upper-half space Rn+1+ :
u(X) =
∫
Rn
P (X, y)u(y)dy, X = (x, t) ∈ Rn × (0,∞), (1.9)
where
P (X, y) = dn,s
t2s
|(x− y, t)|n+2s
,
and dn,s > 0 is a normalizing constant so that
∫
Rn
P (X, y)dy = 1. Notice that
u is well-defined as u ∈ Ls(R
n). Moreover, t
1−2s
2 ∇u ∈ L2loc(Ω × [0,∞)) whenever
u ∈ H˙s(Ω). The equation (1.3) in terms of u now reads∫
R
n+1
+
t1−2s∇u · ∇Φ(x, t)dxdt = κs
∫
Rn
euϕdx for every Φ ∈ C∞c (R
n+1
+ ), (1.10)
where ϕ(x) = Φ(x, 0) and κs =
Γ(1−s)
22s−1Γ(s) .
Concerning the non-existence of finite Morse index solution we prove:
Theorem 1.2. Assume that n > 2s and s ∈ (0, 1). If (1.8) holds then (1.1)
does not admit a finite Morse index solution u ∈ Ls(R
n) ∩ W 1,2loc (R
n) satisfying
eu ∈ L2loc(R
n).
The hypothesis eu ∈ L2loc(R
n) and the regularity assumption u ∈W 1,2loc (R
n) in the
above theorem can be weakened by simply assuming u ∈ W 1,qloc (R
n) with q slightly
bigger than 54 , see Remark 4.1. These assumptions will be used only to derive the
following monotonicity formula, which is a crucial tool in proving Theorem 1.2.
Theorem 1.3. Let u ∈ Ls(R
n) ∩W 1,2loc (R
n) be a solution to (1.1). Assume that
eu ∈ L2loc(R
n). For x0 ∈ ∂R
n+1
+ and λ > 0, we define
E(u, x0, λ) := λ
2s−n
(
1
2
∫
Bn+1(x0,λ)∩R
n+1
+
t1−2s|∇u|2dxdt− κs
∫
B(x0,λ)
eudx
)
+ 2sλ2s−n−1
∫
∂Bn+1(x0,λ)∩R
n+1
+
t1−2s(u+ 2s log r)dσ.
(1.11)
Then E is a nondecreasing function of λ. Furthermore,
dE
dλ
= λ2s−n
∫
∂Bn+1(x0,λ)∩R
n+1
+
t1−2s
(
∂u
∂r
+
2s
r
)2
dσ,
where Bn+1(x0, λ) denotes the Euclidean ball in R
n+1 centered at x0 of radius
λ, σ is the n-dimensional surface measure on ∂Bn+1(x0, λ), X = (x, t) ∈ R
n+1
+ ,
r = |(x − x0, t)| and ∂r = ∇ ·
X−(x0,0)
r is the corresponding radial derivative.
The study of the Lane emden equation by using the monotonicity formula
method goes back to a series of works [9, 10, 26]. Very recently, Wang [29] ap-
plied such method to study the stable solutions of Toda systems. Compared with
the polynomial nonlinearity, the control on the integral of the weighted square term
and the boundary integral of the linear term (the first and third term in the mo-
tonicity formula (1.11)) turns to be more difficult for the exponential nonliearity.
Due to this difficulty, Wang [29] used the ǫ-regularity theory to exclude the case
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that the boundary term going to infinity in the procedure of performing the blowing
down analysis. In this paper, instead of using the ǫ-regularity theory, we shall use a
more straightforward way to estimate each term in (1.11). We believe that this part
of the analysis can be adapted for studying some other problems with exponential
nonlinearity.
Before ending the introduction let us briefly mention our strategy for the proof
of Theorem 1.2. We consider a family of rescaled solutions
uλ(x) = u(λx) + 2s logλ, λ ≥ 1.
Together with the above monotonicity formula, Farina type estimates (Proposition
3.1) and the integral representation formula (Lemma 2.5) we prove the convergence
uλ → u∞ as λ → ∞. Then the limit function u∞ is a stable solution of (1.1).
Again, the monotonicity formula is crucial to show that u∞ is homogeneous in Rn.
The proof then follows from the non-existence result in Theorem 4.1.
The current paper is organized as follows. First we obtain some decay estimates
and integral presentation for the solutions in Section 2. In Section 3, we derive
the higher order integrability of eu and prove Theorem 1.1. While in section 4,
we first study the nonexistence of homogeneous stable soluion under (1.8) and the
monotonicity formula, then we consider the family of solutions arising from the
blow-down analysis and use it to reduce the stable solutions to stable homogeneous
solution, from which Theorem 1.2 is established.
Notations:
Bn+1R the ball centered at 0 with radius R in dimension (n+ 1).
BR the ball centered at 0 with radius R in dimension n.
Bn+1(x0, R) the ball centered at x0 with radius R in dimension (n+ 1).
B(x0, R) the ball centered at x0 with radius R in dimension n.
X = (x, t) represent points in Rn+1+ = R
n × [0,∞).
u s-harmonic extension of u on Rn+1+ .
C a generic positive constant which may change from line to line.
C(r) a positive constant depending on r and may change from line to line.
σ the n-dimensional Hausdorff measure restriced to ∂Bn+1(x0, r).
2. Preliminary estimates
In this section we use the stability condition outside a compact set to derive
energy estimates on eu and the integral representation formula for u.
Lemma 2.1. Let u be a solution to (1.1) for some n > 2s. Suppose that u is stable
outside a compact set. Then∫
Br
eudx ≤ Crn−2s for every r ≥ 1. (2.1)
Proof. Let R ≫ 1 be such that u is stable on Rn \BR. We fix two smooth cut-off
functions ηR and ϕ in R
n such that
ηR(x) =


0 for |x| ≤ R
1 for |x| ≥ 2R
, ϕ(x) =


1 for |x| ≤ 1
0 for |x| ≥ 2
.
Setting ψ(x) = ηR(x)ϕ(
x
r ) with r ≥ 1 we see that ψ is a good test function for the
stability condition (1.4). Hence,∫
Br
eudx ≤ C +
∫
Rn
|(−∆)
s
2ψ|2dx ≤ C + Crn−2s ≤ Crn−2s,
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where we used that n > 2s and r ≥ 1. 
It is not difficult to see that if u is a solution to (1.1), then
uλ(x) = u(λx) + 2s logλ
establishes a family of solutions to (1.1). In addition, u is stable on Rn \BR if and
only if uλ is stable on Rn \BR
λ
.
As a simple consequence of Lemma 2.1 we obtain the following corollary:
Corollary 2.2. Suppose n > 2s and u is a solution of (1.1) which is stable outside
a compact set. Then there exists C > 0 such that∫
Br
eu
λ
dx ≤ Crn−2s for every λ ≥ 1, r ≥ 1. (2.2)
With the help of above decay estimate on eu
λ
, we show that eu
λ
∈ Lµ(R
n) for
some µ < 0:
Lemma 2.3. For δ > 0 there exists C = C(δ) > 0 such that∫
Rn
eu
λ
1 + |x|n−2s+δ
dx ≤ C for every λ ≥ 1.
Proof. It suffices to show that∫
Rn\B1
eu
λ
1 + |x|n−2s+δ
dx ≤ C.
By Corollary 2.2∫
Rn\B1
eu
λ
1 + |x|n−2s+δ
dx =
∞∑
i=0
∫
2i≤|x|<2i+1
eu
λ
1 + |x|n−2s+δ
dx ≤ C
∞∑
i=0
1
2iδ
<∞.
Hence we finish the proof. 
We set
vλ(x) := c(n, s)
∫
Rn
(
1
|x− y|n−2s
−
1
(1 + |y|)n−2s
)
eu
λ(y)dy, (2.3)
where c(n, s) is chosen such that
c(n, s)(−∆)s
1
|x− y|n−2s
= δ(x− y).
It is not difficult to see that vλ ∈ L1loc(R
n). In addition, we have that vλ ∈ Ls(R
n).
This is the conclusion of the following lemma:
Lemma 2.4. We have∫
Rn
|vλ(x)|
1 + |x|n+2s
dx ≤ C for every λ ≥ 1. (2.4)
Moreover, for every R > 0 we have
vλ(x) = c(n, s)
∫
B2R
1
|x− y|n−2s
eu
λ(y)dy +OR(1) for λ ≥ 1, |x| ≤ R. (2.5)
Proof. Let us first set
f(x, y) =
(
1
|x− y|n−2s
−
1
(1 + |y|)n−2s
)
,
and estimate the term
E(y) :=
∫
Rn
|f(x, y)|
1 + |x|n+2s
dx for |y| ≥ 2.
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We split Rn into
R
n =
4⋃
i=1
Ai,
where
A1 := B|y|/2, A2 := R
n \B2|y|, A3 := B(y, |y|/2), A4 := R
n \ (A1 ∪ A2 ∪ A3).
Then the following estimates hold
|f(x, y)| ≤ C


1 + |x|
|y|n−2s+1
if x ∈ A1,
1
|y|n−2s
if x ∈ A2 ∪ A4,
1
|y|n−2s
+
1
|x− y|n−2s
if x ∈ A3.
We write
E(y) =
4∑
i=1
Ei(y), Ei(y) =
∫
Ai
|f(x, y)|
1 + |x|n+2s
dx.
For E1(y), one has
|E1(y)| ≤
C
|y|n−2s+1
∫
A1
1 + |x|
1 + |x|n+2s
dx ≤
C
|y|n−2s+γ
where
γ =
{
1 if 2s > 1,
2s if 2s ≤ 1.
Next, we bound the second and the fourth term
|E2(y)|+ |E4(y)| ≤
C
|y|n−2s
∫
Rn\A1
1
1 + |x|n+2s
dx ≤
C
|y|n
.
While for the last term E3(y), we notice that |x| ∼ |y| for x ∈ A3. Therefore,
|E3(y)| ≤
C
|y|n
+
C
|y|n+2s
∫
A3
1
|x− y|n−2s
dx
≤
C
|y|n
+
C
|y|n+2s
∫
B3|y|
1
|x|n−2s
dx ≤
C
|y|n
.
Thus, there exists γ > 0 such that
|E(y)| ≤
C
|y|n−2s+γ
for |y| ≥ 2.
Therefore, by Lemma 2.3 we get that∫
Rn
|vλ(x)|
1 + |x|n+2s
dx ≤ C
∫
Rn\B2
eu
λ(y)|E(y)|dy + C
∫
Rn
∫
B2
eu
λ(y)
|x− y|n−2s(1 + |x|n+2s)
dydx
+ C
∫
Rn
∫
B2
eu
λ(y)
((1 + |y|)n−2s)(1 + |x|n+2s)
dydx < +∞.
(2.6)
This finishes the proof of (2.4).
To prove (2.5) we notice that∣∣∣∣ 1|x− y|n−2s − 1(1 + |y|)n−2s
∣∣∣∣ ≤ C 1 + |x||y|n−2s+1 for |x| ≤ R, |y| ≥ 2R.
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Then∫
|y|≥2|x|
∣∣∣∣ 1|x− y|n−2s − 1(1 + |y|)n−2s
∣∣∣∣ euλ(y)dy ≤ C(1 + |x|)
∫
|y|≥2|x|
eu
λ(y)
|y|n−2s+1
dy
≤ C(1 + |x|),
where we used Lemma 2.3 in the last inequality. Then (2.5) follows immediately. 
Lemma 2.5. For some cλ ∈ R we have
uλ(x) = c(n, s)
∫
Rn
(
1
|x− y|n−2s
−
1
(1 + |y|)n−2s
)
eu
λ(y)dy + cλ. (2.7)
Proof. According to the definition of vλ, we can easily see that hλ := uλ − vλ is a
s-harmonic function in Rn. In the spirit of [20, Lemma 2.4] one can show that hλ
is either a constant, or a polynomial of degree one. In order to rule out the second
possibility, we first show
vλ(x) ≥ −C log |x| for |x| large, (2.8)
for some constant C > 0. Indeed, by (2.2) we have
vλ(x) ≥ −C
(
1 +
∫
2≤|y|≤2|x|
1
(1 + |y|)n−2s
eu
λ(y)dy
)
≥ −C − C
[log(2|x|)]∑
i=1
∫
2i≤|y|≤2i+1
1
(1 + |y|)n−2s
eu
λ(y)dy
≥ −C − C log |x|.
where [x] denotes the integer part of x. Hence, (2.8) is proved. Therefore
uλ(x) ≥ −C log |x|+ hλ(x).
Using (2.2) again, we derive that hλ ≡ cλ for some constant cλ ∈ R. 
3. Higher order integrability
In this section we prove a higher order integrability of the nonlinearity eu on
the region where u is stable. More precisely, we establish the following Farina’s
estimate, see [14, 8] for the classical case.
Proposition 3.1. Let u ∈ Ls(R
n) ∩ H˙sloc(R
n) be a solution to (1.1). Assume that
u is stable on Rn \BR for some R > 0. Then for every p ∈ [1,min{5, 1+
n
2s}) there
exists C = C(p) > 0 such that for r large∫
B2r\Br
epudx ≤ Crn−2ps. (3.1)
In particular,
(i) for |x| large,∫
B|x|/2(x)
epu(y)dy ≤ C(p)|x|n−2ps for every p ∈ [1,min{5, 1 +
n
2s
}), (3.2)
(ii) for r large∫
Br\B2R
epudx ≤ C(p)rn−2ps for every p ∈ [1,min{5,
n
2s
}). (3.3)
Before proving Proposition 3.1, we shall first apply it to derive an upper bound
on u in the following lemma:
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Lemma 3.2. Suppose that n < 10s. If u satisfies the assumptions in Proposition
3.1, then for |x| large we have
u(x) ≤ −2s log |x|+ C.
Proof. Set
w(r) := c(n, s)
∫
|y|≤r
1
(1 + |y|)n−2s
eu(y)dy,
where c(n, s) is as in (2.3). It is easy to see that w(r) is locally bounded by Lemma
2.1. Next, we claim that for |x| large we have
u(x) = −w(|x|) +O(1). (3.4)
Using the estimate∣∣∣∣ 1|x− y|n−2s − 1(1 + |y|)n−2s
∣∣∣∣ ≤ C |x||y|n−2s+1 , |x| ≥ 1, |y| ≥ 32 |x|,
we get ∫
|y|≥ 3
2
|x|
∣∣∣∣ 1|x− y|n−2s − 1(1 + |y|)n−2s
∣∣∣∣ eu(y)dy
≤ C|x|
∫
|y|≥|x|
eu(y)
|y|n−2s+1
dy
≤ C|x|
∞∑
i=0
1
(2i|x|)n−2s+1
∫
2i|x|≤|y|≤2i+1|x|
eu(y)dy
≤ C,
where (2.1) is used. Choosing p ∈ (1,min{5, n2s +1}) such that (n− 2s)p
′ < n (this
is possible as n < 10s), and together with (3.2)
∫
B |x|
2
(x)
eu(y)
|x− y|n−2s
dy ≤

∫
B |x|
2
(x)
dy
|x− y|(n−2s)p′


1
p′

∫
B |x|
2
(x)
epu(y)dy


1
p
≤ C.
Using the above estimates, (2.1) and the representation formula (2.7) we get (3.4).
Then for r large, using Jensens inequality we see that
log
(
1
|Br|
∫
Br
eu(y)dy
)
≥
1
|Br|
∫
Br
u(y)dy
= −
1
|Br|
∫
Br
w(|y|)dy +O(1)
≥ −w(r) +O(1),
where we used the fact that w is monotone increasing in the last inequality. Thus,
by (2.1) we obtain
−w(r) ≤ log(Cr−2s) +O(1) = −2s log r +O(1).
This proves the lemma. 
The rest of this section is devoted to the proof of Proposition 3.1 and Theorem
1.1. First, we notice that the stability condition (1.4) can be extended to u. More
precisely, if u is stable in Ω then∫
R
n+1
+
t1−2s|∇Φ|2dxdt ≥ κs
∫
Rn
euϕ2dx, (3.5)
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for every Φ ∈ C∞c (R
n+1
+ ) satisfying ϕ(·) := Φ(·, 0) ∈ C
∞
c (Ω). Indeed, if ϕ is the
s-harmonic extension of ϕ, we have∫
R
n+1
+
t1−2s|∇Φ|2dxdt ≥
∫
R
n+1
+
t1−2s|∇ϕ|2dxdt
= κs
∫
Rn
ϕ(−∆)sϕdx ≥ κs
∫
Rn
euϕ2dx.
Before we study the equation (1.10), we present the following lemma which will
be used later.
Lemma 3.3. Let eαu ∈ L1(Ω) for some Ω ⊂ Rn. Then t1−2seαu ∈ L1loc(Ω×[0,∞)).
Proof. Let Ω0 ⋐ Ω be fixed. Since u ∈ Ls(R
n), we have for x ∈ Ω0 and t ∈ (0, R)
u(x, t) ≤ C +
∫
Ω
u(y)P (X, y)dy = C +
∫
Ω
g(x, t)u(y)
P (X, y)dy
g(x, t)
,
where 1 ≥ g(x, t) :=
∫
Ω
P (X, y)dy ≥ C for some positive constant C depending on
R, Ω0 and Ω only. Therefore, by Jensen’s inequality∫
Ω0
eαu(x,t)dx ≤ C
∫
Ω0
∫
Ω
eαg(x,t)u(y)P (X, y)dydx
≤ C
∫
Ω
max{eαu(y), 1}
∫
Ω0
P (X, y)dxdy
≤ C + C
∫
Ω
eαu(y)dy,
where the constant C depends on R, Ω0 and Ω, but not on t. Hence,∫
Ω0×(0,R)
t1−2seαu(x,t)dxdt ≤
∫ R
0
t1−2s
∫
Ω0
eαu(x,t)dxdt <∞.
This finishes the proof. 
The following lemma is crucial for the proof of Proposition 3.1.
Lemma 3.4. Let u ∈ Ls(R
n) ∩ H˙sloc(R
n) be a solution to (1.1). Assume that u is
stable in Ω ⊆ Rn. Let Φ ∈ C∞c (R
n+1
+ ) be of the form Φ(x, t) = ϕ(x)η(t) for some
ϕ ∈ C∞c (Ω) and η ≡ 1 on [0, 1]. Then for every 0 < α < 2 we have
(2 − α)κs
∫
Rn
e(1+2α)uϕ2dx ≤ 2
∫
R
n+1
+
t1−2se2αu¯|∇Φ|2dxdt
−
1
2
∫
R
n+1
+
e2αu¯∇ · [t1−2s∇Φ2]dxdt.
(3.6)
Proof. For k ∈ N we set uk := max{u, k}, and let uk be the restriction of uk on
Rn. It is easy to see that e2αukΦ2 is a good test function in (1.10). Therefore,
κs
∫
Rn
eue2αukϕ2dx
= 2α
∫
R
n+1
+
t1−2se2αukΦ2∇u · ∇ukdxdt +
∫
R
n+1
+
t1−2se2αuk∇u · ∇Φ2dxdt
= 2α
∫
R
n+1
+
t1−2se2αukΦ2 |∇uk|
2dxdt+
∫
R
n+1
+
t1−2se2αuk∇u · ∇Φ2dxdt.
(3.7)
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Now we assume that t1−2se2(α+ε)u ∈ L1loc(Ω × [0,∞)) for some ε > 0. Then by
Lemma 3.5 below, up to a subsequence,
κs
∫
Rn
eue2αukϕ2dx = (2α+ o(1))
∫
R
n+1
+
t1−2se2αukΦ2 |∇uk|
2dxdt +O(1).
Taking eαukΦ as a test function in the stability inequality (3.5)
κs
∫
Rn
eue2αukϕ2dx ≤ α2
∫
R
n+1
+
t1−2sΦ2e2αuk |∇uk|
2dxdt+
∫
R
n+1
+
t1−2se2αuk |∇Φ|2dxdt
+
1
2
∫
R
n+1
+
t1−2s∇e2αuk∇Φ2dxdt
= α2
∫
R
n+1
+
t1−2sΦ2e2αuk |∇uk|
2dxdt+
∫
R
n+1
+
t1−2se2αuk |∇Φ|2dxdt
−
1
2
∫
R
n+1
+
e2αuk∇ · [t1−2s∇Φ2]dxdt,
(3.8)
where the last equality follows by integration by parts. Notice that the boundary
term vanishes as η(t) = 1 on [0, 1]. From the above two relations we obtain
(2− α− ε)κs
∫
Rn
eue2αukϕ2dx
≤ (−2αε+ o(1))
∫
R
n+1
+
t1−2se2αukΦ2|∇uk|
2dxdt+O(1)
+ 2
∫
R
n+1
+
t1−2se2αuk |∇Φ|2dx−
∫
R
n+1
+
e2αuk∇ · [t1−2s∇Φ2]dxdt.
(3.9)
Again, as η = 1 on [0, 1], the second term in the right hand side of the following
expression is identically zero for 0 ≤ t ≤ 1:
∇ · [t1−2s∇Φ2] = t1−2sη2∆xϕ
2 + ϕ2∂t(t
1−2s∂tη
2).
Therefore, using Lemma 3.3∣∣∣∣∣
∫
R
n+1
+
t1−2se2αuk |∇Φ|2dxdt
∣∣∣∣∣+
∣∣∣∣∣
∫
R
n+1
+
e2αuk∇ · [t1−2s∇Φ2]dxdt
∣∣∣∣∣ ≤ C.
Thus,
(2− α− ε)
∫
Rn
eue2αukϕ2dx ≤ C,
provided
∫
Ω e
2(α+ε)udx < ∞. Now choosing α ∈ (0, 12 ) and 0 < ε <
1
2 − α in the
above relation, and then taking k → ∞ we get that e(1+2α)u ∈ L1loc(Ω). By an
iteration argument we conclude that e(1+2α)u ∈ L1loc(Ω) for every α ∈ (0, 2).
Next, sending k →∞ in (3.9) we see that∫
R
n+1
+
t1−2se2αuΦ2|∇u|2dxdt <∞.
Therefore, we can take limit k → ∞ in (3.7) and (3.8). Then the lemma would
follow immediately as the second term on the right hand side of (3.7) (after taking
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k →∞) can be written as∫
R
n+1
+
t1−2se2αu∇u · ∇Φ2dxdt =
1
2α
∫
R
n+1
+
t1−2s∇e2αu · ∇Φ2dxdt
= −
1
2α
∫
R
n+1
+
e2αu∇ · [t1−2s∇Φ2]dxdt.
Again, the boundary integral is zero as η = 1 on [0, 1]. 
Lemma 3.5. Let α > 0 and ε > 0 be such that t1−2se2(α+ε)u ∈ L1loc(R
n+1
+ ). Let
Φ ≥ 0 be a smooth function with compact support in Rn+1+ . Assume that∫
R
n+1
+
t1−2se2αukΦ|∇uk|dxdt→∞.
Then there exists a sub-sequence {k′} ⊂ {k} such that∫
R
n+1
+
t1−2se2αuk′Φ|∇u|dxdt = o(1)
∫
R
n+1
+
t1−2se2αuk′Φ2|∇uk′ |
2dxdt.
Proof. We shall use the trivial facts |∇uk| ≤ |∇u| on R
n+1
+ and |∇uk| = |∇u| on
{u < k}. By Ho¨lder inequality with respect to the measure t1−2se2αukdxdt, we get
that∫
{u<k}
t1−2se2αukΦ|∇u|dxdt ≤ C
(∫
R
n+1
+
t1−2se2αukΦ2|∇uk|
2dxdt
) 1
2
= o(1)
∫
R
n+1
+
t1−2se2αukΦ2|∇uk|
2dxdt.
(3.10)
Therefore, if the lemma were false, we would have∫
R
n+1
+
t1−2se2αukΦ2|∇uk|
2dxdt
≤ Ce2αk
∫
{u≥k}
t1−2sΦ|∇u|dxdt
≤ Ce(α−ε)k
(∫
{u≥k}
t1−2sΦ2|∇u|2dxdt
) 1
2
(∫
{u≥k}
e2(α+ε)ut1−2sdxdt
) 1
2
= o(1)e(α−ε)k
(∫
{u≥k}
t1−2sΦ2|∇u|2dxdt
) 1
2
.
(3.11)
In particular, setting dµ = t1−2sΦ2|∇u|2dxdt, we get
e2αkµ({k − 1 ≤ u < k}) = o(1)e(α−ε)kµ({u ≥ k})
1
2 , (3.12)
which gives
µ({k − 1 ≤ u ≤ k}) = o(1)e−(α+ε)k,
where in the last equality we have used that µ({u ≥ k}) = o(1).
Next, we claim that if
µ({k − 1 ≤ u < k}) = o(1)e−βk,
for some β > 0 then
µ({u ≥ k}) = o(1)e−βk and µ({k − 1 ≤ u < k}) = o(1)e−(α+ε+
β
2
)k.
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The first part of the claim follows from
µ({u ≥ k}) =
∞∑
ℓ=1
µ({k + ℓ− 1 ≤ u < k + ℓ}) =
∞∑
ℓ=1
o(1)e−β(k+ℓ) = o(1)e−βk,
and the second part follows immediately from (3.12).
Since the hypothesis of the above claim holds with β = α+ ε, a repeated use of
it gives
µ({u ≥ k}) = o(1)e−(α+ε)k
∑N
i=1
1
i2 ,
for every N ≥ 1. Then we could choose a large number N such that
µ({u ≥ k}) = o(1)e−(2α+ε)k.
Going back to (3.11), we derive that∫
R
n+1
+
t1−2se2αukΦ2|∇uk|
2dxdt = o(1),
which contradicts to (3.10) and
∫
R
n+1
+
t1−2se2αukΦ|∇uk|dxdt → +∞. Hence we
finish the proof. 
Now we are in a position to prove Proposition 3.1.
Proof of Proposition 3.1. It follows from Lemmas 3.3 and 3.4 that epu ∈ L1loc(R
n \
BR) for every p ∈ [1, 5). To prove (3.1) we first show it holds for α ∈ (0,
1
2 ). Indeed,
by Ho¨lder inequality and Lemma 2.1 we get that for α ∈ (0, 12 )
∫
B2r\Br
e2αudx ≤
(∫
B2r\Br
eudx
)2α
(
∫
B2r\Br
1dx)1−2α ≤ Crn−4αs.
Next we claim that if∫
B2r\Br
e2αudx ≤ Crn−4αs for r > 2R, (3.13)
for some α ∈ (0,min{ n4s , 2}), then∫
B2r\Br
e(1+2α)udx ≤ Crn−2(1+2α)s for r > 3R. (3.14)
By (3.13), it is not difficult to show that∫
Br\B2R
e2αudx ≤ Crn−4αs for r > 2R. (3.15)
Indeed, for r > 2R of the form r = 2N1 with some positive integer N1, and taking
N2 to be the smallest integer such that 2
N2 ≥ 2R, by (3.13) we deduce
∫
B
2N1
\B2R
e2αudx =
∫
B
2N2
\B2R
e2αudx+
N1−N2∑
ℓ=1
∫
B
2N2+ℓ
\B
2N1+ℓ
e2αudx
≤ C + C
N1−N2∑
ℓ=1
(2N2+ℓ)n−4αs
≤ C2N1(n−4αs),
(3.16)
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where we used n−4αs > 0. Then using the hypothesis (3.13), we derive the following
decay estimate∫
|y|≥r
e2αu(y)
|y|n+2s
dy =
∞∑
i=0
∫
2i+1r≥|y|≥2ir
e2αu(y)
|y|n+2s
dy
≤
C
r2s+4αs
∞∑
i=0
1
2(2+4α)si
≤ Cr−2s−4αs.
(3.17)
On the other hand, by (1.9) we get for |x| ≥ 32R that
u(x, t) ≤ C
t2s
(R + t)n+2s
∫
|y|≤2R
u+(y)dy +
∫
Rn
χRn\B2R(y)u(y)P (X, y)dy
≤ C +
∫
Rn
χRn\B2R(y)u(y)P (X, y)dy,
where χA denotes the characteristic function of a set A. Using Jensen’s inequality
e2αu(x,t) ≤ C
∫
Rn
(
e2αu(y)χRn\B2R(y) + χB2R(y)
)
P (X, y)dy for |x| ≥ 3R.
(3.18)
For r > 3R and t ∈ (0, r), integrating both sides of the inequality (3.18) on Br\B3R
with respect to x∫
Br\B3R
e2αu(x,t)dx ≤ C
∫
|y|≤2R
∫
|x|≤r
P (X, y)dxdy + C
∫
|y|≥2r
∫
|x|≤r
e2αu(y)P (X, y)dxdy
+ C
∫
2R≤|y|≤2r
e2αu(y)
∫
|x|≤r
P (X, y)dxdy
≤ CRn + Crn+2s
∫
|y|≥2r
e2αu(y)
|y|n+2s
dy + C
∫
2R≤|y|≤2r
e2αu(y)dy
≤ C + Crn−4αs ≤ Crn−4αs,
where we used (3.13), (3.16), and (3.17). Now we fix non-negative smooth functions
ϕ on Rn and η on [0,∞) such that
ϕ(x) =


1 on B2 \B1
0 on B2/3 ∪B
c
3
, η(t) =


1 on [0, 1]
0 on [2,∞)
.
For r > 0 we set Φr(x, t) = ϕ(
x
r )η(
t
r ). Then Φr is a good test function in Lemma
3.4 for r ≥ 3R. Therefore, as |∇Φr| ≤
C
r , we obtain∫
R
n+1
+
t1−2se2αu|∇Φr|
2dxdt ≤ Cr−2
∫ 2r
0
t1−2s
∫
B3r\B2r/3
e2αu(x,t)dxdt
≤ Crn−2−4αs
∫ 2r
0
t1−2sdt
≤ Crn−2s(1+2α).
In a similar way we have∣∣∣∣∣
∫
R
n+1
+
e2αu∇ · [t1−2s∇Φ2r ]dxdt
∣∣∣∣∣ ≤ Crn−2s(1+2α).
Then (3.14) follows from (3.6) of Lemma 3.4. Thus, we prove the claim. Repeating
the above arguments finitely many times we get (3.1), while (3.2) follows immedi-
ately as B|x|/2(x) ⊂ B2r \Br/2 with r = |x|.
14 A. HYDER AND W. YANG
In the spirit of the estimate (3.16), one can obtain the second conclusion (3.3)
of Proposition 3.1. 
We end this section by proving Theorem 1.1.
Proof of Theorem 1.1. Since u is stable in Ω, following the proof of Proposition 3.1,
we get that eu ∈ Lploc(Ω) for every p ∈ [1, 5). We write u = v + h where
v(x) := c(n, s)
∫
Ω
1
|x− y|n−2s
eu(y)dy.
Then (−∆)sh = 0 in Ω, and hence, h is smooth in Ω. For n < 10s we can choose
p ∈ (1, 5) such that p′(n− 2s) < n. Then using Ho¨lder inequality and the fact that
epu ∈ L1loc(Ω), we have that v ∈ L
∞
loc(Ω). Thus, u ∈ L
∞
loc(Ω). Smoothness of u
follows by the standard bootstrapping argument. 
4. proof of Theorem 1.2
4.1. Non-existence of stable homogeneous solution. In this subsection, we
shall prove the non-existence of stable homogeneous solutions.
Theorem 4.1. There is no stable solution of (1.1) of the form τ(θ) − 2s log r
provided
Γ(n2 )Γ(1 + s)
Γ(n−2s2 )
>
Γ2(n+2s4 )
Γ2(n−2s4 )
. (4.1)
Here θ = x|x| ∈ S
n−1.
Proof. It is easy to see that for any radially symmetric function ϕ ∈ C∞c (R
n)∫
Rn
τ(θ)(−∆)sϕdx = 0.
Then from (1.3)∫
Rn
eτ(θ)−2s log |x|ϕdx =
∫
Rn
(τ(θ) − 2s log |x|)(−∆)sϕdx
=
∫
Rn
(−2s log |x|)(−∆)sϕdx
= An,s
∫
Rn
ϕ
|x|2s
dx,
where the last equality follows from (see e.g. [22])
(−∆)s log
1
|x|2s
= An,s
1
|x|2s
= 22s
Γ(n2 )Γ(1 + s)
Γ(n−2s2 )
1
|x|2s
.
This leads to
0 =
∫
Rn
(eτ(θ) −An,s)
ϕ
|x|2s
dx =
∫ ∞
0
rn−1−2sϕ(r)
∫
Sn−1
(eτ(θ) −An,s)dθdr,
which implies ∫
Sn−1
eτ(θ)dθ = An,s|S
n−1|. (4.2)
Now we shall use the stability condition to derive a counterpart equation of (4.2).
We fix a radially symmetric smooth cut-off function
η(x) =
{
1 for |x| ≤ 1,
0 for |x| ≥ 2,
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and set
ηε(x) =
(
1− η
(
2x
ε
))
η(εx).
It is easy to see that ηε = 1 for ε < r < ε
−1 and ηε = 0 for either r <
ε
2 or
r > 2ε . We test the stability condition (1.4) on the function ψ(x) = r
− n−2s
2 ηε(r).
Let |y| = rt and we notice that∫
Rn
ψ(x) − ψ(y)
|x− y|n+2s
dy = r−
n
2
−s
∫ ∞
0
∫
Sn−1
ηε(r) − t
−n−2s
2 ηε(rt)
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
tn−1dtdω
= r−
n
2
−sηε(r)
∫ ∞
0
∫
Sn−1
1− t−
n−2s
2
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
tn−1dtdω
+ r−
n
2
−s
∫ ∞
0
∫
Sn−1
tn−1−
n−2s
2 (ηε(r) − ηε(rt))
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
dtdω.
It is known that (see e.g. [13, Lemma 4.1])
Λn,s = cn,s
∫ ∞
0
∫
Sn−1
1− t−
n−2s
2
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
tn−1dtdω.
Therefore,
cn,s
∫
Rn
ψ(x)− ψ(y)
|x− y|n+2s
dy = cn,sr
− n
2
−s
∫ ∞
0
∫
Sn−1
tn−1−
n−2s
2 (ηε(r) − ηε(rt))
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
dtdω
+ Λn,sr
− n
2
−sηε(r).
Based on the above computations, we compute the left hand side of the stability
inequality (1.4),
cn,s
2
∫
Rn
∫
Rn
(ψ(x) − ψ(y))2
|x− y|n+2s
dxdy
= cn,s
∫
Rn
∫
Rn
(ψ(x) − ψ(y))ψ(x)
|x− y|n+2s
dxy
= Λn,s|S
n−1|
∫ ∞
0
r−1η2ε(r)dr
+ cn,s
∫ ∞
0
[∫ ∞
0
r−1ηε(r)(ηε(r) − ηε(rt))dr
]
×
∫
Sn−1
∫
Sn−1
tn−1−
n−2s
2
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
dωdθdt.
(4.3)
We compute the right hand side of the stability inequality (1.4) for the test function
ψ(x) = r−
n
2
+sηε(r) and u(r) = −2s log r + τ(θ),∫
Rn
euψ2 =
∫ ∞
0
∫
Sn−1
η2ε (r)r
−2sr−(n−2s)eτ(θ)rn−1drdθ
=
∫ ∞
0
r−1η2ε(r)dr
∫
Sn−1
eτ(θ)dθ.
(4.4)
From the definition of the function ηε, we have∫ ∞
0
r−1η2ε (r)dr = log
2
ε
+O(1).
One can see that both the first term on the right hand side of (4.3) and the right
hand side of (4.4) carry the term
∫∞
0 r
−1η2ε (r)dr and it tends to ∞ as ε→ 0. Next
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we claim that
fε(t) :=
∫ ∞
0
r−1ηε(r)(ηε(r) − ηε(rt))dr = O(log t). (4.5)
From the definition of ηε, we have
fε(t) =
∫ 2
ε
ε
2
r−1ηε(r)(ηε(r) − ηε(rt))dr.
Notice that
ηε(rt) =


1, for εt < r <
1
tε ,
0, for either r < ε2t or r >
2
tε .
Now we consider various ranges of value of t ∈ (0,∞) to establish the claim (4.5).
fε(t) ≈


−
∫ 2
tε
ε
2
r−1dr +
∫ 2
ε
ε
2
r−1dr ≈ log ε = O(log t), if 1tε < ε,
−
∫ ε
ε
2
r−1dr +
∫ 2
ε
1
εt
r−1dr ≈ log t, if εt < ε <
1
εt ,
∫ ε
t
ε
2
r−1dr −
∫ 2
ε
1
ε
r−1dr ≈ log t, if ε < εt <
1
ε ,
∫ 2
ε
ε
2
r−1dr −
∫ 2ε
t
ε
2t
r−1dr ≈ log ε = O(log t), if 1ε <
ε
t .
The other cases can be treated similarly. From this one can see that∫ ∞
0
[∫ ∞
0
r−1ηε(r)(ηε(r) − ηε(rt))
] ∫
Sn−1
∫
Sn−1
tn−1−
n−2s
2
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
dωdθdt
≈
∫ ∞
0
∫
Sn−1
∫
Sn−1
tn−1−
n−2s
2 log t
(t2 + 1− 2t〈θ, ω〉)
n+2s
2
dωdθdt
= O(1)
Collecting the higher order term (log ε), we get
Λn,s|S
n−1| ≥
∫
Sn−1
eτ(θ)dθ. (4.6)
From (4.2) and (4.6), we obtain that
Λn,s ≥ An,s,
which contradicts to the assumption (4.1). Therefore, such homogeneous solution
does not exist and we finish the proof. 
4.2. Monotonicity formula. In this subsection we give a proof of Theorem 1.3,
and estimate the terms appearing in (1.11).
Proof of Theorem 1.3. We prove the theorem for u sufficiently smooth, and give
the necessary details for the general case in Remark 4.1 below. Without loss of
generality, we may assume that x0 = 0 and the balls B
n+1
λ are centered at 0. Set,
E1(u, λ) = λ
2s−n
(∫
Bn+1λ ∩R
n+1
+
t1−2s
|∇u|2
2
dxdt− κs
∫
Bn+1λ ∩∂R
n+1
+
eudx
)
.
Define
uλ(X) = u(λX) + 2s logλ.
Then
E1(u, λ) = E1(u
λ, 1). (4.7)
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Differentiating uλ with respect to λ, we have
λ∂λu
λ = r∂ru
λ + 2s.
Differentiating the right hand side of (4.7), we find
dE1
dλ
(u, λ) =
∫
Bn+1
1
∩Rn+1
+
t1−2s∇uλ∇∂λu
λdxdt − κs
∫
Bn+1
1
∩∂Rn+1
+
eu
λ
∂λu
λdx
=
∫
∂Bn+1
1
∩Rn+1
+
t1−2s∂ru
λ∂λu
λdσ
= λ
∫
∂Bn+1
1
∩Rn+1
+
t1−2s(∂λu
λ)2dσ − 2s
∫
∂Bn+1
1
∩Rn+1
+
t1−2s∂λu
λdσ.
(4.8)
We notice that
E(u, 0, λ) = E(uλ, 0, 1) = E1(u
λ, 1) + 2s
∫
∂Bn+1
1
∩Rn+1
+
t1−2suλdσ. (4.9)
From (4.8) and (4.9), we get
dE
dλ
(u, 0, λ) = λ
∫
∂Bn+1
1
∩Rn+1
+
t1−2s(∂λu
λ)2dσ
= λ2s−n
∫
∂Bn+1λ ∩R
n+1
+
t1−2s(∂ru+
2s
r
)2dσ.
Hence, we finish the proof. 
Remark 4.1. Setting uλε := u
λ ∗ ρε ((ρε)ε>0 are the standard mollifiers) we see
that uλε satisfies (−∆)
suλε = e
uλε ∗ ρε. Then we consider E(u
λ
ε , 0, 1). Following the
same computations as before, we could get
d
dλ
E(uλε , 0, 1) = λ
∫
∂Bn+1
1
∩Rn+1
+
t1−2s
(
∂λu
λ
ε
)2
dσ + κs
∫
B1
(eu
λ
∗ ρε − e
uλε )∂λu
λ
εdx,
where the second term on the right hand side could be controlled by assuming
u ∈W 1,2loc (R
n) and eu ∈ L2loc(R
n), and it converges to zero as ε tends to 0.
We could also assume u ∈W 1,qloc (R
n) with q slightly bigger than 5/4. In sacrifice
of the less regularity assumption, we have to consider the monotonicity formula by
truncating the region where u is unstable, i.e.,
ER(u
λ, 0, 1) =
(
1
2
∫
(Bn+1
1
\Bn+1
2R/λ
)∩Rn+1
+
t1−2s|∇uλ|2dxdt− κs
∫
B1\B2R/λ
eu
λ
dx
)
+ 2s
∫
∂(Bn+1
1
\Bn+1
2R/λ
)∩Rn+1
+
t1−2suλdσ,
where R is chosen such that u is stable in Rn \BR(0). For ER(u
λ, 0, 1), after some
computations we could show that
d
dλ
ER(u
λ, 0, 1) = λ
∫
∂Bn+1
1
∩Rn+1
+
t1−2s
(
∂λu
λ
)2
dσ+ o(λ−1−δ), as λ→∞, (4.10)
for some δ > 0. In this case we are not claiming that ER(u
λ, 0, 1) is monotone
increasing with respect to λ. However, as δ > 0, the above estimate is good enough
for our purposes. To be precise, it will be used to show that the constant cλ has
a uniform lower bound for λ ≥ 1 (see Proposition 4.5), and that the limit function
u∞ is homogeneous (see subsection 4.3).
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By Lemma 2.2 we derive the following expression for the third term in the
monotonicity formula (1.11).
Lemma 4.2. Let uλ be the s-harmonic extension of uλ, then∫
∂Bn+1
1
∩Rn+1
+
t1−2suλ(X)dσ = cscλ +O(1),
where cλ is defined in (2.7) and cs is a positive finite number given by
cs :=
∫
∂Bn+1
1
∩Rn+1
+
t1−2sdσ.
Proof. Using the Poisson formula we have
uλ(X) =
∫
Rn
P (X, z)uλ(z)dz = cλ +
∫
Rn
P (X, z)vλ(z)dz.
It follows from (2.4) that∫
Rn\B2
P (X, z)|vλ(z)|dz ≤ C for |X | ≤ 1.
Therefore∫
∂Bn+1
1
∩Rn+1
+
t1−2suλ(X)dσ = cscλ +O(1) +
∫
∂Bn+1
1
∩Rn+1
+
t1−2s
∫
B2
P (X, z)vλ(z)dzdσ.
We denote the last term in the above equation by II. To estimate the term II, we
claim that∫
∂Bn+1
1
∩Rn+1
+
∫
B4
t1−2sP (X, z)
1
|y − z|n−2s
dzdσ ≤ C for every y ∈ Rn. (4.11)
Indeed, for x 6= y we set r = 12 |x− y|. Then we have∫
B4
t
|(x − z, t)|n+2s|y − z|n−2s
dz
≤
(∫
B(y,r)
+
∫
B4\B(y,r)
)
t
|(x− z, t)|n+2s|y − z|n−2s
dz
≤ C
t
(r + t)n+2s
∫
B(y,r)
1
|y − z|n−2s
dz +
1
rn−2s
∫
B4\B(y,r)
t
|(x− z, t)|n+2s
dz
≤ C
(
tr2s
(r + t)n+2s
+
t1−2s
rn−2s
)
≤ C
(
1
rn−1
+
t1−2s
rn−2s
)
.
(4.12)
We use the stereo-graphic projection (x, t)→ ξ from ∂Bn+11 ∩R
n+1
+ → R
n \B1, i.e.,
(x, t)→ ξ =
x
1− t
.
Then r = 12
∣∣∣ 2ξ1+|ξ|2 − y∣∣∣ and it follows that∫
∂Bn+1
1
∩Rn+1
+
1
rn−1
dσ ≤
∫
|ξ|≥1
1
rn−1
1
(1 + |ξ|2)n
dξ ≤ C,
and ∫
∂Bn+1
1
∩Rn+1
+
t1−2s
rn−2s
dσ ≤
∫
|ξ|≥1
t1−2s
rn−2s
1
(1 + |ξ|2)n
dξ ≤ C. (4.13)
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From (4.12)-(4.13), we proved (4.11). As a consequence, we have
|II| ≤ C + C
∫
∂Bn+1
1
∩Rn+1
+
t1−2s
∫
|z|≤2
P (X, z)
∫
|y|≤4
eu
λ(y)
|z − y|n−2s
dydzdσ
≤ C + C
∫
|y|≤4
eu
λ(y)
∫
∂Bn+1
1
∩Rn+1
+
∫
|z|≤2
t1−2sP (X, z)
1
|z − y|n−2s
dzdσdy
≤ C + C
∫
|y|≤4
eu
λ(y)dy ≤ C,
where we used (2.2) and (2.5). Hence we finish the proof. 
To estimate the first term in the monotonicity formula (1.11) we need the fol-
lowing result:
Lemma 4.3. We have∫
Br
|(−∆)
s
2 uλ(x)|2dx ≤ Crn−2s for r ≥ 1, λ ≥ 1.
Proof. By a scaling argument, it suffices to prove the lemma for λ = 1. It follows
from (2.7) that
(−∆)
s
2u(x) = C
∫
Rn
1
|x− y|n−s
eu(y)dy,
in the sense of distribution. Let R > 0 be such that u is stable outside BR. For
r ≫ R, we decompose Br = B4R ∪ (Br \B4R). Since u ∈ H˙
s
loc(R
n), we get∫
B4R
|(−∆)
s
2u|2dx ≤ C(R). (4.14)
While for 4R < |x| < r we estimate
|(−∆)
s
2 u(x)| ≤ C
(∫
B2R
+
∫
B2r\B2R
+
∫
Rn\B2r
)
1
|x− y|n−s
eu(y)dy
≤
C
|x|n−s
+ C
∫
B2r\B2R
1
|x− y|n−s
eu(y)dy + C
∫
Rn\B2r
1
|y|n−s
eu(y)dy
=: C
(
1
|x|n−s
+ I1(x) + I2
)
.
(4.15)
Using (2.1) we bound
I2 =
∞∑
k=0
∫
r2k≤|x|≤r2k+1
eu(y)
|y|n−s
dy ≤ C
∞∑
k=0
(r2k+1)n−2s
(2kr)n−s
≤
C
rs
.
Therefore, ∫
Br
I22dx ≤ Cr
n−2s. (4.16)
For the second term I1(x), if 4s ≥ n > 2s, by Lemma 3.2 we have
I1(x) ≤ C
∫
2R≤|y|≤2r
1
|x− y|n−s|y|2s
dy ≤
C
|x|s
,
and hence∫
Br\B4R
I21 (x)dx ≤ Cr
s
∫
Br\B4R
∫
B2r\B2R
1
|x− y|n−s
e2u(y)dydx ≤ Crn−2s. (4.17)
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If n > 4s, by Ho¨lder inequality with respect to the measure dy|x−y|n−s we get(∫
B2r\B2R
eu(y)
|x− y|n−s
dy
)2
≤
∫
B2r
dy
|x− y|n−s
(∫
B2r\B2R
e2u(y)
|x− y|n−s
dy
)
≤ Crs
∫
B2r\B2R
e2u(y)
|x− y|n−s
dy.
Hence by Proposition 3.1, we get that (4.17) also holds for n > 4s. Combining
(4.15), (4.16) and (4.17), we deduce∫
Br\B4R
|(−∆)
s
2u|2dx ≤ Crn−2s. (4.18)
Then the lemma follows from (4.14), (4.18) and n > 2s. 
We use Lemma 4.3 to prove:
Lemma 4.4. We have∫
Bn+1r ∩R
n+1
+
t1−2s|∇uλ(X)|2dxdt ≤ C(r), ∀r > 0, λ ≥ 1. (4.19)
Proof. We write
uλ = uλ1 + u
λ
2 ,
where
uλ1 (x) = c(n, s)
∫
Rn
(
1
|x− y|n−2s
−
1
(1 + |y|)n−2s
)
ϕ(y)eu
λ(y)dy + cλ,
uλ2 (x) = c(n, s)
∫
Rn
(
1
|x− y|n−2s
−
1
(1 + |y|)n−2s
)
(1 − ϕ(y))eu
λ(y)dy.
Here ϕ ∈ C∞c (B4r) is such that ϕ = 1 in B2r. As in the proof of Lemma 4.3 one
can show that∫
R
n+1
+
t1−2s|∇uλ1 (x)|
2dxdt = κs
∫
Rn
∣∣(−∆) s2uλ1 (x)∣∣2 dx ≤ C(r).
Here and in the following uλi denotes the s-harmonic extension of u
λ
i , i = 1, 2
respectively. It remains to prove that∫
Bn+1r ∩R
n+1
+
t1−2s|∇uλ2 (x)|
2dxdt ≤ C(r) for every r ≥ 1, λ ≥ 1. (4.20)
Following the arguments of Lemma 2.4, one could verify that
‖∇uλ2‖L∞(B3r/2) ≤ C(r),
∫
Rn
|uλ2 (x)|
1 + |x|n+2s
dx ≤ C(r), (4.21)
and consequently,
‖uλ2‖L∞(B3r/2) ≤ C(r). (4.22)
To prove (4.20), we shall consider ∂tu
λ
2 and ∇xu
λ
2 seperately. For the first term we
notice that
∂tu
λ
2 (X) = ∂t(u
λ
2 (x, t) − u
λ
2 (x)) = dn,s∂t
∫
Rn
t2s
|(x − y, t)|n+2s
(uλ2 (y)− u
λ
2 (x))dy
= dn,s
∫
Rn
∂t
(
t2s
|(x− y, t)|n+2s
)
(uλ2 (y)− u
λ
2 (x))dy,
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where we used
dn,s
∫
Rn
t2s
|(x− y, t)|n+2s
dy = 1.
By (4.21), for |x| ≤ r it holds that∣∣∣∣∣
∫
Rn\B3r/2
∂t
(
t2s
|(x− y, t)|n+2s
)
(uλ2 (y)− u
λ
2 (x))dy
∣∣∣∣∣
≤ C(r)t2s−1
∫
Rn\B3r/2
(|uλ2 (y)|+ 1)
1 + |y|n+2s
dy ≤ C(r)t2s−1.
(4.23)
Using (4.21)-(4.22), we see that
∫
Bn+1r ∩R
n+1
+
t1−2s
(∫
B3r/2
∂t
(
t2s
|(x− y, t)|n+2s
)
(uλ2 (y)− u
λ
2 (x))dy
)2
dxdt
≤ C(r)‖∇uλ‖2L∞(B3r/2)
∫
Bn+1r ∩R
n+1
+
t1−2s
(∫
B3r/2
∂t
(
t2s
|(x − y, t)|n+2s
)
|x− y|dy
)2
dxdt
≤ C(r)‖∇uλ‖2L∞(B3r/2)
∫
Bn+1r ∩R
n+1
+
(
t1−2s + t2s−1
)
dxdt ≤ C(r).
(4.24)
By (4.23)-(4.24) we get∫
Bn+1r
t1−2s|∂tu
λ
2 |
2dxdt ≤ C(r)
∫
Bn+1r
(
t1−2s + t2s−1
)
dxdt ≤ C(r). (4.25)
For the term ∇xu
λ
2 , in a similar way we get∫
Bn+1r ∩R
n+1
+
t1−2s|∇xu
λ
2 |
2dxdt ≤ C(r). (4.26)
Then (4.19) follows from (4.25) and (4.26). Thus the lemma is proved. 
Proposition 4.5. We have cλ = O(1) for λ ∈ [1,∞). Moreover,
lim
λ→+∞
E(u, 0, λ) = lim
λ→∞
E(uλ, 0, 1) < +∞.
Proof. By (2.2) and Lemma 4.4, we have that
1
2
∫
Bn+1
1
∩Rn+1
+
t1−2s|∇uλ|2dxdt− κs
∫
Bn+1
1
∩∂Rn+1
+
eu
λ
dx is bounded in λ ∈ [1,∞).
Using Theorem 1.3 and Lemma 4.2 we get
E(uλ, 0, 1) = cscλ +O(1) ≥ E(u, 0, 1) = csc1 +O(1),
which implies that
cλ is bounded from below for λ ≥ 1. (4.27)
Here we notice that the uniform lower bound on cλ can also be obtained using the
truncated energy functional as defined in Remark 4.1, thanks to (4.10).
By (2.5) we have
uλ = vλ + cλ ≥ cλ − C on B1 for λ ≥ 1.
Hence,
cλ ≤ C for λ ≥ 1,
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thanks to (2.2). Thus we obtain that cλ is bounded. Therefore, by Lemma 4.2∫
∂Bn+1
1
∩Rn+1
+
t1−2suλ(X)dσ = O(1). (4.28)
We conclude the proof. 
Lemma 4.6. For every r > 0 and λ ≥ 1 we have∫
Bn+1r ∩R
n+1
+
t1−2s
(
|uλ|2 + |∇uλ|2
)
dxdt ≤ C(r).
Proof. Based on Lemma 4.4, we only need to show that∫
Bn+1r ∩R
n+1
+
t1−2s|uλ|2dxdt ≤ C(r).
Together with (w+)2 ≤ 2ew and Jensen’s inequality we get∫
Bn+1r ∩R
n+1
+
t1−2s|(uλ)+|2dxdt ≤ C
∫
Bn+1r ∩R
n+1
+
t1−2s
∫
Rn
eu
λ(y)P (X, y)dydxdt ≤ C,
where the last inequality follows from (2.2) and Lemma 2.3. As cλ = O(1), we see
that
uλ(x) ≥ −C log(2 + |x|) on Rn,
thanks to (2.8). In particular, uλ(X) ≥ −C(r) for |X | ≤ r. Then the lemma follows
immediately. 
4.3. Proof of Theorem 1.2. In this subsection we provide the proof of Theorem
1.2.
Proof of Theorem 1.2. Let u be finite Morse index solution to (1.1) for some n > 2s
satisfying (1.8). Let R > 1 be such that u is stable outside the ball BR.
From Lemma 4.6 we obtain that there exists a sequence λi → +∞ such that u
λi
converges weakly in H˙1loc(R
n+1
+ , t
1−2sdxdt) to a function u∞. In addition, we have
uλi → u∞ almost everywhere. To show that u∞ satisfies (1.3), we need to verify
two things. First, we need to show that for any ε there exists r ≫ 1 such that∫
Rn\Br
|uλ|
1 + |y|n+2s
dy < ε, for every λ ≥ 1. (4.29)
Indeed, as in the proof of (2.6), we get∫
Rn\Br
|uλ(x)|
1 + |x|n+2s
dx ≤ C
∫
Rn\Br
cλ
1 + |x|n+2s
dx+ C
∫
Rn\Br0
eu
λ(y)|E(y)|dy
+ C
∫
Rn\Br
∫
Br0
eu
λ(y)
|x− y|n−2s(1 + |x|n+2s)
dydx
+ C
∫
Rn\Br
∫
Br0
eu
λ(y)
((1 + |y|)n−2s)(1 + |x|n+2s)
dydx
≤ Cr−2s + Cr
−γ/2
0 + Cr
−2srn−2s0 .
We could first choose r0 large enough such that Cr
−γ/2
0 ≤ ε/2 and then choose r
such that Cr−2srn−2s0 + Cr
−2s ≤ ε/2. Thus, (4.29) is proved. As a consequence,
we could show that u∞ ∈ Ls(R
n), and for any ϕ ∈ C∞c (R
n)
lim
i→∞
∫
Rn
uλi(−∆)sϕdx =
∫
Rn
u∞(−∆)sϕdx. (4.30)
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The second point we need to prove is that eu
λi
converge to eu
∞
in L1loc(R
n). By
(3.2) we can easily see that eu
λi
is uniformly integrable in L1loc(R
n \ {0}). Using
(3.3), around the origin we get∫
Bε
eu
λi
dx = λ2s−ni
∫
Bλiε
eudx ≤ Cεn−2s.
Therefore, we have (eu
λi
) is uniformly integrable in L1loc(R
n), and together with
uλi → u∞ a.e., we get for any ϕ ∈ C∞c (R
n)
lim
i→∞
∫
Rn
eu
λi
ϕdx =
∫
Rn
eu
∞
ϕdx. (4.31)
Then u∞ satisfies equation (1.3) follows from (4.30) and (4.31).
Now we show that the limit function u∞ is homogenous, and is of the form
−2s log r + τ(θ). Based on the above convergences, we get for any r > 0,
lim
i→∞
E(u, 0, λir) is independent of r. (4.32)
Indeed, for any two positive numbers r1 < r2 we have
lim
i→∞
E(u, 0, λir1) ≤ lim
i→∞
E(u, 0, λir2).
On the other hand, for any λi, we can choose λmi such that {λmi} ⊂ {λi} and
λir2 ≤ λmir1. As a consequence, we have
lim
i→∞
E(u, 0, λir2) ≤ lim
i→∞
E(u, 0, λmir1) = lim
i→∞
E(u, 0, λir1).
This finishes the proof of (4.32). Using (4.32) we see that for R2 > R1 > 0,
0 = lim
i→∞
E(u, 0, λiR2)− lim
i→+∞
E(u, 0, λiR1)
= lim
i→∞
E(uλi , 0, R2)− lim
i→∞
E(uλi , 0, R1)
≥ lim
i→∞
inf
∫
(
Bn+1R2
\Bn+1R1
)
∩Rn+1
+
t1−2sr2s−n
(
∂uλi
∂r
+
2s
r
)2
dxdt
≥
∫
(
Bn+1R2
\Bn+1R1
)
∩Rn+1
+
t1−2sr2s−n
(
∂u∞
∂r
+
2s
r
)2
dxdt.
Notice that in the last inequality we only used the weak convergence of uλi to u∞
in H1loc(R
n+1
+ , t
1−2sdxdt). So,
∂u∞
∂r
+
2s
r
= 0 a.e. in Rn+1+ .
Thus we proved the claim. In addition, u∞ is also stable because the stability
condition for uλi passes to the limit. Then by Theorem 4.1 we get that (1.7) holds,
a contradiction to (1.8). This proves Theorem 1.2. 
Remark 4.2. The above arguments also work if one uses the truncated energy
functional ER as mentioned in Remark 4.1.
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