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Abstract
In the framework of the electromagnetic approaches based on learning-by-example
(LBE) techniques, this thesis focuses on the development of a strategy for the so-
lution of complex problems by means of support vector machine (SVM). The
proposed instance-based classication method compared to more traditional opti-
mization techniques solves the arising quadratic optimization problem with con-
straints in a simple and reliable way leveraging on the Statistical Learning Theory
which permits the design of optimal classiers with a solid theoretical framework.
A set of input/output relations representing the training dataset permits to avoid
the a-priori knowledge about the system. By exploiting the generalization capabil-
ities, the robustness against noise and the real-time performance, this technique
has been proven to be suitable for more than one real-world application. The
investigated problems are addressed by integrating the measured electromagnetic
eld with a suitably dened classier that is aimed at dening a real-time recon-
struction of the observed domain. For each application eld a set of numerical
results have been reported in order to assess the eectiveness and exibility of the
proposed approach. The real-time capabilities as well as the feasibility when deal-
ing with real data have been also veried by means of an experimental setup for
the passive tracking of non-cooperative targets moving throughout the investigated
area.
Keywords
Learning by example (LBE), support vector machine (SVM), buried object de-
tection, breast cancer imaging, direction of arrival (DOA) estimation, passive
localization and tracking.
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Structure of the Thesis
The thesis is structured in chapters according to the organization detailed in
the following.
The rst chapter deals with an introduction to the thesis, focusing on the
main motivations and on the subject of this work as well as a presentation of the
state-of-the-art techniques dealing with the solution of electromagnetic problems
by means of learning-by-example strategies.
Chapter 2 presents the theoretical background of the SVM-based classier,
focusing on the denition of the decision function as well as on the evaluation of
the a-postertiori probability.
In Chapter 3 the proposed method is integrated with an iterative multi-scaling
approach for the detection of three-dimensional buried object. The exibility and
eectiveness of such an approach are pointed out in the numerical validation for
both single and multiple objects.
The customization of the approach for the early breast cancer imaging prob-
lem is described and assessed in Chapter 4 as an alternative technique looking
for real-time processing. Preliminar results are presented in case of noiseless and
noisy data.
Chapter 5 deals with the presentation of the direction of arrival estimation
problem. The SVM-based approach has been used to estimate the DOA of each
electromagnetic wave impinging on a planar antenna array.
xv
LIST OF FIGURES
The passive detection and tracking of non-cooperative moving targets is pre-
sented in Chapter 6. The presented results show the eectiveness and the real-
time capabilities of the proposed approach when dealing with real data acquired
in time-varying scenarios.
Conclusions and further developments are presented in Chapter 7.
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Chapter 1
Introduction and State-of-the-Art
In this chapter, a brief overview on the techniques presented in the state-of-the-
art and regarding the solution of complex electromagnetic problems by means of
learning-by-example methodologies is presented. Accordingly, the motivation of
the thesis is pointed out.
1
The learning methodology has been inspired by theory of statistical learning
leading up to solutions with nice mathematical properties and excellent perfor-
mance. Machine learning has largely been applied to a variety of actual problems
but less attention has been devoted in the eld of electromagnetics. When closed
form solutions do not exist, learning by example approaches represent an alter-
native way to solve the problem at hand. By training an SVM [1] the solution
can be online predicted. To this end, when the application requires real-time
performance, the use of a mathematical tool that can be trained o-line and
then easily implemented in embedded devices is suggested. These properties and
also other characteristics make SVM good candidate to solve optimization prob-
lems in electromagnetic areas, such as inverse scattering problems. Due to their
inherent nonlinear nature and ill-posedness, the solution to inverse problems is
very complex. State of the art algorithms recast the original problem into an
optimization one, which is successively solved by means of iterative minimization
techniques [2, 3]. Unfortunately, such procedures often make the reconstruction
process unsuitable for real-time applications. Great attention has been devoted
to alternative methodology based on neural networks (NNs), both multilayer
perceptron (MLP) [4] and radial basis function (RBF) [5] approaches have been
proposed. However, even if they show low computational complexity, NN-based
approaches suer from typical training dependent problems like overtting re-
sulting in an inability to correctly estimate the output in presence of input data
which do not belong to the original training set. On the contrary, SVMs allow
the control of the approximating function and its generalization accuracy. More
in detail, the arising optimization problem is aimed at nding the best tradeo
between the learning capabilities from training data and the model complexity.
Since the model complexity has a straightforward consequence on the general-
ization accuracy [6], this leads to the determination of models that outperform
standard NNs. In [37], a SVM-based technique has been adopted for the lo-
calization of a two-dimensional cylindrical geometry with circular cross-section.
The localization problem has been recast in a regression one where the unknowns
(i.e., the position as well as the geometric and dielectric characteristics of the
target) are directly evaluated from the data (i.e., the values of the scattered
eld) by approximating the data-unknowns relation through an o-line data t-
ting process (training phase). This approach turns out to be eective for the
detection of few object since some diculties occur when dealing with a large
number of unknowns. In order to overcome this drawback, Massa et al. [38]
proposed a classication approach, instead of a regression one, that moves from
the detection of a single object to the denition of an a-posteriori probability of
presence of objects in a two-dimensional scenario. In order to dene the risk-
map, during the test phase, the domain under investigation will be partitioned
in a two-dimensional lattice in order to classify a nite number of cells. The
prediction model tests the unknown input data and returns the estimation of
the cell states, that can be empty (i.e., if any scatterer belongs to the cell) or
2
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occupied. Unlike standard approaches that only classify the input pattern, the
proposed output denes the a posteriori probability that the object belongs to
a particular region of the domain. In this sense, the computational time saving
provided by this methodology justies some limitations like the estimation of the
objects presence or absence instead of the complex dielectric properties. Start-
ing from this theoretical background, the proposed approach is aimed at solving
complex problems starting from the eld of three-dimensional inverse scattering
problems, the real-time direction nding of signals impinging on a planar array
of electromagnetic sensors, up to the passive localization and tracking of tar-
gets moving throughout an area monitored by a wireless sensor network (WSN)
architecture.
3

Chapter 2
SVM-based Methodology
This chapter presents the theoretical background of the proposed probabilistic
approach for the denition of the risk map of object presence and position in
the investigated domain. Starting from the measurement of an electromagnetic
quantity related to the considered application, the probability of occurrence of
targets is determined through a suitably dened classier based on a Support
Vector Machine (SVM). The proposed SVM-based classication approach is for-
mulated as a two-step procedure
• Step 1: determining a decision function Φˆ that correctly classies an input
pattern (ΓE , m) (not-necessarily belonging to the training set);
• Step 2: mapping the decision function Φˆ {(ΓE , m)} into an a-posteriori
probability Pr
{
χ = 1 |ΓE
}
.
The details of the procedure are mathematically formulated in the following
sections.
5
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2.1 Denition of the Decision Function
At this step, the status χm of each cell of the lattice has to be determined. Math-
ematically, such a problem formulates in the denition of a suitable discriminant
function Φˆ separating the two classes, which are labeled as χ = +1 and χ = −1.
Since these classes are non-linearly separable, the denition of a non-linear (in
terms of the original data ΓE) discriminant function is usually required as well
as the solution of an optimization problem where multiple optima (also local
optima) are present. As a matter of fact, such a solution is implemented when
Articial Neural Networks (ANN) are considered (see [84] and the references
cited therein).
Unlike ANN, SVM denes a linear decision function corresponding to a hyper-
plane that maximizes the separating margin between the classes and it requires
the solution of an optimization problem where only one minimum there exists.
More in detail, the linear data-tting is not carried out in the original input
space <{ΓE}, but in a higher dimensional space ℵ
{
ϕ (ΓE)
}
(called feature space)
where the original examples are mapped through a non-linear operator
(1)1
, ϕ (•).
The nonlinear SVM classier so obtained is dened as
Φˆ
(
ϕ (ΓE , m)
)
= w · ϕ (ΓE, m) + b m = 1, ...,M (2.1)
where w and b are the parameters of Φˆ to be determined during the training
phase. The hyperplane so-dened causes the largest separation between the
decision function values for the margin training examples from the two classes.
Mathematically, such a hyperplane can be found by minimizing the following
cost function
Ω (w) =
1
2
‖w‖2 (2.2)
subject to the separability constraints
w · ϕ
(
Γ
(n)
E , m
)
+ b ≥ +1 for χ
(n)
m = +1 m = 1, ...,M
w · ϕ
(
Γ
(n)
E , m
)
+ b ≤ −1 for χ
(n)
m = −1 n = 1, ..., N
(2.3)
In this sense, SVM can be considered as a kind of regularized network, as indi-
cated in [8].
However, since the training data in the feature space are generally non-completely
separable by a hyperplane, slack variables (denoted by ξ
(n)
(m)) are introduced to
relax the separability constraints in (2.3) as follows
w · ϕ
(
Γ
(n)
E , m
)
+ b ≥ 1− ξ
(n)
(m)+ for χ
(n)
m = 1 m = 1, ...,M
w · ϕ
(
Γ
(n)
E , m
)
+ b ≤ ξ
(n)
(m)− − 1 for χ
(n)
m = −1 n = 1, ..., N
(2.4)
1(1)
Because of the formulation of the problem at hand, it is easy to verify [Eq. (2.9)] that
actually one does not need to know the ϕ (•) function, but only its dot product in the feature
space according to the so-called kernel trick  [1].
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Such a procedure is justied by the Cover's theorem, a key point in the SVM
methodology as indicated in [1] (p. 200).
Thus, the cost function in (2.2) turns out to be
Ω (w) =
‖w‖2
2
+
C∑M
m=1
{
N−(m) +N
+
(m)
} M∑
m=1

N+
(m)∑
n=1
ξ
(n)
(m)+ +
N−
(m)∑
n=1
ξ
(n)
(m)−
 (2.5)
where N+(m) and N
−
(m) indicate the number of training patterns for which χ
(n)
m =
+1 and χ
(n)
m = −1, respectively. The user-dened hyperparameter C controls
the trade-o between the empirical risk (i.e., the training errors) and the model
complexity [the rst term in (2.6)] to avoid the overtting. In that case, the
decision boundary too precisely corresponds to the training data. Thereby, the
method is unable to deal with data outside the training set [1] (Ch. 5 and Ch.
7).
Moreover, to include a-priori knowledge about class distributions [9], two weight-
ing constants can be dened λ+ =
C∑M
m=1N
+
(m)
and λ− = C∑M
m=1N
−
(m)
[102], and Eq.
(2.5) modies as follows
Ω (w) =
‖w‖2
2
+ λ+
M∑
m=1
N+
(m)∑
n=1
ξ
(n)
(m)+ + λ−
M∑
m=1
N−
(m)∑
n=1
ξ
(n)
(m)− (2.6)
In order to minimize (2.6), it can be observed that a necessary condition is that
w is a linear combination of the mapped vectors ϕ
(
Γ
(n)
E , m
)
w =
M∑
m=1
N∑
n=1
{
α(n)m χ
(n)
m ϕ
(
Γ
(n)
E , m
)}
(2.7)
where α
(n)
m ≥ 0, n = 1, ..., N , m = 1, ...,M are Lagrange multipliers to be de-
termined. Moreover, from the Karush-Khun-Tucker conditions at the optimality
[11], b turns out to be expressed as follows
b =
∑M
m=1
∑Nsv
n=1
{
χ
(n)
m −
∑M
q=1
∑N
p=1
{
α
(p)
m ϕ
(
Γ
(n)
E , m
)
· ϕ
(
Γ
(p)
E , q
)}}
Nsv
(2.8)
Nsv being the number of patterns
(
Γ
(n)
E , m
)
for which α
(n)
m 6= 0 (called support
vectors). Since support vectors lie on the hyperplane for which Eq. (2.4) is
satised with equality, they are taken into account for the classication while
the others are neglected. Such an event reects the sparsity property of the
SVM classier allowing the use of few input patterns.
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Substituting (2.7) and (2.8) in (2.1) yields
Φˆ
(
ϕ (ΓE) , m
)
=
∑M
p=1
∑N
n=1
{
α
(n)
m χ
(n)
m Θ
(
Γ
(n)
E ,ΓE , p, m
)}
+
∑M
m=1
∑Nsv
n=1
{
χ
(n)
m −
∑M
q=1
∑N
p=1
{
α
(p)
m Θ
(
Γ
(n)
E
,Γ
(p)
E
, p,m
)}}
Nsv
(2.9)
where Θ
(
Γ
(i)
E , Γ
(j)
E , p, m
)
= ϕ
(
Γ
(i)
E , p
)
·ϕ
(
Γ
(j)
E , m
)
is a suitable kernel function
[12]. Then, the decision function is completely determined when the Lagrange
multipliers are computed. Towards this end, the constrained optimization prob-
lem formulated in (2.6) and (2.4) is reformulated in a more practical dual form.
The solution of the dual problem, which is equivalent to the solution of the primal
optimization problem (2.2)-(2.3), turns out to be
maxα {ΩDual (α)} =
maxα
{∑N
n=1
∑N
p=1
∑M
m=1
∑M
q=1
[
α
(n)
m α
(p)
q χ
(n)
m χ
(p)
q Θ
(
Γ
(n)
E
,Γ
(p)
E
, p,m
)]
2
−
∑N
n=1
∑M
m=1 α
(n)
m
}
(2.10)
subject to
∑N
n=1
∑M
m=1 α
(n)
m χ
(n)
m = 0, α
(n)
m ∈ [0, λ−] if χ
(n)
m = −1 and α
(n)
m ∈ [0, λ+]
otherwise.
Finally, since ΩDual (α) is a convex and quadratic function of the unknown param-
eters α
(n)
m , it is solved numerically by means of a standard quadratic programming
technique (e.g., the Platt's SMO algorithm for classication [13]
(2)2
). More in
detail, the SMO algorithm breaks the large optimization problem at hand in a
series of smaller ones characterized by only two variables and solved through
an eective updating formula [13], thus inducing non-negligible computational
savings.
2.2 Mapping of the Decision Function into the A-
Posteriori Probability
Concerning standard classication, the SVM classier labels an input pattern
according to the following rule [14]
χm = sign
{
Φˆ
(
ϕ (ΓE , m)
)}
m = 1, ...,M (2.11)
Unlike standard approaches, the proposed method is aimed at dening an a-
posteriori probability. Consequently, some modications to the standard SVM-
based classication approach are needed. Towards this aim, a set of ecient
solutions has been proposed (see, for instance, [12],[15]-[17]) either based on
2(2)
An optimal implementation of the SMO algorithm is the LibSVM  tool available at
http://www.kernel-machines.org.
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a direct training of the SVM with a logistic link function and a regularized
maximum likelihood score or based on a-posterior tting probability process.
The rst class of approaches usually leads to non-sparse kernel machines and
requires a signicant modication of the SVM structure. In this paper, the a-
posteriori probability tting method [17] is adopted since the use of a paramet-
ric model allows a direct tting of the a-posteriori probability Pr
{
χ = 1 |ΓE
}
.
More in detail, such a model approximates the a-posteriori probability through
a sigmoid function
Pr {χm = 1 |(ΓE, m)} =
1
1 + exp
{
γΦˆ
(
ϕ (ΓE , m)
)
+ δ
} m = 1, ...,M
(2.12)
where γ and δ are unknown parameters to be determined.
To estimate the optimal values for the parameters of the sigmoid function,
a tting process is performed. A subset of the input patterns of the train-
ing set is chosen {(ΓE , m, χm; m = 1, ...,M)
(s) ; s = 1, ..., S}, where Φ̂
(s)
m =
Φˆ
(
ϕ
(
Γ
(s)
E , m
))
. Then, the following cost function is dened
Υ {γ, δ} =
=
∑S
s=1
∑M
m=1
{
χ
(s)
m +1
2
log
[
1
1+exp
(
γΦ̂
(s)
m +δ
)
]
+
(
1−χ(s)m
2
)
log
[
exp
(
γΦ̂
(s)
m +δ
)
1+exp
(
γΦ̂
(s)
m +δ
)
]}
(2.13)
and successively minimized to dene γ and δ according to the numerical pro-
cedure proposed in [18]
(3)3
to solve the problems (i.e., the use of a kind of
Levenberg-Marquardt method for unconstrained optimization) of the implemen-
tation of Platt's probabilistic outputs method pointed out in [17].
Summarizing, the SVM optimization problem needs three successive steps: (I )
determining the hyper-parameters array (model selection), that is C and all the
parameters that dene the kernel function (e.g., the Gaussian width σ2 when
Gaussian kernels are used), by considering the training dataset; (II ) determin-
ing the functional parameters α and b starting from the training dataset and
solving the dual problem (2.10); (III ) determining the a-posteriori tting param-
eters γ and δ starting from a subset of the training dataset (validation phase);
(4) testing the SVM on a dierent dataset (test phase).
3(3)
Available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/.
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Chapter 3
Three-dimensional Buried Object
Detection
In this chapter, a multi-resolution approach for the detection of three-dimensional
buried objects is proposed. The geometrical features as size and position of sin-
gle and multiple scatterers are estimated starting from the electromagnetic eld
data. The methodology is based on a support vector machine classier inte-
grated with a iterative procedure that increases the detection resolution only in
those regions where target objects are supposed to be located. The denition of
a multi-resolution probability map of objects presence that gives a simple and
computationally eective estimation of the subsurface environment is provided.
The real-time detection capabilities as well as the current limitations of the ap-
proach, concerned with both single and multiple objects, are veried by showing
selected numerical results.
11
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3.1 Introduction
The retrival of information from underground by means of noninvasive techniques
is of huge interest in many areas of science and engineering such as geology, hy-
drology and environmental engineering. A variety of methods, both two- and
three-dimensional, have been provided to reconstruct geometrical and electric
features of buried objects from measures of scattered eld data collected with
dierent kind of sensors such as the most widely used magnetometers, electro-
magnetic induction (EMI) or ground penetrating radar (GPR) [19]-[26]. Depend-
ing on the applications, the received signal can be studied both in time domain
or frequency domain in order to protably distinguish the object signatures from
potential false detections [27],[28]. Whichever the methodology, the common
goal can be brought back in correctly localize and characterize single or multi-
ple targets in a fast and eective way. However, standard inversion algorithms
that utilize numerical techniques for theoretical forward models, are accurate
but more challenging too [21],[29]. Usually, these techniques fall in the class
of pixel-based inverse methods that estimate the unknown physical properties
of the medium over a dense discretization of the domain requiring the solution
of large scale and ill-posed problems. Alternatively, geometric inverse methods
require lower computational complexity providing only geometrical informations
such as position, shape and size of the targets [20, 25]. However, they still rely on
accurate numerical or analytical models that tend to be time consuming. In the
framework of computationally ecient approaches, machine learning provides a
number of computational algorithms for data analysis designed to directly tune
themselves in response to a set of available data and to be easily implemented
on hardware architectures [30]. In the scientic literature, several solutions to
subsurface problems have been proposed by applying learning-by-example tech-
niques as online processing tools, for example to characterize geologic facies [31]
or classify buried enexploded ordnance [32]-[35].
In [59]-[38], procedures based on support vector machine (SVM) [6, 1] that out-
perform methods based on neural networks (NNs) [both multilayer perceptron
(MLP) and radial basis function (RBF)] have been shown. The subsurface detec-
tion problem has been successfully recast both as a regression and a classication
problem in order to identify single and multiple scatterers. As pointed out in
[38], the regression-based approaches are suitable in dealing with a limited num-
ber of unknowns since SVMs have been developed to solve one-output learning
problems. On the other hand, the classication approach deals also with complex
congurations of multiple scatterers in two-dimensional scenarios.
In this work, an innovative multi-resolution procedure for real-time detection
of three-dimensional buried objects is presented. The problem of object detection
is solved by means of a suitable SVM-based classier integrated with a multi step
process [80] in order to increase the resolution of the recostructions and also to
further decrease the computational time of the SVM test phase. More specically,
12
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Figure 3.1: Three-dimensional geometry.
a more precise detection is obtained by means of an iterative synthetic zooming
performed on those spatial regions where the objects are supposed to be located
according to the results obtained at the previous step. At the end of the online
iterative procedure, a multi-resolutionmap with an high-order detection accuracy
is obtained. It has to be noticed that the SVM is trained only once starting from
a nite set of labeled feature vectors representing the training samples. Each
sample connects the available a-priori information about the object positions
with the corresponding measured data. Once the learning process is completed,
the test data related to objects located in unknown positions are iteratively
classied according to the oine generated decision function and the proposed
multi-resolution procedure.
The remaining of the chapter is organized as follows. The mathematical for-
mulation of the proposed procedure is described in detail Section 3.2. Section 3.3
deals with an exhaustive numerical validation aimed at assessing the eectiveness
of the proposed technique. Some nal remarks are drawn in Section 3.4.
3.2 Mathematical Formulation
Let us consider a typical three-dimensional subsurface scenario as shown in
Fig. 3.1 The homogeneous lossy soil is characterized by known relative dielec-
tric permittivity εΩr and by a conductivity σ
Ω
. The investigation domain Ω =
{0 ≤ x ≤ XΩ, 0 ≤ y ≤ YΩ, 0 ≤ z ≤ ZΩ} lies in the subsurface region and has size
constrained by the overall dimension of the planar array and by a maximum depth
ZΩ. A x-directed dipole located in (xs, ys, zs), with xs = XΩ/2 and ys = YΩ/2,
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acts as electromagnetic source illuminating the scenario, while a planar array of
R isotropic probes gather the data at given positions (xr, yr, zr) , r = 1, ..., R.
Let Evoid (x, y, z) be the eld collected in a reference conguration, i.e. without
objects, and Efull (x, y, z) be the eld measured in the perturbed scenario. This
latter conguration is characterized by the presence of N scattering regions Θn
belonging to Ω with arbitrary shapes, permittivity ε
(n)
r and conductivity σ(n),
n = 1, ..., N . The relationship between Efull and Evoid can be mathematically
expressed by the scattering equation, i.e.
Efull (xr, yr, zr) = Evoid (xr, yr, zr) +
+k2
∫
Ω
E (x, y, z) ·G (xr, yr, zr)Υ
{
(x, y, z) |Θn,
(
ε
(n)
r , σ(n)
)}
dxdydz
(3.1)
where E (x, y, z) is the electric eld inside Ω for the perturbed scenario, G is
the Green's function of the inhomogeneous medium [100], and Υ is the dielectric
prole dened as
Υ (x, y, z) =
{
ε
(n)
r − εΩr (x, y, z)− j
σ(n)−σΩ(x,y,z)
2pif0
, if (x, y, z) ∈ Θn; n = 1, ..., N
0, otherwise.
(3.2)
Starting from the knowledge of the following dierential quantity
Γ (xr, yr, zr) =
∣∣Efull (xr, yr, zr) · xˆ∣∣− |Evoid (xr, yr, zr) · xˆ|
|Evoid (xr, yr, zr) · xˆ|
; r = 1, ..., R (3.3)
representing the normalized eld contribution scattered by Θn, n = 1, ..., N in
the r−th measurement point, r = 1, ..., R along the xˆ direction, the detection
problem can be recast as the denition of a probability map of objects presence
inside Ω. Toward this end, let us partition the investigation domain into a three-
dimensional lattice of C cubic cells whose center coordinates are (xc, yc, zc) , c =
1, ..., C and to which a probability value of object presence hc = Pr {χc = +1|Γ}
can be associated, where χc = ±1 is the binary cell state, that is occupied (i.e.,
χc = +1) if (xc, yc, zc) ∈ Θn, n = 1, ..., N , or empty (i.e., χc = −1), otherwise.
Starting from the input data Γ, the problem can be tought as the retrieval of the
probability presence function
H (x, y, z) =
C∑
c=1
hc (xc, yc, zc) Jc (x, y, z) (3.4)
expressed as a linear combination of non-overlapping basis functions Jc (x, y, z) =
1 if (x, y, z) belongs to the c-th cubic cell, and Jc (x, y, z) = 0, otherwise.
The spatial resolution of the unknown probability presence function is improved
by means of a three-dimensional multi-resolution (IMSA-3D) representation
H(m) (x, y, z) =
K(m)∑
k=0
C(k)∑
c(k)=1
h(m)
(
xc(k), yc(k), zc(k)
)
Jc(k) (x, y, z) m = 1, ...,Mopt
(3.5)
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Figure 3.2: RoIs identication at step m = 1 [with k = 0(a) and k = 1 (b)] and
m = 2 [with k = 0(c) and k = 1 (d)].
m being the index of the iterative procedure that stops at the optimal step Mopt
when the requirement on the resolution level k = 0, ..., K (m) is reached. There-
fore, for a given value of k, C (k) cells identify those regions of interest (RoIs)
(as shown in Fig. 3.2) where the probability of presence h(m)
(
xc(k), yc(k), zc(k)
)
is
higher.
3.2.1 IMSA-3D SVM-based procedure
In order to evaluate the multi-resolution representation of the unknown probabil-
ity presence function, the proposed IMSA-3D procedure is performed by means
of a SVM-based methodology detailed in the following.
Training Phase. The learning process aims at dening the unknown inverse
mapping H(m) (x, y, z) = Ψ (Γ). Assuming the knowledge of a nite set of T
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training scenarios{
[χp, (xp, yp, zp) ,Γ; p = 1, ..., P ]
(t) , t = 1, ..., T
}
. (3.6)
P being the number of training cells, the states χp, p = 1, ..., P are assigned as an
a-priori information related to each training conguration. More in detail, for a
given t-th training example, a set of N scatterers can reside into the investigation
domain producing a known combination of states χp, p = 1, ..., P . The instances
constituting the training set are called input-output pairs. The available mea-
sured data are the input α
(t)
p =
{
[(xp, yp, zp) ,Γ; p = 1, ..., P ]
(t) , t = 1, ..., T
}
and
the associated truth the output β(t)
p
=
{
χ
(t)
p ; p = 1, ..., P ; t = 1, ..., T
}
. Starting
from these known relations, the problem at hand turns out to be the denition
of the decision function Ψ (•) which learns the mapping
Ψ : α(t)p 7→ β
(t)
p
; p = 1, ..., P ; t = 1, ..., T (3.7)
in order to successively classify the unseen input test data
αtest = {(xc, yc, zc) ,Γ; c = 1, ..., C} .
According to the statistical learning theory [6], let us dene the decision function
Ψ (αtest) = (w · φ (αtest)) + b (3.8)
φ (·) being the nonlinear operator mapping the input data into an higher dimen-
sional space, called feature space. Among all hyperplanes separating the positive
training data α
(t)
p
∣∣∣
β(t)
p
=1
from the negative ones α
(t)
p
∣∣∣
β(t)
p
=−1
there exists unique
one yielding the maximum separating margin between the classes. This optimal
hyperplane is constructed by solving an optimization problem, switched to a La-
grangian formulation [39], respect to w and b. The problem reduces to nd the
optimal solution through an expansion in terms of a subset of examples belong-
ing to the training set, namely those examples whose Lagrange multipliers are
0 < ι
(t)
p < C(SVM), called support vectors (SVs). The hyperparameter C(SVM)
controls the tradeo between training error minimization and margin maximiza-
tion. If ι
(t)
p = C(SVM) the corresponding SVs are called bound support vectors
(BSVs) which lie inside the margin producing non-negative slack variables [1]. In
this sense, the number of BSVs is an indication of training errors amount. More-
over, many slack variables with large values mean strongly overlapped classes
and hence limited generalization capabilites. Unfortunately, the C(SVM) hyper-
parameter is unintuitive and has to be calibrated as well as the other kernel
parameters (e.g.: the gaussian width γ for the RBF kernel function) during the
model selection phase.
Test phase - Step (m = 1). At rst, the whole domain Ω is considered and
the multi-resolution procedure generates a coarse estimation of the probability
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presence function with resolution level initialized to k = 0. The probability values
h(m)
(
xc(k), yc(k), zc(k)
)
are evaluated by mapping the unthresholded output of the
decision function Ψ (αtest) into a parametric form of a sigmoid function
h(m)
(
xc(k), yc(k), zc(k)
)
=
1
1 + exp (ηΨ (αtest) + µ)
(3.9)
η and µ being parameters determined by solving the regularized maximum like-
lihood problem as in [58] by means of a subset of the available training set.
Test phase - Steps (m > 1) , (m < Mopt). These steps are aimed at increasing
the resolution of the lattice, by which the probability function is evaluated, only
in those regions where the objects are supposed to be located. The method is
formulated as the following two-step procedure:
A. RoIs Identication: starting from the probability evaluated at the previous
step m− 1, a scaled representation of the probability function
U (m−1) (x, y, z) =
K(m−1)∑
k=0
C(k)∑
c(k)=1
u(m−1)
(
xc(k), yc(k), zc(k)
)
Jc(k) (x, y, z) (3.10)
is determined by introducing the normalized probability coecients
u(m−1)
(
xc(k), yc(k), zc(k)
)
=
h(m−1)
(
xc(k), yc(k), zc(k)
)
− h
(m−1)
min
h
(m−1)
max − h
(m−1)
min
,
c(k) = 1, ..., C(k),
k = 0, ..., K(m)
(3.11)
where h
(m−1)
min = mink=0,...,K(m)
{
minc(k)=1,...,C(k)
[
h(m−1)
(
xc(k), yc(k), zc(k)
)]}
and
h
(m−1)
max = maxk=0,...,K(m)
{
maxc(k)=1,...,C(k)
[
h(m−1)
(
xc(k), yc(k), zc(k)
)]}
. The RoIs
O
(m)
b b = 1, ..., B(m), where B(m) is the total number of regions at step m, are
identied by thresholding the normalized probability function and nulling the
values smaller than the user-dened probability threshold th. Each RoI has an
occupation volume V
(m)
b , b = 1, ..., B(m) proportional to the number of adjacent
basis functions Jc(k) whose probability u
(m−1) (xc(k), yc(k), zc(k)) > th.
B. Multi-resolution probability evaluation: once the RoIs are identied, the
resolution level is increased (k ← k + 1) when (x, y, z) ∈ O
(m)
b , b = 1, ..., B(m)
and a new set of C (k) =
∑B(m)
b=1 Cb (k) smaller cells is generated in order to
partition the volume of each RoI with a number of cells
Cb (k) =
V
(m)
b∑B(m)
b=1 V
(m)
b
C (k) , b = 1, ..., B (m) . (3.12)
Therefore, the probability function (3.5) is updated by computing the probability
coecients h(m)
(
xc(k), yc(k), zc(k)
)
in the new higher-resolution cells.
Test phase - Step (m =Mopt). The iterative methodology repeats the steps
A (RoIs Identication) and B (Multi-resolution probability evaluation) until the
total volume of the RoIs decreases [
∑B(m−1)
b=1 V
(m−1)
b −
∑B(m)
b=1 V
(m)
b > 0] or the
RoIs number B(m) changes [B(m)−B(m− 1) 6= 0].
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3.3 Numerical Results
The results of a selected set of numerical examples are reported in order to
assess the eectiveness and reliability of the proposed approach when dealing
with three-dimensional realistic scenarios. In Section 3.3.1 the training of the
SVM is described and some considerations about SVM parameter calibration
are pointed out. In Section 3.3.2 the behavior of the multi-resolution (IMSA-
3D) procedure is shown and the performance are also compared with the single-
step (BARE ) approach. The validation of the methodology with noisy data
is also considered. Sect. 3.3.3 investigates the potentialities and the current
limitations of the IMSA-3D in detecting multiple objects. In order to verify
the reliability of the proposed methodology in correspondence with various and
realistic subsurface congurations, more complex scenarios with smaller objects
and dierent soil characteristics are cosidered (Sect. 3.3.4) .
With reference to the problem geometry shown in Fig. 3.1, the homogeneous
subsurface region with dielectric parameters εΩr = 4.0 and σ
Ω = 4.0 × 10−3 [41]
and geometrical size XΩ = 3.66 λ, YΩ = 3.66 λ, ZΩ = 0.64 λ is considered, λ
being the wavelenght at the working frequency f = 500MHz. A set of target
regions Θn, n = 1, ..., N with dielectric characteristics dierent from those of the
background can assume whatever shape and position inside Ω. As a preliminary
conguration, let us consider three-dimensional target regions as nite-length
lossless cylinders of radius R
(n)
obj = 0.19 λ, height H
(n)
obj = 0.19 λ [42] and with
relative permittivity ε
(n)
r = 2.5, n = 1, ..., N [28][32]. The considered domain is
illuminated by a x-oriented short-dipole probe located in xs = ys = 1.83 λ at a
distance zs = 0.11 λ above the air-soil interface. At the same height is placed a
planar array of R = 100 ideal receivers equally spaced and covering the whole
XΩ × YΩ upper horizontal surface of Ω.
3.3.1 SVM training and parameter selection
Concerning the training sets, three dierent data sets have been considered,
each one composed by T = 300 scenarios and characterized by a xed number
of buried objects. More specically, n = 1, ..., Nmax, where Nmax = 3 is the
maximum number of objects, training sets have been synthetically generated.
The positions of the objects have been randomly chosen and mapped into the
binary class indexes χ
(t)
p determining the states (occupied or empty) of the P =
100 training cells. The training phase is performed by adopting a RBF kernel
function whose gaussian width γ has to be calibrated as well as the user-dened
SVM hyperparameter C(SVM) in order to solve the model selection issue. In
order to point out the inuence of the parameters calibration on the decision
function generation, Fig. 3.3(a) shows the number of SVs
NSV =
SV s
T × C
× 100 (3.13)
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Figure 3.3: SVM training - Number of support vectors (SVs) (a) and bounded
support vectors (BSVs) (b) versus the SVM hyperparameters.
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as the percentage of total training samples, and the number of BSVs [Fig. 3.3(b)]
NBSV =
BSV s
SV s
× 100 (3.14)
obtained during the grid search over the couple of parameters C(SVM) and γ. In
particular, the training set generated with Nmax = 1 has been considered. The
sparseness of the SVM solution depends on the number of SVs, given that small
NSV leads to a structural simplication of the classier thanks to the removing of
the irrelevant components. In this sense, limiting the number of SVs through the
parameter selection turns out to be a simple and eective solution to control the
generalization capabilities of the classier. Besides the NSV as a generalization
performance indicator, the number of BSVs is equivalent to the amount of train-
ing errors. Since the SVM-based algorithm has to tolerate a certain fraction of
outliers, the BSVs number represents those training samples that can crucially
aect the hyperplane. Nevertheless, the best separating function leads to the
minimal number of training errors. As it can be seen in Fig. 3.3, in the range
of 2−4 < γ < 22 and 26 < C(SVM) < 214 both the NSV and NBSV indicators are
small. It means that the generated hyperplane correctly separates the positive
and negative training samples in this range of parameters. Starting from this
analysis of SVs and BSVs, that gives a preliminary estimation of the best SVM
parameters, the optimal values C(SVM) = 210 and γ = 20 have been chosen.
3.3.2 Numerical validation of the IMSA-3D procedure
The rst representative experiment deals with the detection of a single-scatterer
(N = 1) in noiseless data condition. A test set of T¯1 = 50 scenarios randomly
chosen and not belonging to the training set has been considered. Fig. 3.4 shows
the probability maps obtained with the IMSA-3D approach for one example of
the test set. The three orthogonal planes passing through the center of the object
at
(
x
(1)
obj = y
(1)
obj = 1.16λ, z
(1)
obj = −0.32λ
)
show the probability evaluated during
the multi-resolution process, from the rst step [m = 1, Fig. 3.4(a)] until the
stationary condition is achieved at step m = 4 [Fig. 3.4(d)]. At the initial step,
the resolution level is set to k = 0 and the domain is partitioned into C (0) = 72
cubic cells in order to evaluate a coarse estimation of the probability function.
The following steps identify a single RoI O
(m)
1 where the resolution improve from
4k = 0.61λ, k = 0 up to 43 = 7.64 × 10
−2λ in the RoI O(4)1 . In order to
quantitatively evaluate the improved accuracy provided by the multi-resolution
procedure, let us dene the object-localization-error
υ(m)n =
√(
x
(n)
obj − x˜
(m)
n
)2
+
(
y
(n)
obj − y˜
(m)
n
)2
+
(
z
(n)
obj − z˜
(m)
n
)2
(3.15)
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Figure 3.4: IMSA-3D Procedure - Probability map determined by the IMSA
procedure at m = 1 (a), m = 2 (b), m = 3 (c) and m = Mopt = 4 (d) for single
buried object (N = 1).
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as the geometrical distance between the actual barycenter of the n-th object(
x
(n)
obj , y
(n)
obj , z
(n)
obj
)
and the estimated one
(
x˜
(m)
n , y˜
(m)
n , z˜
(m)
n
)
, where
x˜
(m)
n =
∑K(m)
k=0
∑C(k)
c(k)=1
h(m)(xc(k),yc(k),zc(k))xc(k)∑K(m)
k=0
∑C(k)
c(k)=1
h(m)(xc(k),yc(k),zc(k))
,
y˜
(m)
n =
∑K(m)
k=0
∑C(k)
c(k)=1
h(m)(xc(k),yc(k),zc(k))yc(k)∑K(m)
k=0
∑C(k)
c(k)=1
h(m)(xc(k),yc(k),zc(k))
z˜
(m)
n =
∑K(m)
k=0
∑C(k)
c(k)=1
h(m)(xc(k),yc(k),zc(k))zc(k)∑K(m)
k=0
∑C(k)
c(k)=1
h(m)(xc(k),yc(k),zc(k))
, (3.16)
are calculated as the normalized average of the test cell barycenters at m-th
step weighted by the corresponding probabilities of presence h(m)
(
xc(k), yc(k), zc(k)
)
>
0. Let us also dene the volume-occupation
ξ(m)n =
κ˜
(m)
n
κn
(3.17)
where
κ˜(m)n =
4
3
pi

∑K(m)
k=0
∑C(k)
c(k)=1
[
h(m)(xc(k),yc(k),zc(k))υ(m)c(k)
maxc(k){h(m)(xc(k),yc(k),zc(k))}
]
∑K(m)
k=0
∑C(k)
c(k)=1
[
h(m)(xc(k),yc(k),zc(k))
maxc(k){h(m)(xc(k),yc(k),zc(k))}
]

3
(3.18)
and κn is the actual volume of the considered n-th object, an analitically evalu-
ated index that quantify the estimated volume in terms of probabilities, where
υ
(m)
c(k) =
√(
xc(k) − x˜
(m)
n
)2
+
(
yc(k) − y˜
(m)
n
)2
+
(
zc(k) − z˜
(m)
n
)2
. (3.19)
In such a case, the values of the error gures turn out to be equal to υ
(1)
1 = 0.16 λ
and ξ
(1)
1 = 21.03 at the rst step and both decrease down to υ
(4)
1 = 0.07 λ
and ξ
(4)
1 = 0.68, as shown in Fig. 3.5. The considered test conguration is
eectively representative if compared with the error statistics reported in Tab.
3.1, calculated by considering the whole test set of T¯1 = 50 congurations.
In order to guarantee an high probability of detection and a corresponding
low probability of false alarm, the behavior of IMSA-3D approach has been also
assessed in absence of objects inside Ω. It has to be noticed that the free-object
conguration is not included in the training set. As shown in Fig. 3.6, the SVM-
based methodology did not detect any object. The obtained probability map
shows very small and not focused values, thus conrming the right identication
of the free-objects scenario.
The improved detection capabilities of the multi-resolution strategy is further
pointed out if compared with the BARE approach (Fig. 3.7) applied on the
same test conguration and with the same classier (i.e. the same training set
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Figure 3.5: IMSA-3D Procedure - Performance indexes υ
(m)
1 and ξ
(m)
n versus the
multi-resolution steps for single buried object (N = 1).
Method υ
(m)
1 [λ] ξ
(m)
1
min max mean min max mean
IMSA
m = 1 4.68× 10−2 1.18 0.54 3.48 35.42 16.91
m = 2 2.99× 10−2 1.06 0.23 2.18 29.76 12.49
m = 3 2.32× 10−2 0.46 0.22 0.96 24.59 4.93
m = 4 2.21× 10−2 0.41 0.21 0.09 8.13 1.92
BARE 9.76× 10−2 1.16 0.59 2.81 28.93 16.88
Table 3.1: Single buried object, N = 1 - Statistics of the performance indexes
(object-localization-error υ and volume-occupation ξ) for BARE and IMSA ap-
proaches.
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Figure 3.6: IMSA-3D Procedure - Probability map obtained with IMSA-3D ap-
proach in absence of buried objects (N = 0).
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Figure 3.7: IMSA-3D vs BARE - Probability map determined by the BARE
approach for N = 1 buried object.
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and SVM hyperparameter settings). In order to compare the results at the same
resolution level, the BARE solution has been obtained with the highest resolution
4BARE = 43 = 7.64 × 10
−2λ applied to all the investigation domain instead of
to the single RoI O
(m)
1 , m = 1, ...,Mopt. Besides the object-localization-error is
slightly greater (υ
(BARE)
1 = 0.21 λ), the volume-occupation is signicantly larger
(ξ
(BARE)
1 = 22.48) as well as the number of decision function evaluations that is
strictly related to the number of test cells (CBARE = 36864 vs
∑K=3
k=0 C (k) =
288). Even if the computational load of a single SVM testing is very low, the
BARE approach turns out to be more time consuming, thus reducing the real-
time capabilities of such a methodology.
In order to point out the generalization capabilities of the proposed IMSA-3D
approach in dealing with noisy data, a gaussian random noise with zero-mean
and variance σ2 = Pnoise is added to the total eld Efull (xr, yr, zr) and the noisy
dierential quantity Γ̂ (xr, yr, zr) is used to generate the test set. The averaged
error gures obtained with increasing noise amplitude have been evaluated and
reported in Fig. 3.8. As it can be seen, both object-localization-error and volume-
occupation of the IMSA-3D approach are always smaller if compared with the
BARE results, thus conrming a stable behavior of the methodology also in
noisy conditions. As a representative result, the probability map of the single-
object conguration obtained with the BARE and IMSA-3D approaches with
noisy data (Pnoise = 0.1 V/m) are shown in Fig. 3.9(a) and 3.9(b), respectively.
Even if the IMSA-3D method points out a slightly greater object-localization-
error (υ
(4)
1
∣∣∣
Pnoise=0.1
= 0.11 λ) if compared with the noiseless test case, the actual
position of the object still resides into the high-probability region.
3.3.3 Detection of multiple objects
This section is aimed at conrming the capabilities of the proposed approach
in detecting multiple scatterers. As expected, these scenarios are more complex
if compared with the single-object test case and the SVM-based methodology
provides higher object-localization-error values even if it is still able to localize
the objects with an acceptable degree of accuracy. In Figure 3.10, the averaged
object-localization-error [Fig. 3.10(a)] and volume-occupation [Fig. 3.10(b)] of
BARE and IMSA-3D are compared when dealing with n = 1, .., Nmax number
of objects, where Nmax = 3 and with noisy data (Pnoise = 0.1 V/m). The bar
charts clearly show the outperforming capabilities of the multi-resolution tech-
nique in locating multiple scatterers and pointing out an object-localization-error
always smaller than one wavelength. Concerning the volume-occupation index,
the optimal step of the IMSA-3D procedure overestimates the object volumes of
the most complex scenario (N = 3) with a maximum of meann
{
ξ
(3)
n
}
= 7.31
respect to the widely greater volume overestimation obtained with the BARE
approach [meann
{
ξ
(BARE)
n
}
= 24.32]. In order to better appreciate the im-
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Figure 3.8: Numerical validation vs noise level - Object-localization-error (a)
and volume-occupation (b) determined by the BARE and IMSA-3D procedures
versus the additive noise amplitude PN .
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Figure 3.9: Numerical validation vs noise level - Probability maps determined by
the BARE (a) and IMSA-3D (b) procedures with Noisy data [PN = 0.1 V/m].
27
3.3. NUMERICAL RESULTS
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1  2  3
m
ea
n
[υ
n
] 
 [
λ]
n, number of objects
BARE
IMSA,m=2
(a)
 0
 5
 10
 15
 20
 25
 30
 1  2  3
m
ea
n
[ξ n
]
n, number of objects
BARE
IMSA,m=2
(b)
Figure 3.10: Numerical validation vs number of objects - Object-localization-
error (a) and volume-occupation (b) determined by the BARE and IMSA-3D
procedures versus the number of objects n = 1, 2, 3 with noisy data [PN =
0.1 V/m].
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Figure 3.11: Numerical validation vs number of objects - Probability maps de-
termined by the IMSA-3D procedures for multiple objects [N = 2 BARE (a),
IMSA (b) and N = 3 BARE (c), IMSA (d)] with noisy data [PN = 0.1 V/m].
proved resolution and detection capabilities of the IMSA-3D approach in mul-
tiple object scenarios, the maps obtained with the BARE and IMSA-3D ap-
proaches with N = 2 scatterers (x
(1)
obj = 3.23 λ, y
(1)
obj = 1.61 λ, z
(1)
obj = −0.39 λ),
(x
(2)
obj = 1.69 λ, y
(2)
obj = 1.51 λ, z
(2)
obj = −0.33 λ) have been compared [Fig. 3.11(a)
and Fig. 3.11(b)]. The IMSA-3D approach correctly identies two RoIs and
estimates the object positions with good precision in object-localization-error
(υ
(2)
1 = 0.41 λ and υ
(2)
2 = 0.19 λ) and a slightly overestimated volume-occupation
(ξ
(2)
1 = 3.03 and ξ
(2)
2 = 1.82). On the contrary, the BARE approach estimates
only one dilated high-probability region with a very high volume-occupation
[meann
{
ξ
(BARE)
n
}
= 29.23] which contains both the objects. The enhanced
capabilities of the multi-resolution approach compared with the single-resolution
method are conrmed also when N = Nmax = 3 scatterers are present. A rep-
resentative result provided by the BARE and the IMSA-3D approaches dealing
with this more critical scenario are shown in Fig. 3.11(c) and Fig. 3.11(d),
respectively. As it can be observed, the IMSA-3D is still able to detect three
RoIs and to fairly estimate the object positions, although the object located
in (x
(3)
obj = 2.40 λ, y
(3)
obj = 1.20 λ, z
(3)
obj = −0.18 λ) is detected with a greater
object-localization-error υ
(2)
3 = 0.92 λ if compared with the two remaining objects
[υ
(2)
1 = 0.52 λ,υ
(2)
2 = 0.41 λ]. Once again, the performance of the multi-resolution
procedure outperforms the single-step approach capabilities in discerning multi-
ple objects as clearly pointed out by the very high volume-occupation index of
the single RoI identied by the BARE approach [ξ
(BARE)
1 = 28.74].
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Figure 3.12: Complex scenario - Probability maps determined by the IMSA-3D
[m = Mopt = 3] approach with small objects (N = 2) buried in dry sandy soil
(a) and dry clay soil (b).
3.3.4 Complex scenarios
The multiple object detection performance have been also tested with dierent
electric and geometrical characteristics of the scatterers and the background. As
an example, a more complex scenario with smaller objects (R
(n)
obj = 0.1 λ and
H
(n)
obj = 0.09 λ, n = 1, ..., N) is considered both for training and test dataset.
Figure 3.12 shows the results provided by the IMSA-3D in correspondence of
two dierent background characteristics with multiple objects (N = 2) and noisy
data (Pnoise = 0.1 V/m). The rst example [Fig. 3.12(a)] refers to a conguration
with small objects buried into dry sandy soil (εΩr = 4.0 and σ
Ω = 4.0 × 10−3),
while the second [Fig. 3.12(b)] deals with the same objects in a soil background
with an increased water content that causes an increase in relative permittivity
(εΩr = 16.0) and in conductivity (σ
Ω = 3.0 × 10−2) [43] . The comparison in
terms of object-localization-error points out a slightly worst detection of smaller
objects in sandy soil. Nevertheless, there is not a signicant change in the error
statistics with the considered soils and objects, since the average value of object-
localization-error remains always lower than meann
{
υ
(2)
n
}
= 0.98 λ, n = 1, 2.
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3.4 Conclusions
The proposed method consists of a multi-resolution approach for the real-time
detection of three-dimensional buried objects. An SVM-based classier has been
suitably trained with available labeled data in order to obtain a probability
map of single and multiple objects presence. Starting from a coarse resolution
map, the iterative procedure performs a synthetic zoom on those spatial regions
where potential objects are supposed to be located, thus increasing the detection
resolution only in the RoIs. The eectiveness of the proposed methodology has
been preliminary assessed with dierent subsurface scenarios, characterized by
single and multiple objects, both in noiseless and noisy conditions.
The obtained results conrm that the SVM-based methodology allows one to
estimate the objects presence in real-time and with a good degree of accuracy
in terms of localization error. The multi-resolution strategy detects and locates
single and multiple targets not belonging to the training set and also estimates
the objects size with outperforming precision if compared with the single-step
approach.
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Chapter 4
Early Breast Cancer Imaging
Microwave imaging for breast cancer screening is an emerging technique as a
valuable alternative to standard X-ray mammography. Usually, the solution
to the nonlinear inverse problem is provided with iterative methods which re-
quire a forward solver execution at each iteration and particular attention to
computational eciency is fundamental. Recently, alternative techniques based
on learning-by-example methodologies have been applied to imaging problems
looking for real-time processing. In this chapter, a multiresolution approach for
real-time detection of breast cancer is presented. A SVM-based classier is inte-
grated in an iterative multistep strategy to obtain a probability map of presence
with enhanced spatial resolution where targets are supposed to be located. The
scattering matrix measured at the output of a three-dimensional imaging system
represents the input data of the customized classier. A selected set of numerical
results is provided in order to assess the eectiveness of the proposed approach
dealing with both single and multiple inclusions. The performance of the method
in cases of noisy data is also investigated.
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4.1 Introduction
Breast cancer detection by means of microwave imaging has been developed
rapidly in the last years because of the well-known limitations of the standard
screening X-ray mammography in terms of sensitivity and false positive detec-
tions [44]. Among the advantages of microwave imaging are the non-ionizing and
low-power radiation [45] as well as the absence of compression that means pa-
tient comfort as already proven during clinical investigations [46]. This imaging
modality is based on the contrast between the constitutive parameters of healthy
and malignant breast tissues in the microwave frequency range, the reason that
why the detection with high accuracy of small tumors is possible [47]. In mi-
crowave tomography, nonlinear inverse scattering techniques based on Maxwell's
equations are often used [57, 60] and they are usually based on iterative algo-
rithms in which a full scattering problem must be solved at each iteration leading
to considerable computational load [50], especially when three-dimensional ge-
ometries with large number of unknowns are considered. Alternatively, moving
from deterministic to stochastic methods such as Particle Swarm Optimization
(PSO) and Genetic Algorithms (GAs), the detection problem is recast as an
optimization problem [51]. However, even if these methodologies nd global
minimum of a given cost function, the computational load is still high.
Nowadays, progress in machine learning suggests the solution of medical imag-
ing problems by means of Lerning-by-Example (LBE) methodologies [52]-[54].
These kind of classication or regression-based algorithms are particularly ap-
propriate for a wide-range of real-time applications thanks to their high-speed
properties and generalization capabilities. Given a learning task and a nite
set of training samples, the inverse problem can be recast as a constrained
quadratic optimization problem whose optimal solution can be found avoiding
the ill-posedness and nonlinearity of the inverse scattering problem.
In this work, the inversion process is reformulated as a multiresolution clas-
sication procedure based on a binary support vector machine (SVM) classier
integrated in an iterative multistep strategy [59]. Accordingly, a multiresolution
probability map of pathology presence is estimated with increased accuracy in
those high-probability spatial regions where the inclusions are supposed to be lo-
cated. More specically, starting from the knowledge of a nite-size training set
where the pathology is randomly positioned, the rst step is aimed at dening a
coarse probability map. The successive steps iteratively identify the areas with
highest probability values where the resolution level increases. Concerning the
training phase, it is performed only once after an ad-hoc calibration procedure
that nds the best parameters in order to maximize the generalization capabili-
ties of the optimal separating hyperplane. Numerical dierential data have been
calculated starting from the elements of the scattering matrix available at the
output of the considered multiview imaging system.
This chapter is organized as follows. The geometry and the characteristics of
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Figure 4.1: Three-dimensional model geometry (a) and top view of the multi-
view measurement system (b).
the measurement system as well as the format of the simulated numerical data
are described in Section 4.2. In Sect. 4.3 the proposed multiresolution based on
a SVM classier is formulated. In order to show the eectiveness and the current
limitations of the proposed approach, a selected set of numerical results concerned
with the detection of both single and multiple inclusions is reported (Sect. 4.4).
The robustness and the generalization capabilities in presence of noisy data and
dierent breast characteristics have been also tested. Finally, some conclusion
about the innovative features of the approach are drawn in Sect. 4.5.
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4.2 Numerical Model
Let us consider a three-dimensional imaging system as shown in Fig. 4.1(a). It
consists of N monopole probes disposed in a circular array of radius rt at known
positions (xn, yn, zn) , n = 1, ..., N . The antennas are placed in a tank lled with
a coupling liquid in order to minimize the reection from air-breast skin interface
[55]. The complex relative dielectric properties of the coupling medium can be
expressed as
εcr = ε
′
r − jε
′′
r (4.1)
ε′r being the relative permittivity and ε
′′
r =
σ
ε02pif
the out-of-phase loss factor,
where σ is the conductivity, ε0 the free-space permittivity and f the working
frequency. The coupling liquid has dielectric properties similar to those of the
breast, which is modeled as a hemispherical domain Ωb, suspended on the top
of the tank and with radius rb. Assuming a reference system with origin in the
centre of the hemisphere representing Ωb, a set of regions Υp ∈ Ωb, p = 1, ..., P
centered in (x, y, z)
(p)
Υ can reside into the imaging domain dening the dielectric
prole of the breast
Π (x, y, z) =
{
ε
(p)
r − εΩbr (x, y, z) , if (x, y, z) ∈ Υp; p = 1, ..., P
0, otherwise
(4.2)
with ε
(p)
r , p = 1, ..., P and εΩbr being the complex relative dielectric constant
of Υp, p = 1, ..., P and Ωb, respectively.
Each antenna acts as transmitter and receiver in order to perform a multiview
measurement of the total electromagnetic eld
Etot (rrx|rtx) = Einc (rrx|rtx) +
+j2pifεΩbr
∫
Ωb
G (rrx; r) · Π
{
r|Υp, ε
(p)
r
}
· E (r|rtx) · dr
(4.3)
where rrx = (xrx, yrx, zrx) , rx = 1, ..., N |rx 6=tx and rtx = (xtx, ytx, ztx) , tx =
1, ..., N are the positions of the receiving and transmitting probes, respectively.
Einc (rrx|rtx) is the eld measured in absence of regions Υp inside Ωb, G is the
Green's function of the inhomogeneous medium [100] and E (r|rtx) is the electric
eld inside Ωb in presence of scattering regions Υp; p = 1, ..., P .
Since a realistic imaging system is simulated, let us suppose to measure the
eld in the form of scattering parameters srx,tx, rx, tx = 1, ..., N at the ports of
the receiving probes (also reection coecients stx,tx, tx = 1, ..., N are available)
[Fig. 1(b)]. As formulated by Yu et al. in [57], the elds Etot and Einc can be
related to the s-parameters as
stotrx,tx = C0aˆrx · Etot (rrx|rtx) (4.4)
and
sincrx,tx = C0aˆrx · Einc (rrx|rtx) , (4.5)
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taking into account the orientations [i.e., aˆrx] of the receiving antennas and
a complex calibration parameter C0.
Hence, from the knowledge of the scattering matrices Stot ∈ CN×N and
Sinc ∈ CN×N measured in presence and absence of the scattering regions Υp; p =
1, ..., P , respectively, the following dierential quantity
s∆rx,tx =
stotrx,tx − s
inc
rx,tx
sincrx,tx
rx, tx = 1, ..., N (4.6)
represents the normalized contribution scattered by Υp; p = 1, ..., P . The
inverse scattering problem can be tought as the retrieval of target positions
(x, y, z)
(p)
Υ on the basis of the known
N(N−1)
2
elements
Γs =
{
s∆rx,tx; rx = 1, ..., N ; tx = 1, ..., N ; tx ≤ rx
}
of the lower triangular part of S∆, since the elements of the scattering matrix
S∆ ∈ CN×N are supposed to be s∆rx,tx = s
∆
tx,rx, rx, tx = 1, ..., N . It can be prof-
itably solved by means of the learning-by-example methodology that estimates
the unknown inverse mapping following the guidelines of the multi-step strategy
detailed in the following.
4.3 Multi-resolution SVM-based approach
The arising problem is that of determining a probability risk-map of Ωb starting
from the knowledge of the measured data. Towards this end, a three-dimensional
domain enclosing Ωb is partitioned in a uniform lattice of C training cells whose
barycenters are (xc, yc, zc) , c = 1, ..., C. Each cell can assume a binary state
αc ∈ {−1,+1} in order to recast the detection problem in a binary classication
problem whose classes stand for presence [αc = +1] and absence [αc = −1]
of the target inside the cells. Once the training of the SVM-based procedure
is completed, unseen input test data Γs can be classied and the a-posteriori
probability Pm = Pr {αm = +1|Γs} , m = 1, ...,M is evaluated, M being the
number of test cells that can dier from the C training cells. The training phase
of the proposed method as well as the iterative procedure for the multi-resolution
risk-map evaluation are detailed in the following sections.
4.3.1 SVM Training phase
Let us consider a supervised binary classication problem. The training set
composed by T samples xt ∈ R
L, t = 1, ..., T , L = N(N−1)
2
+3 being the dimension
of the input features space X , is associated with output labels yt ∈ {−1,+1} , t =
1, ..., T and represented as
Ψ = {xt, yt; t = 1, ..., T} =
=
{
[(xc, yc, zc) ,Γs, αc; c = 1, ..., C]
(t) , t = 1, ..., T
}
.
(4.7)
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Since the measured data Γ(t)s are highly linearly nonseparable as commonly
happens for real-world data, the input vectors are mapped with a kernel method
in a higher L′-dimensional space X ′ (L′ > L) through the nonlinear function
ρ (•) in order to nd the linear decision function
Φ [(xm, ym, zm) ,Γs] = w · ρ [(xm, ym, zm) ,Γs] + b, m = 1, ...,M (4.8)
in the transformed space X ′ able to correctly classify the unseen test data
[(xm, ym, zm) ,Γs; m = 1, ...,M ]. The unknown weight vector w ∈ R
L′
and the
threshold b univocally dene the optimal hyperplane associated with Φ (•) and
are evaluated through the minimization of the cost function
Θ
(
w, ξ
)
=
1
2
‖w‖2 + ζ
T∑
t=1
C∑
c=1
ξ(t)c
t = 1, ..., T
c = 1, ..., C
(4.9)
subject to the constraints
α
(t)
c
(
w · ρ
[
(xc, yc, zc) ,Γ
(t)
s
]
+ b
)
≥ 1− ξ
(t)
c
ξ
(t)
c ≥ 0
(4.10)
where the constant ζ is a user-dened regularization parameter that controls
the trade-o between margin maximization and training errors minimization,
regulated by the rst and the second terms of (4.9), respectively, ξ is the vector of
slack variables used to relax the separation constraint in (4.10) and thus allowing
the possibility of examples violating it. Making slack variables large enough, it
is always possible to minimize the cost function in (4.9) but large values of
ξ
(t)
c are consequences of strongly overlapped classes and it is possible that the
hyperplane will not generalize well [1]. The minimization of the cost function is
an optimization problem that can be reformulated through the Lagrangian
L
(
w, b, µ
)
=
1
2
‖w‖2 −
T∑
t=1
C∑
c=1
µ(t)c
[
α(t)c
(
w · ρ
[
(xc, yc, zc) ,Γ
(t)
s
]
+ b
)
− 1
]
(4.11)
with lagrange multipliers vector µ =
(
µ
(t)
c , c = 1, ..., C; t = 1, ..., T
)
that can
be found by means of a dual form of the optimization problem
maxµ
{∑T
t=1
∑C
c=1 µ
(t)
c − 12
∑T
t=1
∑C
c=1
∑T
t′=1
∑C
c′=1 µ
(t)
c µ
(t′)
c′ α
(t)
c α
(t′)
c′
K
[
(xc, yc, zc) ,Γ
(t)
s ; (xc′ , yc′, zc′) ,Γ
(t′)
s
]}
(4.12)
under the constraints
µ
(t)
c ≥ 0∑T
t=1
∑C
c=1 µ
(t)
c α
(t)
c = 0
.
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K (·; ·) being the kernel function. The support vectors (SV s) are those exam-
ples in the training set for which 0 < µ
(t)
c ≤ ζ . In particular, they can be splitted
in normal support vectors (NSV s) [0 < µ
(t)
c < ζ ] and bounded support vectors
(BSV s) [µ
(t)
c = ζ ]. In particular, the BSV s are examples that lie in margin and
represent the aformentioned training errors.
Once the training phase is terminated, the decision function can be expressed
in terms of the test data in the original input space
Φ [(xm, ym, zm) ,Γs] =
=
∑Tˆ
t=1
∑Cˆ(t)
c=1 µ
(t)
c α
(t)
c K
[
(xc, yc, zc) ,Γ
(t)
s ; (xm, ym, zm) ,Γs
]
+ b, m = 1, ...,M
where Tˆ ≤ T and Cˆ ≤ C quantify the subset of data for which 0 < µ
(t)
c ≤ ζ ,
i.e., the sum of NSV s and BSV s.
4.3.2 Multi-resolution Test Phase
The test phase is aimed at the detection of regions Υp; p = 1, ..., P starting
from unseen test data [(xm, ym, zm) ,Γs] , m = 1, ...,M . According to the Platt's
probabilistic outputs for SVM [58], the output of the unthresholded decision
function Φ ([(xm, ym, zm) ,Γs]) can be mapped in a sigmoid function in order to
dene the probability
Pm =
1
1 + exp (aΦ [(xm, ym, zm) ,Γs] + d)
m = 1, ...,M (4.13)
that the object belongs to the m-th cell, a and d being parameters evaluated
according to the algorithm in [58]. The approximation of the probability distri-
bution
P (x, y, z) =
M∑
m=1
PmFm (x, y, z) (4.14)
is the linear combination of non-overlapping spatial basis-functions
Fm (x, y, z) =
{
1 if (x, y, z) ∈ m− th cell
0 otherwise
(4.15)
weighted by the probability values.
In order to improve the achievable spatial resolution, the estimation of P (x, y, z)
is evaluated exploiting the iterative process [59] aimed at dening a multiresolu-
tion lattice of test cells leading to the multiresolution representation
P(s) (x, y, z) =
R(s)∑
r=0
M(r)∑
m(r)=1
P
(s)
m(r)Fm(r) (x, y, z) ; s = 1, ..., S (4.16)
where s = 1, ..., S is the step index of the iterative procedure that stops when
the desired spatial resolution regulated by the resolution index r = 0, ..., R (s)
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Figure 4.2: IMSA Procedure - AoI detection at s = 1 (a) and s = 2 (b) multi-
resolution steps.
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is achieved and R (s) = s − 1. At the r-th resolution level and s-th scaling
step, m (r) = 1, ...,M (r) basis-functions are generated, being r (s) = s − 1.
Figure 2 pictorially shows the generation of the so-called areas of interest (AoIs)
A
(s)
k , k = 1, ..., K (s), K (s) being the total AoIs at step s, at step s = 1 [Fig.
4.2(a)] and step s = 2 [Fig. 4.2(b)]. In order to better understand the denition
of the multiresolution probability function, the iterative classication procedure
is detailed for the rst step s = 1 and higher steps s > 1.
Step s = 1 - Coarse Detection. At the rst step the AoI A
(1)
1 is equivalent
to the whole three-dimensional domain that encloses Ωb and the basis-functions
dening the M (r) test cells are of the largest characteristic length scale [r = 0,
Fig. 4.2(a)]. This step provides a rst and inaccurate estimation of the a-
posteriori probability upon which the successive steps aim at locating the small
lenght scale AoIs.
Step s > 1 - AoIs Identication. From the knowledge of the probabilities
evaluated at the previous step s−1, the resolution of the lattice is increased only
in those cells where the probability of target presence is higher than a predened
threshold . In order to obtained a suitable thresholded probability function, a
normalized version is introduced
P(s−1)norm (x, y, z) =
R(s−1)∑
r=0
M(r)∑
m(r)=1
Q
(s−1)
m(r) Fm(r) (x, y, z) (4.17)
where
Q
(s−1)
m(r) =
P
(s−1)
m(r) − P
(s−1)
min
P
(s−1)
max − P
(s−1)
min
,
m (r) = 1, ...,M (r)
r = 0, ..., R (s)
(4.18)
P
(s−1)
min and P
(s−1)
max being the minimum and maximum probability values eval-
uated until step s − 1, respectively. The normalized values Q
(s−1)
m(r) ≥  are the
probabilities associated to those cells constituting the AoIs A
(s)
k , k = 1, ..., K (s),
the remaining Q
(s−1)
m(r) <  are nulled.
Step s > 1 - Multiresolution detection. The spatial resolution is enhanced
in the identied AoIs A
(s)
k , k = 1, ..., K (s) by increasing the resolution index
(r ← r+1) and thus rening the probability function representation only where
needed. To this end, (4.16) is updated by computing the coecients P
(s)
m(r) only
if (x, y, z)m(r) ∈ A
(s)
k , k = 1, ..., K (s). The iterative synthetic zooming is stopped
when the number of the AoIs do not change between two consecutive steps
[K (s) = K (s− 1)] and the size changes of the AoIs are smaller than the highest
resolution level [∆Ωbs < min
{
∆x
(s)
m(r),∆y
(s)
m(r),∆z
(s)
m(r)
}
].
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4.4 Numerical Results
The presented numerical experiments deal with the three-dimensional tomo-
graphic conguration as shown in Fig. 4.1. The imaging system consists of
a circular array composed by N = 16 monopole antennas equally spaced on
a rt = 0.27 λ radius circle, λ being the wavelength at the working frequency
f = 1.1GHz. The probes surround the hemispherical domain Ωb of radius rb =
0.18 λ simulating a Heterogeneously Dense breast with relative dielectric constant
εbr = 17.72−j15.41. Spherical inclusions of radius rp = 3.67×10
−2 λ and electric
characteristic εpr = 53.46 − j18.26 represent the regions Υp ∈ Ωb, p = 1, ..., P
centered in (x, y, z)
(p)
Υ . The breast as well as the probes are immersed in a cou-
pling liquid (εcr = 23.43− j18.48) mimicking the average constitutive parameters
of the breast.
In the following section the SVM training procedure and the parameter se-
lection are described (Sect. 4.4.1). Successively, the advantages and the current
limitations of the proposed approach when dealing with single inclusion are an-
alyzed (Sect. 4.4.2). In such a framework, the performances in presence of both
noisy data and dierent breast characteristics are evaluated. Finally, the reli-
ability of the proposed approach in correspondence with multiple inclusions is
veried (Sect. 4.4.3).
4.4.1 Training Set and Model Selection
The collection of Tp = 100, p = 1, ..., P training congurations is obtained by
randomly varying the position of Υp, p = 1, ..., P inside Ωb, where P = 2 is the
maximum number of considered regions. The imaging system collects the data
Γ(t)s , t = 1, ..., Tp for each conguration and the corresponding pathology posi-
tions are mapped into the states αc, c = 1, ..., C, C = 108 being the number of
training cells. Two independent SVMs has been trained for single target (P = 1)
and multiple targets (P = 2) test cases. Because of the good performances gen-
erally achieved by nonlinear SVM with gaussian kernel, the considered examples
deal with the kernel
K
[
(xc, yc, zc) ,Γ
(t)
s ; (xc′, yc′, zc′) ,Γ
(t′)
s
]
=
= exp
{
−γ
∥∥∥[(xc, yc, zc) ,Γ(t)s ]− [(xc′, yc′, zc′) ,Γ(t′)s ]∥∥∥2} (4.19)
where γ represents the width. In order to optimize the performances of the
SVM-based methodology, the model selection issue has to be solved through
the determination of the best regularization parameter ζ and kernel parameter
γ. Frequently, the parameter selection is done empirically leading to suboptimal
performances of classiers. In this work, a cause and eect analysis of parameters
inuence on the decision function generation has been performed. In particular,
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Figure 4.3: SVM Parameter Calibration - Support vector NNSV and bounded
suppor vector NBSV analysis vs SVM Hyperparameters.
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the number of support vectors NSV and bounded support vectors NBSV are con-
sidered good indicators of SVM generalization capabilities since small NSV leads
to a a structural simplication of the decision function thanks to the removal of
the redundant elements [6]. Moreover, small NBSV means less training errors as
previously explained in Sect. 4.3.1. Therefore, the percentage indexes
N%SV =
NSV
(Tp × C)
× 100 (4.20)
and
N%BSV =
NBSV
NSV
× 100 (4.21)
are evaluated versus the user-dened parameters ζ and γ as shown in Fig.
4.3. As it can be seen, a range where both the indexes N%SV and N
%
BSV are low
exists leading to a simple decision function and with few training errors. The
reported results have been obtained with training parameters belonging to the
aformentioned range. In particular, they have been set to ζ = 100 and γ = 1.
4.4.2 Single Inclusion - Numerical Assessment
This section deals with the detection of a single inclusion by means of the pro-
posed multiresolution procedure (IMSA) compared with the standard single res-
olution probability estimation (BARE ). The performances have been evaluated
on a test set composed by Ttest = 50 examples and are quantied by computing
the analytical indexes
ε(s)p =
√(
x
(p)
Υ − xˆ
(s)
p
)2
+
(
y
(p)
Υ − yˆ
(s)
p
)2
+
(
z
(p)
Υ − zˆ
(s)
p
)2
(4.22)
and
υ˜(s)p =
4
3
pi

∑R(s)
r=0
∑M(r)
m(r)=1
[
Q
(s)
m(r)
ε
(s)
m(r)
maxm(r)
{
Q
(s)
m(r)
}
]
∑R(s)
r=0
∑M(r)
m(r)=1
[
Q
(s)
m(r)
maxm(r)
{
Q
(s)
m(r)
}
]

3
× υ−1p (4.23)
representing the localization index and the inclusion volume, respectively.
The localization index points out the geometrical distance between the actual
inclusion positions (x, y, z)
(p)
Υ and the estimated coordinates
xˆ
(s)
p =
∑R(s)
r=0
∑M(r)
m(r)=1
Q
(s)
m(r)
xm(r)∑R(s)
r=0
∑M(r)
m(r)=1
Q
(s)
m(r)
,
yˆ
(s)
p =
∑R(s)
r=0
∑M(r)
m(r)=1
Q
(s)
m(r)
ym(r)∑R(s)
r=0
∑M(r)
m(r)=1
Q
(s)
m(r)
,
zˆ
(s)
p =
∑R(s)
r=0
∑M(r)
m(r)=1
Q
(s)
m(r)
zm(r)∑R(s)
r=0
∑M(r)
m(r)=1
Q
(s)
m(r)
(4.24)
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Figure 4.4: IMSA Procedure - Mean localization error and volume estimation vs
multi-resolution steps (a) in comparison with BARE procedure (b).
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where the inclusions are supposed to be located. The inclusion volume index
estimates the physical volume of the recostructions normalized to the actual
inclusion volumes υp, p = 1, ..., P , whereas
ε
(s)
m(r) =
√(
xm(r) − xˆ
(s)
p
)2
+
(
ym(r) − yˆ
(s)
p
)2
+
(
zm(r) − zˆ
(s)
p
)2
. (4.25)
As a matter of fact, the behavior of the performance indexes points out that
the IMSA strategy iteratively increases the detection capabilities both in terms of
mean detection accuracy (avg
{
ε
(s)
p
}
) and mean volume estimation (avg
{
υ˜
(s)
p
}
)
as shown in Fig. 4.4(a) and also that it outperforms the BARE approach
[Fig. 4.4(b)]. As a representative result, Fig. 4.5 graphically shows the es-
timated probability function of a test conguration with inclusion centered in
x
(1)
Υ = 2.18 × 10
−4 λ , y(1)Υ = 1.34 × 10
−2 λ, z(1)Υ = −2.81 × 10
−2 λ. The target
reconstruction is represented by the surface that encloses the values of the proba-
bility function P
(s−1)
norm (x, y, z) > εpr, where εpr = 0.5 is a user-dened probability
threshold. As it can be noticed, the spherical region Υ1 is correctly localized with
localization index and inclusion volume both decresing from ε
(1)
1 = 3.28× 10
−2 λ
and υ˜
(1)
1 = 17.69 to ε
(3)
1 = 1.95× 10
−2 λ and υ˜(3)1 = 1.13, respectively.
As a comparative result, the BARE approach has been applied to the same
test example and starting from the same training set. The resolution level has
been set to the highest achieved with the IMSA strategy, i.e., with discretization
∆x = ∆y = ∆z = ∆Ωb3 over all the domain Ωb instead of only inside the AoI
A
(3)
1 . As it can be observed (Fig. 4.6), the volume of the recostruction is sig-
nicantly wider [υ˜
(bare)
1 = 16.18] and also the localization index is slightly worse
[ε
(bare)
1 = 2.43 × 10
−2 λ]. Moreover, it should be pointed out the computational
save provided by the multiresolution approach that evaluates the decision func-
tion twenty times less than the BARE method and results to be more eective
in terms of real-time capabilities.
4.4.2.1 Validation with Random Noise added to Synthetic Data
In order to test the robustness of the methodology in various and more realis-
tic working conditions, also noisy measurements have been simulated by adding
a Gaussian noise with an amplitude mimicking a noise oor of −100 dBm [60].
The transmission power has been varied in the range 10 dBm ≤ Ptx ≤ 30 dBm to
simulate realistic eld measurements with dierent signal-to-noise ratio (SNR)
that depends from the chosen source power. The behavior of the error gures
versus Ptx is shown in Fig. 4.7 in order to further conrm the detection ac-
curacy of the proposed IMSA approach in dealing with noisy data. It can
be noticed that the pathology is correctly localized with small localization in-
dex avg
{
ε
(3)
1
∣∣∣
Ptx=15dBm
}
≤ 2.83 × 10−2 λ and well-estimated inclusion volume
46
CHAPTER 4. EARLY BREAST CANCER IMAGING
(a)
(b)
(c)
Figure 4.5: IMSA Procedure - Pathology detection obtained by IMSA procedure
at s = 1 (a), s = 2 (b), s = 3 (c).
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Figure 4.6: IMSA vs BARE Detection - Pathology detection determined by
BARE procedure.
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Figure 4.7: Validation vs random noise - Localization error and volume estima-
tion versus transmission power Ptx (−100 dBm noise oor) .
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(a) (b)
(c) (d)
Figure 4.8: Validation vs random noise - Pathology detection determined by
IMSA procedure with noisy data [Ptx = 30 dBm (a), Ptx = 25 dBm (b), Ptx =
15 dBm (c), Ptx = 10 dBm (d)].
[avg
{
υ˜
(3)
1
∣∣∣
Ptx=15dBm
}
≤ 1.11 when Ptx > 15 dBm, whereas for lower Ptx values
the accuracy decreases showing maximum error values avg
{
ε
(3)
1
∣∣∣
Ptx=10dBm
}
=
5.93 × 10−2 λ and avg
{
υ˜
(3)
1
∣∣∣
Ptx=10dBm
}
= 1.36. Figure 4.8 shows, in a com-
parative fashion, the inclusion reconstructions of a noisy test example obtained
with dierent power values ranging from Ptx = 30 dBm [Fig. 4.8(a)] down to
Ptx = 10 dBm [Fig. 4.8(d)]. Even if the reduction in detection accuracy is evi-
dent, the methodology still identies the presence of the inclusion with acceptable
errors [ε
(3)
1
∣∣∣
Ptx=10dBm
= 5.24× 10−2 λ and υ˜(3)1
∣∣∣
Ptx=10dBm
= 1.09].
4.4.2.2 Validation with Dierent Breast Properties
The examples under test are concerned with breast characteristics dierent from
those in the training set. The aim of this section is to verify how the performances
of a trained SVM changes when dealing with test data that belong to dierent
test cases. More specically, in addition to the Heterogeneously Dense (H) breast
adopted for training data generation, let us consider also Fatty (F ) [εFr = 9.06−
j6.90] and Scattered (S) [εSr = 14.16 − j12.57] breast models. The electrical
characteristics of the inclusion are unchanged [εpr = 53.46 − j18.26], leading
to dierent contrasts between pathology and surrounding mediums. As for the
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Figure 4.9: Validation vs electrical properties of breast - Localization error and
volume estimation versus breast complex dielectric characteristics (F -H-S).
already considered H-breast test case, a test set composed by Ttest = 50 examples
has been generated both for F -breast and S-breast and the error gures obtained
with the IMSA methodology have been evaluated. Fig. 4.9 compares the mean
localization index and inclusion volume of the three considered test cases (F ,
H , S) pointing out that the algorithm provides good reconstructions even if the
change in electrical characteristics causes an error increase of
(
4ε
(3)
1
)F
= 47%
and
(
4υ˜
(3)
1
)F
= 44% for the F -breast and of
(
4ε
(3)
1
)S
= 6% and
(
4υ˜
(3)
1
)S
=
4% for the S-breast respect to the H-breast initial test case.
4.4.3 Multiple Inclusions - Performance analysis
This section aims at assessing the eectiveness of the proposed IMSA method-
ology in detecting multiple inclusions. The imaging system conguration as
well as the characteristics of the the breast and the inclusions are unchanged
respect to the single-inclusion test case (with Heterogeneously Dense breast).
Dealing with the detection of two equal inclusions, both in terms of electric
and geometrical characteristics, the training and test data sets have been gener-
ated with the same number of regions (P = 2) and with the constraint on the
randomly-chosen positions of the regions that cannot be overlapped. The gener-
ated data have been still blurred with random Gaussian noise, reproducing the
same noise oor (−100 dBm) as for the previous noisy test cases and a source
power Ptx = 20 dBm has been used. A representative test case has been chosen
among the test set in order to show the probability maps estimated by the IMSA
approach at dierent steps [Fig. 4.10(a)-(c)] together with that obtained with
the single-resolution BARE classication procedure [Fig. 4.10(d)]. In such a
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(a) (b)
(c) (d)
Figure 4.10: Multiple detection - Pathology detections determined by IMSA pro-
cedure at s = 1 (a), s = 2 (b), s = 3 (c) and by BARE approach (d).
case, the values of the error gures turn out to be equal to ε
(3)
1 = 2.91× 10
−2 λ,
ε
(3)
2 = 3.08×10
−2 λ and υ˜(3)1 = 0.89, υ˜
(3)
2 = 1.68 when IMSA approach is applied,
while the BARE method provides higher localization index ε
(bare)
1 = 3.12×10
−2 λ,
ε
(bare)
2 = 4.14 × 10
−2 λ and inclusion volume υ˜(bare)1 = 5.71, υ˜
(bare)
2 = 9.93. As
expected, the outperforming behavior of the IMSA approach in comparison with
the BARE procedure came out for the single-inclusion analysis is conrmed also
for the multiple inclusions test case. The multi-step classication process cor-
rectly identies the multiple AoIs and signicantly enhance the resolution where
the probability is higher. As it can be observed, the IMSA strategy avoids the
clustering eect produced by the single-step resolution that is unable to identify
two independent areas and estimates only one high-probability region. For com-
pleteness, by considering the whole test set, the statistics of the error gures are
given in Tab. 4.1.
4.5 Conclusions
In this chapter, a multiresolution approach for the detection of breast cancer
based on a SVM classier has been presented. Once the training phase is com-
pleted, the detection of the pathology is real-time estimated through the gener-
ation of a multiresolution probability map of presence. The spatial resolution is
iteratively enhanced only in those regions where the probability is higher.
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Method AverageError F igures
ε
(s)
1 λ υ˜
(s)
1 ε
(s)
2 λ υ˜
(s)
2
IMSA
s = 1 3.89 15.41 4.59 16.33
s = 2 3.40 7.65 4.02 6.13
s = Sopt = 3 3.05 1.13 3.79 0.96
BARE 3.77 10.49 4.31 8.92
Table 4.1: Multiple detection - Averaged error gures when applying IMSA and
BARE with noisy data.
The eectiveness of the approach has been numerically assessed showing a
selected set of experiments dealing with single and multiple inclusions. A com-
parative analysis with the single resolution approach (BARE ) has been carried
out in order to underline the outperforming resolution accuracy provided by the
IMSA multistep procedure.
The generalization capabilities of the learning-by-example methodology has
been veried by testing the SVM-based classier with noisy data as well as with
measured data related to dierent breast characteristics respect to the training
set.
It has to be noticed that three-dimensional recostruction has been obtained
starting from the measurement performed with xed probe height. Usually, this
conguration is typical for two-dimensional problem geometries since a 2D plane
at the same source height is dened. As a matter of fact, the information enclosed
in the measured scattering matrix is sucient for the estimation of the pathology
position in a 3D domain.
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Chapter 5
Direction of Arrival Estimation
Dealing with the proposed LBE approach, this chapter presents an innovative
multi-resolution approach for the real-time DOA estimation of multiple signals
impinging on a planar array is presented. The method is based on a support
vector classier and it exploits a multi-scaling procedure to enhance the angular
resolution of the detection process in the regions of incidence of the incoming
waves. The data acquired from the array sensors are iteratively processed with
a support vector machine (SVM) customized to the problem at hand. The nal
result is the denition of a map of the probability that a signal impinges on the
antenna from a xed angular direction. Selected numerical results, concerned
with both single and multiple signals, are provided to assess potentialities and
current limitations of the proposed approach.
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5.1 Introduction
In the last decades, the technology of adaptive antenna arrays has been greatly
advanced and applied to many mobile and wireless communication systems [61][62].
Within this framework, the antenna beam-forming plays an important role and
the estimation of the directions of arrival (DOAs) of signals impinging on the
array is a crucial task in order to enhance the spatial diversity and consequently
the spectral eciency. As a matter of fact, such an information enables the gen-
eration or steering of the radiation pattern with a maximum towards the desired
signals and nulls along the directions of interfering signals [63][64]. The eects of
interferences are mitigated and both the gain and the performance of the whole
communication system are enhanced. For such reasons, the estimation of the
DOAs of unknown interfering and desired signals is of great interest and it is
still an open problem as conrmed by the number of papers published on this
topic.
In the scientic literature, several methods have been proposed for the direction
nding of multiple signals impinging on an array of narrow band sensors. Among
them, the most widely known and used are ESPRIT (Estimation of Signal Pa-
rameters via Rotational Invariance Technique) [65]-[67] and MUSIC (MUltiple
SIgnal Classication) [68][69]. Other approaches based on the maximum likeli-
hood (ML) DOA estimation have been proposed [70][71], as well.
In the last years, great attention has been also paid to the use of learning-by-
examples (LBE) techniques. LBE-based approaches are able to provide a good
trade-o between accuracy and convergence, which is mandatory for real time
systems where fast reactions are required. Furthermore, they satisfactory deal
with unknown congurations (i.e., dierent from those learned during the train-
ing process) thanks to their generalization capability. Within this framework, the
benets of using radial basis function neural networks (RBFNN) have been care-
fully analyzed in [72]. As a matter of fact, neural networks (NNs) are suitable
in approximating non-linear functions as those in DOAs estimation. Moreover,
they can be easily implemented in analog circuits. An improved RBFNN-based
approach has been presented by the same authors of [72] in [73] to address the
problem of tracking an unknown number of multiple sources when no a-priori
information on the number of impinging signals is available. More specically,
the region above the antenna has been partitioned into angular sectors and each
sector assigned to a simplerNN , thus reducing with respect to [72] the problem
complexity as well as the computational burden of the learning phase. Towards
this end, each network has been trained to detect the subset of incoming sig-
nals that impinge on the corresponding angular sector. Accordingly, only those
NNs of the regions where the signals have been detected in the rst stage of the
process are activated in the second one to estimate the DOAs of the incoming
signals.
More recently, some techniques based on support vector machines (SVMs) [74]
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have been analyzed to protably exploit their solid mathematical foundation in
statistical learning theory [6]. The main advantages of those approaches lie in
their ability to deal with various and complex electromagnetic problems [75][38],
and, analogously to NNs, in an easy hardware implementation [76]. As far as
the DOA estimation is concerned, a support vector regression (SV R) procedure
has been presented in [77] when dealing with linear arrays. In such a case, a
SVM has been used to estimate the DOA of each impinging electromagnetic
wave starting from a set of known input-output examples where the DOAs of
the signals were uniformly distributed in the whole angular region above the
receiver. Despite the generalization capability of the SV R-based method, an
a-priori information on the number of sources and pre-xed angular separations
between the DOAs (as in [72]) have been considered to increase the reliability
of the estimation procedure. An extension of such a model has been presented
in [78] and experimentally validated in [79] successively.
In this paper, an innovative procedure for real-time direction nding of signals
impinging on a planar array of electromagnetic sensors is presented. The problem
of theDOAs estimation is formulated as a two step procedure, where the rst step
is aimed at determining the decision function that correctly classies whatever
input pattern by means of a SVM-based approach. In the second step, the
output of the decision function is mapped into the a-posteriori probability that
a signal impinges on the antenna from a xed direction. In order to increase
the accuracy of the estimation process and to reduce the computational burden
aecting other DOAs procedures, the proposed two-step strategy is nested into
an iterative multi-scaling process [80]. Accordingly, the resolution accuracy is
improved only in those angular regions where the unknown sources are supposed
to be located at the previous iteration. More specically, the algorithm rst
determines a coarse probability map of the DOAs starting from a training set
where the incoming signals are non-uniformly distributed along the elevation
direction, θ, and the azimuthal one, φ. Then, the SVM is used to classify the
input test dataset at successive resolution levels by performing a kind of synthetic
zoom in the angular regions of interest (ARoIs) where a higher probability is
detected and considering the same training set, thus performed only once and
o-line. Concerning the antenna architecture and unlike [73] and [78], planar
arrays of sensors are considered since linear arrays lack the ability to scan in
3D-space and the estimation of both the elevation θ and the azimuth φ angles is
crucial and has many applications in various elds of engineering. For instance, a
complete DOA information it is possible to improve the coverage of transmission
in wireless communications by avoiding interferences and enhancing the system
capacity [81]. More specically, planar arrangements are very attractive in mobile
communications with portable devices where the main beam must be scanned
in any direction [82]. Moreover, the number of impinging signals is unknown as
well as their directions belonging to the whole angular range above the planar
antenna system (i.e., θ ∈ [0 : 90o] and φ ∈ [0 : 360o]).
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Figure 5.1: Planar array geometry.
The chapter is organized as follows. The formulation of the iterative two-
step multi-resolution DOA approach (in the following denoted by the acronym
IMSA−SVM) is described in Section 5.2. In order to show the innovative fea-
tures of the approach and to assess its eectiveness, a selected set of numerical
results concerned with both single and multiple signals is reported and discussed
(Sect. 5.3). Moreover, some comparisons with state-of-the-art techniques are
also reported. Finally, some conclusions are drawn in Sect. 5.4.
5.2 Mathematical Formulation
Let us consider a planar array of M isotropic elements displaced on a regular
and rectangular grid with inter-element spacing d on the x − y plane. A set of
I electromagnetic waves impinge on the array from unknown angular directions
(θi, φi), i = 1, ... , I, as sketched in Fig. 5.1. The signals, supposed to be narrow-
band and centered at the carrier frequency f (λ being the corresponding free-
space wavelength), are generated by a set of electromagnetic sources placed in
the far-eld of the receiving antenna. The open-circuit voltage at the output of
the m-th sensor can be expressed as [78]
vm =
I∑
i=1
{am (θi, φi) [Ei (xm, ym) · em]}+ gm, m = 1, ...,M (5.1)
where am (θi, φi) = e
j 2pi
λ
sinθi(xmcosφi+ymsinφi)
, (xm, ym) being the location of the m-
th sensor expressed in wavelength, and gm is the background random noise at the
m-th locations. The noise samples are supposed to be statistically independent
and characterized by a random Gaussian distribution with zero mean value.
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Moreover, Ei and em are the electric eld associated to the i-th impinging wave
and the eective length of the m-th array element.
According to the guidelines described in [63] and [64] about the control of adap-
tive/smart antennas, the solution of the DOAs estimation problem is based also
in this work on the measurement of the total correlation matrix, dened as
Φ = E {v · v∗} (5.2)
where v = {vm; m = 1, ...,M} and the superscript
∗
stands for complex conju-
gation, at the output of the planar array since it contains sucient information
on the received signals [73].
From a statistical point of view, the problem at hand can be formulated as the
denition of the probability map of the angular incidence of the incoming waves
starting from the knowledge of the total correlation matrix Φ. Towards this end,
let us partition the angular region above the array into a two-dimensional lattice
ofH = Hθ×Hφ cells, each one corresponding to an angular sector of sides4θ and
4φ [Fig. 5.2(a)]. The status χh of each cell can be empty [χh = χ (θh, φh) = −1],
if any signal impinges on the array from the angular region identied by the
same cell, or occupied [χh = χ (θh, φh) = 1], otherwise. Accordingly, the origi-
nal problem can be stated as follows: nd the a-posteriori probability function
Q (θ, φ) given a measured value of the total correlation matrix Φ at the receiver .
Mathematically, Q (θ, φ)can be also expressed as the linear combination of the
non-overlapping basis functions Bh (θ, φ), h = 1, ..., H dened over the angular
lattice
Q (θ, φ) =
H∑
h=1
q (θh, φh)Bh (θ, φ) (5.3)
where the weighting coecient q (θh, φh) is the probability value that a wave im-
pinges on the array from the h-th angular sector [i.e., q (θh, φh) = Pr
{
χh = 1 ;
∣∣Φ}]
and Bh (θ, φ) = 1 if (θ, φ) belongs to the h-th cell and Bh (θ, φ) = 0 otherwise.
In order to improve the achievable angular resolution, a multi-resolution repre-
sentation of the unknown function Q (θ, φ) is looked for [Fig. 5.2(b) - r = 1] by
exploiting an iterative process analogously to [80]. More specically, the proba-
bility function is expressed at the s-th step of the iterative procedure as a twofold
summation of shifted and dilated spatial basis functions
Q(s) (θ, φ) =
R(s)∑
r=0
H(r)∑
h(r)=1
q(s)
(
θh(r), φh(r)
)
Bh(r) (θ, φ) ; s = 1, ..., Sopt (5.4)
r being the resolution index and R(s) = s − 1. The summation over r ranges
from 0 [Fig. 5.2(a)], which corresponds to the largest characteristic length scale,
to R(s) [Fig. 5.2(b)], which corresponds to the smallest angular basis-function
support at the s-th scaling step. For a given value of r, H (r) = H
(r)
θ ×H
(r)
φ is the
number of non-overlapped basis functions centered in the angular sub-domain
represented at the r-th resolution. Accordingly, the iterative DOA detection
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Figure 5.2: IMSA −DOA Procedure - Angular region partitioning and ARoIs
identication at the steps s = 1 (a) and s = 2 (b).
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procedure is aimed at locating the terms of small length scale at those ARoIs
[e.g., the yellow cells in Figs. 2(a)-2(b)] where the signals are supposed to impinge
with higher probability.
In order to protably exploit the multiresolution representation of the a-posteriori
probability function (5.4) and solving the arising DOA problem, the following
multistep classication process is performed by means of a SVM-based tech-
nique. More in detail,
• Step 0 - SVM Training Phase. The SVM is trained once and o-line
starting from the knowledge of a set of known examples (i.e, input/output
relationships){[
Φ, (θn, φn) , χn = χ (θn, φn) ; n = 1, ..., N
](t)
; t = 1, ... , T
}
(5.5)
called training set, where T is the number of training data. The N sam-
ples of each training data are composed by I (t) examples concerned with
angular positions (θi, φi), i = 1, ..., I (t), I(t) ≤ Imax where a signal im-
pinges on the array [i.e., occupied directions - χ (θi, φi) = 1 ; i = 1, ..., I (t)],
while the remaining F (t) = N − I (t) are related to empty directions [i.e.,
χ (θf , φf) = −1 ; f = 1, ..., F (t)].
Starting from the knowledge of the training set, the problem turns out to
be the denition of a suitable discriminant function =ˆ
=ˆ : Φ→ [χ (θh, φh) ; h = 1, ..., H ] (5.6)
that separates the two classes χ (θ, φ) = 1 and χ (θ, φ) = −1 on the basis of
the total correlation matrix Φ measured at the output of the planar array.
In order to approach the problem with a single classier, the problem at
hand is reformulated as that of building the following single output function
=ˆ :
[
Φ, (θn, φn) ; n = 1, ... , N
]
→ χ (θh, φh) , h = 1, ..., H. (5.7)
Towards this purpose and according to the SVM theory [6], the following
linear decision function is adopted
=ˆ
{
ϕ
(
Φ, (θn, φn)
)}
= w · ϕ
(
Φ, (θn, φn)
)
+ b, n = 1, ..., N. (5.8)
=ˆ is determined in a space (called feature space) with a higher dimension-
ality than the original input data space and obtained through the non-linear
operator ϕ (·) [6]. The unknown terms w and b, which unequivocally dene
the decision hyperplane =ˆ, are the normal vector and a bias, respectively.
They are computed during the Training Phase according to the guidelines
described in [38];
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• Step 1 - Low-Order DOA Estimation (s = 1). At the rst step, a coarse
probability map [Eq. (5.4) - s = 1] is determined by means of the SVM
classier mapping the decision function =ˆ into the a-posteriori probability
function.
The unknown probability coecients q(s) (θh, φh)
⌋
s=1
, h = 1, ..., H are ap-
proximated with a sigmoid function [6] as follows
q(s) (θh, φh) =
1
1 + exp
[
γ=ˆ
{
ϕ
(
Φ, (θh, φh)
)}
+ ν
]
(5.9)
where γ and ν are two parameters computed according to a tting process
[38] starting from a subset of the T training data of the Training Set ;
• Step 2 - IMSA− SVM Process (s ≥ 1).
 Step 2.a - Angular Regions of Interest (ARoIs) Identication (s ←
s + 1). Starting from the probability map previously (i.e., at the
s− 1-th iteration) determined, such a step is aimed at identifying the
angular sectors D
(s)
` , ` = 1, ..., L(s) where the signals are supposed to
impinge in order to improve the resolution only in those regions and
enhance the accuracy of the DOA estimation. Towards this end, rst
the values of the function Q(s−1) (θ, φ) are scaled, thus dening the
following new set of normalized probability coecients
p(s−1)
(
θh(r), φh(r)
)
=
q(s−1)
(
θh(r), φh(r)
)
qM − qm
+
qm
qm − qM
,
h(r) = 1, ..., H(r)
r = 0, ..., R(s)
.
(5.10)
where qM = maxr=0,...,R(s)
{
maxh(r)=1,...,H(r)
[
q(s−1)
(
θh(r), φh(r)
)]}
and
qm = minr=0,...,R(s)
{
minh(r)=1,...,H(r)
[
q(s−1)
(
θh(r), φh(r)
)]}
. Successively,
the new probability function
P (s−1) (θ, φ) =
∑R(s−1)
r=0
∑H(r)
h(r)=1 p
(s−1) (θh(r), φh(r))Bh(r) (θ, φ)
is thresholded by nulling the scaled coecients greater than a user-
dened threshold η. Finally, the thresholded function
P
(s−1)
th (θ, φ) =
R(s−1)∑
r=0
H(r)∑
h(r)=1
pth
(
θh(r), φh(r)
)
Bh(r) (θ, φ) (5.11)
where pth
(
θh(r), φh(r)
)
= p(s−1)
(
θh(r), φh(r)
)
if p(s−1)
(
θh(r), φh(r)
)
> η
and pth
(
θh(r), φh(r)
)
= 0 otherwise, allows one to identify the ARoIs,
D
(s)
` , ` = 1, ..., L(s) dened as those angular sub-domains where P
(s−1)
th (θ, φ) 6=
0;
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 Step 2.b - Multiresolution DOA Estimation. A synthetic zoom is
performed by rening the representation of the unknown function
Q(s) (θ, φ) and increasing the angular resolution (r ← r + 1) only
in the ARoIs identied at (Step 2.a). Therefore, the multiresolu-
tion a-posteriori probability function (5.4) is updated
(1)1
by setting
Q(s) (θ, φ) = P
(s−1)
th (θ, φ) and computing the new highest resolution
coecients, q(s)
(
θh(r), φh(r)
)
, when (θ, φ) ∈ D
(s)
` , ` = 1, ..., L(s) as in
(5.9);
• Step 3 - Termination Criterion (s = Sopt). The sequence of operations
of Step 2 is repeated until both the dimensions and the number of ARoIs
between two consecutive cycles are stationary [i.e., L(s) = L(s−1) and the
variations of the dimensions of the ARoIs are not greater than the highest
angular resolution at the s-th step, 4
(s)
min = min
{
4θ
(s)
R(s), 4φ
(s)
R(s)
}
].
5.3 Numerical Simulations and Results
In order to assess the eectiveness and reliability of the proposed approach, an
exhaustive set of numerical experiments has been performed and some selected
results will be reported in the following for illustrative purposes. The remaining
of this section will rstly (Sect. 5.3.1) illustrate the behavior of the multi-scaling
procedure also in comparison with other state-of-the-art approaches for DOA
estimation. The second part (Sect. 5.3.2) will be devoted to analyze the poten-
tialities and current limitations of the IMSA − SVM approach when dealing
with various and challenging electromagnetic scenarios. In such a framework,
some congurations in which conventional state-of-the-art signal subspace-based
array processing techniques cannot be applied are also dealt with in order to
point out the enhanced range of applicability of SVM approaches. Finally, a
uniform array of
λ
2
-dipoles is considered (Sect. 5.3.3) to verify the suitability
and reliability of the proposed method in correspondence with a realistic array
modelling.
With reference to the geometry shown in Fig. 5.1, a square planar array of
M = 16 isotropic radiators spaced by d = λ
2
is considered. The power of the
impinging signals has been set to Pi = 30 dB, i = 1, ..., I above the level of the
background noise.
Concerning the training set, the following setup T = 400 and Imax = 4 has been
assumed and the SVM classier has been trained once and o-line on the same
data set whatever the test experiment. As regards to the T =
∑Imax
i=1 Ti training
examples, dierent scenarios have been considered, Ti = 100 being the number
1 (1)
It is worth noting that at the s-th step of the multi-scaling procedure only the angular
ranges belonging to the ARoIs are processed by the SVM classier with a non-negligible saving
of computational resources.
63
5.3. NUMERICAL SIMULATIONS AND RESULTS
 0
 0.2
 0.4
 0.6
 0.8
 1
Q
(θ
,φ)0
30
60
90
120
150
180
210
240
270
300
330
0
30
60
90
I1
(2)
1D
(a)
 0
 0.2
 0.4
 0.6
 0.8
 1
Q
(θ
,φ)0
30
60
90
120
150
180
210
240
270
300
330
0
30
60
90
I1
(4)
1D
(b)
Figure 5.3: Single signal scenario, I = 1 - Probability map determined by the
IMSA−DOA procedure at: (a) s = 2, (b) s = Sopt = 4.
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of congurations with i signals. Moreover, the actual DOAs of the signals of the
training data have been randomly chosen in a discrete grid of locations (θn, φn),
n = 1, ..., N belonging to the the angular region above the antenna θn = θ0 +
⌊
n−1√
N
⌋
∆θ
φn = φ0 +
⌈
n−1√
N
⌉
∆φ
, n = 1, ..., N (5.12)
b·c and d·e being the oor function and the ceiling function, respectively. More-
over, in order to fully assess the generalization properties of the SVM-based
approach, the DOAs of the test examples are dierent from those of the training
dataset.
5.3.1 Single Signal Scenario - Comparative Assessment
The rst experiment deals with the DoA detection of a single signal and a test
set of T
(test)
1 = 100 examples related to the single-signal scenario has been consid-
ered. An illustrative description of the behavior of the proposed IMSA−SVM
approach is shown in Fig. 5.3 dealing with the representative (of the method
performance on the whole test dataset) conguration of a signal coming from
(θ1 = 53
o, φ1 = 260
o). At the rst step (s = 1), the planar angular region D(1) is
partitioned into H(s) = 81 cells (being ∆θ
(s)
(r) = 10
o
and ∆φ
(s)
(r) = 40
o
, r = 0, the
angular steps along the elevation direction, θ, and the azimuthal one, φ, respec-
tively) and a coarse DOA probability map is determined following the procedure
described in Sect. ?? (Step 1 ). Then, the multi-scaling procedure takes place
(s ≥ 2). The ARoIs are identied and partitioned into H
(2)
R(s)
⌋
R(s)=s−1
= 81
cells with an angular resolution of ∆θ
(2)
(1) = 5
o
and ∆φ
(2)
(1) = 20
o
. For the sake
of space, only the DOA probability map obtained at the end of the second step
(s = 2) is shown in Fig. 5.3(a). The procedure is then iterated until s = Sopt = 4
[R(Sopt) = 3] with the nal result reported in Fig. 5.3(b) characterized by an
angular resolution in D
(4)
1 equal to ∆θ
(4)
(3) = 1.25
o
and ∆φ
(4)
(3) = 5
o
. As it can be
observed (Fig. 5.3), the region with higher probability of incidence turns out to
be closer and closer to the actual angular location of the signal when increasing
the step number. Quantitatively such an event can be analytically quantied by
computing the values of the location index ς(s) (Fig. 5.2) and of the incidence
area ψ(s) dened as follows
ς(s) =
Φ(s)
max {Φ(s)}
× 100 (5.13)
where
Φ(s) ,
√(
sinθcosφ− sinθˆ(s)cosφˆ(s)
)2
+
(
sinθsinφ− sinθˆ(s)sinφˆ(s)
)2
+
(
cosθ − cosθˆ(s)
)2
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and
ψ(s) = pi

∑R(s)
r=0
∑H(r)
h(r)=1
{
ς
(s)
h(r)
q(s)(θh(r),φh(r))
maxh(r){q(s)(θh(r),φh(r))}
}
∑R(s)
r=0
∑H(r)
h(r)=1
{
q(s)(θh(r),φh(r))
maxh(r){q(s)(θh(r),φh(r))}
}

2
(5.14)
being ς
(s)
h(r) =
[(
sinθh(r)cosφh(r) − sinθˆ
(s)cosφˆ(s)
)2
+
(
sinθh(r)sinφh(r) − sinθˆ
(s)sinφˆ(s)
)2
+(
cosθh(r) − cosθˆ
(s)
)2] 12
, (θ, φ) are the actual coordinates of the signal incidence
point, whereas
(
θˆ, φˆ
)
θˆ(s) =
∑R(s)
r=0
∑H(r)
h(r)=1{θh(r)q
(s)(θh(r),φh(r))}∑R(s)
r=0
∑H(r)
h(r)=1{q(s)(θh(r),φh(r))}
φˆ(s) =
=
∑R(s)
r=0
∑H(r)
h(r)=1{φh(r)q(s)(θh(r),φh(r))}∑R(s)
r=0
∑H(r)
h(r)=1{q(s)(θh(r),φh(r))}
(5.15)
identify the center of the `-th ARoI where the signal/signals is/are supposed to
impinge. As a matter of fact, the value of the location index reduces from ς(1) =
13.17 down to ς(Sopt) = 2.53 (being ς(2) = 4.10 and ς(3) = 2.87). Analogously,
ψ(1) = 2.74, ψ(2) = 0.94, ψ(3) = 0.36, until ψ(Sopt) = 0.14. As regards to the whole
set of test examples, the statistics of the convergence values of the indexes (5.13)
and (5.14) are given in the rst block of Tab. 5.2.
In order to get an insight into the advantages of the proposed multi-resolution
approach over the classication single-step techniques, a bare DOA SVM-based
method has been considered and applied to the same test example. To fairly com-
pare the two methods, the same training dataset has been used. Moreover, the
same angular resolution has been adopted in both cases. Towards this purpose,
an angular lattice characterized by a uniform grid whose cell side was equal to
the nest discretization of the multi-resolution procedure (i.e., ∆θ = ∆θ
(4)
(3) and
∆φ = ∆φ
(4)
(3)), has been dened over the whole angular investigation domain of
the single step SVM approach. As it can be observed [Fig. 5.4(a)], although the
value of ς is quite close to that of the IMSA strategy (i.e., ςcIMSA−SVM = 2.53
vs. ςcSVM = 3.14), the extension of the incidence area turns out to be signi-
cantly wider (ψcIMSA−SVM = 0.14 vs. ψcSVM = 2.79). On the other hand, it
cannot be neglected that the CPU-time of the test phase of the bare procedure
is approximately fty times the one of the IMSA−SVM because of the need to
obtain a detailed map in the whole investigation area D
(1)
1 instead of in a limited
ARoI, D
(Sopt)
1 , only. As a matter of fact, the number of test points used by the
IMSA approach turns out to be widely reduced.
For completeness, the results from other standard nonlinear classication meth-
ods, such as the multilayer perceptron (MLP ) and the radial basis functions
(RBF ) neural network, have been analyzed, as well. More specically, the DOA
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Figure 5.4: Single signal scenario, I = 1 - Probability maps obtained with dier-
ent classication approaches: (a) single-step SVM , (b) multi layer perceptron
(MLP ) neural network, and (c) radial basis function (RBF ) neural network
[∆θ = 1.25o and ∆φ = 5o].
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Min Max Avg V ar
Single Signal (I = 1)
ςˆ 0.16 43.25 2.81 8.76
ψˆ 0.02 9.14 0.25 1.35
Multiple Signals (I = 2)
ςˆ 0.31 58.47 4.51 8.56
ψˆ 0.007 11.05 0.28 1.54
Multiple Signals (I = 3)
ςˆ 0.38 17.35 5.55 2.14
ψˆ 0.009 0.37 0.15 0.34
Multiple Signals (I = 4)
ςˆ 0.47 70.72 17.29 13.58
ψˆ 0.005 1.89 0.17 0.69
Table 5.1: Statistics of the averaged performance indexes (ςˆ =
∑I
i=1 ς
(i)
and
ψˆ =
∑I
i=1 ψ
(i)
) for dierent signal congurations (I = 1, 2, 3, 4).
probability maps obtained with the MLP -based and RBFNN-based classiers
are reported in Figs. 5.4(b) and 5.4(c), respectively. Whatever the method, the
achieved estimate does not appear to be adequate and certainly not comparable
neither with that of the IMSA− SVM [Figs. 5.4(b)-5.4(c) vs. Fig. 5.3(b)] nor
with that of the bare SVM [Figs. 5.4(b)-5.4(c) vs. Fig. 5.4(a)] as also conrmed
by the values of the location index: ςcRBF = 10.21 and ςcMLP = 25.91.
The last analysis is concerned with the comparison between the IMSA− SVM
and those state-of-the-art methods for DOA estimation aimed at determining
the angular incidence of the signals, namely MUSIC, ESPRIT (i.e., two one-
dimensional ESPRIT s independently-applied to the arrays followed by an align-
ment procedure to associate the estimated azimuth and elevation angle), 2D-
unitary ESPRIT [67], and a support vector regression-based (SV R) approach.
Towards this end, the azimuthal direction of the actual signal has been xed to
φ = 260o, while the elevation angle has been varied in the range θ ∈ [20o ÷ 80o].
Moreover, the SV R algorithm has been previously trained with a dataset com-
posed by T = T1 = 100 examples concerned with only one signal (I = 1). The
methods are then compared by means of the resulting signal location error, ς.
Because of the planar array of isotropic elements and as expected [83], the per-
formances of the DOA techniques in θ elevation-estimation turn out to better at
high elevations (θ→ 0o) [Tab. II], while the φ azimuth-estimation is greatest at
low elevations (θ → 90o). Moreover, the values of the estimation indexes point
out that the IMSA − SVM (last column - Tab. 4.1) is able to obtain similar
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Figure 5.5: Single signal scenario, I = 1 - Uniform (red points) and non-uniform
(green triangles) angular training sets.
results, in terms of angular resolution, than those provided by the SV R and of
the same order in magnitude of MUSIC and ESPRIT s except for wider angles
(θ ≥ 60o), even though these latter need more CPU-time (i.e., an optimized
IMSA − SVM implementation just needs few milliseconds on a PC equipped
with a 3.0GHz processor and 2GHz of RAM). As regards to the growing of the
location index around 60o, its mainly depends on the training set. As a matter of
fact, it can be avoided by modifying the o-line training phase. For instance, the
choice of a uniform angular distribution of the training samples (Fig. 5.5), in-
stead of a non-uniform arrangement, allows one to obtain a behavior of ς almost
invariant to θ for medium-high elevations.
In order to point out the generalization capabilities of the proposed approach
as well as its robustness to the model tolerances [74][84], the eect of the array
failure has been evaluated and the arising results compared to those with 2D-
unitary ESPRIT which demonstrated several advantages over MUSIC and the
standard ESPRIT implementation. Towards this end, an increasing number of
array elements has been switched o. Moreover, the a-priori information on the
failure of some array elements has not been exploited through the denition of
an ad-hoc training set, but the same non-uniform set of input-output examples
concerned with the unperturbed array structure has been used. The results of
the comparative assessment when (θ1 = 53
o, φ1 = 260
o) are reported in Fig. 5.6.
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Figure 5.6: Single signal scenario, I = 1 - Behavior of the location index versus
the number of failed array elements.
5.3.2 Complex Scenarios - Performance Analysis
The following experiments are aimed at assessing the eectiveness of the IMSA−
SVM in detecting the DOAs of multiple signals.
Dealing with the detection of two dierent incidence points, the rst example is
concerned with test signals coming from (θ1 = 12
o, φ1 = 165
o) and (θ2 = 82
o, φ2 = 165
o),
respectively. The probability maps estimated by the IMSA−SVM at dierent
steps are shown in Fig. 7 together with those obtained with the single-step SVM
classication procedure [Fig. 5.8(d)], the MLP -based approach [Fig. 5.8(e)],
and the RBF technique [Fig. 5.8(f )]. As expected and conrming the outcomes
from the study of the single-signal detection, the multi-scaling process allows
one to signicantly enhance the performances of the single-step classication ap-
proaches as pictorially shown in Fig. 5.7 and quantitatively conrmed by the
indexes in Tab. 5.3. Moreover, it is worth noting that this conclusion is not lim-
ited to a particular conguration of incidence angles, but it holds true whatever
the two-signals scenario under test.
In order to assess the stability of the proposed approach, a test set composed
by T
(test)
2 = 100 examples has been considered. The results obtained with the
IMSA − SVM are summarized in Tab. 5.1 (second block). As expected, the
mean values of the averaged performance indexes (ςˆI ,
∑I
i=1 ς
(i)
and ψˆI ,∑I
i=1 ψ
(i)
) turn out to be very close to those of the previous test example [i.e.,
avg (ςˆ2) = 4.51, avg
(
ψˆ2
)
= 0.28 versus ς
(Sopt)
1 = 4.55, ψ
(Sopt)
1 = 0.23 and ς
(Sopt)
2 =
3.90, ψ
(Sopt)
2 = 0.25].
The second numerical experiment, concerned with multiple incidences, considers
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Figure 5.7: Multiple signals scenario, I = 2 - Probability maps obtained with
dierent classication approaches: IMSA − SVM [(a) s = 1, (b) s = 2, (c)
s = Sopt = 3], [∆θ = ∆θ
(3)
(2) = 2.5
o
and ∆φ = ∆φ
(3)
(2) = 10
o
].
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Figure 5.8: Multiple signals scenario, I = 2 - (d) single-step SVM , (e) multi
layer perceptron (MLP ) neural network, and (f ) radial basis function (RBF )
neural network [∆θ = ∆θ
(3)
(2) = 2.5
o
and ∆φ = ∆φ
(3)
(2) = 10
o
].
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Method DOA Indexes
ς1 ψ1 ς2 ψ2
IMSA− SVM
s = 1 8.91 2.33 10.27 3.08
s = 2 5.90 0.54 8.46 0.82
s = Sopt = 3 4.55 0.23 3.90 0.25
Bare SVM 6.04 0.67 16.78 3.78
MLP 17.54 0.27 30.53 2.21
RBF 17.19 0.28 27.77 0.99
Table 5.3: Multiple signals scenario, I = 2. Performance indexes when applying
IMSA−DOA, single-step SVM , multi layer perceptron (MLP ) neural network,
and radial basis function (RBF ) neural network.
three-signals congurations. As regards to the results for a test set of T
(test)
3 = 50
three-signals examples, the values in the third block of Tab. 5.1 indicate that the
resolution accuracy of the proposed approach does not signicantly reduce with
respect to the single-signal or two-signals scenarios [avg (ςˆ3) = 5.55, avg
(
ψˆ3
)
=
0.15 vs. avg (ςˆ2) = 4.51, avg
(
ψˆ2
)
= 0.28 and ςˆ1 = 2.81, ψˆ1 = 0.25]. As an
illustrative example, let us consider the case of a set of signals impinging on
the array from (θ1 = 8
o, φ1 = 85
o), (θ2 = 68
o, φ2 = 95
o), (θ3 = 55
o, φ3 = 290
o).
Starting from the coarse map determined, three dierent ARoIs are successively
identied [Fig. 5.9(a)] and better resolved thus iteratively improving the DOA
resolution accuracy as pointed out by the indexes in Tab. 5.4 where the values
estimated by the other classication approaches are reported [Fig. 5.9(b)], as
well. By comparing the distribution at the Sopt-th step of the IMSA and the
one from the bare SVM , it is evident the improvement guaranteed by the multi-
scaling process both in resolving and properly locating a number of ARoIs equal
to the number of signals (I).
In the third experiment, I = 4 (I = Imax) signals impinge on the planar array.
Figure 5.10 shows the results provided by the IMSA− SVM and in correspon-
dence with a set of representative examples. More in detail, the rst example
(Conguration 1/1/1/1) refers to a conguration where four separated signals can
be recognized [(θ1 = 35
o, φ1 = 35
o), (θ2 = 20
o, φ2 = 115
o), (θ3 = 70
o, φ3 = 135
o),
(θ4 = 80
o, φ4 = 260
o) - Figs. 5.10(a)-5.10(c)]. The second example [Fig. 5.11(d)]
deals with a two-clusters setup [Conguration 2/2 - (θ1 = 15
o, φ1 = 75
o), (θ2 = 25
o, φ2 = 120
o),
(θ3 = 75
o, φ3 = 270
o), (θ4 = 65
o, φ4 = 300
o)], while a single signal and a cluster
of three-signals are present in the last example [Conguration 1/3 - (θ1 = 15
o, φ1 = 105
o),
(θ2 = 80
o, φ2 = 275
o), (θ3 = 85
o, φ3 = 300
o), (θ4 = 75
o, φ4 = 315
o)]. Whatever
the example, the multi-scaling process is able to identify with an ever increasing
resolution from s = 1 [Fig. 5.10(a)] up to s = Sopt = 3 [Fig. 5.10(c)] the ARoIs
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DOA Indexes
Method ς1 ψ1 ς2 ψ2 ς3 ψ3
IMSA− SVM
s = 1 5.50 0.2 5.59 1.43 4.61 1.56
s = 2 4.15 0.06 5.42 0.74 4.43 0.55
s = Sopt = 3 4.24 0.009 5.19 0.33 3.10 0.14
Bare SVM 10.11 0.35 4.34 1.44 16.52 1.55
MLP 2.45 0.6 21.77 1.09 22.82 2.36
RBF 28.31 1.35 37.34 0.49 29.57 0.67
Table 5.4: Multiple signals scenario, I = 3 (Conguration 1/1/1). Performance
indexes when applying IMSA−DOA, single-step SVM , multi layer perceptron
(MLP ) neural network, and radial basis function (RBF ) neural network.
Method DOA Indexes
ς1 ψ1 ς2 ψ2 ς3 ψ3 ς4 ψ4
IMSA− SVM
s = 1 6.84 0.40 24.37 0.40 23.31 1.48 25.47 1.56
s = 2 5.85 0.31 28.01 0.31 16.96 0.91 8.08 0.68
s = Sopt = 3 3.44 0.16 29.33 0.16 12.31 0.21 7.42 0.24
Bare SVM 8.37 2.89 24.71 2.89 26.52 2.89 25.68 2.89
MLP 38.98 0.52 8.91 0.52 35.34 1.82 17.46 1.69
RBF 15.19 0.32 18.69 0.32 40.65 1.81 22.01 0.91
Table 5.5: Multiple signals scenario, I = 4 (Conguration 1/1/1/1). Perfor-
mance indexes when applying IMSA − DOA, single-step SVM , multi layer
perceptron (MLP ) neural network, and radial basis function (RBF ) neural net-
work.
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Figure 5.9: Multiple signals scenario, I = 3 (Conguration 1/1/1) - Probability
maps obtained with dierent classication approaches: (a) IMSA− SVM [s =
Sopt = 3] and (b) single-step SVM [∆θ = ∆θ
(3)
(2) and ∆φ = ∆φ
(3)
(2)].
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Method DOA Indexes
ς1 ψ1 ς2 ψ2 ς3 ψ3 ς4 ψ4
IMSA− SVM
s = 1 15.50 0.89 11.51 0.89 45.50 2.98 57.71 2.98
s = 2 12.78 0.39 10.65 0.39 10.80 0.72 24.12 0.72
s = Sopt = 3 12.91 0.16 10.55 0.16 4.71 0.26 17.01 0.26
Bare SVM 15.46 0.91 11.64 0.91 46.53 3.17 58.66 3.17
MLP 9.35 0.29 8.66 0.29 13.75 1.75 27.43 1.75
RBF 8.06 0.26 8.77 0.26 14.84 0.57 9.50 0.57
Table 5.6: Multiple signals scenario, I = 4 (Conguration 2/2). Performance
indexes when applying IMSA−DOA, single-step SVM , multi layer perceptron
(MLP ) neural network, and radial basis function (RBF ) neural network.
to which the incidence directions of the actual signals belong as pointed out by
the numerical indexes ψ(i), i = 1, ..., I in Tab. 5.5. On the other hand, it should
be noticed that the DOA estimation process tends to cluster multiple regions-
of-incidence in a single ARoI when the angular separations among the signals
reduce. Such an event takes place also in correspondence with the Congura-
tion 2/2 [Fig. 5.11(d) - Tab. 5.6] where two ARoIs are identied. It is even
more evident in Fig. 5.11(e) (Tab. 5.7) where the angular incidences of three
signals are detected in only one ARoI. The clustering eect is quantitatively
pointed out by the behavior of the averaged localization index (Tab. 5.1 - fourth
block) when dealing with the complete test set (T
(test)
4 = 50) to which previous
examples belong. As a matter of fact, there is a signicant increase of the avg (ςˆ)
compared to the values of the same quantity when I = 1, 2, 3 [avg (ςˆ4) = 17.29
vs. avg (ςˆ1) = 2.81, avg (ςˆ2) = 4.51, avg (ςˆ3) = 5.55], even though the value of
avg
(
ψˆ
)
remains close to those of other multiple-signals congurations since the
estimated ARoIs still carefully identify the actual incidence areas.
The fourth and fth experiments deal with more critical test scenarios since the
examples under test are concerned with a number of signals dierent from that
in the training set (i.e., I 6= 1, 2, 3, 4). More specically, let us consider the
Clustered Distribution of I = 18 signals with incidence directions indicated by
the white points in Fig. 5.12. It is worth noticing that such a conguration
turns out to be not admissible (i.e., I = 18 estimates cannot be obtained) for
signal subspace-based array processing techniques as 2D-unitary ESPRIT when
the planar array structure at hand is used. As a matter of fact, the maximum
number of sources 2D-unitary ESPRIT can handle is equal to [67]
I2DESPRITmax = min {U × (V − 1) ; V × (U − 1)} (5.16)
being M = U × V . On the other hand, it should be considered that an high
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Figure 5.10: Multiple signals scenario, I = 4 - Probability maps obtained with
the IMSA − SVM . Conguration 1/1/1/1: step (a) s = 1, (b) s = 2, and (c)
s = Sopt = 3.
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Figure 5.11: Multiple signals scenario, I = 4 - Conguration 2/2: step s = Sopt =
3 (d); Conguration 1/3: step s = Sopt = 3 (e).
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Method DOA Indexes
ς1 ψ1 ς2 ψ2 ς3 ψ3 ς4 ψ4
IMSA− SVM
s = 1 16.98 0.88 39.13 2.81 54.57 2.81 64.78 2.81
s = 2 16.51 0.62 6.04 1.70 22.43 1.70 35.70 1.70
s = Sopt = 3 8.13 0.59 6.18 1.46 11.84 1.46 28.89 1.46
Bare SVM 17.38 0.87 39.45 2.85 54.87 2.85 65.72 2.85
MLP 11.62 0.19 27.46 1.08 11.41 1.08 8.15 1.08
RBF 6.51 0.10 16.85 0.10 3.01 0.10 20.63 0.10
Table 5.7: Multiple signals scenario, I = 4 (Conguration 1/3). Performance
indexes when applying IMSA−DOA, single-step SVM , multi layer perceptron
(MLP ) neural network, and radial basis function (RBF ) neural network.
Method DOA Indexes
ςˆ ψˆ
IMSA− SVM 1.20 0.21
Bare SVM 2.82 1.94
MLP 13.78 1.66
RBF 13.62 1.21
Table 5.8: Multiple signals scenario, I = 18 (Clustered Distribution). Perfor-
mance indexes when applying IMSA − DOA, single-step SVM , multi layer
perceptron (MLP ) neural network, and radial basis function (RBF ) neural net-
work.
dimensional array processing is enabled widening the size of the planar array (i.e.,
the number of array sensors) at the expense of the computational complexity
that, unlike SVM-based methods, exponentially grows.
Figure 5.12 compares the convergence (s = Sopt = 3) map provided by the
IMSA − SVM and the ones from other single-step classiers. As it can be
observed, the multi-scaling process is still able to carefully estimate the ARoI
to which the actual signals belong with a degree of accuracy higher than that
from the other techniques both in terms of localization and area extension (Tab.
5.8). Similar conclusions hold true when dealing with the detection of the signals
distribution displayed in Fig. 5.13, although the detection of the single signal on
the bottom of the region of analysis appears to be more critical probably because
of the absence of similar spatial congurations in the training set.
Finally, the last experiment is concerned with a scenario where there are not
signals that impinge on the array and the noise level has been varied from the
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Figure 5.12: Multiple signals scenario (I = 18 - Clustered Distribution) - Proba-
bility maps obtained with dierent classication approaches: (a) IMSA−SV M
(s = Sopt = 3), (b) single-step SVM , (c) multi layer perceptron (MLP ) neural
network, and (d) radial basis function (RBF ) neural network [∆θ = ∆θ
(3)
(2) and
∆φ = ∆φ
(3)
(2)].
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Figure 5.13: Multiple signals scenario (I = 18 - Sparse Distribution) - Probability
maps determined by the IMSA − SVM at the convergence (s = Sopt = 2 -
∆θ
(2)
(1) = 5
o
and ∆φ
(2)
(1) = 20
o
).
reference value used for the SVM training [Pn = 20 dB (Test Set) vs. Pn = 0 dB
(Training Set)] thus further complicating the test case. As a matter of fact,
neither the free-case example is present in the training set nor the same noise
level has been learned. Nonetheless, the SVM-based classier did not detected
the presence of any signal thus dening a uniform distribution of probability [Fig.
5.14(a)]. Otherwise, the other methods give color-maps with some artifacts
[see Figs. 5.14(b)-5.14(c)] although characterized by very small values of the
probability of signal incidence.
5.3.3 Dipole Array Antenna
In the last experiment, a uniform array of
λ
2
-dipoles is taken into account with
dipoles oriented along the x axis. Therefore, the eective length [82] of the array
element turns out to be
em =
λ
pi
[
cos
(
pi
2
sinθcosφ
)
1− sin2θcos2φ
] [
(cosθcosφ) θ − (sinφ)φ
]
(5.17)
Moreover, the inter-element distance has been chosen equal to dx = 0.65λ and
dy = 0.5λ [85]. Then, a subset of the experiments of the previous sections, but
with the dipole array, has been dealt with to evaluate the applicability of the
IMSA− SVM approach to non-ideal electromagnetic scenarios, as well.
In the rst example (I = 1), the multi-scaling procedure stops after Sopt = 4
iterations and the nal result is shown in Fig. 5.15. Likewise the case with
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Figure 5.14: No-signals scenario [I = 0; Pn = 20 dB (Test Set) - Pn = 0 dB
(Training Set)] - Probability maps obtained with dierent classication ap-
proaches: (a) IMSA− SVM (s = Sopt = 1), (b) multi layer perceptron (MLP )
neural network, and (c) radial basis function (RBF ) neural network.83
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Figure 5.15: Dipole Array, I = 1 - Probability map determined by the IMSA−
DOA [s = Sopt = 4].
point-like sources, the estimations of both the location and the incidence area
improve at each iteration starting from ς(1) = 43.19 and ψ(1) = 2.48 down to
ς(Sopt) = 2.96 and ψ(Sopt) = 0.06, where ς(2) = 12.65, ς(3) = 5.41 and ψ(2) = 0.75,
ψ(3) = 0.21. In this case, the performance are comparable to that in Sect.
5.3.1. Dierent conclusions arise when processing the data of the two-signal
scenario [Fig. 5.16(a)]. In such a case, only the I1 (i.e., the signal with the
lowest elevation θ) is detected [Fig. 5.16(a)]. Such an event does not depend
on the DOA detection method, but from the antenna array at hand. As a
matter of fact, the radiation pattern of the array element is omnidirectional in
the z − y plane (i.e., φ = 90o and φ = 270o) with a θ3dB angle of almost 80
o
degrees [82]. Therefore, the gain of the dipole is lower along the direction with
higher θs, being φ1 = φ2 = 165
o
. Otherwise, when the actual conguration is
described by a set of signals coming from the directions (θ1 = 30
o, φ1 = 60
o) and
(θ2 = 30
o, φ2 = 300
o), the IMSA− SVM method still gives accurate estimates
[Fig. 5.16(b)] although with non-ideal isotropic receiving sensors.
5.4 Conclusions
From the analysis carried out within this research work and summarized in this
chapter, the following conclusions can be drawn:
• the use of a classier based on SVM allows one to estimate the DOA
probability map in real time;
• thanks to the SVM generalization capability, the IMSA − SVM be-
haves properly when dealing with complex electromagnetic scenarios non-
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Figure 5.16: Dipole Array, I = 2 - Probability map determined by the IMSA−
DOA when (a) I1 = (θ1 = 12
o, φ1 = 165
o), I2 = (θ2 = 82
o, φ2 = 165
o) [s =
Sopt = 3] and (b) I1 = (θ1 = 30
o, φ1 = 60
o), I2 = (θ2 = 30
o, φ2 = 300
o) [s =
Sopt = 3].
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necessarily belonging to the set of training examples;
• the SVM-based approach is able to estimate the DOAs of a number of
sources greater than the maximum allowed by conventional eigenvalue de-
composition methods for a xed planar array geometry;
• unlike 2−D subspace-based algorithms, the computational complexity does
not increase with the size of the rectangular array;
• the proposed LBE technique adapts to element failure or other source of
errors coming from the tolerances in the array structure that cause non-
negligible performance degradation in conventional estimation techniques
which require highly calibrated antennas with identical radiation proper-
ties;
• the a-priori knowledge (deterministic or statistical) on the array cong-
uration and radiation pattern characteristics can be easily and usefully
exploited by dening suitable IMSA− SVM training sets;
• the multi-scaling procedure (IMSA) provides good results dealing with
both single-signal and multiple-signals congurations with an angular res-
olution comparable to that of other state-of-the-art DOA algorithms;
• system complexity, classier architecture, and computational costs signi-
cantly reduce with respect to the bare classication.
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Chapter 6
Real-Time Passive Localization and
Tracking
An innovative strategy for passive localization of transceiver-free objects is pre-
sented. The localization is yielded by processing the received signal strength
data measured in an infrastructured environment. The problem is reformulated
in terms of an inverse source one, where the probability map of the presence
of an equivalent source modeling the moving target is looked for. Towards this
end, a customized classication procedure based on a support vector machine
is exploited. Selected, but representative, experimental results are reported to
assess the feasibility of the proposed approach and to show the potentialities and
applicability of this passive and unsupervised technique.
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6.1 Introduction
In the recent years, there has been a wide and rapid diusion of wireless sensor
networks (WSNs) [86] thanks to the availability of such low-power and perva-
sive devices integrating on-board sensing, processing, and radio frequency (RF )
circuitry for information transmission. Usually, short-range communications are
at hand since the wireless nodes are generally densely distributed and charac-
terized by low power consumption to ensure a long lifetime. Therefore, WSNs
have been also protably used for location and tracking purposes. In such a
framework, the main eorts have been devoted to develop ad-hoc systems based
on dedicated transponders/sensors [87] or assuming an active target equipped
with a transmitting device [88][89]. Dierent properties of the received signal,
such as the time of arrival (TOA) and the direction of arrival (DOA), have been
successfully exploited to address the localization problem [90][91]. Other modal-
ities to locate active targets are based on the evaluation of the received signal
strength (RSS) [92][93][94][95]. This is an easily measurable quantity that has
been also used to localize the wireless nodes of the network through eective
triangulation strategies [93]. Moreover, the distance between nodes has been
estimated thanks to simplied radio propagation models. Although easier than
a passive localization technique, the main drawback of these approaches is the
need of the target to be equipped with an ad-hoc device. Whether such a fact
can be considered negligible when tracking either objects or animals (although
the costs unavoidably increase), other problems arise when dealing with people
(e.g., privacy) and especially with non-cooperative subjects as for elderly people.
Moreover, such wearable devices can undergo (casual or voluntary) damages thus
limiting the reliability of the tracking system.
Other strategies concerned with transceiver-free targets have been also presented
in the scientic literature. State-of-the-art approaches are based on Doppler
radar systems able to estimate the distance between the target and the sensor
[96]. As a matter of fact, moving targets can be tracked through the analysis
of the Doppler signature induced by the object motion [97]. Unfortunately, the
arising performance in real environments can be strongly inuenced by non-
negligible instabilities leading to several false alarms. Furthermore, slow-moving
targets [98] are not generally detected.
This paper is aimed at presenting an inversion procedure, preliminary validated
in [99], for the localization and tracking of passive objects starting from the
measurements of the RSS indexes available at the nodes of a WSN . Since the
transmission of information among the wireless nodes is allowed by RF signals,
the arising electromagnetic radiations can be also protably exploited to sense
the surrounding environment. Indeed, any target lying within the environment
interacts with the electromagnetic waves radiated by the nodes. Therefore, the
measurements of the perturbation eects on the other receiving nodes is dealt
with a suitable inversion strategy to determine the equivalent source model-
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(a)
(b)
Figure 6.1: Equivalent Tracking Problem - Sketch of (a) the tracking scenario
and (b) the equivalent inverse problem.
ing the presence of the target/scatterer generating the perturbation itself. By
virtue of the fact that the number of nodes in a WSN can vary and the need
to have a simple and exible tracking/localization method allowing real-time
estimates, a learning-by-examples (LBE) strategy based on a Support Vector
Machine (SVM) is used.
The outline of the chapter is as follows. The mathematical issues concerned
with the proposed approach are detailed in Sect. 6.2 where the SVM-based
method is described, as well. In Sect. 6.3, representative results from a wide
set of experiments dealing with the tracking of single as well as multiple targets
in both outdoor and indoor WSN deployments are shown. Eventually, some
conclusions are drawn (Sect. 6.4).
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6.2 Mathematical Formulation
Let us consider the two-dimensional (2D) scenario shown in Fig. 6.1(a). The
investigation domain D is inhomogeneous and constituted by a set of obstacles
and moving targets to be localized/tracked all lying in free-space. The known
host scenario (i.e., the target-free domain) is described by the object function
τh (r) = εh (r)− 1 − j
σh(r)
ωε0
where ω is the working angular frequency, r = (x, y)
is the position vector, εh and σh being the dielectric permittivity and the con-
ductivity, respectively. Moreover, the target/s is/are identied by the dielectric
distribution τo (r), r ∈ Do. The area under test is infrastructured with a WSN
and S nodes are deployed at rs, s = 1, ..., S spatial locations. The s-th wireless
node radiates an electromagnetic signal, ξincs (r)
(1)1
, and the eld measured by
the other S− 1 nodes and arising from the interactions of the incident eld with
the scenario under test is given by
ξtots (rm) = ξ
inc
s (rm) +
∫
D
J (r′)G0 (r
′, rm) dr
′
(6.1)
where G0 is the free-space Green's function [100] and rm is the position of the
m-th (m = 1, ..., S − 1) receiving node. As a matter of fact, the eld induced in
D is equivalent to that radiated in free-space by an equivalent current density
J (r) [101] modeling the presence of whatever discontinuity of the free-space (i.e.,
both the obstacles and the moving targets)
J (r) = τ (r) ξtot (r) , r ∈ D (6.2)
where τ (r) = τo (r) if r ∈ Do and τ (r) = τh (r) if r ∈ Dh = D −Do, Do and Dh
being the support of the targets and its complementary area.
Equation (6.1) can be reformulated in a dierent fashion by dening a dierential
equivalent current density Jˆ (r) radiating in the inhomogeneous host medium
[100] [Fig. 6.1(b)]. The radiated eld can be then expressed as follows
ξtots (rm) = ξ
inc
s (rm) +
∫
D
τh (r
′) ξtots,u (r
′)G0 (r
′, rm) dr
′ +∫
D0
Jˆ (r′)G1 (r
′, rm) dr
′
(6.3)
where Jˆ (r) = τˆ (r) ξtots,p (r) and τˆ (r) = τ (r) − τh (r) is the dierential object
function. In (6.3), the second term on the right side is the eld scattered from
the host medium without targets, ξtots,u being the electric eld related to ξ
inc
s in
correspondence with the target-free scenario. Moreover, G1 is the inhomoge-
neous Green's function for the target-free conguration [100], which satises the
1 (1)
The scalar case has been considered to simplify the notation. However, the extension
to the vectorial case is straightforward.
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following integral equation
G1 (r, r
′) = G0 (r, r
′) +
∫
D
τh (r
′)G0 (r, r”)G1 (r”, r
′) dr”. (6.4)
Since the host medium is a-priori known, Equation (6.3) can be rewritten as
ξtots (rm) = ξˆ
inc
s (rm) +
∫
Do
Jˆ (r′)G1 (r
′, rm) dr
′
(6.5)
where ξˆincs (rm) is the eld of the scenario without targets and equivalent to an
incident eld on the targets.
With the knowledge of G1 (i.e., the knowledge of the target-free scenario) the scat-
tering problem turns out to be the retrieval of the dierential source Jˆ occupying
the target domain Do. The detection of the target position and the denition of
the target trajectory in D can be then formulated as the denition of the sup-
port of the dierential equivalent source, which satises the inverse scattering
equation (6.5), starting from the measurements of ξtot (rm), m = 1, ..., S − 1.
This is possible in a WSN-infrastructured environment since the nodes at hand
are simple and cheap devices that give an indirect estimate of the eld value
through the RSS index. Accordingly, the RSS is measured at the m-th node
when the s-th node is transmitting by considering both the target-free scenario
[ξincs (rm) knowledge] and the presence of targets within D [ξ
tot
s (rm) knowledge]
and the dierential eld ξsctm,s = ξ
tot
s (rm)−ξˆ
inc
s (rm) could be used for the inversion
procedure.
However, it is worth to take into account that the power radiated by the WSN
nodes can vary due to several factors (e.g., battery level of the WNS nodes,
environmental conditions) thus blurring the data acquisition and, consequently,
complicating the solution of the inverse problem at hand. To overcome this
drawback, the inversion is statistically recast as the denition of the probability
that a target is located in a position of D starting from the knowledge of ξsctm,s,
s = 1, ..., S, m = 1, ..., S, m 6= s. The arising classication problem is then solved
by means of a suitable SVM-based approach. More specically, the region D
where the targets are looked for is partitioned into a grid of C cells centered at rc,
c = 1, ..., C. Each c-th cell is characterized by its state, χc, which can be either
empty (χc = −1) or occupied (χc = 1) whether a target (i.e., the corresponding
dierential equivalent source) is present or absent. Moreover, the probability
that a target belongs to the c-th cell, αc = Pr {χc = 1| (Γ, c)}, is given by
αc =
1
1 + exp
{
pH
[
ϕ (Γ, c)
]
+ q
} , c = 1, ..., C (6.6)
where Γ =
{
ξsctm,s; s = 1, ..., S; m = 1, ..., S; m 6= n
}
, and p, q are unknown pa-
rameters to be determined [6]. In (6.6), the function ϕ (·) is a non-linear mapping
from the data of the original input space, Γ, to a higher dimensional space (called
feature space) where the data are more easily separable through a simpler func-
tion (i.e., the hyperplane H).
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The hyperplane H is o-line dened throughout the training phase by exploiting
the knowledge of a set of T known examples where both the input data (Γ,
t = 1, ..., T ) and the corresponding maps (χ
t
= {χc,t; c = 1, ..., C}, t = 1, ..., T )
are available. Usually, a linear decision function is adopted
H
[
ϕ (Γ, c)
]
= w · ϕ (Γ, c) + b, c = 1, ..., C (6.7)
w and b being an unknown normal vector and a bias coecient, respectively.The
decision function parameters unequivocally dene the decision plane and are
computed in the training phase by minimizing the following cost function
Ψ (w) =
‖w‖2
2
+
λ∑T
t=1 C
(t)
+
T∑
t=1
C
(t)
+∑
i=1
η
(t)
c+ +
λ∑T
t=1C
(t)
−
T∑
t=1
C
(t)
−∑
f=1
η
(t)
c− (6.8)
subject to the separability constraints
w · ϕ (Γ, c) + b ≥ 1− η
(t)
c+, c = 1, ..., C
w · ϕ (Γ, c) + b ≤ η
(t)
c− − 1, c = 1, ..., C
(6.9)
where λ is a user-dened hyperparameter [102] that controls the trade-o between
the training error and the model complexity to avoid overtting. Moreover, η
(t)
c+
and η
(t)
c− are the so-called slack variables related to the misclassied patterns.
They are introduced because the training data are usually not completely sepa-
rable in the feature space by means of a linear hyperplane.
The minimization of (6.8) is performed following the guidelines detailed in [38]
and also exploiting the so-called kernel trick method [6].
6.3 Experimental Validation
The feasibility and the eectiveness of the proposed approach have been as-
sessed through an extensive experimental validation carried out in both indoor
and outdoor scenarios (Fig. 6.2). The nodes have been placed at xed positions
rs = (xs, ys), s = 1, ..., S, on the perimeter of the investigation area D. In all
experiments, S = 6 Tmote Sky nodes have been used and the region D has been
assumed having the same size (−20λ ≤ x ≤ 20λ and −12λ ≤ y ≤ 12λ) whatever
the scenario at hand, λ being the free-space wavelength of the wireless signals
transmitted by the nodes (e.g., f = 2.4GHz). Although the same topology has
been adopted for outdoor as well as indoor situations, two dierent trainings of
the SVM-based approach have been performed since the arising electromagnetic
phenomena signicantly dier (e.g., the electromagnetic interferences). Other-
wise, the calibration of training examples (T ), the separation hyperplane H (λ),
and the discretization of the investigation area (C) has been performed only
once, namely for the outdoor case, since the format of the data processed by the
SVM does not change. More in detail, the following setup has been considered:
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XD
YD
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y
(xc, yc)
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(xs, ys)
(xactj , y
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j )
WSNnode
(b)
Figure 6.2: Problem Geometry - Plots of (a) the outdoor and (b) the indoor
environments with WSN-based tracking system.
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Figure 6.3: Calibration - Localization error as a function of the SVM control
parameters: T (λ = 100, C = 60), λ (T = 500, C = 60), and C (T = 500,
λ = 100).
T ∈ [100, 700] with step ∆T = 100, λ = 10i, i = {0, 1, 2, 3}, and C ∈ [15, 960]
from a rough discretization with C = 5 × 3 cells of dimension 4λ × 4λ to the
nest one having C = 40× 24 cells of dimension λ× λ. These values have been
calibrated with reference to single-target experiments by evaluating the behavior
of the localization error dened as
ρ =
√(
xactj − x
est
j
)2
+
(
yactj − y
est
j
)2
ρmax
(6.10)
where ractj =
(
xactj , y
act
j
)
and restj =
(
xestj , y
est
j
)
are the actual and estimated
positions of the target, ρmax being the maximum admissible location error. As
for the test case at hand, it turns out that ρmax =
√
X2D + Y
2
D and r
est
j has been
calculated from the probability map according to the following relationships
xestj =
∑C
c=1 αcxc∑C
c=1 αc
yestj =
∑C
c=1 αcyc∑C
c=1 αc
. (6.11)
Figure 6.3 gives the normalized values of the location indexes obtained for dif-
ferent combinations of the control parameters. Each plot refers to the variation
of a control parameter keeping constant the others (T opt = 500, λopt = 100,
Copt = 60).
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Figure 6.4: Single target localization - Outdoor Scenario - Probability maps of
the investigation region D obtained when the test data (a) belongs and (b) does
not belong to the training data set.
As far as the SVM training phase is concerned, the reference measurements have
been rst collected in the target-free scenarios [i.e., τˆ (r) = 0⇒ ξsctm,s = 0, m, s =
1, ..., S, m 6= s]. Successively, the sets of RSS measurements [i.e., RSSm,s (t),
m, s = 1, ..., S, m 6= s, t = 1, ..., T ] have been collected with the target located
at T dierent positions, rj = (xj , yj), j = 1, .., T , randomly selected within D to
cover as uniformly as possible the whole area under test.
As regards the SVM test step, both single (J = 1) and multiple (J = 2) target
tracking problems have been considered.
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Figure 6.5: Single target localization - Indoor Scenario - Probability maps of the
investigation region D obtained when the test data (a) belongs and (b) does not
belong to the training data set.
6.3.1 Single target tracking
The rst experiment deals with the outdoor tracking of a single human being
moving insideD. Figure 6.4 shows the probability map estimated when the target
is at ract1 = (−16λ, 8λ). The circle gives the actual position. Two dierent cases
have been considered. More specically, Figure 6.4(a) shows the probability map
assuming that the same experiment has been taken into account in the training
phase. Dierently, the map in Fig. 6.4(b) has been obtained the example not
belonging to the training data set. It is worth noting that the target is correctly
localized in both maps since the center of the target lies within the region with
higher probability. The same experiment has been successively considered for the
indoor scenario. The results of the SVM-based localization process are shown in
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Figure 6.6: Single target tracking - Outdoor Scenario - Actual and estimated
trajectories.
Fig. 6.5. As for the previous test, the results when the same example has been
either considered [Fig. 6.5(a)] or not [Fig. 6.5(b)] in the training phase have been
reported. As expected, the values of the localization errors increase whatever the
training because of the complexity of the electromagnetic interactions arising
from the presence of the walls (i.e., multiple reections) in indoor environments.
Nevertheless, the region with high probability still contains the actual position
of the target thus demonstrating a good degree of reliability of the approach also
in this case.
Let us now consider a single target moving outdoor inside D along the straight
line shown in Fig. 6.6. The RSS values have been measured at 6 dierent time
instants, but it is worth to point out that the acquisition time can be further
shortened to reach an almost real-time tracking. The samples of the localization
maps and the estimated path are reported in Fig. 6.7 and Fig. 6.6, respectively.
As it can be observed, there is a good matching between the actual path and the
estimated one assessing the eectiveness of the approach in real-time processing,
as well. The same analysis has been carried out for the indoor case. Although
the moving target is quite carefully localized, the result in Figure 6.8 and the
location indexes in Tab. 6.1 conrm the higher complexity of tracking the target
as compared to the outdoor case.
6.3.2 Multiple target tracking
In order to deal with the tracking of multiple targets, the SVM classier has been
trained with a mixed data-set containing examples with one (T1 examples with
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Figure 6.7: Single target tracking - Outdoor Scenario - Screenshots of the prob-
ability map of the investigation region D acquired during the target motion.
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Outdoor Indoor
T ime Instant ρ ρ× ρmax [λ] ρ ρ× ρmax [λ]
1 0.071 3.32 0.209 9.76
2 0.070 3.30 0.131 6.09
3 0.060 2.78 0.115 5.38
4 0.057 2.67 0.048 2.23
5 0.045 2.09 0.089 4.15
6 0.074 3.46 0.140 6.53
AverageError : ρ 0.063 2.94 0.122 5.69
Table 6.1: Single target tracking - Localization errors for the outdoor and the
indoor scenarios.
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Figure 6.8: Single target tracking - Indoor Scenario - Actual and estimated tra-
jectories.
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Single Target Multiple Target
j = 1 j = 1 j = 2
ρ ρ× ρmax [λ] ρ ρ× ρmax [λ] ρ ρ× ρmax [λ]
(a) 0.044 2.07 0.217 10.12 0.158 7.37
(b) 0.059 2.77 0.196 9.14 0.135 6.31
(c) 0.093 4.34 0.151 7.02 0.074 3.44
(d) 0.150 6.98 0.149 6.96 0.062 2.91
(e) 0.262 12.23 0.063 2.93 0.106 4.94
(f) 0.357 16.67 0.031 1.46 0.063 2.93
Table 6.2: Multiple target localization - Outdoor Scenario - Localization errors
for the single and multiple target case.
J = 1) and two (T2 examples with J = 2) targets. Since T = T1 + T2 examples
have been used also for the single-target training, some experiments have been
carried out to analyze the dependence of the localization on the percentage of
training samples from T1 and T2. The probability maps in Fig. 6.9 show that the
position of one target can be correctly located although a smaller set of single-
target examples has been used for the training phase (i.e., T1 < T2). Vice versa,
a larger number of example is needed for an eective localization of the two
targets as pointed out by the maps in Fig. 6.10 and quantied by the location
indexes in Tab. 6.2. Such a behavior was expected since the number of dierent
combinations with two targets is higher if compared to the single-target case.
Therefore, T1 = 150 and T2 = 350 examples have been successively used for the
training phase of the following tracking experiments.
As representative examples, two dierent situations with J = 2 have been dealt
with. In the former, one target (j = 1) is moving withinD while the other (j = 2)
remains immobile in the same position. Instead, both targets are moving in the
second example. The actual trajectory and the estimated one are shown in Fig.
6.11 and Fig. 6.12, respectively. Whatever the example at hand, a quite careful
indication on the position and path followed by the targets has been obtained
as further conrmed by the average values of the localization errors (outdoor:
ρ1 = 0.070, ρ2 = 0.061 - indoor: ρ1 = 0.101, ρ2 = 0.070).
6.4 Discussions
The localization and tracking of passive targets have been addressed by exploit-
ing the RSS values available at the nodes of a WSN . The problem at hand has
been reformulated into an inverse source one aimed at reconstructing the support
of an equivalent source generating a perturbation of the wireless links among the
WSN nodes equal to that due to the presence of targets within the monitored
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Figure 6.9: Single target localization - Outdoor Scenario (T1 ∈ [0, 500], T2 ∈
[0, 500], λ = 100, C = 60) - Probability maps of the investigation region D when
using (a) 100%T1 and 0%T2, (b) 80%T1 and 20%T2, (c) 60%T1 and 40%T2, (d)
40%T1 and 60%T2, (e) 20%T1 and 80%T2, and (f ) 0%T1 and 100%T2 of samples
in the training phase.
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Figure 6.10: Multiple targets localization - Outdoor Scenario (T1 ∈ [0, 500], T2 ∈
[0, 500], λ = 100, C = 60) - Probability maps of the investigation region D when
using (a) 100%T1 and 0%T2, (b) 80%T1 and 20%T2, (c) 60%T1 and 40%T2, (d)
40%T1 and 60%T2, (e) 20%T1 and 80%T2, and (f ) 0%T1 and 100%T2 of samples
in the training phase.
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Figure 6.11: Multiple targets tracking - Outdoor Scenario - Actual and estimated
trajectories.
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Figure 6.12: Multiple targets tracking - Outdoor Scenario - Actual and estimated
trajectories.
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area. The inversion has been faced with a learning-by-examples approach based
on a SVM classier devoted to determine a map of the a-posteriori probability
that a dierential equivalent source is present within the investigation domain.
Experimental results have assessed the eectiveness and reliability of the pro-
posed approach in dealing with the tracking of single and multiple human beings
both in indoor and outdoor environments.
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Chapter 7
Conclusions and Future
Developments
In this last section, some conclusions are drawn and further advances are envis-
aged in order to address the possible developments of the proposed technique.
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In this thesis, a classication approach for real-time solution of complex elec-
tromagnetic problems has been proposed. A suitable SVM-based strategy has
been developed for determining the probability of presence and the position of
targets starting from the denition of a risk map of the considered domain.
The eectiveness of the approach has been assessed by considering dierent ap-
plication elds, starting from the buried object detection (Chapter 3) up to the
passive tracking of targets moving throughout the monitored area (Chapter 6).
The obtained results conrmed the generalization capabilities of the method in
detecting and locating multiple targets as well as in estimating the presence and
the direction of arrival of interferences (Chapter 5).
Concerning the methodological novelties of this work, the main contribution is
concerned with the following issues:
• the integration of a SVM-based classier with an iterative multi-scaling
procedure to improve resolution accuracy;
• the reliability in dealing with real experiments and three-dimensional sce-
narios;
• the exibility in the solution of time-varying scenarios as for the online
tracking of moving targets;
Future works, current under development, will be devoted to fully exploit the
key-features of the approach as well as to increase autonomy by enabling the
system to adapt to changing circumstances. In such a framework, the possibility
to move in an autononomic context requires that the proposed approach will be
able to adjust itself to allow high exibility to dynamic and unexpected situa-
tions. Incremental learning strategies will be investigated as an on-line method
to construct the solution recursively.
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