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Metal-insulator transition underlies many remarkable and technologically important phenomena in VO2. 
Even though its monoclinic structure had before been the reserve of the insulating state, recent experiments 
have observed an unexpected monoclinic metallic state. Here we use a modified approach combining 
first-principles calculations with orbital-biased potentials to reproduce the correct stability ordering and 
electronic structure of different phases of VO2. We identify a ferromagnetic monoclinic metal that is likely 
to be the experimentally observed mysterious metastable state. Furthermore, our calculations show that an 
isostructural insulator-metal electronic transition is followed by the lattice distortion from the monoclinic 
structure to the rutile structure. These results not only explain the experimental observations of the 
monoclinic metallic state and the decoupled structural and electronic transitions of VO2, but also provide a 
understanding for the metal-insulator transition in other strongly correlated d electron systems. 
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1. Introduction 
Vanadium dioxide (VO2) has long been a research focus, not only because it is an archetypical example of 
metal-insulator transition (MIT),1-16 but also because the large change of conductivity and optical properties 
with its MIT brings many potential applications, such as field effect transistors, ultrafast optoelectronic switches 
and smart windows.17-21 At about 340 K, the MIT happens in VO2, accompanied by a nearly simultaneous 
structural distortion from a high-temperature metallic phase with a rutile (R, space group P42/mnm) structure 
[see Fig. 1(a)] to a low-temperature insulating phase with a monoclinic (M, space group P21/c) structure [see 
Fig. 1(b)]. Nevertheless, the physical origin of this MIT has puzzled scientists for decades. The key issue is 
whether the M phase is a Peierls insulator driven by the electron-lattice interplay or a Mott insulator driven by 
the strong electron-electron correlation.22-29 Recent advances in ultrafast electron diffractions brought much 
excitement and inspired a new wave of experimental investigations on VO2 with unprecedented accuracy.3-12 
Unexpectedly, a monoclinic metallic state was observed by photoexciting the monoclinic insulating state, 
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indicating an isostructural insulator-metal electronic transition with the decoupling of the subsequent structural 
transition.6-8 These observations provide the important evidence to understand the physical mechanism of the 
MIT at 340 K. However, until now, the unusual monoclinic metallic phase remains elusive. 
Great efforts has been made to understand the electronic and structural phase transitions in VO2. According 
to the simple band model,23 their electronic properties are well understood. In the R phase, the V atoms are 
symmetrically equivalent and form one-dimensional chains with uniform bond lengths of 2.85 Å . Each V4+ ion 
has an unpaired valence electron shared by three nearly degenerate t2g orbitals (i.e., dx2-y2, dxz, and dyz), and the 
electron hops near the V site resulting in a metallic state. In the M structure, the V atoms dimerize into the 
slightly zigzagged chains with alternative lengths of 2.62 and 3.16 Å. The t2g orbitals split into the fully 
occupied ga1 orbitals (i.e., dx2-y2) and the empty 

ge orbitals (i.e., dxz and dyz). As a result, a band gap of about 
0.7 eV opens between the ga1 and 

ge orbitals [see Fig. 1(c)]. However, multiple active degrees of freedom 
(lattice, charge, orbital, and spin) are involved to drive the cooperative phase transitions, which challenges the 
predictability of conventional calculation methods. For example, popular density functional theory (DFT) 
calculations within local density approximation (LDA) cannot reproduce the M ground state and its insulating 
nature,30, 31 Some sophisticated methods (e.g., LDA+U, HSE)32-38 can open a band gap in the M phase, but they 
give a wrong relative stability ordering of different phases of VO2. Therefore, it is highly desirable to present a 
valid method to correctly describe the experimental observations and to capture the critical roles of different 
degrees of freedom in the phase competition of VO2. 
In this Letter, we combine first-principles calculations with orbital-dependent potentials to examine the 
subtle VO2 system. After having reproduced the correct stability ordering and electronic structure of various 
phases of VO2, we predict a metastable ferromagnetic (FM) metallic M phase that possibly is the experimentally 
observed intermediate state. Moreover, our results explain the experimental observations that the transition from 
the M phase to the R phase is initiated by a fast isostructural electronic transition from the nonmagnetic (NM) 
insulator to the FM metal of the M structure, followed by a slow lattice distortion from the M structure to the R 
structure. 
2. The orbital-dependent LDA+ΔV approach 
The conventional LDA method fails to open a band gap for the M phase of VO2. On one hand, it is well 
known that the LDA method itself underestimates the band gap especially in narrow-gap semiconductors. On 
the other hand, in VO2, the strong self-interaction error39 makes the V-3d orbitals very delocalized. 
Unfortunately, the LDA method usually makes these orbitals too isotropic, and this is also confirmed by our 
LDA calculations (the occupation number 0.36, 0.32, and 0.32 electrons for the dx2-y2, dxz, and dyz orbitals, 
 3
respectively). The underestimation of orbitals anisotropy, together with the overestimation of band dispersion, 
leads to a small overlap between the valence bands (derived from the ga1 orbitals) and the conduction bands 
(derived from the ge orbitals). 
The LDA+U method,40 originally proposed for the strongly correlated electrons, is now used to correct the 
self-interaction error. Although the LDA+U correction opens a gap in the M phase, it produces a wrong relative 
stability ordering of different magnetostructural phases. Usually, a large Hubbard U value will falsely suppress the 
hybridization between V-3d and O-2p states. Moreover, the V-3d orbitals of VO2 have an anisotropic feature, and 
the LDA+U method is insufficient to effectively describe these orbitals differences. In principle, a rigorous 
description of VO2 should capture the strongly correlated many-body effects and this goes beyond the static 
one-particle approximation. Much efforts has been made along this line. For example, more sophisticated methods 
(e.g., GW and QMC)41, 42 including the many-body effects have been applied to this system. Interestingly, the 
dynamical mean field theory (DMFT)43-45 successfully describes the electronic structure of several phases of VO2 
and stresses the contributions of dynamical correlations to opening a gap in the M phase. Tomczak et al.46 find 
that the essential of the full many-body spectrum from DMFT can be reproduced by an orbital-dependent but 
static one-particle potential (called the LDA+Δ approach).  
Our first-principles calculations on VO2 are performed through employing the Vienna ab initio simulation 
package (VASP)47 and adopting the projector augmented wave (PAW) potentials48 and the LDA functional49 for 
the exchange-correlation energy with a plane-wave basis set. We use the experimental structures of the M and R 
phases50, 51 for all calculations. A cutoff energy of 600 eV and 11×11×11 uniform Monkhorst-Pack k-grids52 are 
taken for the M structure. The tetragonal R structure is transformed into a similar monoclinic supercell and the 
same cutoff energy and k-grids are adopted.  
In order to simulate the orbitals anisotropy induced by the self-interaction error, we introduce a small 
external potential ( V ) that will bias the selected ge orbitals (dxz and dyz) to tune their occupations,53 restoring 
the correct ordering of the phase stability (including structural, electronic and magnetic phases) that agrees with 
experiments. This potential adds to the conventional LDA functional, so our calculated functional becomes: 
                          LDA+ LDA ( )V xz yzE E V n n     ,                             (1) 
where nxz and nyz are the occupation numbers of the dxz and dyz orbitals. Accordingly, a new orbital-related term 
is added to the Kohn-Sham equation:   
                        LDA[ ( )]xz xz yz yz nk nk nkH V d d d d      .               (2) 
Obviously, a negative potential will shift the corresponding states upwards and thus punish the dxz and dyz 
orbital occupations. A positive potential has the opposite effects. This approach (called the LDA+ΔV) has two 
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main advantages. Firstly, the LDA+ΔV approach only affects the selected dxz and dyz orbitals and has no direct 
effects on other d orbitals. However, the LDA+U method affects all d orbitals and strongly favor the formation 
of local magnetic moments. Secondly, in the LDA+ΔV approach, a small orbital-dependent potential can well 
correct the anisotropy of different d orbitals and this avoids the false suppression of the pd hybridization. We 
would like to mention that our method goes beyond an effective low-energy description, although it is 
phenomenological in nature with a small empirical ΔV parameter.  
3. Results and discussion 
3.1. Relative stability and phase transitions 
Figure 2 presents our calculated relative total energies for the R and M structures with different magnetic 
states with respect to the external potentials on the ge orbitals. At 0V  eV, corresponding to the popular 
LDA calculation, the FM R phase is predicted to be the most stable phase of VO2. Although the result agrees 
with the previous first-principles calculations,30, 31 it fails to reproduce the experimental observation that the 
NM M phase is the ground state.22-25 We notice that the relative energy stability of different phases is sensitive 
to the perturbation potentials on the ge orbitals. When introducing the potentials of about the range 
0.5V   eV, our LDA+ΔV method not only correctly predicts the stability ordering of different 
magnetostructural phases but also successfully achieves reasonable electronic structures of these phases (see 
discussion below). These good agreements between our calculations and the experiments manifest that the 
present method is really effective to deal with the delicate VO2 system. 
As can be seen from Fig. 2, the NM M and FM R phases strongly compete with each other. When the 
potentials are within the range of 0.5V   eV, the NM M phase is the energetically most favorable phase and 
becomes the ground state of VO2. With the potentials gradually increasing to 0.5V   eV, the energy of the FM 
R phase monotonically falls below that of the NM M phase. These results are consistent with the experimental 
observations that VO2 exhibits a first-order phase transition from the M structure to the R structure at certain 
conditions (e.g., the temperature of 340 K).1, 2  
For the M structure, the antiferromagnetic (AFM) state always converges to the NM state, irrespective of 
the change of the potentials. Interestingly, the FM state is sensitive to the potentials. Our calculations show that 
the FM state can be viable within 0.25V   eV, though it also converges to the NM state within 0.25V   eV. 
We surprisingly find that the FM state becomes more stable in energy than the NM state with the increase of the 
potentials. This infers that a sudden and rapid variation of the potentials could induce an instantaneous phase 
transition from the NM state to the FM state while the crystal symmetry completely retains the monoclinic M 
structure. For the R structure, the FM state is always lower in energy than the NM state, and the AFM state can 
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be obtained only within the range 0.2V   eV. We note that the energy of the FM R phase is much lower than 
that of the FM M phase within 0.25V   eV, thus the metastable FM M phase will eventually transform to the 
FM R phase. 
3.2. Electronic mechanisms 
We start to analyze the key roles of multiple active degrees of freedom in the phase competition of VO2. At 
this stage, the following fundamental issues are to be addressed: (1) Why does the NM R phase always exhibit 
instability? (2) What mechanism stabilizes the NM M phase (the FM R phase) within 0.5V   eV (within 
0.5V   eV)? (3) What drives the isostructural phase transition from the NM M state to the FM M state? The 
answers to these questions should lie in the fundamental structural and electronic properties of VO2. 
Figure 3(a)-3(c) present density of states (DOS) and band structures for the NM R phase at 0.6V   eV. In 
the NM R phase, the crystal field effect of the slightly distorted VO6 octahedron approximately splits the V-3d 
levels into the t2g states and the eg states. The lowest 24 bands in the range of (-8, -1) eV can be mainly 
attributed to O-2p states. The 12 bands in the range of (-1, 2) eV are dominated by the t2g states while the 8 
bands in the range of (2, 5) eV are derived from the eg states. In convention LDA calculations, the dx2-y2 (dxz and 
dyz ) orbital occupation in the R phase is underestimated (overestimated), thus the three t2g orbitals have roughly 
equal occupation. When a small negative potential ( 0.6V   eV) is introduced to redistribute the t2g states, the 
most significant difference is that the dx2-y2 orbital is a bit separated from the higher dxz and dyz orbitals, and this 
significant correction was also achieved by the DMFT method.45 We can clearly see that the Fermi level crosses 
through the t2g states and lies nearly at the peak of the DOS curve. It is this high DOS at the Fermi level that 
results in the instability of the NM R phase of VO2. Usually, there are two fundamental modes for restoring the 
stability of a structure with a high DOS at the Fermi level: one is by structural distortion (the Peierls-like 
mechanism) and another is by developing magnetism (the Stoner-like mechanism).54  
At 0.5V   eV, the NM M phase becomes the ground state and the Peierls-like mechanism dominates. 
When the tetragonal R structure is distorted into the monoclinic M structure, the V atoms dimerize to form 
slightly zigzagged chains [see Figs. 1(a) and 1(b)]. Because of the dimerization, the ga1 states are split into 
fully occupied bonding states and unoccupied antibonding states as shown in Fig. 3(d)-3(f). Meanwhile, the ge  
states become fully empty. As a result, a band gap successfully opens. Hence, the structural distortion breaks 
the degeneracy of the t2g orbitals, which plays an important role in the stability of the NM M phase. Although 
the dimerization has been considered as a hallmark of the Peierls transition, we would like to emphasize that the 
NM M insulator is different from other pure Peierls insulators (e.g. MnB4, K2Cr8O16)54, 55 since our calculations 
include the small external potentials. More recently, a DFT+DMFT perspective points to the dynamical electron 
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correlations acting in collaboration with the lattice distortion as being responsible for opening the gap in the 
NM M state.43 If the punishing effect of our introduced potentials is imagined as the DFT+DMFT self 
energy in their work, our results support their view. 
When the potentials gradually increase to 0.5V   volt, the Stoner-like mechanism is more effective in 
stabilizing the FM R phase. The electronic instability of the NM R state can be removed by breaking the spin 
symmetry to develop magnetism. In particular, the developing of the FM ordering reduces the kinetic energy of 
V-3d electrons to stabilize the system. The energy gain in the FM R phase is also captured by our LDA+ΔV 
calculations: the FM R state is always more stable than the AFM R and the NM R states (see Fig. 2). Although 
this FM ordering leads to a large depletion of DOS at the Fermi level, the FM R phase does not develop a gap 
and remains metallic [see Figs. 4(a) and 4(b)]. Hence, the crossover between the two phases (NM M and FM R) 
is a manifestation of the strong competition of the Peierls-like mechanism and the Stoner-like mechanism. 
As the potentials increase to 0.25V   eV, the NM M state may transform to the FM M state while the 
system remains monoclinic. It thus is of great interest to unravel this competition of two magnetic orderings 
with the same M structure. Figure 3(g)-3(i) display the DOS and band structures for the NM M phase 
at 0.3V  eV. The increase of the potentials makes the redistribution of the electronic occupation of the t2g 
orbitals. In particular, the Fermi level of the NM M phase lies nearly at the peak position of the ga1 bonding 
states. This high DOS at the Fermi level strongly drives the NM state towards the FM instability. Figure 4(c) 
and 4(d) show the DOS and band structures, respectively, of the t2g states of the FM M phase at 0.3V  eV. 
Compared with the NM M phase, the spin polarization in the FM M phase causes a large spin splitting of the t2g 
states. A prominent feature is the separation of the ga1 bonding states into the majority and minority spins. 
Although the majority spin ga1 bonding states still lie in below the Fermi level, the corresponding minority 
spin states are lifted above the Fermi level. At the same time, the majority spin ge states become partially 
occupied. This redistribution of electronic occupation of the t2g orbitals leads to the FM M phase to become 
metallic. Considering that the M structure beforehand had universally been the reserve of the insulating state, it 
is rather surprising that the FM M phase exhibits metallicity. Therefore, the isostructural crossover from the NM 
M state to the FM M state is an insulator-metal electronic transition driven by the Stoner-like mechanism. 
As can be seen from Fig. 2, the energy of the FM R phase is much lower than that of the FM M phase. 
Thus this insulator-metal crossover from the NM M state to the FM M state is an intermediate electronic 
transition, and the metastable FM M state eventually transforms to the energetically more favorable FM R state. 
As discussed above, the redistribution of the t2g orbital occupation is responsible for the electronic transition. 
Note that at this stage, however, the lattice remains monoclinic. When the external potentials gradually weaken 
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the V-V pairs, the electron-lattice coupling and thermalization eventually eliminate the zigzag arrangement of 
the V atoms and the structural phase transition takes place from the FM M state to the FM R state. Therefore, 
the MIT of VO2 can be decoupled into the electronic transition from the NM M state to the FM M state and the 
structural transition from the FM M state to the FM R state, which are separated by the FM M phase. 
Several experiments6-8 have recently discovered a monoclinic metallic phase during the application of 
femtosecond laser pulses on VO2 samples. For example, Morrison et al.6 decoupled the electronic and lattice 
degrees of freedom using the ultrafast diffraction experiment. By photoexciting the monoclinic insulating M 
phase, they observe a new monoclinic metallic state which is caused the ‘heated’ electrons. The ‘heated’ 
electrons have a high intensity to hop between the t2g orbitals, and make these orbitals more homogeneous. In 
our LDA+ΔV approach, a positive potential on the ge orbitals has an effect to diminish the differences between 
the ga1 and 

ge orbitals. Figure 2 shows an isostructural phase transition from the NM M state to the FM M 
state when the splitting between the ga1 and 

ge orbitals is suppressed with the increase of the potentials. The 
reduction of this splitting is driven by the Stoner-like mechanism, which is related to the fast electronic 
dynamics. With the weakening of the V-V pairs, the Peierls-like mechanism starts to dominate the transition, 
which is related to the slow ionic dynamics. Eventually, the V-V pairs are destroyed, and the transition from the 
M structure to the R structure is realized. These results highly accord with the experimental findings that the 
isostructural insulator-metal electronic transition is followed by the structural transition. Our calculations 
therefore provide a satisfactory explanation for the experimental observations of the monoclinic metallic state 
and the decoupled electronic and structural components of photoinduced phase transitions of VO2. 
4. Conclusions 
In summary, we combine first-principles calculations with orbital-dependent perturbations to evaluate the 
phase stability and electronic structures of the delicate VO2 system. By introducing the suitable potentials to 
adjust the occupation of the V-3d orbital, the experimental ground-state NM M phase can be correctly obtained 
and its insulating nature can also be reproduced. More importantly, we find that monoclinic VO2 can undergo an 
intermediate isostructural transition from the insulating NM M phase to the metallic FM M phase, which highly 
accords with the experimental discovery of the metallic state with the monoclinic symmetry. We also reveal that 
such an isostructural insulator-metal transition is a result of the electronic redistribution of the V-3d derived t2g 
orbital occupation. 
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Fig. 1. (Color online) Crystal structures of VO2 and the splitting of the V-3d orbitals. (a) the tetragonal R phase, (b) the monoclinic M 
phase, and (c) the splitting of the V-3d orbitals. The blue (large) and green (small) spheres represent V and O atoms, respectively. The 
low-symmetry M structure can be derived from the high-symmetry R structure through lattice distortions of the V atoms. In the R 
structure, the V atoms form one-dimensional chains with uniform V-V distances of 2.85 Å (shown by blue solid lines) along the 
x-axis. In the M structure, the V atoms are dimerized into slightly zigzagged chains with alternating V-V distances of 2.62 Å and 3.16 
Å (shown by alternating blue solid and dashed lines). 
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Fig. 2. (Color online) The phase stability ordering of VO2. Relative energetic stability of the R and M structures with different 
magnetic states with respect to the potential ( V ) on the V-3dxz and V-3dyz orbitals. The energies of the NM M phase are set as 
the reference energy (i.e., set to zero). All energies are rescaled for one VO2 formula unit (f.u.). 
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Fig. 3. (Color online) Electronic structures of different phases of VO2. Total DOS, projected DOS of V-3d and O-2p orbitals (left); 
projected DOS of t2g orbitals (middle); and band structures (right) of the NM R phase at 0.6V   eV (top panels), the NM M 
phase at 0.6V   eV (middle panels), and the NM M phase at 0.3V  eV (bottom panels) with the perturbation method. The 
Fermi levels are set at 0 eV and shown as horizontal dashed lines. 
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Fig. 4. (Color online) Electronic structures of different phases of VO2. Projected DOS and band structures of the FM R phase 
at 0.6V    eV (top panels) and the FM M phase (bottom panels) at 0.3V  eV with the perturbation method. Their left and 
right panels represent the majority and minority spins, respectively. The Fermi levels are set at 0 eV and shown as horizontal 
dashed lines. 
 
 
 
 
