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Syzygy algebras for the Segre embeddings
IGOR V. NETAY
Abstract. We describe the syzygy spaces for the Segre embedding P(U) ×
P(V ) ⊂ P(U⊗V ) in terms of representations of GL(U)×GL(V ) and construct
the minimal resolutions of the sheaves OP(U)×P(V )(a, b) in D(P(U⊗V )) for a >
− dim(U) and b > − dim(V ). Also we prove some property of multiplication
on syzygy spaces of the Segre embedding.
The work was partially supported by AG Laboratory HSE, RF government
grant, ag. 11.G34.31.0023, the project RFBR 10-01-00836, government grant, ag.
MK-3312.2012.1, government grant, ag. MK-6612.2012.1, the project RFBR 12-01-
31012, the Simons Foundation.
1. Introduction
Let U and V be vector spaces over a field k, dimU = m, dimV = n. The field k
is supposed to have zero characteristic and to be algebraically closed. Consider the
tensor product U ⊗V . Let M ⊂ U ⊗V be the subset of decomposable tensors. Note
that M ⊂ U ⊗V is a cone. It is well known that P(M) = P(U)×P(V ) ⊂ P(U ⊗V ).
This embedding is called the Segre embedding. One can identify U ⊗ V with the
space ofm×n-matrices. ThenM gets identified with the set of matrices of rank 6 1.
Its ideal I(M) is generated by all 2 × 2-minors as polynomials in matrix elements.
There are relations between these generators. Between relations there are also some
relations etc. If we take minimal sets of generators and relations, then they will
generate so called syzygy spaces. Let us give a formal definition in a more general
situation.
For any projective variety X ⊂ P(W ) consider the projective coordinate al-
gebra A = S/I(X) as a graded S-module, where S = k[W ∗] is the algebra of
polynomials on W and I(X) is the homogeneous ideal of X . There exists a free
resolution
. . .
d // F2
d // F1
d // F0 // A // 0, (1)
that is an exact sequence of free graded S-modules. Let us choose a minimal set
of free generators in Fp and span by them a graded vector space. Denote by Rp,q
its q-th graded component. Denote by (p) the shift of grading by p, i. e. the adding
of p to the degree of any element of a module. Then
Fp =
⊕
q∈Z
Rp,q ⊗k S(q).
The resolution is minimal if all homogeneous components of the differential d in
the resolution (1) have positive degrees. The spaces Rp,q for the minimal resolution
are called p-th syzygies of degree q. Tensor multiplication by the trivial S-module
k annihilates all differentials in the minimal free resolution and we get
Rp,q =
(
TorSp (A, k)
)
q
(2)
which shows that the syzygy spaces are independent on the choice of the resolu-
tion. The space
(
TorSp (A, k)
)
q
is the q-th graded component of the graded vector
space TorSp (A, k).
Key words and phrases. Syzygy algebra, Koszul cohomology, representations of GL, Segre
embedding, derived category of coherent sheaves.
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In general, it is very difficult to find syzygy spaces. They are not completely
described even for projective curves.
There is a natural structure of algebra on the direct sum of syzygy spaces of any
projective variety. In paper [1] the syzygy algebras of the Grassmannians Gr(2, n)
are found. In paper [2] some properties of the Veronese embeddings are examined.
In paper [3] it is shown that syzygies of the Segre embedding are generated by finite
set of «families of equations» (i. e. relations such that all syzygies can be derived
by substitutions of variables) and that these families do not depend on the number
of projective spaces.
In this paper we consider the Segre embedding of the product of two projective
spaces. The representation of the group G = GL(U) × GL(V ) on syzygy spaces
of this embedding are described in Theorem 1.2. In remark 4.11 we prove some
property of multiplication in this algebra.
We have the action of the group G on the space U ⊗ V . This action preserves
the tensor rank. Hence, the group G preservesM and its ideal I(M). From this one
obtains the action of G on the minimal resolution and syzygy spaces. The main goal
of this paper is to describe the syzygy spaces of the Segre embedding and syzygy
spaces of sheaves OP(U)×P(V )(a, b) on P(U ⊗ V ) for a > − dimU and b > − dimV
(see Theorem 4.9 and definition 2.11) as G-modules.
Irreducible representations of GL(n) correspond to Young diagrams. Thus, ir-
reducible representations of GL(m) × GL(n) correspond to pairs of Young dia-
grams (λ, µ).
Definition 1.1. For a Young diagram λ let us denote by l(λ) and wt(λ) the length
of the diagonal (i. e. the intersection of λ with the set of boxes {(k, k)} for all k ∈ Z)
and weight (i. e. number of boxes in λ). Denote by e(λ, k) the diagram obtained
from λ by adding a box to the end of each of first k columns of λ. By λ′ we denote
the transposed diagram λ. By Vλ we denote the irreducible representation of GL(V )
with the highest weight λ.
If a Young diagram λ consists of one row with k boxes, then we denote the
representation Vλ by Sym
k V .
Theorem 1.2. Let Rp,q be the syzygy spaces of the Segre embedding P(U)×P(V ) ⊂
P(U ⊗ V ). Then there is an isomorphism of representations of G:
Rp,q ∼=
⊕
wt(λ)=p,
l(λ)=q−p
(
U∗
e(λ,q−p) ⊗ V
∗
e(λ′,q−p)
)
.
This paper is organized as follows. In section 2 we follow [1] and [5], and describe
Koszul complex such that its cohomology groups equal syzygy spaces, and prove
some facts on expression of syzygy spaces as cohomologies of vector bundles. In sec-
tion 3 we work out necessary combinatorics. In section 4 we use this combinatorics
to calculate syzygies of the Segre embedding and to calculate minimal resolutions
of sheaves. The appendices are devoted to examples.
The author is grateful to his scientific adviser A. L.Gorodentsev, to
S.O.Gorchinsky, to A.G.Kuznetsov, to E`. B.Vinberg, and to V.M.Buchstaber for
useful discussions.
2. Preliminaries
2.1. Koszul complex. Let X ⊂ P(W ) be an projective variety X in a projective
space. Let Aq = H
0(X,O(q)) be the q-th graded component of the homogeneous
coordinate algebra of X . Let ı : ΛpW ∗ → Λp−1W ∗ ⊗W ∗ be dual to the exterior
product map Λp−1W ⊗W → ΛpW . Using the multiplication πq : A1 ⊗Aq → Aq+1,
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we define a map dp,q as the composition:
Λp−1W ∗ ⊗W ∗ ⊗Aq // Λp−1W ∗ ⊗A1 ⊗Aq
Id⊗piq

ΛpW ∗ ⊗Aq
ı⊗Id
OO
dp,q
// Λp−1W ∗ ⊗Aq+1,
where the top arrow is induced by the natural restriction map
W ∗ = H0(P(W ),O(1))→ H0(X,O(1)) = A1.
Lemma 2.1. The chain of maps
. . . // Λp+1W ∗ ⊗Aq−1
dp+1,q−1// ΛpW ∗ ⊗Aq
dp,q // Λp−1W ∗ ⊗Aq+1 // . . .
(3)
is a complex. Moreover, its cohomologies are the syzygy spaces
Rp,p+q =
ker(dp,q)
im(dp+1,q−1)
.
Proof. Consider the Koszul complex Λ•W ∗⊗Sym•W ∗ = Λ•W ∗⊗S (see [6], Ch. 1).
It is quasi-isomorphic to k, the trivial S-module. Tensoring it over S by A, we obtain
a quasi-isomorphism Λ•W ∗ ⊗A ∼= k
L
⊗
S
A. Consequently, the chain
. . .→ Λp+1W ∗ ⊗A→ ΛpW ∗ ⊗A→ Λp−1W ∗ ⊗A→ . . .
is a complex and its cohomology spaces are graded vector spaces TorSp (k, A).
Since the differential d of the complex (3) is homogeneous and has degree 0, we
can decompose the Koszul complex into a sum of the subcomplexes:
. . . // Λp+1W ∗ ⊗Aq−1
dp+1,q−1// ΛpW ∗ ⊗Aq
dp,q // Λp−1W ∗ ⊗Aq+1 // . . .
Finally, we get Rp,p+q = (Tor
S
p (A, k))p+q =
ker(dp,q)
im(dp+1,q−1)
. 
2.2. Projective coordinate algebras. Let G be a reductive algebraic group.
Let W = Vλ be the irreducible representation of G with the highest weight λ.
Let X be the G-orbit of the point w ∈ P(W ) corresponding to the highest weight
vector in the representation W . In [7] it is proved that such a variety X is an
intersection of quadrics in P(W ).
Remark 2.2. Recall that X = G · w ∼= G/P is a projective variety, where P is a
parabolic subgroup. Let I be the set of simple roots orthogonal to λ. Each set I
of simple roots corresponds to a parabolic subgroup PI ⊂ G containing a fixed
Borel subroup B of G. Recall that homogeneous line bundles on G/PI correspond
to weights of G orthogonal to all roots in I. In particular, OX(1) = OP(W )(1)|X
corresponds to the weight λ.
The following Proposition with more detailed proof and other results on highest
weight orbits and more general quasi-homogeneous spaces can be found in [8].
Proposition 2.3. In the above notations, the projective coordinate algebra of X is
AX =
⊕
n>0
V ∗nλ.
Proof. By the Borel–Bott–Weyl Theorem (see [9]) we get
AX =
⊕
n>0
Γ(X,OX(n)) =
⊕
n>0
Γ(G/P,Lnλ) =
⊕
n>0
Γ(G/B,Lnλ) =
⊕
n>0
V ∗nλ.

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Corollary 2.4. In the above notations, the complex
. . .→ Λp+1W ∗ ⊗k V
∗
(q−1)λ → Λ
pW ∗ ⊗k V
∗
qλ → Λ
p−1W ∗ ⊗k V
∗
(q+1)λ → . . .
of representations of G computes the syzygy spaces of X = G · w ⊂ P(W ).
Denote by Σλ the Schur functor Vect → Vect. This is a polynomial functor on
the category of vector spaces, such that for G = GL(V ) the representation ΣλV
is the unique representation of G with the highest weight λ. The symbol ΣλV
′
means the same as Vλ if V
′ = V is the tautological representation of GL(V ). The
construction of the Schur functor can be found in [4].
Corollary 2.5. Let Wi = ΣλiVi and W1⊗. . .⊗Wm be an irreducible GL(V1)×. . .×
GL(Vm)-module and X ⊂ P(W ) be an orbit of highest weight vector λ1 ⊕ . . .⊕ λm
in W =W1 ⊗ . . .⊗Wm. Then the projective coordinate algebra of X equals
AX =
⊕
n>0
Σnλ1V
∗
1 ⊗ . . .⊗ ΣnλmV
∗
m
as a GL(V1) × . . . × GL(Vm)-module. In particular the Koszul complex Λ
•(W1 ⊗
. . .⊗Wn)⊗AX computes the syzygy spaces of X.
2.3. Lie algebra cohomology. Let A be a graded algebra. It is called linearly
generated if A0 = k and the natural map T
•(A1) → A is surjective. Linearly
generated algebra A is called quadratic if the kernel JA of the map T
•(A1)→ A is
generated as a two-sided ideal in T•(A1) by its subspace IA = JA ∩ (A1 ⊗ A1) ⊂
A1⊗A1. Denote by (A1, IA) the algebra T
•(A1)/(IA). The quadratic dual algebra A
!
is defined by the pair (A∗1, I
⊥
A ).
A quadratic algebra is called a Koszul algebra if A ≃ Ext•A!(k, k). It is well
known that projective coordinate algebras of highest weight orbits in irreducible
representations of reductive groups are Koszul algebras (see [10]).
The algebra A! is the universal enveloping for the graded Lie super-algebra
L =
⊕
m>1
Lm = L ie(A
∗
1)/(I
⊥
A ),
where L ie(V ) is the free graded Lie algebra generated by the vector space V .
Proposition 2.6. Let the projective coordinate algebra AX of X be a Koszul alge-
bra. Then there is an isomorphism of algebras
R ≃ H•(L>2, k), Rp,q ≃
(
Hq−p(L>2, k)
)
q
.
Here H•(L>2, k) denotes Lie algebra cohomologies. This proposition is proved
in [1]. In this way the syzygies for the Plu¨cker embeddings of Grassmanni-
ans Gr(2, n) are found.
Example 2.7. Consider X = Gr(2, n) ⊂ P(Λ2V ), where dimV = n. Then from [1]
we get
Rp,q =
⊕
wt(λ)=p
λ=(i1,...,iq |iq+3,...,i1+3)
V ∗λ .
Here (a1, . . . , ak|bk, . . . , b1) is the Young diagram composed of embedded hooks
with pairs of length and height (a1, b1), . . ., (ak, bk) so that its weight is wt(λ) =∑n
i=1(ai + bi)− k.
2.4. Resolutions of sheaves. Denote by coh(X) the category of coherent sheaves
on X and by grmod(S) the category of finitely generated graded S-modules.
Let X ⊂ PN be a projective variety. We define a functor F : coh(X) → grmod(S)
by the formula
F (F ) =
⊕
n>0
Γ
(
P
N ,F (n)
)
(−n) = Hom
⊕
n>0
O(−n),−
 .
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Clearly, one can extend it to the right derived functor RF : Db coh(X) →
Db(grmod(S)).
Lemma 2.8. One has
RiF (F ) =
⊕
n>0
Hi
(
P
N ,F (n)
)
(−n) = Exti
⊕
n>0
O(−n),−
 .
Proof. By definition for the n-th graded component of the functor F we
have Fn(F ) = Hom(O(−n),F ). Therefore R
iFn(F ) = Ext
i(O(−n),F ),
so RiF (F ) =
⊕
n>0 Ext
i(O(−n),F ). 
Lemma 2.9. If Hk(X,F (n)) = 0 for n > 0 and k > 0 then Hk(X,F⊗Ωi(i+n)) =
0 for n > 0, k > 0 and i > 0.
Proof. Consider the exact sequence
0→ Ωi(i)→ ΛiW ∗ ⊗ O → Λi−1W ∗ ⊗ O(1)→ . . .→ O(i)→ 0.
Tensor with F (n) and look at the hypercohomology spectral sequence. 
Proposition 2.10. Assume F ∈ Db coh(X) is a sheaf on a smooth projective
variety X ⊂ P(W ) = PN such that for all n > 0 and k > 0 we have Hn(X,F (k)) =
0. Then for all p and q
Hq−p
(
P
N ,Ωp
P(W∗)(p)⊗F
)
∼=
(
TorSp (F (F )), k
)
q
.
Proof. Let ∆: PN → PN × PN be the diagonal embedding. Consider the diagram
P
N ∆ // PN × PN
p1
zz✉✉✉
✉✉
✉✉
✉✉
✉
p2
$$■
■■
■■
■■
■■
■
P
N
P
N
and the standard resolution of the diagonal
0→ ΩN (N)⊠ O(−N)→ . . .→ Ω(1)⊠ O(−1)→ O → 0, (4)
where G ⊠H denotes p∗1G ⊗ p
∗
2H for sheaves G and H on P
N . Let Dk be stupid
truncation of (4):
Dk =
{
ΩN−k(N − k)⊠ O(k −N)→ . . .→ Ω(1)⊠ O(−1)→ O
}
.
Then we have a chain of morphisms of complexes
0 = DN+1 // DN // . . . // D1 // D0 = ∆∗OPN ,
such that Cone(DN−i+1 → DN−i) ∼= Ω
i(i)⊠ O(−i)[i].
Tensoring with p∗2F and applying Rp1∗, we obtain a chain of morphisms of
complexes
0 = Rp1∗(p
∗
2F ⊗DN+1)→ Rp1∗(p
∗
2F ⊗DN )→ . . .
. . .→ Rp1∗(p
∗
2F ⊗D1)→ Rp1∗(p
∗
2F ⊗D0) = F
such that
Cone(Rp1∗(p
∗
2F⊗DN−i+1)→ Rp1∗(p
∗
2F⊗DN−i)) = H
•(PN ,F⊗Ωi(i))⊗O(−i)[i].
Applying RF and taking into account that RiF (F ) = 0 for i > 0. i. e. RF (F ) =
F (F ) and RF (O(−p)) = S(p), we conclude that we have a chain of morphisms
0 = RFRp1∗(p
∗
2F ⊗DN+1)→ RFRp1∗(p
∗
2F ⊗DN)→ . . .
. . .→ RFRp1∗(p
∗
2F ⊗D1)→ RFRp1∗(p
∗
2F ⊗D0) = F (F )
such that
Cone(RFRp1∗(p
∗
2F⊗DN−i+1)→ RFRp1∗(p
∗
2F⊗DN−i)) = H
•(PN ,F⊗Ωi(i))⊗S(i)[i].
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Tensoring with k, we obtain a chain of morphisms of complexes
0 = RFRp1∗(p
∗
2F ⊗DN+1)
L
⊗
S
k→ RFRp1∗(p
∗
2F ⊗DN )
L
⊗
S
k→ . . .
. . .→ RFRp1∗(p
∗
2F ⊗D1)
L
⊗
S
k → RFRp1∗(p
∗
2F ⊗D0)
L
⊗
S
k = F (F )
L
⊗
S
k
such that
Cone
(
RFRp1∗(p
∗
2F ⊗DN−i+1)
L
⊗
S
k→ RFRp1∗(p
∗
2F ⊗DN−i)
L
⊗
S
k
)
= H•(PN ,F⊗Ωi(i))⊗k(i)[i].
Now we consider the spectral sequence of a filtered complex applied
to RFRp1∗(p
∗
2F ⊗D0)
L
⊗
S
k = F (F )
L
⊗
S
k. Its first term is
Er,s1 =
⊕
n>0
Hs(PN ,F ⊗ Ω−r(−r + n))⊗ k(r + n). (5)
By Lemma 2.9 we get Er,s1 = 0 for s > 0. Hence, the spectral sequence degener-
ates and Torp(F (F ), k) has a filtration with factors being E
r,s
1 with r + s = p.
Thus, (Torp(F (F ), k))q = H
q−p(PN ,F ⊗ Ωp(p)). 
Definition 2.11. Let F be a sheaf on PN . There exists a spectral sequence with
the first term
E−p,q1 = H
q(PN ,F ⊗ Ωp(p))⊗ O(−p),
converging to F . Vector spaces Rp,q(F ) = H
q(PN ,F ⊗ Ωp(p)) are called syzygy
spaces of F .
Note that in the case Hi(X,F (k)) = 0 for i > 0 and k > 0 the spectral se-
quence degenerates and we get a resolution for F . It follows from Lemma 2.10 that
the syzygies of a projective variety X coincide with the syzygies of its structure
sheaf OX , if X is smooth and H
i(X,OX(k)) = 0 for k > 0 and i > 0.
Let us illustrate Proposition 2.10 by the following well-known example. This
example is calculated in [1] by means of quadratical dual algebra and in [11] by
Koszul complex of full intersection.
Example 2.12. Let X = P1 = P(V ) ⊂ P(SymN V ) = PN be the Veronese embed-
ding. It is easy to check that ΩPN (1)|P1 ≃ O(−1)
⊕N . Then
Ωp
PN
(p)|P1 = Λ
p(ΩPN (1))|P1 = Λ
p(ΩPN (1)|P1) ≃ Λ
p
O(−1)⊕N ≃ O(−p)⊕(
N
p).
From Proposition 2.10 we get for p > 0
dimRp,p+1 = dimH
1(P1,Ωp
PN
(p)) =
(
N
p
)
dimH1(P1,O(−p)) = (p− 1)
(
N
p
)
and dimR0,0 = 1. All other Rp,q vanish.
Consider the Segre embedding X = P(U) × P(V ) ⊂ P(U ⊗ V ) and take F =
OX(a, b). Then H
i(X,F (k)) = 0 for all i > 0 and k > 0, if a > −m and b > −n. In
this case the syzygies of O(a, b) can be computed as cohomologies of the complex
K• = Λ•(U∗ ⊗ V ∗)⊗
⊕
k>0
Syma+k U∗ ⊗ Symb+k V ∗. (6)
Thus, we obtain
Rp,q(O(a, b)) = (H
p(K•))q .
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3. Notation and combinatorics
3.1. Combinatorial cubes. Let A be a k-linear abelian category. An object M ∈
A is simple if Hom(M,M) = k. For example, any irreducible representation of a
reductive group G is a simple object in the category Rep(G) of representations
of the group G. Results of this section will be applied below for the case A =
Rep(GL(U)×GL(V )).
Definition 3.1. A complex K• ∈ Kom(A) is said to be a combinatorial n-cube
(k-th clipped combinatorial n-cube) if it is isomorphic to M ⊗ Λ•E (respectively
M⊗Λ>kE) for a simple objectM ∈ A and a vector space E, where the differential d
on M ⊗ Λ•E is induced by the differential d(ξ) = ξ ∧ ξ0 on Λ
•E for some non-
zero ξ0 ∈ E.
Choosing a basis in E one identifies K• with the total complex of the tensor
product
⊗n
i=1{M
ξ0,i
−−→ M}. In particular, if ξ0 6= 0 then at least one ξ0,i is an
isomorphism, hence, H•(K•) = 0.
Obviously, if K• is a combinatorial n-cube, then K>k is k-th clipped combina-
torial n-cube.
Remark 3.2. Actually there is a natural combinatorial interpretation such that
complexes K• that are used in this paper and that are clipped combinatorial cubes
get identified with complexes of the form M ⊗
⊕
K k, where K is the intersec-
tion of the standard cube in a lattice with coordinates (x1, . . . , xn) with the half-
space
∑k
i=1 xk > k. The degree of an element corresponding the point (x1, . . . , xn)
is
∑k
i=1 xk. Therefore clipping of the cube corresponds to the stupid trunca-
tion of the complex corresponding to the standard cube. The differential takes
an element corresponding to (x1, . . . , xk) to the sum of elements corresponding
to (x1, . . . , xi + 1, . . . , xn) for i = 1, . . . , n. This explains why we use the notion of
combinatorial cube.
Lemma 3.3. If K• is a combinatorial n-cube with n > 0, then Hi(K•) = 0 for
all i. If n = 0, then H0(K•) = M and Hi(K•) = 0 for i > 0. If K• is a k-th
clipped combinatorial n-cube, then Hk(K•) = M⊕(
n−1
k ) and Hi(K•) = 0 for i 6= k
and 0 < k 6 n.
Proof. Consider combinatorial n-cube L• based on the same object M , vector
space E and a vector ξ0 ∈ E. Then K
• = L>k. Let us decompose E = E′ ⊕ 〈ξ0〉.
Then ΛkE = ΛkE′ ⊕ Λk−1E′ ∧ ξ0 for any k. Thus, rank of d : Λ
kE → Λk+1E
equals dimΛkE′ =
(
n−1
k
)
. Hence, we get the statement of the Lemma. 
Remark 3.4. If K andK ′ are k-th clipped combinatorial n-cubes based on the same
simple objectM , thenK ∼= K ′. Thus, ifK andK ′ are k-th and k′-th clipped combi-
natorial n-cubes based onM and k′ < k, thenK ≃ (K ′)>k. Any morphismK → K ′
is an isomorphism onto (K ′)>k if k′ 6 k.
Lemma 3.5. Let (K•, d) be a complex over an abelian category A, E = 〈ξ1 . . . , ξn〉
be a vector space. Suppose K• =M ⊗Λ>kE as graded objects, where M is a simple
object of A. As an operator on M ⊗ Λ>kE, the differential d is defined by matrix
elements dJI ∈ k such that
d
(
m⊗
∧
i∈I
ξi
)
=
∑
|J|=|I|+1
dJI ·m⊗ ∧
j∈J
ξj
 . (7)
Suppose dJI 6= 0 iff I ⊂ J and |I|+1 = |J |. Then K
• is a k-th clipped combinatorial
n-cube.
Proof. We carry out the proof by induction on n. The case n = 1 is trivial. Suppose
n > 1, then E = E′⊕k, where E′ = 〈ξ1, . . . , ξn−1〉 and k = 〈ξn〉. The complexK
• =
K•1 ⊕K
•
2 , where K
•
1 =M ⊗Λ
>kE′ and K•2 =M ⊗Λ
>k−1E′ ∧ ξn. By the induction
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hypothesis K•1 ≃ M ⊗ Λ
>kE′ with a differential d1 = ξ ∧ − for ξ ∈ E
′ and K•2 ≃
M ⊗ ξn ∧ Λ
>k−1E′ with a differential d2 = ξ
′ ∧ − for ξ′ ∈ E′. By Remark 3.4 we
can assume and ξ = ξ′. Denote d′ = ξ ∧− on K•.
Then the differential d on K• is given by the formula d(−) = d′(−) + ϕ(−)
for some homogeneous homomorphism ϕ : M ⊗ Λ>kE′ → M ⊗ ξn ∧ Λ
>k−1E′ of
degree 1. By (7) we have ϕ(m) = cm⊗ ξn for some c 6= 0. Therefore by Remark 3.4
we obtain ϕ = cξn ∧ −. We see that the complex K
• is isomorphic to M ⊗ Λ>kE
with the differential d = ξ′′ ∧ −, where ξ′′ = ξ + ξn. 
3.2. Diagrams. Let P(U)× P(V ) ⊂ P(U ⊗ V ) be the Segre embedding, dimU =
m, dimV = n, U ⊗ V =W . Let us denote
SU =
⊕
i>0
Γ
(
P(U),OP(U)(i)
)
= Sym•(U∗),
SV =
⊕
i>0
Γ
(
P(V ),OP(V )(i)
)
= Sym•(V ∗),
A =
⊕
i>0
Γ
(
P(U)× P(V ),OP(U⊗V )(i)
)
=
⊕
i>0
Symi(U∗)⊗ Symi(V ∗).
We have the actions of GL(U) = GU on the space SU , of GL(V ) = GV on the
space SV , of GU ×GV = G on the space A.
Let us fix some notations. We will draw Young diagrams down and to the right
from (0, 0). Recall that the length of the diagonal l(λ) and the weight wt(λ) for a
diagram λ are defined in 1.1. By λ′ we denote the transposed diagram λ.
Definition 3.6. Let λ be a Young diagram. Denote by e(λ, n) the diagram obtained
from λ by adding a box to the end of each of the first n columns.
An example is given on the picture below.
λ
e(λ, 4)
Note that if the first column of λ has at least dimV boxes, then the correspond-
ing representation V
e(λ,n) = 0. Otherwise e(λ, n) corresponds to the representation
of the minimal weight in the decomposition of Vλ ⊗ Sym
n(V ) by the Pieri for-
mula (see [4]).
Irreducible representations of G = GL(U)×GL(V ) correspond to pairs of Young
diagrams (λ, µ). We will intersect and subtract diagrams as sets of boxes. Let (λ, µ)
be a pair of Young diagrams.
Definition 3.7. Denote by B(λ, µ) the set of boxes c of the diagram λ ∩ µ′ such
that
• there are no boxes of λ below c and
• there are no boxes of µ′ to the right from c.
For a pair of diagrams ω = (λ, µ) let us write B(ω) = B(λ, µ) for brevity.
On the picture below the set B(λ, µ) is denoted by dots.
λ
µ
λ ∪ µ′
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Definition 3.8. Denote by Y (w, l, r) the set of Young diagrams θ with some of
the boxes marked with a letter ‘L’ or ‘R’ or with both and such that
• there is at most one ‘L’ in a column and at most one ‘R’ in a row;
• the total number of letters ‘L’ is l and the total number of letters ‘R’ is r;
• there are precisely w non-marked boxes;
• θ0, θ0∪θL and θ0∪θR are Young diagrams, where θ0, θL and θR denote the
unions of non-marked boxes of θ, boxes containing ‘L’ and boxes containing
with ‘R’.
Denote by Ym,n(w, l, r) the subset of Y (w, l, r) that consists of θ such that the
height of θ0 ∪ θL does not exceed m and the width of θ0 ∪ θR does not exceed n.
We can say that a marked diagram θ is a triple (θ0, θL, θR) ∈ Ym,n(w, l, r) of
Young diagram θ0 and two skew Young diagrams θL and θR. Let us denote
λ(θ) = θ0 ∪ θL, µ(θ) = (θ0 ∪ θR)
′, ω(θ) = (λ(θ), µ(θ)).
The picture below gives an example of an element of Y4,4(6, 2, 3).
L
R
LR
R
θ = θ0 = θL = θR =
Grey boxes correspond to the marked boxes in θ.
For θ ∈ Ym,n(w, a, b) let us denote
ΣθW
∗ = Σλ(θ)U
∗ ⊗ Σµ(θ)V
∗ (8)
for brevity.
Proposition 3.9. There is an isomorphism
Λw(U∗ ⊗ V ∗)⊗ Syml(U∗)⊗ Symr(V ∗) =
⊕
θ∈Ym,n(w,l,r)
Σω(θ)W
∗,
where m = dimU and n = dimV .
Remark 3.10. It is important that in the decomposition all summands have multi-
plicity 1.
Proof. By the well-known formula one has Λw(U∗ ⊗ V ∗) =
⊕
wt(ν)=w ΣνU
∗ ⊗
Σν′V
∗ (see [4]). By the Pieri formula we get ΣνU
∗⊗Σν′V
∗⊗Syml U∗⊗Symr V ∗ =⊕
(λ,µ) ΣλU
∗⊗ΣµV
∗, where the sum is taken over all pairs of Young diagrams (λ, µ)
such that
• ν ⊂ µ′, ν ⊂ λ, |λ− ν| = l, |µ′ − ν| = r;
• the skew diagram λ − ν has at most one box in each column the skew
diagram µ′ − ν has at most one box in each row.
Given such a pair (λ, µ) we consider the Young diagram θ = λ∪µ′ and mark each
box of λ− ν with ‘L’ and each box of µ′− ν with ‘R’ (note that some boxes will be
marked with both letters). Then θ ∈ Ym,n(w, l, r). Vice versa, if θ ∈ Ym,n(w, l, r),
then ν = θ0, λ = λ(θ) and µ = µ(θ). It is clear that the properties above hold. 
4. Isotypic components of the Koszul complex
For any representation E of G = GL(U) × GL(V ) and any pair ω = (λ, µ)
of Young diagrams denote by prω(E) the projection to the isotypic component
corresponding to ω. Let K• be the Koszul complex
. . .→ Λp+1(U∗ ⊗ V ∗)⊗ Syma+q−1(U∗)⊗ Symb+q−1(V ∗)→
→ Λp(U∗ ⊗ V ∗)⊗ Syma+q(U∗)⊗ Symb+q(V ∗)→
→ Λp−1(U∗ ⊗ V ∗)⊗ Syma+q+1(U∗)⊗ Symb+q+1(V ∗)→ . . . (9)
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defined in (6). The set B is defined in 3.7
Proposition 4.1. Let ω = (λ, µ) be a weight of GL(U)×GL(V ). Then prω(K
•) = 0
unless ω = ω(θ) for some θ ∈ Ym,n(w, l, r) such that a−b = l−r, where m = dimU
and n = dim V . Moreover, in this case if θL ∩ θR = ∅, then we have
prω(K
•) ≃ ΣλU
∗ ⊗ ΣµV
∗ ⊗ Λ>kkn(−k),
is a k-th clipped combinatorial n-cube, where n = |B(λ, µ)| and
k = a− l = b− r.
Proof. Let us find conditions that are necessary for prω(K
•) 6= 0. By Proposition 3.9
there is a bijection between irreducible G-modules in ΛwW ∗ ⊗ Syml U∗⊗ Symr V ∗
and Ym,n(w, l, r). Hence, the complex K
• is isomorphic to
. . .→
⊕
θ∈Ym,n(p+1,a+q−1,b+q−1)
ΣθW
∗ →
⊕
θ∈Ym,n(p,a+q,b+q)
ΣθW
∗ →
⊕
θ∈Ym,n(p−1,a+q+1,b+q+1)
ΣθW
∗ → . . .
(10)
Note that |θL| − |θR| = (a + q + k) − (b + q + k) = a − b which gives the
condition a− b = l− r.
Clearly, prω(K
•) is the subcomplex of (9) formed by summands ΣθW
∗
with ω(θ) = ω. It remains to check that it is a clipped combinatorial cube.
There exists a graded vector space V• such that prω(K
•) ≃ ΣωW
∗ ⊗ V•.
Since the representation ΣωW
∗ of the group G is irreducible, by the Schur
Lemma (see [9]) End(ΣωW
∗) = k. Thus,
d ∈ EndG(ΣωW
∗ ⊗ V•) = End(V•).
Let us prove that the complex prω(K
•) is a clipped combinatorial cube. We will
prove this in two steps. First, we will choose a basis in V•. Second, we will find all
non-zero matrix elements of d in this basis. Then it will remain to use Lemma 3.5.
Take arbitrary ω = (λ, µ). Assume that ω = ω(θ). Then θ = λ ∪ µ′. Moreover,
all boxes of λ−µ′ should be marked with ‘L’, all boxes of µ′−λ should be marked
with ‘R’ and some of boxes of λ ∩ µ′ may be marked with ‘LR’. It is clear that
one can mark with ‘LR’ only the boxes of the set B(λ, µ) defined in 3.7. Thus, the
marked diagrams θ such that ω(θ) = ω are in bijection with the subsets of B(λ, µ),
i. e. with the standard basis of the exterior algebra Λ•E of a vector space E spanned
by vectors ξ1, . . . , ξn numbered by elements of B(λ, µ) — the vector ξi1 ∧ . . . ∧ ξik
with 1 6 i1 < . . . < ik 6 k corresponds to θ with boxes i1, . . . , ik ∈ B(λ, µ) marked
with ‘LR’.
Take θ ∈ Ym,n(p, a+q, b+q) such that ω(θ) = ω. By Proposition 3.9 this diagram
corresponds to a G-module in ΛpW ∗⊗Syma+q U∗⊗Symb+q V ∗, where wt(θ0) = p.
The map ΛpW ∗ → Λp−1W ∗ ⊗ W ∗ restricted to the summand Σθ0U
∗ ⊗ Σθ′0V
∗
factors as the sum of Σθ0U
∗ → ΣνU
∗ ⊗ U∗ and Σθ′0V
∗ → Σν′V
∗ ⊗ V ∗ for all
subdiagrams ν ⊂ θ0 obtained by removing one box of θ0.
The map W ∗⊗Syma+q U∗⊗Symb+q V ∗ → Syma+q+1 U∗⊗Symb+q+1 V ∗ on the
summand corresponding to ν is the tensor product of the canonical maps U∗ ⊗
Syma+q U∗ → Syma+q+1 U∗ and V ∗ ⊗ Symb+q V ∗ → Symb+q+1 V ∗. Finally, we
see that the composition of the differential restricted to ΣθW
∗ with the projection
onto ΣϑW
∗ is non-zero if and only if ϑ is obtained from θ by marking one more
box with ‘LR’.
By the Lemma 3.5 the complex prω(K
•) is a k-th clipped combinatorial n-
cube. It remains to note that the component of maximal degree in this complex
has l+ |B(λ, µ)| boxes containing ‘L’ and r+ |B(λ, µ)| boxes containing ‘R’. Thus,
this component has grading l+ |B(λ, µ)| − a = r+ |B(λ, µ)| − b = n− k. Therefore
we obtain prω(K
•) ≃ ΣωW
∗ ⊗ Λ>kE(−k). 
Example 4.2. The picture below gives an example of an isotypic component of
the Koszul complex (9).
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L
R
L
R
LR
LR
L
R
L
R
LR
LR
L
R
LR
LR
L
R
LR
L
R
LR
LR
LR
L
R
LR
LR
Here
λ = µ =
Here k = −|λ−µ′| = −|µ′−λ| = −1, and |B(λ, µ)| = 3. On this picture all arrows
are non-zero. Components of the weight Σ4,3,2,2,1 ⊗ Σ5,3,3,1 appear in 4 degrees in
the following G-modules:
Σ4,3,2,1,1U
∗ ⊗ Sym1 U∗ ⊗ Σ5,3,2,1V
∗ ⊗ Sym1 V ∗, Σ4,3,2,1U
∗ ⊗ Sym2 U∗ ⊗ Σ4,3,2,1V
∗ ⊗ Sym2 V ∗,
Σ4,2,2,1,1U
∗ ⊗ Sym2 U∗ ⊗ Σ5,3,1,1V
∗ ⊗ Sym2 V ∗, Σ3,3,2,1,1U
∗ ⊗ Sym2 U∗ ⊗ Σ5,3,2V
∗ ⊗ Sym2 V ∗,
Σ4,2,2,1U
∗ ⊗ Sym3 U∗ ⊗ Σ4,3,1,1V
∗ ⊗ Sym3 V ∗, Σ3,3,2,1U
∗ ⊗ Sym3 U∗ ⊗ Σ4,3,2V
∗ ⊗ Sym3 V ∗,
Σ3,2,2,1,1U
∗ ⊗ Sym3 U∗ ⊗ Σ5,3,1V
∗ ⊗ Sym3 V ∗, Σ3,2,2,1U
∗ ⊗ Sym4 U∗ ⊗ Σ4,3,1V
∗ ⊗ Sym4 V ∗.
The complex is isomorphic to
Σ4,3,2,2,1U
∗ ⊗ Σ5,3,3,1V
∗ ⊗ Λ•k3(1).
We have described isotypic components of the Koszul complex. It turns out
that they are clipped combinatorial cubes. These subcomplexes are acyclic iff the
dimension of the cube is positive and the cube is not clipped. Let us describe isotypic
components which are 0-cubes or k-th clipped cubes for k > 0.
Definition 4.3. Denote
la,b(λ) = max{k | (a+ k, b+ k) ∈ λ} + 1.
For example, l0,0(λ) = l(λ) and lk,k(λ) = l(λ) − k, where l(λ) is the length of
the diagonal (see 1.1).
Two following Lemmas describe completely all 0-cubes in complex (9). In
Lemma 4.4 we construct combinatorial 0-cubes in the complex. In Lemma 4.6 we
will show that the complexes described in the previous one are all 0-cubes in the
complex.
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Lemma 4.4. Fix a Young diagram ν and a, b ∈ Z such that k = la,b(ν) > 0.
Then the isotypic component of the weight (λ, µ) = (e(ν, a+ k), e(ν′, b+ k)) in the
Koszul complex (9) is isomorphic to the combinatorial 0-cube (ΣλU
∗ ⊗ ΣµV
∗) (k).
Proof. Consider the last box c = (a + k − 1, b + k − 1) of diagonal of ν starting
at (a, b). Then there are a+ k columns either containing c or to the left, and there
are b + k rows either containing c or above. Let us add a box marked with ‘L’ to
the end of each of first a+ k columns and a box marked with ‘R’ to the end of each
of first b+ k rows. If c′ = (x, y) ∈ ν is on the diagonal or below, then there is a box
containing ‘L’ below c′. If c′ = (x, y) ∈ ν is on the diagonal or above, then there is
a box containing ‘R’ to the right of c′. Thus, B(e(ν, a+ k), e(ν′, b+ k)) = ∅, and
this Lemma obviously follows from the Proposition 4.1. 
Example 4.5. The picture below illustrates the construction above. Let us take
a diagram ν = (5, 4, 4, 2) that is inside the bold line and (a, b) = (−2,−1). Then
the diagonal beginning at (a, b) is the set of boxes marked by dots and l = 4. We
see that λ = (5, 4, 4, 2, 2) and µ = (6, 5, 5, 2)′ = (4, 4, 3, 3, 3, 1) and the isotypic
component of the weight (λ, µ) in K• equals (Σ5,4,4,2,2U
∗ ⊗ Σ4,4,3,3,3,1V
∗)(4).
(−2,−1)
R
R
R
L L
Lemma 4.6. Let (λ, µ) be a weight of G such that the isotypic component of
the weight (λ, µ) is a combinatorial 0-cube in the Koszul complex (9). Then
there is ν satisfying assumptions of the Lemma 4.4 such that λ = e(ν, a+ k)
and µ′ = e(ν′, b+ k).
Proof. Let θ be the diagram λ∪µ′, where the boxes λ−µ′ are marked with ‘L’ and
the boxes µ′ − λ are marked with ‘R’. By the construction we have θL ∩ θR = ∅.
Since pr(λ,µ)(K
•) = ΣλU
∗ ⊗ ΣµV
∗ ⊗ Λ>kkn(−k) is a combinatorial 0-cube, from
Proposition 4.1 we get
• n = |B(λ, µ)| = 0;
• k = a− |λ− µ′| = b− |µ′ − λ| 6 0;
• there is at most one box of λ− µ′ in one column;
• there is at most box of µ′ − λ in one row.
By the last two conditions there are l = |λ − µ′| columns with the letter ‘L’
and r = |µ′ − λ| rows with the letter ‘R’.
Denote by ξi = (xi, yi) for i = 1, . . . , s the boxes in ν = λ ∩ µ
′ such that (xi +
1, yi) /∈ ν and (xi, yi+1) /∈ ν (i. e. the corner boxes of ν). Since xi 6= xj for i 6= j, we
can assume that x1 < x2 < . . . < xs. Therefore y1 > y2 > . . . > yn. The set B(λ, µ)
consists of boxes ξi = (xi, yi) such that (xi, yi+1) /∈ λ−µ
′ and (xi+1, yi) /∈ µ
′−λ.
Since |B(λ, µ)| = 0, for each ξi there is the letter ‘L’ in (xi, yi + 1) or there is the
letter ‘R’ in (xi + 1, yi).
Suppose that for some t we have (xt + 1, yt) ∈ θR and (xt+1, yt+1 + 1) ∈ θL.
Since θ0∪θL = λ and θ0∪θR = µ
′ are Young diagrams, the boxes above (xt+1, yt)
and which are not in θ0 are in θR and the boxes to the left from (xt+1, yt+1 + 1)
and not in θ0 are in θL. So we obtain that (xt + 1, yt+1 + 1) ∈ θL ∩ θR = ∅.
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ξt
ξt+1
ξt+2
LL. . .
R
R
.
.
.
On the picture above the box (xt + 1, yt+1 + 1) is marked by a dot. If there is ‘L’
at (xt, yt + 1), then there is ‘L’ at each column to the left of ξt. If there is ‘R’
at (xt + 1, yt), then there is ‘R’ at each row above (ξt).
Hence, if (xt+1, yt) ∈ θR, then (xt′ , yt′+1) /∈ θL and (xt′+1, yt′) ∈ θR for t
′ > t.
In the same way if (xt, yt + 1) ∈ θL, then (xt′ + 1, yt′) /∈ θR and (xt′ , yt′ + 1) ∈ θL
for t′ < t. One of two following cases holds.
• There is t such that (xt + 1, yt) ∈ θR and (xt, yt + 1) ∈ θL.
• There is t such that (xt, yt+1) ∈ θL, (xt+1, yt+1+1) /∈ θL, (xt+1, yt) /∈ θR
and (xt+1 + 1, yt+1) ∈ θR.
These cases are illustrated on the picture below.
ξt
ξt+1 R
...
L. . .
ξt R
...
L. . .
Suppose the first case holds. Then for any t′ > t one has (xt′ + 1, y) ∈ θR
for yt′+1 < y 6 yt′ and y > 0 (i. e. there is a box containing ‘R’ at the end of each
row above yt). For any t
′ 6 t one has (x, yt′ +1) ∈ θL for xt′−1 < x 6 xt′ and x > 0
(i. e. there is a box containing ‘L’ at the end of each column to the left from xt).
On the other hand, θL and θR can not have any other boxes. Otherwise we get a
box in θL ∩ θR. Then (xt, yt) = (|λ− µ
′|, |µ′ − λ|) = (l, r) and for k = a− l = b− r
we get la,b(ν) = −k.
Suppose the second case holds. We see at least xt boxes containing ‘L’ and at
least yt+1 boxes containing ‘R’. This means that l > xt and r > yt+1. In one of
these conditions equality holds. Otherwise the box (xt +1, yt+1+1) contains ‘LR’.
Suppose r = yt+1 (the second case is similar). If l > xt, then there are also l − xt
boxes with ‘L’ which can be only in the row yt+1 + 1.
Obviously, in both cases we get λ = e(ν, a+ k) and µ = e(ν′, b+ k). 
Corollary 4.7. If a 6 0 and b 6 0, then there are no isotypic components in the
Koszul complex (9) that are k-th clipped combinatorial cubes for k > 0.
Proof. Assume that for some weight ω = (λ, µ) of G the isotypic component of
this weight is a k-th clipped combinatorial cube. Then it is prω(K
•) = ΣωW
∗ ⊗
Λ>kkn(−k) 6= 0 for some n. Then it has a non-zero component in degree 0. But
this component lies in Λ•W ∗ ⊗ Syma U∗ ⊗ Symb V ∗. Therefore this component
has a letters ‘L’ and b letters ’R’ in any θ ∈ Y ωm,n(w, a, b), where w = wt(λ ∩ µ
′).
Then a = b = 0 and θL = θR = ∅. This means that k = 0. 
Now let us prove Theorem 1.2.
14 IGOR V. NETAY
Proof. According to Corollary 2.4 we need to calculate the cohomology groups of
the complex (9) of representation of G in the case a = b = 0. By Corollary 4.7 there
are no clipped combinatorial cubes among isotypic components in the complex (9).
Then only combinatorial 0-cubes give a contribution to cohomology groups. By
Lemmas 4.4 and 4.6 the isotypic component of a weight (λ, µ) of G is a 0-cube in
degree k iff there exists a diagram ν such that λ = e(ν, a+ k), and µ = e(ν, b+ k),
and la,b(ν) = k. But a = b = 0, therefore la,b(ν) = l(ν). 
Remark 4.8. The right-hand side of the equation of Theorem 1.2 looks like being
independent of m and n. But dimU∗ = m and dim V ∗ = n. Therefore if λ has more
than m rows or µ has more than n rows, then U∗λ ⊗ V
∗
µ = 0.
To write down a resolution for O(a, b) we need another notation.
Denote by S˜(w, a, b, k) the set of marked diagrams θ such that wt(θ0) + k = w,
|θL| = a, |θR| = b and |θL ∩ θR| = k. If the isotypic component of a weight ω
in (9) is isomorphic to ΣθW
∗ ⊗ Λ>kE(−k) for k > 0, a vector space E of dimen-
sion N and ω = ω(θ), then θ ∈ S˜(w, a, b, k). For any such a clipped cube there is
a canonical element θ such that each box lying in B(θ) is marked by ‘LR’. Denote
the set of such marked diagrams θ by S(w, a, b, k). Then a k-th clipped combinato-
rial N -cube ΣθW
∗⊗Λ>kE(−k) corresponds to the unique element θ ∈ S(w, a, b, k),
where N = B(θ).
Theorem 4.9. Consider the Segre embedding X = P(U) × P(V ) ⊂ P(U ⊗ V ).
Let a > −m and b > −n. Then there is a resolution
. . . //
⊕
k>0
Ra,b1,k+1 ⊗ O(−1− k)
// ⊕
k>0
Ra,b0,k ⊗ O(−k)
// OX(a, b) // 0,
where m = dimU , n = dimV and
Ra,bp,p+q =

⊕
la,b(ν)=q
wt(ν)=p
U∗
e(ν,a+q) ⊗ V
∗
e(ν′,b+q), q > 0 or p = q = 0;⊕
θ∈S(a,b,p,k)
(
U∗
λ(θ) ⊗ V
∗
µ(θ)
)⊕(|B(θ)|−1k )
, q = 0, p > 0.
(11)
Proof. Consider the standard diagonal resolution (4). As in proof of Lemma 2.10,
we construct a resolution for F = OX(a, b). According to the Lemma 2.10 for F =
OX(a, b) we get
Ra,bp,p+q = H
q
(
P
N ,Ωp
P(W∗)(p)⊗ i∗OX(a, b)
)
∼=
(
TorSp (k, F (OX(a, b)))
)
q
,
where we can calculate the right-hand side by the Koszul complex (9).
There are two types of isotypic components that contribute to cohomologies of
the Koszul complex K• (9). They are combinatorial 0-cubes and clipped combina-
torial cubes. By Lemmas 4.4 and 4.6 if the isotypic component of a weight (λ, µ)
is a combinatorial 0-cube and contributes to Hq((K•)p), then ν = λ ∩ µ, wt(ν) =
p, λ = e(ν, q + l) and µ′ = e(ν′, q + l), where l = la,b(µ) and (K•)p is p-th graded
component of K•. This corresponds to the first line in (11).
Now let us find clipped cubes. Each element θ ∈ S(a, b, p, k) corresponds to the
submodule (ΣθW
∗)
⊕(|B(θ)|−1k ) in the syzygy space Ra,bp,p. 
Since Theorem 4.9 and all needed lemmas are functorial on vector spaces U
and V , we can apply the same reasoning to the relative situation. This proves the
following result generalizing 4.9.
Theorem 4.10. Let B be a smooth algebraic variety and U and V be vector bundles
over B. Consider the relative Segre embedding X = PB(U)×B PB(V) ⊂ PB(U ⊗V).
Suppose a > −rk(U) and b > −rk(V). Then the sheaf OX (a, b) has the following
resolution:
. . . //
⊕
k>0
R
a,b
1,k+1 ⊗ O(−1− k)
// ⊕
k>0
R
a,b
0,k ⊗ O(−k)
// OX (a, b) // 0,
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where
R
a,b
p,p+q =

⊕
la,b(ν)=q
wt(ν)=p
Σ
e(ν,a+q)U
∗ ⊗ Σ
e(ν′,b+q)V
∗, q > 0 or p = q = 0;⊕
θ∈S(a,b,p,k)
(
Σλ(θ)U
∗ ⊗ Σµ(θ)V
∗
)⊕(|B(θ)|−1k ) , q = 0, p > 0.
Remark 4.11. There is a natural algebra structure on the direct sum of the syzygy
spaces. Consider the Koszul complex K• of the Segre embedding (defined in 9) and
choose equivariant projection p and embedding i:
A = K•
p //
H•(K•),
i
oo
such that p ◦ i = Id. Denote by π the multiplication on the Koszul complex. Then
the multiplication on the sum of the syzygy spaces is given by the formula
̟(x, y) = p(π(i(x), i(y))).
Denote Y =
⋃
p,q Ym,n(p, q, q). Then A =
⊕
θ∈Y ΣθW
∗. Note that each G-
submodule in the direct sum of the syzygy spaces has multiplicity 1. Also each
submodule in the algebra Λ•W ∗ has multiplicity 1. Hence, the multiplication
̟ :
⊕
θ1
Σθ1W
∗ ⊗
⊕
θ2
Σθ2W
∗ →
⊕
θ3
Σθ3W
∗
is given by the structure constants ̟θ3θ1,θ2 .
Take three marked diagrams θ1, θ2, θ3 ∈ Y . From Theorem 1.2 it implies that
ω(θi) = (e(νi, si), e(ν
′
i, si)), where si = l(νi). Then ̟
θ3
θ1,θ2
6= 0 if and only if s1 +
s2 = s3 and ν3 ⊆ ν1 ⊗ ν2 in the exterior algebra Λ
•W ∗. (Recall that Λ•W ∗ =⊕
ν U
∗
ν ⊗ V
∗
ν′ .)
Obviously if s3 6= s1 + s2 or ν3 6⊆ ν1 ⊗ ν2, then we obtain ̟
θ3
θ1,θ2
= 0 because ̟
is homogeneous and equivariant. Suppose s3 = s1 + s2 and ν3 ⊆ ν1 ⊗ ν2. Since the
G-submodule Σθ3W
∗ lies in ̟(Σθ1W
∗,Σθ2W
∗), has multiplicity 1 in the Koszul
complex K• and in the syzygies, the projection p does not annihilate it. There-
fore ̟θ3θ1,θ2 6= 0.
Appendix A. Examples of syzygies
Example A.1. Consider the Segre embedding X = P1×P2 ⊂ P5. There are three
diagrams with width at most 2 and height at most 1. The syzygy algebra consists
of three GL(2)×GL(3)-modules.
∅ ∅ k = R0,0
L
R
⊗ Λ2U∗ ⊗ Λ2V ∗ = R1,2
L
R
⊗ Σ2,1U
∗ ⊗ Λ3V ∗ = R2,3
We get R1,2 = Λ
2
k
2 ⊗ Λ2k3, R2,3 = Σ2,1k
2 ⊗ Λ3k3, the syzygy algebra has the
zero multiplication.
In particular, we get the following resolution:
0 // O(−2)2 // O(−1)3 // O // OX // 0.
Example A.2. Consider the Segre embedding X = P2 × P3 ⊂ P11. There are 10
diagrams with width at most 3 and height at most 2. The syzygy algebra consists
of ten GL(3)×GL(4)-modules.
16 IGOR V. NETAY
∅ ∅ k = R0,0
L
R
⊗ Λ2U∗ ⊗ Λ2V ∗ = R1,2
L
R
⊗ Σ2,1U
∗ ⊗ Λ3V ∗
L
R
⊗ Λ3U∗ ⊗ Σ2,1V
∗
} R2,3
L
R
⊗ Σ3,1U
∗ ⊗ Λ4V ∗
L
R
⊗ Σ2,1,1U
∗ ⊗ Σ2,1,1V
∗
} R3,4
L
R
⊗ Σ3,1,1U
∗ ⊗ Σ2,1,1,1V
∗ = R4,5
L L
R
R ⊗ Σ2,2,2U
∗ ⊗ Σ2,2,2V
∗ = R4,6
L L
R
R ⊗ Σ3,2,2U
∗ ⊗ Σ2,2,2,1V
∗ = R5,7
L L
R
R ⊗ Σ3,3,2U
∗ ⊗ Σ2,2,2,2V
∗ = R5,7
We get
R1,2 = Λ
2
k
3 ⊗ Λ2k4,
R2,3 = Σ2,1k
3 ⊗ Λ3k4 ⊕ Λ3k3 ⊗ Σ1,2k
3,
R3,4 = Σ3,1k
3 ⊗ Λ4k4 ⊕ Σ2,1,1k
3 ⊗ Σ2,1,1k
4,
R4,5 = Σ3,1,1k
3 ⊗ Σ2,1,1,1k
4
R4,6 = Σ2,2,2k
3 ⊗ Σ2,2,2k
4,
R5,7 = Σ3,2,2k
3 ⊗ Σ2,2,2,1k
4,
R6,8 = Σ3,3,2k
3 ⊗ Σ2,2,2,2k
4.
There are only the following non-zero multiplication maps:
R1,2 ×R3,4 → R4,6, R1,2 ×R4,5 → R5,7, R2,3 ×R2,4 → R4,6,
R2,3 ×R3,5 → R5,7, R2,3 ×R4,6 → R6,8, R3,4 ×R3,4 → R6,8.
In particular, we get the following resolution:
0→ O(−7)3 → O(−6)12 → O(−5)12⊕O(−4)24 → O(−3)60 → O(−2)52 → O(−1)18 → O → OX → 0.
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Appendix B. Examples of resolutions of sheaves
Example B.1. Consider the Segre embedding X = P1 × P2 ⊂ P5 and the
sheaf O(−1, 1). Then there are 6 isotypic components that are 0-cubes and there
are no clipped cubes.
R
R
∅ ⊗
R
R
⊗
R
R
⊗
R
R
⊗
R
R
⊗
R
R
⊗
We get the following resolution:
0 −→ O(−5) −→ O(−4)6 −→ O(−3)15 −→ O(−2)16 −→ O(−1)6 −→ OX(−1, 1) −→ 0.
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