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Recent breakthroughs in the field of magnetic logic devices are made possible by 
the precise control of magnetic domain walls in nanostructures. As such, the 
fabrication of a good domain wall trap is of high importance to the realization of 
an all-magnetic logic device. Although significant amount of attention has been 
paid to this topic, a myriad of problems remain to be solved. In this project, we 
propose a novel method of pinning domain walls that has several advantages over 
the existing techniques. Instead of physically constraining the domain wall motion 
with notches or other special geometries, we aim to trap the walls in a zone of 
different saturation magnetization (Ms). 
 
A detailed study of the proposed domain wall trap was carried out by means of 
micromagnetic simulations. The influence of various parameters on the pinning 
behavior was investigated. It was shown that the pinning strength of the trap 
varies linearly with the maximum change in the Ms. The slope of this linear 
relation, on the other hand, is determined by geometric parameters, such as the 
length of trap and the width of the nanowire. The potential landscape of the 
domain walls was then mapped out in search of a physical explanation for the 
trap’s ability to stop domain wall motions. It was shown that the zone with a 
lower Ms creates a potential well, whose maximum slope is determined by the 
maximum change in the Ms.  
 
Experimental works were then carried out to verify the simulation results. It was 
shown that FIB irradiation of thin magnetic structure can achieve domain wall 
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pinning by locally modifying the magnetic properties. It was also shown that this 
change in magnetic properties is induced by a mixing of atoms from the protective 
capping layer and the underlying magnetic material. Finally, pinning strength 
measurements were conducted to determine the relationship between the pinning 
strength and the irradiation dose used to fabricate the domain wall trap. These 
results were, however, inconclusive due to large background noise 
 
In conclusion, simulations have shown that through careful engineering, the 
proposed technique can help us create fault-tolerant domain wall traps with easily 
controllable pinning strength. However, further experiments need to be conducted 
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CHAPTER 1. Introduction 
1.1. Background 
Magnetic logic devices have received much attention during the last decade 
thanks to the potential advantages of such devices over the traditional MOSFET 
transistors. The fact that little energy is required to reverse the magnetization of 
nanomagnets allows us to create logic elements with extremely low power 
consumption. The ability of magnets to retain its magnetization in the absence of 
external power supply means that these devices would be able to combine the 
functions of both logic circuits and memory cells. 
 
Recent breakthroughs in this field, such as the domain wall logic gates created by 
Cowburn [1] and the racetrack memory by Parkin [2], have pushed an all-
magnetic logic device one step closer to reality and have created an excitement 
among the researchers. Both these technologies were made possible by the precise 
control of the domain walls inside planar nanowires. As such, much work has 
been done during the last few years on the control of domain wall motions. 
 
The problem of controlling the domain walls can be divided into two parts: 
domain wall propagation and domain wall pinning. Domain wall propagation 
deals with the techniques for moving the walls inside the nanowires, thus 
propagating information along the device. Besides moving the walls with an 
external magnetic field [1, 3, 4, 5, 6], researchers have found that an electric 
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current passing through the nanowire structure can also move the domain walls 
along the direction of the current flow [2, 7, 8, 9]. 
 
The field-driven domain wall motion has the advantage of controlling the motion 
of all the domain walls inside a device with a single field-generating circuit. 
However, when several domain walls exist on the same nanowire, an external 
magnetic field would cause adjacent walls to move in opposite directions and 
annihilate each other. The current-induced domain wall movement, on the other 
hand, is still poorly understood and therefore difficult to control. Vortex domain 
walls, for instance, are shown to transform into transverse walls when subject to 
strong current pulses [9]. Moreover, the high current density necessary to move 
domain walls can lead to serious overheating and even melting of devices in real-
world applications. 
 
Important as it is, domain wall propagation is only part of the challenge of 
controlling wall movements. Another major challenge lies in pinning the domain 
walls at precise locations. Parkin’s Racetrack Memory, for example, requires that 
domain walls be stopped at predefined positions [2]. As such, a trap must be 
created that can stop a moving domain wall and keep it there. At the same time, 
the trap must allow the depinning of the trapped wall at reasonable field strength, 
so that information can be propagated along. 
 
A wide variety of methods exist for creating a domain wall trap, such as ion 
bombardment [10], Atomic Force Microscope direct writing [11] or localized 
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magnetic field [12]. However, local constrictions, such as V-shaped notches, are 
by far the most commonly used domain wall trap [2, 7, 13, 14, 15, 16]. It was 
shown that the pinning strength of such a trap can be well controlled by varying 
the aspect ratio of the notches. Unfortunately, this type of domain wall trap 
presents many problems, notably an intolerance to fabrication faults. 
 
In this project, we focus on the domain wall pinning problem and aim to create a 
trap that has a controllable pinning strength, as well as a good tolerance to 
fabrication faults. 
 
1.2. Proposal and Summary of Results 
Instead of the commonly-used geometric pinning sites, we propose to stop the 
wall motions by locally changing the magnetic property of the nanowire structure. 
More specifically we propose to investigate the effects of locally lowering the 
saturation magnetization (Ms) of a magnetic nanowire. In practice the change in 
saturation magnetization can be achieved in a variety of ways, such as intermixing 
zones of different magnetic materials or locally doping the nanowire. In the 
framework of the project, we propose to create the trap by Focused Ion Beam 
(FIB) bombardment. It has been shown that such a procedure can produce a 
domain wall trap [10]. However, the author explained this pinning behavior in 





During the project, we have investigated the pinning behavior of the proposed 
domain wall trap with the help of the micromagnetic simulation package 
OOMMF [17], a popular simulation tool in the field. We have investigated 
influence of various parameters on the pinning behavior and shown that the 
pinning strength of the trap varies linearly with the maximum change in the Ms. 
The slope of this linear relation, on the other hand, was shown to depend on 
geometric parameters, such as trap width and the profile of the Ms. We then 
mapped out the potential landscape of the domain walls in search of a physical 
explanation for the trap’s ability to stop wall motions. It was shown that the zone 
with a lower Ms creates a potential well, whose maximum slope is determined by 
the maximum change in the Ms. 
 
1.3. Organization of Thesis 
Chapter 2 of the present thesis reviews some of the basic ideas in the field of 
micromagnetics and explains the most commonly used terms. It then gives an 
overview of the various developments in magnetic logic devices. Finally, it gives 
some details on the challenge of domain wall pinning and presents the main 
problems of the existing techniques for trapping the walls. 
 
Chapter 3 presents the basics of micromagnetic simulation tools and gives more 
details on the package used in this project, OOMMF. It then discusses some of the 




Chapter 4 presents the main results obtained in the simulations. The pinning 
strength of various trap designs are investigated and compared. Then the potential 
landscape for domain walls was mapped out in an effort to explain the ability of 
the pinning site to trap domain walls. Lastly, a brief discussion session attempts to 
analyze the results. 
 
Chapter 5 presents the methodology used in this project to verify conclusions 
reached in the simulations. Possible techniques are presented for fabricating the 
nanowire structure with a zone of lower Ms. Characterization techniques are also 
presented for probing the magnetic properties of the fabricated structures, as well 
as measuring the pinning strength of the proposed pinning sites. 
 
Chapter 6 presents the main results obtained in the experimental works. The 
experiments showed that the proposed methodology is able to create zones with 
modified magnetic properties, which can indeed act as domain wall pinning sites. 
However, large amount of noise prevented more detailed measurements, which 
could have validated the simulation conclusion of a linear relationship between 
the pinning strength and the change in Ms. 
 
 
Lastly, Chapter 7 highlights the main conclusions drawn from the work and 





CHAPTER 2. Literature Review 
2.1. Basics of Micromagnetism 
The continuum theory of micromagnetism was developed in the early 20th century 
to bridge the gap between Maxwell’s macroscopic description of 
electromagnetism and the quantum mechanical theories of magnetic dipoles. On 
one hand, Maxwell’s formulation in terms of permeability and susceptibility 
breaks down at sub-micrometer scale, where single-domain structures exsit. On 
the other hand, quantum mechanical theories become impossibly complex when 
applied to mesoscopic problems, where billions of individual atoms need to be 
considered. 
 
Micromagnetism combines the macroscopic and quantum descriptions of the 
problem by applying the technique of spatially continuous field to the atomic 
description of the quantum mechanics. Therefore, instead of dealing with 
macroscopic properties, such as permeability, micromagnetism works with 
quantities such as saturation magnetization, which are essentially spatial averages 
of the corresponding quantum mechanical properties. In other words, 
micromagnetism can be considered as a statistical approximation of the quantum 
mechanical description of magnetism. 
 
2.1.1. Saturation Magnetization 
While many quantities, such as the exchange constant (A) and the crystalline 
anisotropy constant (K), play an important role in the micromagnetic theory, the 
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saturation magnetization (Ms) is the single most important quantity. As will be 
shown in the following section, it has an impact in practically every aspect of 
micromagnetism. 
 
Saturation magnetization is essentially the spatial average of the atomic spin (S) 
and is mainly determined by the number of unpaired electrons in the atoms of the 
material. It is worth noting that although the magnitude of Ms (which will be 
denoted as Ms) can vary within magnetic structures, it is often assumed to be 
constant in a homogeneous structure. In such cases, it is convenient to specify the 
magnitude Ms for the whole structures, while expressing the orientation of Ms as a 
function of the position r. This orientation is often expressed in terms of the 
magnetization unit vector   /. Since the the vector m has a magnitude of 
one, it specifies only orientation of the local magnetization and can be used 
together with the scalar Ms to indicate the saturation magnetization everywhere in 
the structure. 
 
2.1.2. Magnetic Energy Terms in Micromagnetism 
Much like the evolution of systems at macroscopic scale, the state of nanomagnets 
evolves in such a way that the total free energy is minimized. Four forms of 
energy play an important role in determining the state of a nanomagnet, namely 
exchange, magnetostatic, anisotropy and Zeeman energy [18]. 
 
The exchange energy arises from a quantum mechanical interaction and has a 








where Si and Sj are the spin momenta of neighboring atoms, while Jij represents is 
a constant dependent on the distance between the two atoms. As can be seen, the 
exchange energy is the lowest when the magnetic dipoles of neighboring atoms 
align with each other. It is this energy term that causes the orderly alignment of 
magnetic dipoles inside the domains. At the mesoscopic scale, the exchange 
energy density can be approximated by the micromagnetic formulation: 
	
  			 (2.2) 
where m is the magnetization unit vector and  is the exchange constant, which is 
dependent on the exchange integral Jij, as well as the local Ms. 
 
The magnetostatic energy is the classical energy between magnetic dipoles inside 
the material. This term of energy favors magnetic closure and therefore competes 
directly with the exchange energy term. In fact, this energy term is responsible for 
the formation of multiple domains in macroscopic magnetic structures. The 
calculation of this energy term requires first computing the fictitious magnetic 
charge distribution  : 
 !  	 14$	
 ∙ !%




|!  !′| 	* (2.3) 
where ( is the unit vector perpendicular to the volume surface. The first integral 
in the expression is evaluated inside the whole volume, while the second is 
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evaluated on the whole surface of the structure. From here, we can find the 
demagnetizing field +, 	  and the magnetostatic energy is found as: 
-.-/ 	012 	+, 	 ∙ 	 (2.4) 
 
As we can see from the expression, this is a long-range term and requires 
therefore the lengthiest calculation in micromagnetic simulations. 
 
The magnetic anisotropy energy term, on the other hand, deals with the 
dependence of the magnetic free energy on the direction of the dipole moments. 
Many magnetic structures have an “easy axis”, an axis that is energetically 
favorable for the magnetic dipoles. Any dipole that deviates from this axis would 
cause an increase in the total free energy, the magnitude of which is dependent on 
the angle between this dipole and the easy axis. 
 
Many factors contribute to the anisotropy energy term. The crystalline anisotropy 
energy, for instance, arises from an asymmetry in the crystal, while the 
magnetoelastic anisotropy energy is caused by a directionally dependent physical 
strain on the magnetic device. However, the effects of all these anisotropy terms 
can be grouped into one single “effective anisotropy” energy term, with an 
“effective easy axis”. The microscopic approximation of the anisotropy energy 
term is as follows: 
.23-4356  	789:; < 	 (2.5) 
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where θ is the angle between the easy axis and the magnetic dipole moment and K  
is the anisotropy constant. This constant is a measure of the strength with which 
the magnetic structure forces the dipoles to align with the easy axis and is an 
intrinsic property of the material. 
 
Lastly, in the presence of an external magnetic field 1, the Zeeman energy term 
corresponds to the dipole interaction with this field. The expression for this 
energy term is given by: 
=		>.2 	01 	+? 	 ∙ 	 (2.6) 
 
As mentioned in the previous section and as can be seen in the expressions for the 
energy terms, the local Ms plays a central role in determining all four energy terms. 
It directly influences the magnitude of the local magnetization M and thereby 
affects the strength of dipole-dipole interactions. Because of this importance of Ms, 
the present project focuses on modification of this quantity. 
 
2.1.3. Shape Anisotropy 
Besides the magnetic anisotropy terms discussed in the previous section, another 
form of anisotropy has a significant influence on the magnetic configuration of 
nanomagnets, namely the shape anisotropy. This form of anisotropy also 
contributes to the magnetic free energy of the system. However, it is not included 
in the calculation for the constant K, since its effect is already taken into account 
by the magnetostatic energy term. This is demonstrated by Equation 2.3. The 
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second integral on the right hand side of the equation means that magnetic dipoles 
near the surface can cause an increase in the magnetostatic energy if they do not 
lie parallel to the surface. This effect, coupled with the system’s natural tendency 
to minimize free energy, means that magnetization near the surfaces usually lies 
in a plane parallel to the surface. 
 
This last observation has a large impact on the magnetic configurations of 
nanoscale devices. The small size of these devices leads to a huge surface to 
volume ratio, meaning that a large proportion of the magnetic dipoles lie close to 
the surface. As a result, the magnetization in the entire structure is strongly 
influenced by its shape. 
 
This dependence of the magnetization on shape is clearly demonstrated in the 
magnetic planar disks with a thickness of 50 nm and a diameter of 1 µm (Figure 
2.1a). Because of the small thickness, all the magnetic dipoles are forced to lie in-
plane, while the circular shape leads to a vortex configuration at equilibrium 
(Figure 2.1b). It is worth noting that the vortex configuration only arises in soft 
magnetic materials with negligible crystalline anisotropy, where the magnetic 
dipoles can rotate freely without an external field. 
 
As will be discussed in the next section, this shape dependence of the magnetic 
configuration can be exploited to create devices with interesting properties. 
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Figure 2.1 : (a) SEM image of a magnetic planar disk and (b) its equilibrium magnetic configuration [18] 
 
2.1.4. Magnetic Configuration in Ferromagnetic Nanowires 
At the macroscopic level, the magnetostatic energy term is dominant and results 
in a magnetic configuration with multiple domains of various orientations. 
However, such multi-domain structures come at a high cost in exchange energy in 
sub-micrometer elements [18], since domain boundaries (domain walls) constitute 
a large proportion of the whole volume in such small elements. These walls are 
areas of nonuniform magnetization and therefore high exchange energy. Hence, as 
the size of the nanomagnets decreases, the exchange energy term becomes 
increasingly dominant and below a certain critical size, the whole element 
becomes one single domain. 
 
We can therefore identify three regimes of magnetic configurations. The multi-
domain regime describes bulk magnetic materials, where domains with various 
orientations are randomly and uniformly distributed. The single-domain regime, 
on the other extreme, describes nanometer-scale structures, whose free magnetic 
energy is dominated by the exchange energy term and who has one single 




the two extremes, where complex magnetic configurations exist, as a result of a 





Figure 2.2 : (a) Magnetic reversal process in a ferromagnetic nanowire: (i) saturation, (ii) nucleation of 
domain wall, (iii) propagation of domain wall [19]. (b) and (c): magnetic configuration in a 
ferromagnetic nanowire, showing two opposing magnetic domains and (b) a vortex domain wall, 
(c) a transverse domain wall 
 
More specifically, this project deals with the magnetic state of planar 
ferromagnetic nanowires (structures whose length is much larger than its width 






devices, since their large aspect ratio creates large shape anisotropy, with the easy 
axis along the length. This shape anisotropy forces the magnetization of the wires 
to be parallel to the easy axis, thus creating a bistable magnetic state (Figure 2.2), 
which can be used to represent binary information. 
 
The magnetic reversal process of a magnetic nanowire is illustrated in Figure 2.2a 
[19], where a wire is initially saturated in one orientation by an external field (i). 
This wire is then subject to a weaker field in the opposite direction. Under the 
influence of this field, a domain wall nucleates at one end (ii) of the nanowire and 
propagates along (iii) to the other end. Depending on the width of the nanowires, 
two types of domain walls can be found in experiments. When the width of the 
nanowires is relatively large (more than approximately 1 micrometer), the domain 
wall tend to close on itself, so as to form a magnetic closure and thereby reduce 
magnetostatic energy. In such case, a vortex domain wall is formed (Figure 2.2c). 
However, when the width of the wire is small (several hundred nanometers for 
instance), the increase cost in exchange energy becomes too high for a vortex to 
form. In this case, a transverse domain wall is formed instead (Figure 2.2b). 
 
2.2. Magnetic Logic Devices 
As mentioned in the Introduction chapter, an all-magnetic logic circuit promises 
extremely low power consumption and the ability to retain information in the 
absence of external power source. As such, many attempts have been made to 
fabricate such a device. We present three major advances in this field, focusing on 
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the last two, both of which are based on domain wall manipulations and are thus 
directly related to the topic of the present thesis. 
 
2.2.1. Magnetic Quantum Cellular Automata 
Attempts have been made to create a magnetic logic circuit using 
magnetostatically coupled nanomagnets (Figure 2.3) [20]. This device, called the 
Magnetic Quantum Cellular Automata (MQCA), has been extensively studied at 
University of Notre Dame [21, 22, 23] and has major advantages over traditional 
technologies in term of power consumption and non-volatility. However, this 
technology requires reliable fabrication of sub-100nm magnetic elements, which 
by itself is a challenging task. Furthermore, this technology has a high intolerance 
to fabrication faults, since the stray field between ferromagnetic elements is 
usually very weak and any defects can break the magnetostatic coupling. 
 
Figure 2.3 The main logic element of an MQCA device, the majority gate. The output nanomagnet at the 




2.2.2. Domain-wall Logic Gates 
Another major advance in this field was made by Cowburn et al. when they 
created the Domain Wall logic gates [1, 24, 15]. These logic elements are 
basically ferromagnetic nanowires that act as domain wall conduits. The binary 
information is coded by the magnetic orientation with respect to the direction of 
domain wall motion, while the desired logic operations are achieved by passing 
the domain walls through specially designed geometries, such as a sharp 180° turn 
or a three-way junction. Since all the logic operations can be achieved with a 
combination of a two-input logic gate (AND or OR) and an inverter (NOT gate), 
Cowburn et al. have demonstrated the possibility of an all-magnetic logic circuit 
by creating domain-wall-based elements corresponding to these functions. 
 
Figure 2.4 : Structure of a domain-wall-based inverter, (1)-(4) shows the motion and orientation of the 
domain wall, as well as the rotation of the external magnetic field H [24] 
 
The inverter is achieved with a cusp structure (sharp U-turn) in the nanowire 
(Figure 2.4) [24]. When the domain wall enters the U-turn, the driving magnetic 
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field rotates, so as to force the wall into the corner. As the H field continues to 
rotate, it would then drive the wall into the other arm of the turn. As we can see in 
the figure, when the wall enters the other arm the magnetization orientation with 




Figure 2.5 : Structure of the domain-wall-based two-input logic element. (I) and (II) are the two input arms, 
while (III) is the output arm [15]. 
 
The two-input gate, on the other hand, makes use of a three-way nanowire 
junction (Figure 2.5) [15]. The width of the nanowire is slightly reduced 
immediately before the junction, so that a certain level of magnetic field strength 
is needed to inject a domain wall from one of the input arms into the output one. It 
was shown that the minimum magnetic field strength needed for injecting one 
domain wall into the output arm (5@) is higher than that for injecting two domain 
walls simultaneously (5). When an external magnetic field of strength between 
5@ and 5 is applied to the logic element, it serves as an AND gate, since the 
presence of two walls is necessary for the injection of the domain wall into the 
output. By the same reasoning, an OR gate is created when an external field of 




Figure 2.6 : Magnetic logic circuit combining an inverter, an AND gate and other circuit elements. * symbols 
mark the positions of magnetization probes [1] 
 
Combining the two logic gates with fan-out and cross-over circuitries, Cowburn et 
al. have demonstrated the possibility of creating an entire logic circuit based on 
this design (Figure 2.6). The power consumption for these logic gates are 
estimated to be approximately 10-5 pJ, which is 1000 times smaller than the power 
consumption of a normal 200-nm CMOS transistor [1]. However, these devices 
do have serious limits. The working frequency, for instance, is limited by the 
speed of the domain wall motion. Through experimental measurements of the 
domain wall speed [25], it was shown that the maximum working frequency of a 
device based on this design is approximately 200 MHz, much slower than the 
modern processors. Therefore, magnetic logic devices based on this design can be 
incorporated in conventional CMOS chips to augment the performance, but does 





2.2.3. Racetrack Memory 
The last major breakthrough that we would like to present here came in the form 
of the Racetrack Memory [2], which promises to combine access speed 
comparable to RAM cells and per-bit price comparable to hard disk drives. This 
form of memory is essentially a train of data bits stored along a ferromagnetic 
nanowire (Figure 2.7). Information is read from and written to the memory by a 
magnetic sensor placed directly below the track, similar to the read head in hard 
disk drives. Instead of moving the sensor along the track looking for the desired 
data, the train of magnetic bits is moved along the racetrack, so that the right bit is 
placed above the sensor. It is estimated that the racetrack memory can attain an 
access speed comparable to the fastest memory technology available, DRAM and 
DRAM, while packing 100 times more bits per unit area. 
 
Figure 2.7 : Structure of the proposed racetrack memory. (A) and (B) show the overall structure of the 
vertical and horizontal racetracks. (C) and (D) show the process for reading and writing 




Current-driven domain wall motion is adopted in for this form of memory, since a 
uniform external field would cause adjacent walls to move in opposite directions 
and eventually annihilate each other, resulting in information loss. However, 
using current pulses has the drawback of heating up the nanowire structure. The 
specific heat capacity of the narrow wires is so small that the temperature can 
quickly rise to the Curie temperature of the ferromagnetic material, at which point 
all the stored data could be lost.  
 
2.3. Domain Wall Pinning 
Once a domain wall is formed and injected into a nanowire, it will continue to 
move along the wire under the influence of either an external magnetic field or an 
electric current. It is therefore important to fabricate artificial domain wall traps to 
stop the motion at predetermined positions, so that measurements and other 
operations can be carried out. The racetrack memory, for instance, requires 
reliable domain wall traps to precisely control the distance between adjacent walls 
(the bit length) and to ensure that each current pulse advances the train of data by 
exactly one bit length [2]. 
 
2.3.1. Pinning Strength of a Domain Wall Trap 
One of the most important parameters for a domain wall trap is its pinning 
strength. The trap should be strong enough to stop a moving domain wall, but 
should not be too strong, so that the trapped walls can be depinned at reasonable 
field strength (in the case of field-driven wall motion) or current density (in the 
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case of current-induced motion). One way of quantifying the pinning strength of a 
domain wall trap is through the minimum field strength (depinning field) or 
current density (critical current) needed to extract a pinned wall. 
 
In the ideal condition of absolute zero temperature, depinning field and critical 
current are well defined. It is the field / current required to overcome the potential 
well / barrier created by the pinning site. However, these concepts become fluid in 
real-world situations, where finite temperature must be considered. In this case, 
thermal agitation of the domain wall also plays a role in the depinning process. 
Thus, the wall can overcome a potential well / barrier, if the sum of its thermal 
energy and the energy given by an external field / current is larger than the barrier. 
 
As do all thermally activated processes, the probability of domain wall depinning 
(Ф) follows approximately a Gaussian distribution: 
Φ 	12	B1 ' CDE F
G  	0
H	√2 JK 
where x represents the field strength / current density applied to the domain wall, 
µ the mean field / current required to depin the wall and σ the standard deviation 
of the probability distribution. We can thus define the depinning field / critical 
current as the mean field / current µ. Physically, this value represents the field 
strength / current density required to obtain a 50% probability of freeing the 
pinned wall. This probabilistic model has been verified experimentally (Figure 2.8) 




Figure 2.8 : Probability of depinning a trapped domain wall as a function of the current density applied. The 
red line is a least-squares fit of the data to a Gaussian distribution [16]  
 
2.3.2. Geometric Pinning 
Many forms of domain wall traps have been attempted, including local ion 
bombardment [10], AFM direct writing [11], local magnetic field [12] and local 
doping [27]. However, the geometric pinning sites are by far the most commonly 
used domain wall trap [2, 7, 13, 14, 15, 16]. This type of pinning makes use of 
physical constrictions in the nanowires, usually in the form of a V-shaped notch, 
to squeeze and alter the domain walls, so that the energy carried by the wall either 
decreases (potential well) or increases (potential barrier).  
 
Thanks to its popularity, geometric pinning sites have been extensively studied. 
One of the main objectives of these studies was to establish a relationship between 
the shape of the physical constriction and its pinning behaviors, so that the trap 
can be adapted to a range of different applications. For instance, it was shown 
experimentally that the pinning strength of a V-shaped notch varies linearly with 






Figure 2.9 : Experimental determination of the pinning strength of a notch. (a) structure used for the 
experiment, (b) experimental results shows a linear relationship between the critical current and 
the angle at the tip of the triangular notch [16] 
 
Other forms of geometrical pinning can also be used to obtain special behaviors. 
Through the use of an asymmetrical antinotch, for instance, researchers have been 
able to fabricate a trap that has a larger pinning strength for wall moving in one 
direction than for those moving in the opposite direction, thereby creating a 
domain wall diode (Figure 2.10) [28]. 
 
 
Figure 2.10 : Domain wall diode structure. (a) shows the device structure. (b) shows the measured hysteresis 
cycle. It is clear that the field strength needed to move the domain wall in one direction is larger 







2.3.3. Problems with Existing Methods 
Most of the existing pinning schemes make use of extremely small features, such 
as sub-100nm notches and stubs. The racetrack memory, for instance, uses 
100nm-wide nanonotches as domain wall traps (Figure 2.11). These small 
elements are difficult to create, even with the help of advanced technologies such 
as Electron Beam Lithography (EBL), and are thus very susceptible to fabrication 
faults. Unimportant in larger structures, these faults can significantly alter the 
shapes of the small domain wall traps and thereby considerably change the 
pinning behaviors. As an example, the resolution of a normal EBL is 
approximately 20 nm. Consequently, the width of a V-shaped notch patterned 
using this technology has an uncertainty of 20 nm. When fabricating elements 
several hundred nanometers in size, this uncertainty is negligible. However, when 
this EBL is used to fabricate a 100nm-wide notch, the uncertainty represents a 20% 
deviation in size. Consequently, these small geometrical pinning sites tend to have 
a very low tolerance to fabrication faults.  
 




Besides the intolerance to defects, physical constrictions, the most commonly 
used pinning method, has many other limitations. One of these problems lies in 
the fact that the pinning strength of such traps often depends on the structure of 
the incoming wall. By means of Magnetic Force Microscope (MFM) 
measurements, combined with micromagnetic simulations, Parkin et al. 
demonstrated that the potential landscape and pinning behavior of a V-shaped 
notch depend strongly on the type (vortex / transverse) and orientation (clockwise 
/ anticlockwise) of the domain wall [29]. 
 
As we can see in Figure 2.12, the clockwise domain walls ((a) and (b) in Figure 
2.12) encounter a potential well at the pinning site, while anticlockwise ones ((c) 
and (d)) encounter a potential barrier. Furthermore, the anticlockwise walls see an 
asymmetrical potential barrier, meaning that the magnetic field / current required 
to drive the wall through the trap in one direction is much larger than that required 
in the other direction. Lastly, it was shown, through anisotropic magnetoresistance 
(AMR) measurements, that vortex domain walls are transformed into transverse 
ones when moved across the notch. 
 
This work clearly demonstrates that the pinning behaviors of a geometrical trap, 
such as a notch, depend on the type and orientation of the incoming wall. This 
property is undesirable, since any possible device fabrication would require 





Figure 2.12 : The four diagrams show (from top the bottom) the MFM image, the divergence and orientation 
of the magnetization and the numerically calculated domain wall energy [29] 
 
Lastly, the ability of domain wall traps to stop wall motion is hampered by the 
fact that a moving domain wall possesses a certain amount of kinetic energy. As a 
result, a weaker magnetic field / current is needed to drive a moving wall across a 
domain wall trap (kinetic depinning) than that required to extract a stationary wall 
from the same trap (static depinning). This behavior has been studied theoretically 
with the help of micromagnetic simulations. It was shown that the energy of a 
moving domain wall decreases to a ground state, only if it is completely stopped 
by a domain wall trap (Figure 2.13a) [30]. This decrease in energy corresponds to 
the dissipation of the kinetic energy the wall initially possesses. As a result, the 
depinning field / critical current for kinetic depinning is much smaller than that 
for static depinning (Figure 2.13b). This kinetic depinning was indirectly 
confirmed in Parkin’s experiments on the racetrack memory. It was observed that 
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the domain walls would sometimes “skip a notch” when subjected to a current 
pulse (Figure 2.13c) [2]. 
   
 
Figure 2.13 : (a) evolution of domain wall energy as function of domain wall position for (i) kinetic and (ii) 
static depinning. (b) depinning field as a function of notch depth for kinetic and static depinning. [30] (c) 
evolution of domain walls in a racetrack after consecutive current pulses. As we can see, the domain wall 






CHAPTER 3. Micromagnetic Modeling 
3.1.  Micromagnetic Simulations 
The investigations of the project were performed with the help of micromagnetic 
simulation tools. Due to the high complexity of the micromagnetic equations, 
analytical solutions exist only for a few special cases. In order to probe the 
complex magnetic configurations of ferromagnetic nanostructures, numerical 
analysis techniques, such as finite element method or finite difference method, are 
utilized to numerically integrate and evaluate the micromagnetic equations. 
 
3.1.1. LLG Equation 
The time evolution of the magnetic configuration in a nanostructure was studied 
by first studied by Bloch. Starting from the classical mechanical equation for the 
rotation of the rigid body, he obtained the following evolution equation: 

L  	M1N O +	PPQ 
where  +	PP is the effective field, which combines the effect of external magnetic 
field, stray field, magnetocrystalline field and magnetoelastic field. The 
gyromagnetic constant M1 is approximately 2.21	 O	10T	U@V*U@. The equation 
suggests that in the absence of damping, the magnetization of dipole would 
undergo a precession around the effective field +	PP , with frequency W1 
	M1	PP . The negative sign inside at the right hand side means that in the 
presence of a positive field, the rotation is anticlockwise. Landau and Lifshitz 
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expanded this equation by adding a damping term and obtained the Landau-
Lifshitz equation: 

L  	MX	N 	O 	+	PPQ 	
YX
 	Z 	O 	 N 	O 	+	PPQ[ 
where YX is the damping constant. While the first term on the right hand side is 
essentially the same as in the previous equation and describes a precession of the 
magnetic dipole moment, the second term causes the dipole to rotate closer to the 
+	PP. In other words, the diameter of the precession decreases with time and the 
precession would come to a stop after some time. 
 
Gilbert pointed out in 1965 that the LL equation only applies to cases with small 
damping. He then proposed an alternative equation: 

L  	M\	N 	O 	+	PPQ 	
Y\
 	B 	O 	

L K 
where the subscripts G is use to distinguish the Gilbert equation from the LL 
equation. In order to eliminate the ,],
  term on the right hand side, we can 
substitute the Gilbert equation back into itself. After rearranging the terms, we 




1 '	Y\	N 	O 	+	PPQ 	
Y\M\
1 '	Y\ 	Z 	O 	 N 	O 	+	PPQ[ 
 
Comparing the LL and LLG equations, we can see that the main difference 
between the equations is the following replacement of constants: 
M% 	 M\1 '	Y\									,											Y
% 	 Y\M\1 '	Y\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As such, the expression for the precession frequency depends also on the Gilbert 
damping constant, which is more consistent with experimental results [31]. 
 
3.1.2. OOMMF Simulation Package 
The Object Oriented Micromagnetic Framework (OOMMF) is an open-source 
micromagnetic simulation program developed and maintained by the National 
Institute of Standards and Technology. It makes use of the Finite Element Method, 
with rectangular unit cells, to solve the LLG equation and obtain the time 
evolution of the magnetic configurations. 
 
In order to discretize 3-dimensional magnetic structures, the Finite Element 
approach of OOMMF divides the whole structures into small cubic cells, much 
like the pictures are divided into square-shaped pixels when displayed on screen. 
The magnetic properties, such as Ms and A are assumed to be uniform in each cell. 
The equations in Section 2.1.2 are then used to calculate the magnetic free energy, 
by replacing volume integration with summation over the cells and differentiation 
with difference between adjacent cells. 
 
OOMMF treats the magnetization within each cell as the product of a scalar 
magnitude Ms and a unit vector m. The software allows us to directly specify both 
these quantities for each individual cell, through the use of the TCL scripting 
language. As such, the proposed local modification of Ms can be modeled in 
OOMMF as a zone in which the Ms of all the cells is varied with respect to that of 
the whole structure. However, due to the discrete nature of the simulation 
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software, continuous changes in magnetic properties are in fact modeled as a 
series of abrupt changes. 
 
In practice, OOMMF is capable of simulating the magnetic configurations in thin 
magnetic structures, such as thin films or planar nanowires. A 2D shape is first 
input to the program. Then a uniform thickness is applied to the whole 2D image, 
resulting in a 3D thin film structure. The input of 2D shape can be achieved by 
directly specifying corner coordinates of a rectangle in the MIF file or, for more 
complex shapes, by importing a mask image. Figure 3.1 shows such a mask image 
for an array of hexagonal structures used in MQCA simulations. The white area is 
treated as empty space, while the black area is treated as the magnetic material. 
 
Figure 3.1 : Mask image for an array of hexagonal structures 
 
The problem definition, as well as output format definition, is achieved through 
the use of MIF script files, which are essentially an extension of the TCL scripting 
language. By extending a popular programming language, MIF files allow users 
to make use of powerful TCL functions to create complicated magnetic structures. 
For example, powerful TCL functions can be used to calculate and specify the Ms 




3.2.  Simulation of the Desired Structure 
3.2.1. Design of Nanowire Structure 
Permalloy, commonly used in micromagnetic experiments, is chosen as the 
material for the nanowires. The saturation magnetization Ms of permalloy is given 
by 860 kA/m and the exchange constant A
 
is given by 1.3	 O 10U@@ J/m. Being a 
polycrystalline material, permalloy has a negligible anisotropy constant K. 
 
Figure 3.2 : The mask for the permalloy nanowire used in the simulations 
 
Figure 3.2 shows the nanowire structure used in the simulations. W represents the 
width of the nanowire, while L represents the length of the pinning site with a 
modified Ms. The thickness of all the nanowires used in this project is 10 nm. 
 
The L-shaped structure is designed to facilitate the creation of a domain wall at 
the rounded corner. This is achieved by first saturating the whole structure along 
the 225° orientation (Figure 3.3a), then allowing the whole structure to relax into 
the ground state (Figure 3.3b). Due to the strong shape anisotropy of the narrow 
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wire, the magnetization of the two arms would rotate to point towards the corner, 
forming a head-to-head domain wall. 
 
 
Figure 3.3 : Process for forming a domain wall on the L-shaped nanowire. (a) saturation along the 247.5° 
orientation; (b) relaxation to the ground state 
 
Another popular scheme exists for injecting domain walls into nanowires. Figure 
3.4 shows such a structure. The elliptical shape at the left side of the structure 
serves as a domain wall injector. Due to the strong shape anisotropy of the 
nanowire, a strong external field is necessary to nucleate a domain wall on a 
rectangular nanowire, while the addition of a large injection pad significantly 
reduces this nucleation field [6]. The tapered shape at the other end of the wire is 
designed to prevent the nucleation of domain walls at this end. If domain walls 
were created at both ends, they would move towards each other under the external 






Figure 3.4 : Mask for a magnetic nanowire with a domain wall injection pad 
 
In order to inject a domain wall into the nanowire, one simply saturates the whole 
structure along the horizontal axis. The external magnetic field is then reversed in 
polarity and its strength gradually increased. Thanks to its closed form, the 
injection pad has a low coercivity. Thus a relatively weak external field is enough 
to reverse its magnetization and create a domain wall at the junction between the 
pad and the nanowire. By further increasing the external field strength, we can 
inject this domain wall into the nanowire for further study. 
 
For larger devices (nanowires with W > 1 µm), this domain wall injection scheme 
is popular thanks to its ease of operation, since it requires neither sample rotation, 
nor very strong external field for magnetic saturation. However, this domain wall 
nucleation technique is not suitable for smaller devices. Although the elliptical 
pad significantly reduces the injection field required, this field remains high for 
sub-micron-wide nanowires (approximately 300 Oe for 100-nm-wide nanowires). 
Such strong injection field can be problematic for the measurement of the pinning 
strength. If the injection field is stronger than the pinning strength of the trap, any 
domain wall created would be pushed through the nanowire without being pinned 




3.2.2. Design of Pinning Site 
The main objective for the simulation work is to investigate the influence of 
various parameters on the pinning strength of the proposed domain wall trap. This 
is achieved by varying the parameter under investigation while keeping all other 
aspects of device constant. The pinning strength of the domain wall trap is then 
measured for each value of the parameter and the relationship between the pinning 
strength and the parameter can be traced out. 
 
Four different parameters were investigated in this project, namely the maximum 
change in ∆Ms, the length of the pinning site L, the width of the nanowire W and 
the profile of Ms inside the domain wall trap (e.g. square well or Gaussian 
distribution). 
 
3.2.3. Measurement of the Pinning Strength 
In order to find the minimum field strength required to depin a domain wall from 
the proposed pinning site, we first nucleate a domain wall with the procedures 
mentioned above. The wall is then pushed out of the corner / injection pad with a 
relatively weak external field, in the positive X direction (towards the right). Once 
out of the corner / pad, the domain wall is free to move under the influence of the 
external field and will fall into the zone with lower Ms. If the pinning strength of 





Once the wall is pinned inside the trap, an iterative procedure is used to find the 
depinning field to a precision of 1 Oe. The first iteration involves gradually 
incrementing the external field strength with a step size of 20 Oe. This procedure 
allows us to obtain a 20-Oe range, in which the depinning field lies. The second 
iteration then starts from the lower end of this range and increments the field 
strength with 1-Oe steps. This iteration would allow us to obtain the depinning 
field, with a precision of 1 Oe. 
 
Although the use of the L-shaped structure allows us to obtain a relatively low 
domain wall injection field (approximately 80 Oe for 100-nm-wide nanowires), 
this field is still strong enough to mask the effect of some pinning sites. Therefore, 
the minimum pinning strength one can investigate with this structure is 
approximately 80 Oe. 
 
3.3.  Determination of the Exchange Constant 
As shown before, a change in Ms affects all four main energy terms. The effect on 
crystalline anisotropy energy can be safely ignored, since the anisotropy constant 
K is negligible for permalloy. On the other hand, the effect of a reduced Ms on the 
magnetostatic energy is automatically taken into account in the calculations, since 
the expression for this energy term directly contains Ms.  
 
The change in Ms is, however, not directly accounted for in the calculations for 
the exchange energy, since Ms is not directly contained in the expression for the 
exchange energy 	
  	 `. Instead, the effect of the modified Ms is 
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“absorbed” by the exchange constant A. Hence, while constructing the simulation, 
A must be locally adjusted to an appropriate value along with Ms. Since the 
micromagnetic expression is a continuum approximation of the Heisenberg’s 
Hamiltonion 	
  2∑  ∙   and Since both Si and Sj are proportional to 
Ms, A absorbs both the exchange integral JijI and . Therefore, A should be 





CHAPTER 4. Experimental Methodology 
4.1.  Fabrication of Devices 
4.1.1. Lithography Process 
The most reliable and common way of creating 100-nm-wide permalloy 
nanowires is Electron Beam Lithography (EBL) patterning, combined with lift-off 
process. In order to facilitate the lift-off, two layers of PMMA resist with different 
molecular weight should be used (Figure 4.1). This double-layer structure creates 
an undercut that prevents sidewall formation and facilitates the lift-off of resist. 
 
Figure 4.1 : Fabrication process of ferromagnetic nanowires: (a) spin coating of double-layer PMMA resist; 
(b) electron beam patterning; (c) development; (d) deposition of ferromagnetic material; (e) lift-
off process of PMMA resist 
 
The electrodes connecting the nanowires with outside measuring equipment, on 
the other hand, can be patterned using laser writers. The procedure for laser 
writing is similar to the one explained above. However, instead of bombarding the 
resist with electrons, a beam of laser is used to transfer the desired pattern onto the 
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resist. This technology is much faster than EBL patterning, but lacks the high 
precision, rendering it unsuitable for creating sub-micrometer structures. 
 
4.1.2. Sputtering Deposition and Lift-off Process 
Lift-off process, instead of etching, is most commonly used for the fabrication of 
magnetic structures due to the difficulty in reliably etching ferromagnetic metals. 
Reactive Ion Etching (RIE), for instance, requires the formation of a volatile 
species between the etchant and materials being etched and is thus no suitable for 
use with permalloy due to the rarity of volatile compounds of iron. FIB milling, 
on the other hand, is not used due to Ga ions’ ability to modify the properties of 
the magnetic material. 
 
In this project, 10-nm of permalloy material is deposited on the substrates that 
have been patterned with EBL. A thin capping layer of Ta (~ 3 nm) is then added 
on top of the permalloy to avoid oxidation of the magnetic material. Finally, the 
whole structure is immersed in a heated solution of photoresist remover to 
eliminate the resist, along with the metal film deposited on it. 
 
The sputtering depositions were carried out in an Ulvac Minisputter System. The 
system was pumped down to a pressure of 5×10-5 Pa before argon gas is injected 
and plasma started. The plasma is then turned on for certain duration before the 
shutter is opened, so as to clean the surface of the target. Since this pre-sputter 
phase is relatively long, precautions (which will be discussed in a later chapter) 
were taken to ensure that no film growth occurs during this phase. Once the pre-
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sputter is finished, the actual deposition process is carried out at an argon pressure 
of 5×10-1 Pa and a plasma pressure of 70 W. 
 
4.1.3. Variation of the Saturation Magnetization 
The variation in Ms can be achieved through a variety of ways, such as ion 
irradiation and alternating regions of ferromagnetic materials. These two 
techniques are discussed and compared in this section.  
 
Ion irradiation gives us the most control over the parameters of the pinning site 
created, since the use of Focused Ion Beam (FIB) equipment allows us to 
precisely control the size of the bombarded region, as well as the dose of ions. It 
has already been shown that Ga ion irradiation can cause changes in Ms and 
induce domain wall pinning in a multi-layer nanowire [32]. The authors proposed 
that the observed changes in Ms are caused by a mixing of Ta atoms in the 
capping layer and the permalloy magnetic material, instead of the implantation of 
non-magnetic Ga atoms in the magnetic material.  
 
One limitation of the FIB irradiation technique is the fact that the ion density in 
the ion beam is unlikely to be uniform. As a result, a zone treated with FIB 
irradiation is likely to have a gradual change in Ms at the boundaries, instead of 
the square well profile we wish to achieve. An alternative technique of inserting a 
zone of different magnetic material into the nanowire (Figure 4.2) can be used to 
create a well-defined square-well of Ms. This method is, however, difficult to 
implement. The two materials have to be deposited in two separate lithography 
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processes and highly precise alignment is required to produce well-defined 
boundaries between the regions. Therefore, the FIB irradiation technique is 




Figure 4.2 : Schematic diagram of a heterostructure consisting of two different magnetic materials. 
 
The FIB equipment used in the present project is a Carl Zeiss XB1540 with ion 
energy of 30 KeV. In order to irradiate a certain area with Ga ions, the operator 
draws out the region on the control computer and the equipment performs a raster 
scan within this region. Unfortunately, the equipment does not permit single-line 
scans, which could have given operators a precise control over the ion dose. As a 
result, the irradiation dosage can only be changed by varying the intensity of the 
beam current or the duration of the raster scan. 
 
4.2.  Physical Characterization Techniques 
4.2.1. Magnetic Force Microscopy 
The magnetic characterization technique employed in this project to study the 
magnetic properties of the permalloy films after FIB treatment is magnetic force 
microscopy (MFM). The MFM measurements are usually combined with Atomic 
Force Microscopy (AFM) measurements in a Scanning Probe Microscopy (SPM) 
system.  
 
Material 1 Material 2 Material 1 
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AFM measurements scan the sample surface with a sharp tip attached to the free 
end of a cantilever. As the tip moves over the sample surface, the van der Waals 
interactions between the tip and atoms on the sample cause the cantilever to 
deflect from its equilibrium position. This deflection is detected by a laser beam 
that reflects off the cantilever surface at an acute angle and this information is 
used by the computer to generate a topographical map of the sample surface. 
 
The MFM measurements, on the other hand, make use of ferromagnetic tips that 
are magnetized in the vertical direction. Instead of the van der Waals interactions, 
MFM tips detect magnetic interactions between the tip and the stray field 
generated by the sample. The same tip can be used for both AFM and MFM 
measurements in SPM equipment. When the tip is close to the sample surface 
(less than 20 nm), the van der Waals force dominates and the cantilever 
deflections represents topographical information. When the tip is relatively far (30 
nm – 100 nm), the magnetic interactions much are stronger than the interatomic 
forces and the cantilever deflection is an indication of the stray field strength. 
 
The MFM measurements are usually carried out in the “life mode”, where the 
sample is first scanned with the tip close to the surface to determine the 
topography. The tip is then lifted to a greater height for a second scan to map out 
the stray field near the sample (Figure 4.3). The magnetic profile scan makes use 
of the topographical information gathered in the first scan to stay at approximately 




Figure 4.3 : An SPM tip operating in the “life mode”, showing the two scans [33] 
 
Since the ferromagnetic nanowires used in this project are planar in nature, the 
small thickness forces the magnetization to lie in the horizontal plane, thereby 
generating no vertical stray field that can be picked out by the MFM tip. The 
domain walls, on the other hand, are regions of non-uniform magnetization and 
therefore, create some stray field, which can be detected by the MFM equipment 
as a color contrast on the topographical diagram generated by the MFM control 
software. 
 
4.2.2. Auger Electron Spectroscopy 
Auger Electron Spectroscopy (AES) was employed to find the depth of 
penetration of the Ga ions. AES analysis consists of bombarding the sample 
surface with high-energy electrons. Thanks to the large amount of energy carried 
by these electrons, they can sometimes knock one of the inner most electrons (1s 
orbital) out of the atom, leaving behind a vacant place. This vacancy is 
44 
 
subsequently filled when one of the 2s electrons fall into the lower energy state, 
releasing the amount of energy corresponding to the energy difference between 
the 2s and 1s orbitals. This energy can then be absorbed by a 2p electron, causing 
it to be emitted from the atom (Figure 4.4).  
 
Figure 4.4 : Diagram showing the two steps in the creation of Auger electrons [34] 
 
This emitted electron is called Auger electron and its kinetic energy follows the 
following relationship: 
 
where Ei, Ek and Ee are the ionization energy of the Auger electron, its final 
kinetic energy and the energy difference between the 2s and 1s orbitals. Since 
both Ei and Ee depend strongly on the electronic structure of the sample atoms, an 
energy spectrum of the Auger electrons emitted can reveal the chemical elements 




4.3.  Electrical Characterization Techniques 
4.3.1. Anisotropic Magnetoresistance Measurements 
Once the nanowire sample with domain wall trap is fabricated, we can measure 
the depinning field strength much as we have done in the simulations: the device 
is subjected to an external field that nucleates and moves a domain wall inside the 
trap. The pinning strength is then determined by gradually increasing the 
magnitude of the field until the wall is driven out of the pinning site and 
disappears from the nanowire structure. In order to do this, a method is needed to 
detect the presence of a domain wall on the nanowire. A popular method for this 
detection is Anisotropic Magnetoresistance measurements [16, 29].  
 
AMR measurement relies on the fact that the electrical resistance of the nanowire 
is slightly reduced when a domain wall is present. This phenomenon is caused by 
the interaction between the spin dipole moment of the electrons passing through 
the domain wall and the nonuniform magnetization inside the wall. Though very 
small, this decrease in resistance can be accurately measured using lock-in 
amplifier detection. Figure 4.5 shows a typical AMR measurement of a nanowire 
structure, superimposed on its hysteresis cycle measured by MOKE method (an 
optical magnetization measurement method). It is clear that the two drops in 
nanowire resistance correspond to the magnetization reversal processes and thus 




Figure 4.5 : AMR measurements (large circles) superimposed on MOKE measurements (small circle). The 
inset shows the nanowire structure with the electrical contacts [16]. 
 
In practice, large micrometer-scale electrical contacts are patterned at both ends of 
the nanowire with the help of laser writer lithography. Electrical connections are 
then made to an external AC current source and a lock-in amplifier for resistance 
measurements.  
 
4.3.2. Lock-in Amplifier 
In order to achieve the high level of precision required, an alternating current is 
injected into the device and a lock-in amplifier is used to measure the AC voltage 
amplitude. When the frequency of the lock-in amplifier matches the frequency of 
the current source, the amplifier is able to extract the AC voltage signal from a 
very noisy background. 
 
The working principle of the lock-in amplifier relies on the orthogonality of 
sinusoidal waves. When a sinusoidal function is multiplied to another sinusoidal 
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function with a different frequency and integrated over a duration much longer 
than the period of both functions, the result is zero. On the other hand, if the two 
frequencies are equal and the phases of the functions are matched, the result is 
half of the product of the amplitudes. A lock-in amplifier essentially multiplies the 
input signals by a reference sinusoidal wave generated by an internal source and 
then integrates the product over a long period. By doing so, the amplifier is able to 
single out the sinusoidal signal with the reference frequency while attenuating all 
other signals. 
 
In practice, a Stanford Research System SR830 lock-in amplifier is used for the 
AC voltage measurements. The frequency used is 616 Hz. An irregular frequency 
is used to avoid possible interference from other signal sources, such as the 50-Hz 
AC power supply. 
 
4.3.3. Wheatstone Bridge 
The goal of the AMR measurement is to detect variations in the nanowire 
resistance as small as 0.1 Ω. Although the use of a lock-in amplifier allows us to 
eliminate the effects of background noise, the precision is still limited by the 
resolution of the equipment. The resolution, in turn, is limited by the range of the 
measurement. Therefore, measuring a high-resistance device with the lock-in 





Unfortunately, some of the nanowire devices have very high resistance, due to 
their small feature size. Therefore, a method needs to found to reduce the potential 
difference measured by the lock-in amplifier, in order to reliably detect the small 
drop in resistance. One of the methods for achieving this voltage reduction is 
through the use of a Wheatstone bridge. By building a symmetrical resistance 
arrangement (Figure 4.6), the bridge allows us to compare the sample resistance 
(Rc) with that of a reference resistance (Rd). The output (Vout) is directly 
proportional to the difference Rc – Rd. By using a Rd that is close to the value of 
the sample resistance, Vout can be reduced to almost zero, thus giving us a high 
resolution. Since the sample resistance Rc is close to Rd, the total resistances in the 
two branches are similar. As a result, the current in each branch is around half of 
the total current I and the value of Vout can be approximated as: 
c3d- 	 e2	f/ 	f, 
 
Figure 4.6 : Wheatstone bridge for detecting change Rc. Re = Rf, Ra = Rb. The capacitors are used to 




Tests conducted on nanowire devices showed that with the use of Wheatstone 
bridges, we can detect the changes in sample resistance with significantly 
increased resolution (Figure 4.7). However, since the sample resistance is not 
exactly equal to Rd, the current distribution in the two branches is not precisely 
known. As a result, the resistance changes in the nanowire sample cannot be 
precisely quantified based on the measurements of Vout. Hence, results obtained 
with Wheatstone bridges are presented in terms of voltage, instead of resistance. 
 
 





CHAPTER 5. Simulation Results and Discussion 
5.1.  Pinning Strength of the Trap 
As mentioned previously, the most important objective of the simulations is to 
establish the relationships between the pinning strength of the proposed trap and 
various parameters. In order to do so, simulations were carried out on structures 
with various parameters. The depinning field of each structure was determined 
and compared to that of other structures. 
 
5.1.1. Influence of the Change in Ms 
The first parameter investigated was the maximum change in Ms. Hundred-nm-
wide permalloy (Ms = 860 kA/m) nanowires with 100-nm-long square wells of Ms 
were used (Figure 5.1). All other properties were kept constant, while the Ms value 
inside the well was varied from 300 to 700 kA/m. 
 
Figure 5.1 : L-shaped nanowire with a 100-nm-wide square well of Ms 
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The results of this simulation are plotted in Figure 5.2. It is clear that the pinning 
strength of the square-well trap follows approximately a linear relationship with 
the depth of the well. By fitting a linear line to the data points, the following 
relationship is obtained: 
,5  550.4G ' 6.77 
where Hdp is the depinning field or pinning strength of the pinning site, while x is 
the percentage change in Ms. It is worth noting that the y-intercept of the linear 
model is negligible, which is logical since a zero change in Ms should not possess 
any pinning strength. 
 
Figure 5.2 : Depinning field of a 100-nm-wide square well as a function of the percentage change in Ms. The 
black line is the least-squares fit of a linear model  
 
5.1.2. Influence of the Trap Length L 
The second parameter investigated was the length of the domain wall trap (L). In 
order to investigate the effect of the changing L, the above procedure was repeated 




Figure 5.3 :  L-shaped nanowire with a 200-nm-wide square well of Ms 
 
The relationship between the depinning field and the percentage change in Ms  are 
plotted for 100-nm and 200-nm-long domain wall traps (Figure 5.4). The graph 
again shows a linear relationship between the depinning field and the depth of the 
Ms well, with an almost-perfect correlation. Comparing the two lines, we can see 
that the pinning strength of the 200-nm traps is only slightly larger than that of 
corresponding 100-nm traps. Furthermore, the slopes of the two lines are almost 




Figure 5.4 : Depinning field of a 200-nm-wide square well and a 100-nm one, as a function of the percentage 
change in Ms. 
 
In order to further probe into the relationship between the length of the trap and its 
pinning strength, the measurements were repeated by keeping the Ms inside the 
trap constant at 600 kA/m, while varying L. The relationship between the pinning 
strength and the trap length is plotted in Figure 5.5: 
 




As can be seen in the diagram, the pinning strength of the traps increases with the 
trap length for small values of L. However, once L reaches a certain “critical 
length”, the pinning strength “saturates” at a maximum value. By fitting an 
exponential trend to the data, we can obtain the following relation: 
,5  186.6  125.5	CUX/kl.@ 
 
By defining a critical trap length (Lc) as the minimum length that results in a 
pinning strength less than 1% from the saturation value, we can find that the 
critical length for the 100-nm-wide nanowire with Ms’ = 600 kA/m is 194 nm. 
 
5.1.3. Influence of Nanowire Width W 
The third parameter investigated in the simulations was the width of the nanowire 
structure W. In order to determine the influence of this parameter on the pinning 
strength, the previous two experiments were repeated for several distinct values of 
W, while keeping other parameters constant. 
 
Figure 5.6 shows relationship between the pinning strength and ∆Ms for two 
different values of W. It is evident that the pinning strength for the 200-nm-wide 
nanowires is far lower than that of the 100-nm-wide nanowires. Although only 
two data points have been completed at the time of writing this report, it can be 
seen that the gradient of the linear relation for the 200-nm devices is much gentler 




Figure 5.6 : Pinning strength of domain wall trap as a function of ∆Ms, for different nanowire widths 
 
In order to fully investigate the influence of the trap width, the relationship 
between pinning strength and trap length (L) was traced out for two different 
nanowire width (Figure 5.7). Again, the pinning strength of 200-nm-wide devices 
is much lower than that of corresponding 100-nm-wide devices. Moreover, the 
critical length (Lc) for the 200-nm devices is 270 nm, which is considerably larger 
than that of the 100-nm devices (194 nm). 
 
Figure 5.7 : Depinning field of pinning sites as a function of the trap length, for different nanowire widths, 





5.1.4. Pinning strength of Gaussian Wells 
The last parameter investigated was the shape of the Ms well. Instead of a square-
well-shaped trap, a continuously changing Ms was introduced to the nanowire. In 
the simulations presented here, the change in saturation magnetization ∆Ms 








 is the maximum change in Ms, µ the center of the domain wall trap 
and σ the standard deviation of the Gaussian distribution (Figure 5.8). The value 
of σ is chosen to be 100 nm, so that the result can be compared with that obtained 
for 200-nm square wells. 
 




The results are again plotted on a graph of pinning strength against the maximum 
change in Ms (Figure 5.9). As is the case for the square-well traps, the pinning 
strength varies linearly with the well depth and the correlation coefficient is 
almost 1. However, the pinning strength is significantly weaker than that of a 
comparable square-well trap. Furthermore, the gradient of the linear relationship 
is much smaller than that for square wells. 
 
Figure 5.9 : Depinning field of a 200-nm-wide square well and a 100-nm Gaussian well, as a function of the 
percentage change in Ms. 
 
5.2.  Potential Landscape for Domain Walls 
It is clear from the results above that a zone with lower Ms is able to stop domain 
wall motion and trap the wall inside. However, it is not clear why such a zone has 
this behavior. Furthermore, the fact that a 200-nm-wide square trap has 
approximately the same pinning strength as a 100-nm one seems counter-intuitive 
and demands an explanation. In order to answer these questions and better 
understand the pinning ability of the proposed domain wall trap, the domain wall 
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energy landscape was mapped out using data collected during the simulations and 
the results are presented below. 
 
5.2.1. Energy Landscape for the Proposed Trap 
The method for studying the domain wall energy landscape using micromagnetic 
simulations was detailed by Parkin [36]. The domain wall is driven across the 
pinning site with an external field just strong enough to overcome the pinning 
strength. This is to ensure that the domain wall moves at the lowest energy state. 
The domain wall potential is calculated by subtracting Zeeman energy from the 
total energy of the system. Following the above steps, we have obtained the 
following graph of domain wall potential as a function of time, for a 100-nm 
square-well trap with ∆Ms = 130 kA/m and an external field of 80 Oe: 
 
Figure 5.10 : (solid line) domain wall energy as a function of the simulation time. (dashed line) total y 




The solid line in Figure 5.10 shows the domain wall potential as a function of time. 
The dip at the center of the plot shows that the system loses energy as the domain 
wall enters the zone with lower Ms. In other words, the proposed pinning site acts 
as a potential well that attracts domain walls and keeps them at the center. 
Contrary to what might be expected from a square well of Ms, the potential drop is 
not symmetrical, with the right side of the trap gentler than the left side. This 
behavior can be explained by the fact that the domain wall travels slower as it 
climbs out of the potential well. As such, a symmetrical potential well can appear 
steeper on the side where the walls enter and gentler on the side where the walls 
leave. 
 
In order to verify that the dip in potential energy is indeed caused by the domain 
wall entering the zone with lower Ms, the total Y magnetization is also traced out. 
As the domain wall enters the zone with lower Ms, the magnitude of its 
magnetization and, therefore, its contribution to the Y magnetization decrease. As 
such, if the drop in energy is due to the wall entering the trap, a corresponding 
decrease in the total Y magnetization should be observed. As shown in Figure 
5.10, the total Y magnetization becomes less negative at the expected region. 
Furthermore, the shape of the magnetization drop mirrors that of the potential 
drop, further confirming the hypothesis that the potential well corresponds to the 
region with lower Ms. 
 
Strong features are also observed at both ends of the graph, which can be 
attributed to the nanowire structure. The strong potential rise at the left end is due 
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to the pinning behavior of the rounded corner, while the sharp drop at the other 
end is caused by the domain wall leaving the nanowire. This “background noise” 
is further discussed in a later section and a method is presented for eliminating it. 
 
5.2.2. Estimation of Domain Wall Position 
As discussed previously, plotting the domain wall potential against time causes 
distortion to the energy profile and does not allow us to draw any quantitative 
information from it. Therefore, it would be desirable to plot the energy profile as a 
function of the domain wall position. Unfortunately, micromagnetic simulation 
packages do not usually have the capacity of tracking domain wall positions. 
Manual measurements, on the other hand, can only give us a limited number of 
samples, thus is unable to reveal fine details of the energy profile. 
 
It is, therefore, very important to find a suitable way of estimating the domain 
wall position from the data registered by OOMMF. One such method is to 
estimate the domain wall position with the X magnetization, making the 
assumption that the total X magnetization varies linearly with the domain wall 
position. This assumption is consistent with the role of domain walls in a 
nanowire. In such a structure, a domain wall separates two oppositely magnetized 
domains. As the domain wall moves, the volume of one domain increases linearly 
with the position of the wall, while the volume of the other decreases linearly. As 
a result, the magnetization along the length of the wire (X magnetization in the 




A plot of the X magnetization against time (Figure 5.11) is also consistent with 
this assumption. The X magnetization increases monotonously, consistent with 
the domain wall motion in the presence of an external field. Furthermore, by 
comparing the plot of X magnetization with that of the domain wall potential 
(dashed line in Figure 5.11), we can see that the X magnetization increases faster 
as the potential drops and slower as the potential rises. This behavior is again 
consistent with the domain wall motion. 
 
Figure 5.11 : (solid line) plot of X magnetization as a function of time ; (dashed line) plot of domain wall 
potential as a function of time [37] 
 
Assuming that the total X magnetization increases linearly with the domain wall 
position and manually determining the position of the domain wall at two points, 
we obtain a graph of the domain wall energy as a function of the wall position 
(Figure 5.12). The  position is randomly defined on the wire and is used as a 
reference point. As expected, the potential well at the center of the graph becomes 
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symmetrical and the plot of Y magnetization again confirms that the potential 
drop is due to the domain wall moving into the pinning site. 
 
Figure 5.12 : (solid line) plot of domain wall potential as a function of the position of the wall ; (dashed line) 
plot of the total Y magnetization as a function of the domain wall position [37] 
 
5.2.3. Elimination of Background Energy Profile 
As mentioned previously, the sharp features at the two ends of the potential-
domain-wall-position graph is caused by inherent behavior of the nanowire. Since 
the magnitude of these features is comparable to the potential well created by the 
domain wall trap, it is important to eliminate these “background noise” in order to 
obtain a clearer picture of the domain wall potential landscape. The first step in 
subtracting the noise involves mapping out the background noise. This is done by 
carrying out the simulation on a nanowire structure without a domain wall trap. 
Figure 5.13a shows the domain wall energy landscape of a trap-free nanowire 
(dashed line), superimposed on the energy landscape obtained before (solid line). 
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As expected, the background noise follows the originally obtained data closely 
except at the domain wall pinning site. 
 
 
Figure 5.13 : (a) “background noise” (dashed line) superimposed on the domain wall energy landscape 






Figure 5.13b shows the domain wall potential landscape after the “background 
noise” is subtracted from the energy landscape originally obtained. The potential 
profile is clearly more symmetrical. Even though some noise persists at the right 
side, its magnitude is now much smaller than that of the potential well created by 
the domain wall trap. 
 
It is worth noting that length of the potential well (approximately 200 nm) is much 
larger than the length of the actual trap itself (100 nm). This can be explained by 
the fact that domain walls have finite widths. It can be further assumed that the 
domain wall energy starts to fall when the outer region of the wall enters the zone 
with lower Ms and the energy only returns to its original value when the whole 
wall has left the trap. As such, the length of the potential well is approximately the 
sum of the trap length and the domain wall width. 
 
5.2.4. Domain Wall Potential Landscape for Other Traps 
Applying the procedure mentioned above, the domain wall potential landscape of 
a 200-nm square-well trap with ∆Ms = 160 kA/m and that of a 100-nm Gaussian-
well trap with ∆Ms,max = 160 kA/m are obtained and compared to the potential 





Figure 5.14 : (solid line) domain wall energy landscape for a 200-nm trap ; (dashed line) domain wall energy 
landscape for a 100-nm trap [37] 
 
As shown in plot, the potential well created by a 200-nm trap (solid line) is clearly 
deeper than the one created by a 100-nm trap (dashed line), but the maximum 
gradient of the slope is almost equal for the two traps. The well created by the 
200-nm trap is, however, not twice as deep as the one created by the 100-nm trap, 
since the bottom of the deeper well is more rounded than the other.  
 
Once again, the length of the potential well (more than 350 nm) is much larger 
than the length of the trap itself. As explained before, this could be due to the fact 
that the domain wall energy starts decreasing as soon as the outer region of the 




The potential well created by a Gaussian trap, on the other hand, is approximately 
as deep as that of a 200-nm square trap. However, the maximum gradient on 
either side of the potential well is far gentler than that of the square wells. 
Moreover, the extent of the potential well for the Gaussian trap is also 
significantly larger than that of square wells. This is logical, since Gaussian wells 
theoretically extends infinitely in space. 
 
It is also worth noting that the largest gradient in the potential landscape falls 
approximately 50 nm away from the center of the pinning site on a 100-nm-long 
trap (approximately 100 nm away on a 200-nm-long trap). The gradient near the 
center of the domain wall trap is, on the other hand, relatively flat. Considering 
that the derivative of energy with respect to position is equivalent to force, it is 
clear that the domain walls experience a force towards the center of the pinning 
site as they approach the zone with lower Ms. The amount of force the domain 
walls experience is the greatest when they are moving across the boundaries of the 
pinning site, while the force decreases significantly when the walls are entirely 
inside the zone with lower Ms. 
 
5.3.  Discussion 
5.3.1. Influence of Various Parameters 
The first part of the results shows that by varying the maximum change in Ms 
(depth of the pinning site), the pinning strength of the trap can be easily adjusted 
to suit diverse needs. The pinning strength of a square well of Ms is much more 
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sensitive to depth variation than that of the Gaussian ones. Therefore, a square 
well gives us a greater range of control over the pinning strength. On the flip side, 
the sensitivity to depth variation makes the square wells less tolerant to fabrication 
faults, since a slight deviation from the ideal Ms would cause a considerable 
change in the pinning strength of the domain wall trap. As such, a balance must be 
found between controllability and tolerance to fabrication faults. 
 
On the other hand, the fact that the pinning strength of a square-well trap 
“saturates” at a certain critical length and is insensitive to variations in trap length 
is highly desirable for the reproducibility of the domain wall pinning sites. By 
consistently creating domain wall traps longer than the critical length, we can 
achieve a good tolerance to process variation in the trap length. This tolerance is 
important, since the uncertainty in lateral size becomes significant when the size 
of the nanostructure is reduced to less than 100 nm, which makes it difficult to 
fabricate reliable and reproducible geometric domain wall traps. The proposed 
domain wall trap, on the other hand, suffers less from this problem. 
 
5.3.2. Physical Explanation 
The above results on the domain wall landscape can help us understand the 
apparent “saturation” of the pinning strength at large values of L. First of all, we 
need to keep in mind that an external magnetic field essentially exerts a force on 
the domain wall pinned inside the trap. Therefore, the pinned domain wall is freed 
when the external magnetic field is exerts enough force to overcome the inward 
force generated by the pinning sites. As we have discussed in the previous section, 
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the domain walls experience the greatest amount of inward force when they are 
crossing the pinning site boundaries. As such, the depinning field of a domain 
wall trap should, in theory, depends solely on the property of the trap boundaries 
and not on the length of the trap.  
 
This, however, only applies when the pinning site is long enough to accommodate 
the entire domain wall structure. If the domain wall trap is too short, one edge of 
the domain wall can be already exiting the zone with lower Ms, while the other is 
still entering it. In this case, the gradient of the potential well can be much gentler, 
thereby significantly reducing the depinning field strength. The shorter the 
pinning site is, the shallower the potential well is, since a smaller portion of the 
domain wall is present in the trap itself. As a result, for pinning sites that are not 
long enough to accommodate the entire domain wall, the pinning strength should 
increase with the length L. 
 
Combining the two arguments above, we can see that for small values of L, only 
part of the domain wall is present inside the trap, resulting in a pinning strength 
that increases with L. For large values of L, on the other hand, the pinning strength 





CHAPTER 6. Experimental Results and Discussion 
6.1.  Calibration of the Sputter Deposition Rate 
Due to the malfunction of the main sputtering deposition system at the laboratory, 
the growth of the permalloy film was carried out in a secondary system. This 
system is usually used for growth of thick electrical contacts and calibration has 
not been done on it for the precise deposition of 10-nm films. As a result, the first 
challenge of the experimental work lies in the calibration of the deposition rate for 
very thin films. 
 
The calibration process was carried out by performing depositions of various 
durations and measuring the thickness of the resulting films. The precise thickness 
measurement was carried out using the AFM equipment as mentioned in previous 






Figure 6.1 : (a) AFM topographical map of a sample affected solely by the pre-sputtering process. (b) Result 
of the first set of calibration measurements 
 
The result of the first set of calibration measurements is shown in Figure 6.1b. It 
is clear that the film thickness follows a linear relationship with the growth 
duration. However, the y-intercept in the diagram is not zero, suggesting that a 
certain amount of film is already present on the substrate when the actual film 
growth started. Since the only step before the actual film deposition that can result 
in growth of film is the pre-sputter procedure, a test was conducted by subjecting 
a clean substrate to the pre-sputter procedure without the actual deposition 
procedure and the result confirmed that a 30-minute pre-sputter process on the 
permalloy target results in a 5.7-nm thick film (Figure 6.1a). 
 
The film deposition during the pre-sputter phase can be attributed to the geometry 
of the minisputter equipment. The machine has one single shutter for three 
different targets placed in a full circle. The shutter is essentially a circular opening 




argon plasma is created at the corresponding target and the shutter and the 
substrate are rotated to a position directly above the active target, so that atoms of 
the target material can travel to the substrate. When the minisputter system is 
inactive, the shutter and the substrate are usually held in a position between the 
permalloy (Py) and the Tantalum (Ta) targets, called the “transfer” position. 
 
Figure 6.2 : Structure of the minisputter equipment. The green cylinders represent the three targets, the gray 
disk represents the shutter disk and the light blue disk represents the substrate. Here, both the 
shutter opening and the substrate are at the “transfer” position. 
 
The usual practice for pre-sputtering is to place the shutter at the “transfer” 
position, while the substrate is placed directly above the active target. 
Unfortunately, the angle between the “transfer” position and the permalloy target 
in the minisputter equipment is only 30° (Figure 6.3a). As such, the shutter is 
relatively close to the active permalloy target during the pre-sputtering process 
and some permalloy atoms may have been able to make a detour through the 
shutter and travel to the substrate. This undesired film growth is not noticeable for 
the deposition of metal contacts, which are usually hundreds of nanometers in 
thickness, but it has a significant impact on thickness of 10-nm thick nanowires 
used in the present project. Furthermore, being highly prone to oxidation, the 
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permalloy target can be oxidized at the surface during sample transfers and the 
pre-sputtering procedure is designed to eliminate this thin layer of oxide. As such, 
the film grown during this stage is likely to contain a large proportion of iron and 
nickel oxide, instead of pure permalloy material. 
         
Figure 6.3 : (a) The usual placement of the shutter opening and the substrate during the pre-sputtering of 
permalloy (Py) target. The gray circle represents the shutter opening, the blue one represents the 
substrate, the green ones represent the targets and the black one represents the “transfer” 
position. (b) The proposed placement of the shutter and the substrate 
 
In order to prevent this undesired film deposition, the geometry of the various 
elements needs to be changed during the pre-sputtering process. First of all, 
instead of the “transfer” position, which is relatively close to the permalloy target, 
the shutter should be placed at the position 180° from the active target during the 
pre-sputtering, so that the probability of stray target atoms travelling through the 
shutter is minimized. Secondly, the substrate should be placed neither above the 
active target, nor above the shutter, so as to further reduce the probability of stray 
target atoms arriving on it (Figure 6.3b). After these precautions were put in place, 
another test was conducted, which shows that these measures have effectively 





Having eliminated the undesired film growth during pre-sputtering, three more 
samples were fabricated with different deposition durations and the growth rate 
was determined (Figure 6.4). This time, the y-intercept is almost negligible and 
the growth rate is determined to be approximately 0.1 nm per second. 
 
Figure 6.4 : Results of the second set of calibration measurements. 
 
6.2.  Calibration of FIB Dosage 
The primary aim of the experiment is to measure the pinning strength of the zones 
with lower Ms. As such, pinning effect due to other factors should be carefully 
eliminated. One of the main factors to eliminate is the pinning effect due to 
geometric variations in the nanowire. Therefore, the FIB irradiation should be 
done in such a way that the surface etching is limited to the Ta capping layer (~ 3 
nm), so that the shape of the underlying permalloy nanowire is not affected. 
 
As discussed previously, the FIB equipment gives us three degrees of control over 
the ion dose received by the sample, namely the ion beam current, the duration of 
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the scan and the area of the irradiated region. The ion dose (D) received by the 
sample can therefore be found with the following relationship: 
q  e	 O L	 O C (6.1) 
where I is the intensity of the beam current, t the duration of the irradiation, A  the 
area of the irradiated zone and e the elementary charge. As such, three degrees of 
freedom can be explored to achieve the desired surface etching rate, namely the 
intensity of the ion team current, the duration of the raster scan and the area of the 
irradiated zone. 
 
In order to find the maximum dose that causes a surface etching of less than 3 nm, 
three sets of samples were fabricated and tested, exploring the effects of the three 
degrees of freedom discussed previously. 
 
6.2.1. Tests with Square Areas 
The first set of samples consists of 5µm×5µm square areas irradiated by ion 
beams of various currents (Figure 6.5) and the depths of the resulting wells were 
measured by AFM profiling. Table 6.1 summarizes the etching depths of samples 
irradiated with a 2-pA ion beam for various durations. The ion doses were 
calculated with the Equation 6.1. 
 




Duration (sec) Dose (cm-2) Depth (nm) 
10 5.0 × 1014 1.3 
30 1.5 × 1015 1.4 
60 3.0 × 1015 1.8 
Table 6.1 : Summary of the etching effect caused by various ion irradiation doses 
 
As can be seen from Table 6.1, irradiating the sample with a beam current of 2 pA 
allows us to control the surface etching to less than 3 nm for irradiation durations 
as long as 60 seconds. It is worth noting that the etching rate is not constant for 
this set of results. The amount of surface etching seems to increase rapidly during 
the first few seconds of irradiation, achieving an etch depth of 1.3 nm during the 
first 10 seconds. The etching rate then decreases significantly, adding only 0.1 nm 
in depth during the next 10 seconds of irradiation. 
 
Another unexpected behavior that appeared during the first set of measurements 
was the fact that the etching rate depends not only on the ion dose received by the 
sample surface, but also on the ion beam current. This fact is demonstrated by the 
comparison in Table 6.2. Although 10 seconds of 10-pA irradiation translates to a 
lower ion dose than a 60-second 2-pA irradiation, the former creates a 
considerably deeper well. 
Beam Current (pA) Duration (sec) Dose (cm-2) Depth (nm) 
10 10 2.5 × 1015 7.9 
2 60 3.0 × 1015 1.8 
Table 6.2 : Comparison of the etching rates achieved by two beam currents 
 
The slowed etching rate for the 2-pA ion beam could be related to the ability of 
the surface Ta atoms to regroup after the initial impact and form a stronger atomic 
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structure, thus slowing down further etching effect. The 10-pA ion beam, on the 
other hand, rapidly etches away the Ta atoms, before they are able to recover and 
form a stronger structure. 
 
6.2.2. Tests with Rectangular Areas 
Having obtained the desired ion dosage for a 5µm×5µm square area, we need to 
reduce the size of the irradiated zone, in order to create the sub-micrometer 
pinning sites studied in this project. However, as shown in Equation 6.1, reducing 
the area of the irradiated zone directly increases the ion dose received by the 
sample surface. As a result, either the ion beam current or the irradiation duration 
needs to be further reduced to compensate for the smaller area. Unfortunately, 2 
pA is the minimum ion beam current supported by the FIB system and a small 
uncertainty in the irradiation duration means that decreasing the duration to much 
less than 10 seconds is not feasible.  
 
Hence, rectangular areas with large aspect ratios need to be used for the 
irradiation, so as to maintain the area of the irradiated zone, while reducing linear 
dimension. By orienting the rectangles so that the long sides are perpendicular to 
the nanowires, we can still achieve sub-micrometer-long domain wall traps. In 
order to test this technique, the next two sets of samples received FIB irradiation 
on long rectangular areas. 
 
In order to minimize any adverse effects caused by using a very large aspect ratio, 




Figure 6.6 : SEM image of 0.25µm×2µm rectangular areas (red arrows) irradiated with 2-pA ion beam 
 
Two of the results are summarized in Table 6.3. Both samples were irradiated 
with a 2-pA ion beam for 10 seconds. These two samples are presented here, as 
they have the largest area and therefore received the smallest ion dose. However, 
even the larger of the two (0.25µm×2µm) has an area 50 times smaller than the 
5µm×5µm square zone. As such, the ion dose received in both cases is far larger 
than that observed in the previous set of samples and the FIB irradiation 
penetrated the 3-nm Ta capping layer. In fact, the irradiation penetrated even the 
permalloy layer and etched deep into the silicon substrate. 
Area Dose (cm-2) Depth (nm) 
0.25µm×2µm 2.5 × 1016 16.5 
0.25µm×1.5µm 3.3 × 1016 22.8 
Table 6.3 : Depth results of the two largest samples. Both were irradiated with a 2-pA ion beam for 10 sec 
 
Since the previous set of samples were not able to control the etching to less than 
3 nm, the next set of samples were irradiated in rectangular areas with very large 
aspect ratios. Figure 6.7 shows 0.25µm×25µm areas irradiated with 2-pA ion 




Figure 6.7 : SEM image of 0.25µm×25µm rectangular areas irradiated with 2-pA ion beam 
 
Unlike the previous set of samples, the 0.25µm×25µm rectangles are only 4 times 
smaller than the 5µm×5µm squares. As such, the ion dose received by these 
samples is comparable to that of the first set of samples and etch depth of 
approximately 1 nm is expected for these samples. 
 
In practice, neither the optical microscope, nor the AFM equipment is able to 
clearly distinguish these areas from the surrounding film. This is in stark contrast 
to the previous set of samples, where the deep trenches can be easily located in 
both optical and AFM systems. Hence, we can conclude that the 0.25µm×25µm 
rectangular areas can help us achieve very low etch depth. Though without clear 
depth profile observations, we cannot conclusively determine whether the Ta 
layer is penetrated. 
 
6.3.  MFM Results 
The next test carried out in the experimental efforts was the magnetic 
characterization using the MFM equipment. As discussed previously, in a thin 
film structure such as the ones used in the present project, the MFM system can 
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detect domain walls dark or bright areas. Figure 6.8 shows the AFM and MFM 
images of a 5µm×5µm area irradiated with 2-pA ion beam for 40 seconds.  
 
Figure 6.8 : AFM and MFM images of a 5µm×5µm area irradiated with 2-pA ion beam for 40 seconds. The 
red arrows highlight the two stripes passing near the edges of the square 
 
The contour of the square can be vaguely seen in the MFM image. However, this 
may have been caused by the sudden change in height of the tip and not related to 
the magnetic properties. The more interesting fact is that the long stripes of dark 
and bright area seem to change their structures inside the irradiated area. This is 
especially noticeable for the stripes near the top and bottom edges of the image 
(red arrows in Figure 6.8). They seem to be continuous dark stripes outside the 
irradiated zone, but changes to an alternating pattern of dark and bright areas 
when lying on the edges of the square area.  
 
These long strips appear to be the domain walls of a striped domain structure 
known to exist in permalloy thin films (Figure 6.9). The slight change of structure 
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of these stripes inside the irradiated zones suggests that the ion irradiation can 
indeed alter the magnetic properties of the permalloy material. 
 
Figure 6.9 : Powder patterns of the stripe domain structure in a permalloy thin film [38] 
 
6.4.  Auger Electron Spectroscopy Results 
As discussed previously, the Auger Electron Spectroscopy was employed to study 
the surface chemical composition of the sample, as a means of investigating the 
effect of Ga ion irradiation. The results on two 5µm×5µm square areas irradiated 
for different durations are presented in Figure 6.10.  
 
Interestingly, no trace of Ga can be detected in on the sample surface, thus 
confirming the hypothesis that the FIB irradiation influences the magnetic 
properties by causing alloying between Ta atoms and the permalloy material. This 
is further demonstrated by the presence of Ni and Fe atoms on the sample surface, 
even though the Ta capping layer is not completely removed, as confirmed by 
previous experiments. The percentage of Ni and Fe atoms is higher in the sample 
irradiated during 80 seconds, confirming that longer irradiations cause more 











The presence of large amount of oxygen, however, is a source of concern. The 
FIB irradiation drives the Ta atoms into the permalloy material, thus reducing the 
capping layer ability to protect the magnetic material from oxidation. This 
problem is demonstrated by the presence of Ni and Fe atoms on the sample 
surface. These atoms are directly exposed to air and are thus vulnerable to 
oxidation. Further tests need to be carried out to determine the depth of the 
oxidation caused by the irradiation. 
 
6.5.  AMR Results 
Having observed that the FIB irradiation can indeed influence the magnetic 
properties of the permalloy nanowires without any change in the device geometry, 
we can now proceed to determine the pinning strength of the domain wall traps 
created with ion irradiation and find the relationship between the pinning strength 
and the irradiation dose. 
 
Measurements were carried out on two sets of samples. The first set of samples 
makes use of 1-µm-wide nanowires, as a test for the possibility of using AMR 
measurements to determine the pinning strength. The second set of samples, on 
the other hand, contains 200-nm-wide nanowires and was designed to verify the 
simulation results. As discussed in the previous chapters, the 1-µm-wide 
nanowires make use of an elliptical domain wall injection pad to facilitate domain 
wall nucleation, whereas the 200-nm-wide devices are L-shaped, so as to reduce 




6.5.1. Probabilistic Nature of Domain Wall Depinning 
As discussed in Chapter 2, one major difference between the simulation condition 
and the experimental condition is the fact the micromagnetic simulations assume 
an absolute zero temperature, which is not possible in the real-world experiments. 
The finite temperature means that the domain wall pinning mechanism in 
experimental conditions is thermally assisted and thus has a probabilistic nature. 
As is shown by Figure 6.12a in the next section, repeating the depinning 
experiment on the same device can result in a range of different results. 
 
In order to define the pinning strength of a given domain wall trap, we need to 
repeat the depinning field measurements to obtain the relationship between the 
depinning probability and the applied magnetic field. In agreement with previous 
results obtained by other groups, we showed that the depinning probability 
follows approximately a Gaussian distribution with the applied magnetic field 
(Figure 6.12b). The pinning strength of the domain wall trap can then be defined 
as the statistical mean of this Gaussian distribution. 
 
In the present project, 50 depinning field measurements were made to determine 
the pinning strength of each pinning site. 
 
6.5.2. Results on 1-µm Devices 
The 1-µm-wide device used in the experiments is shown in Figure 6.11. The 
electrical contacts were placed at the two ends of the nanowires, 10 µm apart. 
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Thanks to its relatively large size, the device resistance is not overly high and the 
use of Wheatstone bridges was not required. 
 
 
Figure 6.11 : (a) SEM image of the 1-µm devices used, red rectangle shows the area of the close-up image in 
(b). The long dark area is the irradiated zone 
 
Three of the AMR measurements on a 1-µm device are plotted in Figure 6.12a. 
The resistance clearly shows a sharp drop when the external field strength is at 
approximately 10 Oe and a sharp rise when the field is approximately 20 Oe. 





injected into the nanowire at around 10 Oe and is pinned there. This domain wall 
is subsequently depinned at approximately 20 Oe and is pushed out of the 
nanowire by the external field. By repeating the measurements and plotting the 
depinning probability as a function of the external field strength, we obtain the 
distribution diagram in Figure 6.12b. Fitting a cumulative Gaussian distribution 
curve to the data points, we found that the pinning strength of this domain wall 
trap as 27.8 Oe. 
 
 
Figure 6.12 : (a) Three AMR measurements on the same device. The graphs clearly show the pinning and 
depinning of a domain wall. (b) Deipinning probability as a function of applied field strength, 
fitted with a cumulative Gaussian distribution curve 
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This procedure was applied to three pinning sites with the same geometry, but 
different irradiation dose and the results are summarized in Table 6.4. 
Dose (cm-2) Pinning strength (Oe) 
2.0 × 1015 27.8 
4.0 × 1015 14.4 
8.0 × 1015 21.3 
Table 6.4 : Pinning strength of 250-nm-long pinning sites on 1-µm-wide nanowire, irradiated with different 
ion doses 
 
As shown in the table, there is no clear correlation between the ion dose used to 
create the domain wall trap and its pinning strength. This may be due to the very 
low pinning strength of traps on wide nanowires. As shown in the simulations, 
traps on wider nanowires tend to have lower pinning strength and the 1-µm-wide 
devices used in this experiment may have pinning strength too low to be reliably 
measured. 
 
Nonetheless, this set of experiments confirmed the possibility of using AMR 
measurements to detect the injection and depinning of domain walls on the 
permalloy nanowires. 
 
6.5.3. Results on 200-nm Devices 
Since the results obtained on 1-µm-wide devices were not conclusive, 200-nm 
devices were adopted in the next set of experiments. As shown in the simulations, 
domain wall traps fabricated on these nanowires have a much higher pinning 
strength than ones fabricated on 1-µm-wide nanowires. Therefore, it was hoped 
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that these measurements could verify the simulation results of a linear relationship 
between the pinning strength and the change in Ms. 
 
The device used in this set of tests is shown in Figure 6.13: 
 
 
Figure 6.13 : (a) SEM image of the 200-nm devices used, red rectangle shows the area of the close-up image 




The Gold contacts were placed close to each other (approximately 4 µm apart), so 
as to reduce the device resistance. However, the resistance was still relatively 
large (as large as 5 KΩ). As such, Wheatstone bridges were adopted as a means of 
improving the resolution of the measurements. As discussed in the methodology 
section, the use of Wheatstone bridges means that the change in resistance is only 
reflected in a change in the voltage measured and this resistance change cannot be 
precisely quantified. 
 
Figure 6.14 : AMR measurements on a 200-nm device 
 
Figure 6.14 shows an AMR measurement on one of the 200-nm devices. As we 
can see, the noise in the signal is relatively large (up to 0.8 µV in voltage swings). 
It had been shown in tests with the 1-µm devices that the presence of a domain 
wall between the electrodes causes sudden drops of approximately 0.4 µV. 
Therefore, the 0.8-µV noise is likely to mask out the domain wall signals. 
Therefore, significant improvements in the signal quality need to be made in order 




6.6.  Discussions 
The MFM results show that the Ga ion irradiation achieved its intended effect of 
altering the magnetic properties of the permalloy material, while the AES results 
confirmed the hypothesis that this change in magnetic properties is induced by a 
intermixing of Ta atoms and permalloy material, instead of Ga atom implantation. 
However, more detailed investigation is necessary to better understand the effect 
of the irradiation on the magnetic properties of the nanowire. More specifically, 
the relationship between the ion doses received by the material and its Ms needs to 
be found in order to better verify the simulation results. 
 
The AMR measurements, on the other hand, were primarily intended as an 
experimental verification of the linear relationship between the pinning strength 
and the change in Ms found in the simulations. The results on the 1-µm devices 
seemed to contradict this conclusion. However, care must be taken to determine 
the dominant factor contributing to the domain wall pinning in these devices. As 
shown in the simulation, wider devices tend to have smaller pinning strengths. 
Consequently, the pinning strength of the 1-µm devices may be so small that the 
dominant factor in the domain wall pinning is the fabrication defects, such as 
impurities. In this case, the AMR results measures the extent of fabrication 
variations, instead of the pinning strength of the irradiated zones. 
 
The AMR measurements on the 200-nm devices were then made to resolve this 
problem, since 200-nm-wide domain wall traps are expected to have a pinning 
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strength of over 100 Oe. However, the reduced device size caused a significant 
increase in signal noise. One possible cause for the large amount of noise could be 
particles trapped between the nanowire and the metal contacts. After the 
permalloy nanowires are fabricated, the samples are subject to a series of 
processes before they are put back in vacuum for the growth of the metal contacts. 
During this period, particles in the air or in the solutions can adhere to the 
nanowire surface and subsequently be trapped between the underlying nanowire 
and the metal contacts. These particles pose a smaller problem for the 1-µm 
devices, since they have a much larger contact area and are thus less sensitive to 
the presence of a few impurities. 
 
One possible solution to this problem is the use of Giant-Magnetoresistance 
(GMR) measurements, instead of AMR ones, to detect the presence of domain 
walls on the nanowires. This technique makes use of a tri-layer structure, with a 
non-magnetic layer sandwiched between two ferromagnetic layers of different 
thickness (Figure 6.15). 
 
Figure 6.15 : GMR technique for detecting the presence of a domain wall [3] 
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Because of the thickness difference, the two ferromagnetic layers switch at 
different external field strength, resulting in a situation where two oppositely 
magnetized ferromagnetic layers are separated by a thin non-magnetic metal. The 
GMR signals arising from this configuration can be several magnitudes larger 
than the AMR ones, thus enabling us to detect the presence of domain wall even 




CHAPTER 7. Conclusion and Recommendations 
7.1.  Conclusion 
A novel method of pinning magnetic domain walls was proposed in this project 
and its behavior was extensively studied with the help of micromagnetic 
simulations. The main simulation results can be summarized as follows: 
 
1) The pinning strength of the proposed pinning site varies linearly with the 
maximum change in saturation magnetization (∆Ms,max) for both square 
wells of Ms and Gaussian ones. 
2) For the same ∆Ms,max, square-well traps have larger pinning strength than 
Gaussian ones. Consequently, the pinning strength of a square-well trap is 
more sensitive to changes in ∆Ms,max. This higher sensitivity gives us more 
control over the pinning strength of the trap, but compromises its tolerance 
to fabrication faults. 
3) The pinning strength of square-well traps increases with the length of the 
trap (L), but becomes insensitive to length changes for L larger than a 
certain critical value Lc. This insensitivity gives the proposed domain wall 
trap a strong tolerance to size variations and makes it an ideal candidate 
for sub-100-nm pinning sites, whose lateral size has significant 
uncertainties due to difficulties in the fabrication process. 
4) The proposed traps tend to have a smaller pinning strength on wider 
nanowires. Wider devices also tend to have a larger value for Lc. 
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5) The domain wall potential landscape reveals that the proposed domain 
wall trap creates a potential well that attracts and keeps domain walls at 
the center of the trap. 
 
Experimental work was then carried out with the aim of verifying the simulation 
results. The results of the experiments can be summarized in the following points: 
 
1) The MFM imaging confirmed that FIB ion irradiation can be used to 
achieve a change in the magnetic properties of the ferromagnetic 
nanowires. However, other characterization techniques are needed to 
further investigate the effects of the irradiation on the Ms of the material. 
2) AES results are consistent with the hypothesis that the modification of 
magnetic properties is caused by a intermixing of Ta atoms in the capping 
layer and the permalloy material, instead of implantations of non-magnetic 
Ga atoms. 
3) The AMR results on 1-µm-wide devices seem to suggest that the pinning 
strength of the irradiated area is independent of the irradiation dose. 
However, this may be caused by the fact that 1-µm-wide traps have very 
small pinning strengths, which can be masked by the pinning behavior of 
fabrication defects. 
4) The resistance measurements on 200-nm-wide devices are hampered by a 
large background noise that makes it difficult to detect the domain wall 
AMR signals. This large noise may be caused by impurities trapped 
between the nanowires and the metal contacts. Possible solutions to this 
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problem include using GMR effect, instead of AMR, to detect the 
presence of domain walls on the nanowire. 
 
7.2.  Recommendations for Future Work 
Although some interesting and potentially useful properties of the proposed 
domain wall trap were found during the simulations, more conclusive 
experimental verifications are needed to confirm these findings. Two main areas 
that remain to be explored are highlighted here: 
 
1) The relationship between the pinning strength of the irradiated area and 
the ion dose used needs to be found to confirm that the pinning strength 
increases with the ion dose. In order to achieve this, the problem of 
background noise needs to be resolved. This can be done by using GMR 
measurements, as discussed in the previous section. 
2) The relationship between pinning strength and irradiation dose alone is not 
sufficient to confirm the simulation result. Tests also need to be carried out 
to find the relationship between the irradiation dose and the change in Ms. 
Only when these two results are combined can we verify the conclusion of 
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