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We demonstrate how machine-learning based interatomic potentials can be used to model guest atoms in host
structures. Specifically, we generate Gaussian approximation potential (GAP) models for the interaction of
lithium atoms with graphene, graphite, and disordered carbon nanostructures, based on reference density-
functional theory (DFT) data. Rather than treating the full Li–C system, we demonstrate how the energy and
force differences arising from Li intercalation can be modeled and then added to a (prexisting and unmodified)
GAP model of pure elemental carbon. Furthermore, we show the benefit of using an explicit pair potential
fit to capture “effective” Li–Li interactions, to improve the performance of the GAP model. This provides
proof-of-concept for modeling guest atoms in host frameworks with machine-learning based potentials, and
in the longer run is promising for carrying out detailed atomistic studies of battery materials.
I. INTRODUCTION
Understanding and controlling the atomistic processes
during charging and discharging of batteries is a key re-
quirement for developing next-generation energy-storage
solutions. Among the most abundant technologies to-
day are lithium (Li) ion batteries in which the cath-
ode is typically a complex oxide, whereas the anode is
most commonly made of graphite or other carbonaceous
nanostructures.1–3 Intercalation mechanisms and reactiv-
ity of Li in these materials have been widely studied using
a range of experimental techniques.4–6
In today’s battery-materials research, first-principles
computations are routinely used to complement exper-
iments and even to make predictions, usually based on
density-functional theory (DFT).7–10 On the anode side,
fundamental DFT studies have dealt with both the pris-
tine intercalation compound LiC6 (e.g., Refs. 11 and
12) and with Li adsorption on pristine and defective
graphene.13–20 For example, in Ref. 15, the authors mea-
sured the diffusivity of Li in highly ordered pyrolytic
graphite and compared to theoretical diffusivities, using
the nudged-elastic-band (NEB) method to map out the
activation barrier for an individual atomic jump and feed-
ing these barriers into kinetic Monte Carlo simulations.
Due to the computational cost and scaling behavior
of DFT, all these simulations are restricted to relatively
small systems, up to a few hundred atoms at most and
short time scales. This can be feasible when studying
a well-defined unit cell (such as in many crystalline ox-
ide cathode materials),9 but becomes very problematic
when attempting to simulate disordered or even amor-
phous systems (such as carbon nanostructures in an-
a)Electronic mail: vld24@cam.ac.uk
odes), which require large simulation cells. In princi-
ple, empirical interatomic potentials, which are much
less computationally demanding, can be used to describe
metal atoms in complex environments.21 For example, an
Li–C parameter set has been developed for the widely
used reactive force field (ReaxFF):22 this method has
been applied to fracture and failure mechanisms of car-
bonaceous electrodes in the presence of Li,23,24 and, more
recently, in a new implementation, to Li clusters aggre-
gating on graphene surfaces.25 Very recently, ReaxFF
was combined with neutron diffraction and pair distribu-
tion function analysis to trace Li atoms in carbonaceous
anode materials in real space.26
Nonetheless, inherent challenges remain for any em-
pirical interatomic potential. Examples that are directly
relevant to carbon nanostructures include a poor descrip-
tion of ductile versus brittle failure in carbon nanotubes
(which can be remedied by appropriate environment-
dependent cutoffs)27,28 and the fact that vastly differ-
ent carbon nanostructures are obtained from annealing
amorphous precursors, depending on which particular in-
teratomic potential is chosen.29
In this work, we introduce an alternative route toward
atomistic modeling of Li intercalation, taking the increas-
ingly popular approach of building accurate yet fast in-
teratomic potentials using machine-learning (ML) tech-
niques applied to DFT reference data. We show how
Gaussian approximation potential (GAP) models can be
generated by fitting to the energy and force differences
that Li atoms induce in graphitic and amorphous carbon
structures. Rather than focusing on ideal graphite alone,
we aim for transferability and therefore include a large
number of disordered and higher-energy structures. We
analyze the accuracy limits of any difference-based inter-
atomic potential with a finite cutoff radius, validate our
GAP model against DFT reference data, and discuss the
application to molecular-dynamics (MD) simulations.
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2II. THEORY AND METHODS
A. Machine-learning-based potentials: a brief overview
To overcome the limits both of DFT methods and
empirical interatomic potentials, a popular strategy in
condensed-phase simulations is to “machine-learn” from
DFT reference data and subsequently use this to con-
struct a computationally much faster potential. These
ML methods perform a high-dimensional fit to the DFT
potential-energy surface for a limited set of preselected
configurations and then interpolate energies and forces
for other structures of interest. In contrast to empiri-
cal potentials (which are also often fitted to DFT data),
ML models impose no particular functional form and
so can fully flexibly adapt to data; this avoids bias in
construction, but also requires careful fitting and test-
ing to rule out unphysical behavior. Over recent years,
ML-based interatomic potentials using artificial neural
networks,30–37 Gaussian process regression,38–40 or other
algorithms41–47 have been attracting growing interest.
They were successfully used to describe complex atom-
istic processes, such as the crystallization of the phase-
change material GeTe48–50 or various high-pressure phase
transitions in elemental solids.51–53 The ability to reach
close-to-DFT accuracy at much lower computational cost
makes them particularly promising tools for studying dis-
ordered and amorphous systems.40,48 The current state
of the field has been reviewed, for example, in Refs. 54
and 55.
Notwithstanding their usefulness, ML-based inter-
atomic potentials face challenges as well. Among the
most central ones is the need for large reference databases
of DFT data that cover many very different scenarios,
such as transition states, defects, and surfaces. This
challenge becomes particularly pressing with increasing
chemical complexity: for elemental solids, systematic ref-
erence databases can be constructed (as discussed, e.g., in
Ref. 39), but for binary, ternary, or quaternary chemical
systems the complexity grows very quickly. Intercalated
atoms represent a special case, which we will discuss in
the following.
B. Difference-based fitting for atom intercalation
Li intercalation, representative of the more general sce-
nario of guest atoms in host species, involves two el-
emental components but not on equal footing. In the
present case, a GAP model for the host (carbon) struc-
ture is already available,40 to which we aim to add Li
guest atoms in a second step. This is particularly rel-
evant as the nonlocality (the expected error in the ML
fit) is quite sizeable for amorphous carbon, on the order
of 1 eV A˚−1 for interatomic forces, imposing a natural
and insurmountable bound on the achievable accuracy of
finite-range potentials.40 (Nonetheless, this GAP model
enables accurate predictions for structural and mechan-
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FIG. 1. Overview of the approach employed here. Rather
than fitting directly to energies (and forces) for LiCx sys-
tems, we repeat the DFT computations for the same struc-
tures without Li, and fit a GAP model to the energy and
force differences. The latter is combined with a previous GAP
model for C–C interactions (Ref. 40). A baseline model for
long-range Li–Li interactions is subtracted from the reference
dataset prior to fitting, and added back onto the output. Sum-
ming up the terms yields the total GAP energy for the sys-
tem under study, and similar procedures hold for the forces
on atoms.
ical properties of amorphous carbon, as shown in detail
in Refs. 40 and 56.) By contrast, the force nonlocality
that arises from Li insertion in these structures is much
smaller, as will be seen in the following.
Rather than aiming at an explicit description of the
full Li–C binary system, we therefore propose to perform
a fit for the energy differences arising from inserting an
Li atom into a C matrix, as sketched in Fig. 1; that is, we
seek an ML representation for the intercalation energy
∆EDFT ≡ EDFT(LiCx)− EDFT(Cx)− EDFT(Li) (1)
as a function of the atomic coordinates involved. In ad-
dition, the first derivative of the energy difference yields
the force difference, which makes it feasible to fit a model
including forces, and thus increases the amount of avail-
able data.
The energy for the pure carbon framework, EDFT(Cx),
is already accessible through our GAP model for amor-
phous carbon.40 The flexibility of this model has been ex-
emplified very recently by using it for random structure
searching, leading to the identification of several hitherto
unknown hypothetical carbon allotropes.57 We tested the
quality of the initial, pure carbon GAP specifically for ten
3snapshots from MD simulations with guest atoms (see be-
low), in which we removed the Li atoms and performed
static computations for the remaining, distorted carbon-
only structures: this gave a root-mean-square energy er-
ror on the order of 0.05 eV/at. against DFT. Hence, using
this elemental carbon GAP, we can predict the energy
for the pure host framework during a simulation, i.e., we
have direct access to EGAP(Cx). Furthermore, the en-
ergy of an isolated Li atom, EDFT(Li), is constant and
does not need to be part of the ML framework.
In this work, we therefore construct a new GAP
model for the energy difference, ∆EDFT, using estab-
lished methods which will be described below. Note that
while the discussion here focuses on energies for simplic-
ity, the overall fitting process involves the forces on atoms
as well, and it employs a sparsification procedure to se-
lect only representative atomic environments from the
multitude of configurations in the reference database.58
A detailed description of the fitting procedure is found
in Ref. 59.
The ideas outlined here are developed in the GAP
framework, but they are expected to be readily trans-
ferable to other implementations of ML-based potential
fitting. Indeed, while this manuscript was in preparation,
we became aware of very recent work by Li et al.,60 who
generated a neural-network potential for Cu adatoms in
amorphous Ta2O5. In this case, the host structure is
fixed (and its energy obtained directly from DFT evalu-
ations), but the idea of fitting to energy differences in-
duced by an adatom (there, Cu; here, Li) is very similar.
In addition, Li et al. pointed out how such an ML-based
potential can be used to perform accurate NEB computa-
tions, which can subsequently be combined with kinetic
Monte Carlo modeling.60
C. Structural descriptors
How does one “teach” chemical structure to an ML al-
gorithm? This choice of a mathematical prescription for
encoding atomic environments, of so-called “descriptors”,
is indeed crucial for the success of any ML-based in-
teratomic potential.61 Many-body descriptors have been
successfully used:30,38 all neighbors of a given atom are
included up to a specified cutoff distance. We have re-
cently shown how non-parametric two- and three-body
(distance and angle) terms can be combined with a
many-body descriptor in the GAP framework;40 this im-
proves the robustness of the fit, especially when describ-
ing highly disordered liquid and amorphous structures.
Our GAP model for Li intercalation uses similar ideas
but additionally needs to distinguish Li–C and Li–Li in-
teractions, and utilizes a total of four descriptors:
• a two-body term for Li–C interactions;
• a two-body term for Li–Li interactions; both use
the distance between atoms as a simple scalar de-
scriptor coordinate;
• a three-body term for the angles that an Li atom
forms with two neighboring carbon atoms; and fi-
nally
• a many-body term that includes all C neighbors of
a given Li atom, up to a specified cutoff radius,
rcut.
Summing over these four descriptors as indicated by
the superscript “(d)”, each expressed through general
vectors q(d), and using a scaling parameter δ(d) for the
different contributions, gives the final expression:
∆EGAP =
∑
d
{
δ(d)
∑
i
∑
t
α
(d)
t K
(d)
(
q
(d)
i ,q
(d)
t
)}
, (2)
where α
(d)
t are fitting coefficients, and K
(d) is a similarity
measure or kernel that compares the i-th environment in
the trial structure to the t-th one in the reference dataset
(from which Nt points are drawn). For two- and three-
body interactions, we use a simple squared exponential
kernel,38
K(d)
(
q
(d)
i ,q
(d)
t
)
= exp
−1
2
∑
ξ
(q
(d)
ξ,i − q(d)ξ,t )2
θ2
 , (3)
where the index ξ runs over the individual components of
the descriptor vector, and the parameter θ controls the
selectivity of the kernel.
For many-body interactions, we employ the Smooth
Overlap of Atomic Positions (SOAP) approach61 that
has been previously used for generating GAP models,39,40
for restraining refinements of diffraction data,62 and for
classifying molecular and condensed-phase structures.63
SOAP expands the neighbor density around a given atom
a into a basis set of orthogonal, atom-centered functions,
ρa(r) =
∑
nlm
c
(a)
nlm gn(r)Ylm(rˆ), (4)
where gn(r) denote radial basis functions and Ylm(rˆ) are
spherical harmonics, up to a specified maximum value of
n and l (here, we choose nmax = lmax = 10). The expan-
sion coefficients c
(a)
nlm are then used to form the power
spectrum,
p
(a)
nn′l =
√
8pi2
2l + 1
∑
m
(
c
(a)
nlm
)∗
c
(a)
n′lm, (5)
which makes it possible to conveniently evaluate the sim-
ilarity between two atomic environments in the form of
a dot product:
k(q(MB)a ,q
(MB)
t ) =
∑
nn′l
p
(a)
nn′l p
(t)
nn′l = q
(MB)
a · q(MB)t . (6)
Finally, to better distinguish between different environ-
ments, we raise this similarity measure to a small positive
power ζ, leading to the final expression
K(MB)(q(MB)a ,q
(MB)
t ) =
∣∣∣q(MB)a · q(MB)t ∣∣∣ζ (7)
4(here, we choose ζ = 4). The remaining parameters used
for the GAP model are provided in Table I.
D. Effective Li–Li potential
Up to this point, we have discussed the fitting to energy
and force differences (Eq. 2; Sec. II.B), and we tried to
combine this with previous GAP fitting strategies that
were successfully used for our elemental carbon model
(Sec. II.C).40 However, direct application of these meth-
ods did not lead to a satisfactory description of Li–Li dy-
namics (see below), and we found an additional method-
ological step to be necessary.
Despite getting satisfactory fits to ∆EDFT, the source
of the problem was traced back to the fact that in terms
of absolute value, the largest contribution to ∆EDFT is
coming from individual Li insertion energies (typically
> 1 eV), but the dynamics of Li atoms is governed to a
significant extent by Li–Li interactions, which are com-
paratively much weaker (typically ∼ 0.1 eV). This weaker
interaction is difficult to tease out from the data. There-
fore we introduce an effective Li-Li interaction term,
which we calculate with DFT explicitly, and fit directly
with a pair potential (we use a two-body GAP term for
this). This effective potential is subtracted from the DFT
data prior to fitting the rest of the model, and then added
back to obtain the full ML model (Fig. 1). Thus, the end
result is an accurate fit to ∆EDFT, but which also has an
explicit term that is designed to capture effective Li–Li
pair interactions, including the long-range behavior, as
well as possible.
Let us consider a carbon framework in which two Li
atoms (“A” and “B”) are intercalated. The total energy
of this system, EAB, is accessible via DFT, and we de-
compose it into the energy of the Li-free system, Efree,
and a number of additional terms induced by the guest
atoms:
EAB = Efree + δEA + δEB + V
Li−Li
eff , (8)
where δEA and δEB correspond to changes in energy of
the system due to the presence of either Li atom on its
own, viz.
δEA ≡ EA − Efree,
δEB ≡ EB − Efree,
and the final term is the effective Li–Li interaction po-
tential, which is precisely what we are looking for. Rear-
ranging gives
V Li−Lieff =EAB − Efree − δEA − δEB
=EAB − Efree − [EA − Efree]− [EB − Efree]
=EAB − EA − EB + Efree. (9)
In other words, an effective Li–Li potential can be ex-
tracted from sets of DFT computations which have pairs
of atoms present (AB), one or the other removed (A/B),
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FIG. 2. An effective, machine-learned potential for Li–Li in-
teractions. (a) Schematic illustration of how the effective po-
tential can be obtained from sets of DFT computations with
atoms A and B either present or absent (Eq. 9). (b) Results
of this evaluation for a range of structures with different A–B
distances, showing original DFT data (circles) and a two-body
(2b) GAP model that has been fitted to these data (magenta
line). (c) Potential-energy scan for two Li atoms in vacuum,
as a function of their interatomic distance. The dotted, light
blue line shows the result of a direct GAP fit (not including
the effective potential)—this underestimates the repulsion at
around 3 A˚, and therefore led to spurious Li–Li correlations in
preliminary simulations (cf. Fig. 6 below). Including V Li−Lieff
in the full model (dashed, navy line) alleviates this problem.
and finally both removed (“free”), all for the same carbon
framework (Fig. 2a). Similar expressions can be derived
for the forces on atoms.
We performed sets of such DFT computations, taking
care to sample various Li–Li distances, both the strong
repulsion at around 2 A˚ of separation and the longer-
range behavior beyond 3 A˚. We then fitted a 2-body GAP
model to the combined data (Fig. 2b). Note that these
two datasets were performed using CASTEP and VASP,
respectively. This does not lead to an inconsistency since
only energy differences are used here, and the absolute
energy data do not enter this fit.
We stress the simplified nature of this potential: it is
fitted using a two-body descriptor only, that is, it de-
pends only on the distance between two Li atoms. Its
cutoff is 9 A˚, significantly longer than typically used val-
ues for short-range GAPs.
This effective potential is subtracted from the input
data that enter the differential fit (Eq. 10), and sub-
sequently it is added back to give the final, corrected
result. We illustrate the need for this procedure in
Fig. 2c. There, we have performed a simple diagnos-
tic test by computing the interaction energy of two free
5TABLE I. Key parameters for the GAP models created in
this work (as outlined in Fig. 1): we first fit an effective Li–
Li two-body potential (Sec. II D; parameters given in italics),
and then fit a combined model for ∆E to data from which
V Li−Lieff has been subtracted. The notation follows the defi-
nitions in the text. r∆ is a transition width for SOAP;
61 ξ
denotes the dimensionality of the descriptor (i.e., its number
of components), and θ and σat control the smoothness of the
respective kernels.
∆E model
2-body 2-body 3-body SOAP
V Li−Lieff Li–Li Li–C C–Li–C Li–C
rcut (A˚) 9.0 2.5 5.5 3.5 4.5
r∆ (A˚) 0.5
ξ 1 1 1 3 606
δ(d) 1 10 1 0.1 0.1
θ 2.2 0.8 0.8 1.2
σat (A˚) 0.5
Nt (total) 32 12 20 200 3500
Li atoms. An initial version of the GAP model (not in-
cluding V Li−Lieff ; dotted, light blue line) significantly un-
derestimates the repulsion at 2–3 A˚ separation. In con-
sequence, running GAP-driven MD simulations with this
preliminary model led to an incorrect behavior in the Li–
Li radial distribution function—that is, to an unphysical
Li–Li attraction at distances at up to 4 A˚. By including
V Li−Lieff in the full GAP model, the physical behavior is
correctly recovered (dashed, navy line).
The final expression for the energy in our combined
GAP model hence reads
EGAP(LiCx) =EGAP(Cx) + EDFT(Li)
+ V Li−Lieff + ∆EGAP; (10)
that is, we approximate the intercalation energy as
∆EDFT ≈ V Li−Lieff + ∆EGAP. (11)
We note the analogy of the above to how molecular
solids and liquids are treated using the molecular many-
body expansion.64 Beyond this particular system, we be-
lieve that such approaches will be of more general inter-
est for those ubiquitous scenarios where relatively weak
interactions need to be treated in ML-based materials
simulations.
III. COMPUTATIONAL DETAILS
A. Training database and model fitting
Initial training data were generated by randomly plac-
ing Li atoms in slightly (randomly) distorted graphite
(24 atoms/cell), graphene (24 atoms/cell), and amor-
phous carbon (64 atoms/cell) structures (maximum Li
concentration 10 atomic %). The latter were generated
by quenching from the melt at different densities follow-
ing Ref. 40 and using the GAP model introduced there.
Single-point DFT computations were performed for all
these structures: as we need the energy and force differ-
ences for fitting, reference computations for the Li-free
structures were also required. To save computational
time, one single Li-free structure can be used to generate
several structures with one or several Li atoms present.
In most cases, we enforced a minimum Li–C distance of
1.5 A˚ in the training data (“hard-sphere constraint”); to
accurately describe high-energy structures, we included
a small amount of data where the minimum distance was
lower, down to 0.70 A˚. We attempted to sample config-
uration space widely; however, structures in which un-
physically high energies (> 20 eV/Li) or forces (> 80 eV
A˚−1) occurred were excluded (after testing several lim-
its). The final training set contains 561 graphite, 192
graphene, and 1664 amorphous configurations.
Based on these training data, the GAP was fitted in an
iterative fashion. We started by a model that only con-
tains a two-body descriptor for Li–C interactions, and
chose the parameters so as to strike a compromise be-
tween accuracy and simplicity (that is, achieving reason-
able values for rcut and Nt). Once these were optimized,
the next descriptor was added (Table I); this process was
repeated until the introduction of new descriptors led to
no further improvements. The potential parameter files
and DFT reference database are available as described
in the Data Access Statement at the end of this paper;
the GAP prediction and training codes are available at
http://www.libatoms.org.
B. DFT computations
Reference DFT computations, both for the fitting of
the potential and its validation, were carried out in
the local-density approximation (LDA), which had been
used for the initial carbon potential due to its concep-
tual simplicity and its satisfactory description of the
graphite interlayer distance.40 In future work, it will
likely be beneficial to explore the effect of advanced
dispersion-correction methods such as many-body dis-
persion corrections,65 but this does not affect the ques-
tions and concepts under study in this work. It is fur-
ther known that the description of Li intercalation in
graphite can be further improved by higher-level DFT
and by Quantum Monte Carlo (QMC) methods.66 These
are not the target here, however, due to their much higher
computational cost, and since the fitting procedure is in-
dependent of the underlying DFT methodology. With
more computational power available, it should be possi-
ble to fit to these quantum-mechanical methods in the
future.
Single-point energy and force computations were car-
ried out using CASTEP,67 following protocols in our pre-
vious work.40 Reciprocal space was sampled on meshes
6with a maximum spacing of 0.03 A˚−1. The halting crite-
rion for SCF iterations was ∆E < 10−8 eV. Pseudopoten-
tials were generated on-the-fly, with a plane-wave energy
cutoff of 650 eV, and a correction for finite-basis errors
was employed.68
To obtain reference data for dynamical properties of
interest, viz. radial and bond-angle distributions as
well as vibrational densities of states, additional DFT-
based MD simulations were performed using the Vienna
Ab initio Simulation Package (VASP),69–71 the projector
augmented-wave method,72 and the LDA. In these sim-
ulations, the Brillouin zone was sampled at the Γ point,
which is standard practice for obtaining long MD tra-
jectories. The plane-wave energy cutoff was 500 eV. The
temperature was set to 1,000 K and controlled by a Nose´–
Hoover thermostat. MD simulations were performed for
75 ps with a time step of 1 fs; the last 50 ps of the tra-
jectories were sampled for analysis. The same or simi-
lar settings were chosen for GAP-driven MD simulations
wherever possible.
IV. RESULTS AND DISCUSSION
A. Locality and target accuracy
Our potential is fitted with the assumption of locality:
interactions beyond a given cutoff radius are not part of
the model, and therefore a natural bound is placed on
how accurate any finite-range potential can be. We have
previously demonstrated how locality can be assessed
for crystalline and amorphous compounds: by defining
a fixed sphere around an atom in a structure, perturbing
all atoms outside this sphere, and measuring the forces on
the central atom as a function of sphere size.38,40 Here,
we are interested in the force differences due to Li in-
sertion, and therefore have an easier way of quantifying
locality: we inspect the force components on each carbon
atom in a structure with and without a single Li atom
intercalated (Fig. 3a), and plot the difference (for each
of the three Cartesian force components individually) as
a function of how far this particular atom is away from
the intercalated Li.
To make the interpretation of the data easier, we col-
lect them with a binning interval of 0.25 A˚ and calculate
the arithmetic mean and median values for each bin (solid
and dashed lines in Fig. 3b); as their behavior is qualita-
tively similar, we focus on the mean in the following. The
trends with Li–C distance reveal two distinct regimes: up
to 2 A˚, the mean deviation (which we take to indicate the
expected force error of the potential) drops steeply but
remains very high, as this is the region of strong Li–C in-
teractions, not of typical cutoff radii. From 2 A˚ onwards,
the mean still declines, indicating a remaining degree of
nonlocality in the system, which would require a poten-
tial with a cutoff of > 6 A˚. However, this value must be
chosen as a compromise: too large cutoffs will drastically
increase the amount of required DFT reference data and
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also the complexity of the GAP (making it more com-
putationally expensive in runtime). The cutoffs we use
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reach the accuracy relating to the latter.
This locality analysis, performed for the three differ-
ent types of configurations individually (Fig. 3b), reveals
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that y percent of the data exhibit an error of x or less: the
further left, the lower the error; the higher up, the higher the
confidence.
0.08, and 0.05 eV A˚−1 for graphene, graphite, and amor-
phous configurations, respectively. Hence, intercalation
in graphitic structures shows slightly higher nonlocality;
this is qualitatively consistent with previous findings for
different forms of elemental carbon.40
B. Numerical errors
The most straightforward test for the quality of the
GAP (or any ML potential) is computing energies and
forces for the DFT database and comparing them point-
by-point to the reference values. In the present work,
we are studying an intercalation system, and since the
host framework can be sufficiently described by the initial
pure-carbon potential (Sec. II.B), we will here focus on
the numerical errors for Li intercalation energies. We will
show throughout this paper that, even in the presence
of a notable residual numerical error, our potential can
predict physical properties correctly.
The resulting energy (per atom) and force scatterplots
are presented in Fig. 4. Although the overall correla-
tion appears to be satisfactory, the numerical errors for
the Li intercalation energy are notable: the root-mean-
square (mean absolute) energy errors are 0.37 (0.29)
eV/at., respectively. We re-iterate that the DFT refer-
ence database includes a large number of amorphous con-
figurations on purpose, as well as small Li–C distances
(below 1 A˚ in a few cases; Fig. 3b). Indeed, for the
amorphous subset of DFT data, the errors are highest
(RMSE of 0.43 eV/at.), whereas for the graphite and
graphene subsets they are lower (0.17 and 0.19 eV/at.,
respectively). For the present proof-of-concept study, it
was our target to sample configuration space as broadly
as possible, and to show that this set of training data suf-
fices to recover the dynamics of Li atoms in graphitic-like
frameworks. In future work, it may be interesting to fit
to larger databases sampled from GAP-driven MD tra-
jectories, and thus to sample a more constrained region of
configuration space, in turn achieving higher numerical
accuracy.
Importantly, despite the notable residual energy error,
the present version of the GAP performs very well in re-
producing dynamical properties in MD trajectories, as
will be shown in Sec. IV.C below. We believe that this is
partly due to a satisfactory reconstruction of the inter-
atomic forces. The root-mean-square and mean absolute
errors are 0.25 and 0.12 eV A˚−1 (Fig. 4b), respectively,
and are significantly better than those for our initial car-
bon GAP (on the order of 1 eV A˚−1; Ref. 40). This can
be compared to a mean absolute error of 0.06 eV A˚−1 for
a state-of-the-art ML model tested on distorted crystal
structures of Al,41 or to an RMSE of 0.46 eV A˚−1 for
a highly succcessful neural-network potential for amor-
phous GeTe.32 Naturally, the more distorted and diverse
the local atomic environments, the larger the overall er-
ror will become. We stress that even with a residual
force error, the previous potential had afforded very ac-
curate predictions of structural, mechanical, and surface
properties.40 Indeed, looking at numerical errors alone
appears to be not enough when benchmarking effective
potentials for amorphous materials.
As less comprehensive but more demonstrative tests,
we next computed characteristic energy profiles for the
most fundamental atomic-scale mechanisms in the Li–
graphite system. We traced the energy profiles of an Li
atom that is adsorbed on different high-symmetry sites of
a graphene sheet, and of an Li atom that diffuses through
pristine graphite, performing DFT computations for ref-
erence that are not included in the fit. All three high-
symmetry adsorption sites are correctly captured by the
GAP (Fig. 5a), including the clear preference for the hol-
low site, and the behavior both at short and long dis-
tances is correctly reproduced. The two diffusion path-
ways in graphite are also qualitatively correctly described
(Fig. 5b), albeit a deviation from the DFT data is visi-
ble; as the overall energy differences involved are smaller,
the relative error is slightly more pronounced. Still, this
result is satisfactory as the GAP has to reconstruct the
pathway based on the training data, which do not in-
clude the precise pathway itself. It is also noted that
our numerical tests are highly simplified, by assuming a
perfectly ordered graphite structure; in contrast, experi-
mentally determined diffusion activation energies of Li in
different carbonaceous materials span a wide range (see,
e.g., Ref. 73).
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two basic atomistic processes: the adsorption of an Li atom
on high-symmetry sites of a graphene sheet (a), and the dif-
fusion of an Li atom between two potential-minimum sites in
graphite across two high-symmetry pathways (b).
C. Molecular-dynamics simulations
The most important question, however—and one that
is very difficult to describe with DFT—, is the description
of diffusion through molecular-dynamics (MD) simula-
tions. Recall that for highly ordered systems, diffusivities
have been extracted from NEB simulations of individual
jumps,9,15 using the Arrhenius equation, but this is not
easily possible in disordered and amorphous structures
as there is a plethora of different pathways to be consid-
ered, each with their own associated barrier. A seminal
study described DFT-driven MD simulations of Li inter-
calation in carbon nanotubes, but also pointed out the
limitations of the method.74 This underlines why new
and flexible interatomic potentials are needed for such
applications.
To directly assess the performance of our GAP, we per-
formed MD simulations of an ensemble of four Li atoms
in a disordered graphite-like structure (Fig. 6a); the lat-
ter consists of predominantly sp2-bonded sheets, remi-
niscent of graphite but with several defects (five- and
seven-membered rings, as well as a covalently bonded
link between two sheets).75 This provides us with a suit-
able test system which allows us to probe the interaction
of Li atoms with a diverse range of environments; the
simulation cell is small enough to be amenable to DFT
computations, and so we can generate benchmark results
for properties of interest. While we have only been able to
obtain a single DFT-MD trajectory, we performed several
parallel GAP-MD runs due to the much lower computa-
tional cost; each of these started from the same structure
but with different initial velocities.
To probe the interaction of Li atoms both with the
carbon framework and with one another, we inspect the
radial distribution function (RDF) and angular distribu-
tion function (ADF) curves (Fig. 6b–d). The agreement
for both is highly satisfactory, especially given a certain
inherent scatter in the GAP data (which is not a conse-
quence of the method but of the system size) and the fact
that our model has only been trained on small idealized
graphite and graphene configurations as well as on fully
amorphous structures.
The Li–C RDF (Fig. 6b) is the most direct structural
“fingerprint” of Li intercalation: it shows a maximum
at around 2.3 A˚ both in DFT- and GAP-driven MD.
Small differences remain, in that the GAP-derived peak
is slightly less pronounced; this is concomitant with a
lowering of the average coordination number, obtained
by integrating over the first RDF peak up to 2.6 A˚, from
7.3 (DFT) to 6.9 (GAP). The Li–Li RDF (Fig. 6c), like-
wise, is an important quality criterion: it is where we ob-
served the need for including an effective Li–Li potential
in the final GAP model (Sec. II D), and the latter cor-
rectly reproduces the very low likelihood of finding two
Li atoms within 4 A˚ of one another. By contrast, the er-
roneous behavior already discussed above is clearly seen
at the hand of one exemplary GAP-MD trajectory driven
by a model without this effective potential (dashed, light
blue line). In addition to these RDF analyses, the ADF
in Fig. 6d is a more complex structural indicator, and is
also very satisfactorily reproduced by GAP-MD.
We assume that the remaining small differences, in
part, may be due to likewise small differences in the un-
derlying DFT methods: different implementations and
pseudopotentials are used for generating the GAP refer-
ence data and the DFT-MD trajectory. Still, the GAP
reproduces all general structural features.
As a final means of validation, we extract from the tra-
jectories the vibrational densities of states (VDOS), us-
ing the velocity–velocity autocorrelation function. This
provides information about the atomic motion in the sim-
ulations and a link between local structure and diffusion
dynamics. We inspect the VDOS individually, both for
the host framework and the Li atoms, in Fig. 7. There
is good agreement between DFT and GAP data, and the
general features of the VDOS are well reproduced by our
model. This is particularly so in the higher-frequency
range (> 15 THz), which relates mostly to interatomic in-
teractions (such as bond-stretching vibrations). At lower
frequencies, we observe small discrepancies, while the
general trends are preserved. This frequency range is
commonly associated with the diffusion process, and so
the above can be understood considering the short run-
time of the calculation and especially the small size of
the systems (again, both are due to the inherent compu-
tational and scaling limitations of the DFT benchmark,
and do not change the principal validity of our tests).
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V. CONCLUSIONS
Machine-learning-based interatomic potentials for
guest atoms in host structures can be created by fitting to
the energy and force differences which they induce. We
exemplified this for Li intercalation in graphitic and dis-
ordered carbon structures, using the GAP framework to
construct an interatomic potential model. Notwithstand-
ing notable remaining numerical energy errors, reach-
ing up to ≈ 0.4 eV/atom for Li insertion, the poten-
tial shows satisfactory force accuracy and good transfer-
ability, and it can correctly describe the structural and
vibrational properties of Li diffusion in a carbonaceous
framework during high-temperature molecular-dynamics
simulations. The approach is expected to be more gen-
eral and can likely be applied to other classes of ML-
based potentials. In the long run, this promises to es-
tablish difference-based ML potentials as a useful simu-
lation method for electrochemistry and other technolog-
ically relevant applications.
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SUPPLEMENTARY MATERIAL
Potential parameter files are provided as Supplemen-
tary Material.
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