AbstractÐWe consider a popular approach to multicategory classification tasks: a two-stage system based on a first (global) classifier with rejection followed by a (local) nearest-neighbor classifier. Patterns which are not rejected by the first classifier are classified according to its output. Rejected patterns are passed to the nearest-neighbor classifier together with the topEh ranking classes returned by the first classifier. The nearest-neighbor classifier, looking at patterns in the topEh classes, classifies the rejected pattern. An editing strategy for the nearest-neighbor reference database, controlled by the first classifier, is also considered. We analyze this system, showing that even if the first level and nearest-neighbor classifiers are not optimal in a Bayes sense, the system as a whole may be optimal. Moreover, we formally relate the response time of the system to the rejection rate of the first classifier and to the other system parameters. The error-response time trade-off is also discussed. Finally, we experimentally study two instances of the system applied to the recognition of handwritten digits. In one system, the first classifier is a fuzzy basis functions network, while in the second system it is a feed-forward neural network. Classification results as well as response times for different settings of the system parameters are reported for both systems.
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INTRODUCTION
I N complex multicategory classification tasks it is widely used the approach where a multistage or hierarchical system is used in order to find the right trade-off between accuracy and resources allocation (e.g., response time, size of system, error costs). A typical example is a system where the set of classes is organized in a hierarchical way and different classifiers are trained in order to drive the input pattern towards the most specific classifier to be used for the final classification (see, for example, [22] , [31] , [9] , [24] , [30] ). Another example is a system where only a subset of the input features, i.e., the less expensive to compute are given as input to a first-level classifier and further input features are eventually used at further classification stages if the final classification cannot be performed with a sufficient level of confidence (e.g., reject-based approaches using an incremental set of input features [14] , [23] , [13] , [31] , [25] ).
In this paper, we focus on a scheme where a fast-first classifier with rejection is used to classify patterns with high confidence. Rejected patterns are forwarded to a more complex and slower second-level classifier for a final classification (or further rejection). Typically, the system as a whole holds better classification performance with respect to the first classifier at the cost of a slower response time. Alternatively, improved classification performance can also be obtained by resorting to a committee of classifiers [5] , [28] , [10] , [20] , [26] , [32] , [21] , [29] , [7] , [17] , [16] , [11] , [27] ; however, the above hierarchical system turns out to be more flexible if constraints on the mean response time are imposed by the operating environment. In fact, by tuning the rejection criterion for the first classifier it is possible to reach the best trade-off between error and response time.
Specifically, we study a two-stage system where rejected patterns are forwarded to the nearest-neighbor classifier together with the topEh ranking classes returned by the first classifier. Only patterns in the reference database belonging to the topEh classes are used by the nearest-neighbor classifier to classify the rejected pattern. Moreover, to further speed-up the response time of the nearest-neighbor classifier, an editing of the nearest-neighbor reference database can be performed by collecting patterns rejected by the first-level classifier according to a narrower rejection criterion.
It is worth noting that this type of system is consistent with a view of the classification process which tries to conciliate a global approach with a local one. In fact, while the aim of global estimation is to estimate a function for all possible values of input, it is typically very hard, especially for multiclassification problems, to get a good estimate for inputs which are very close to the decision boundary. For these inputs, it is more effective to perform a local estimation (see [2] , [33] ) which focuses on a specific estimation point. Of course, the natural choice for performing local estimation is to use memory-based methods, such as nearest-neighbor.
The probability of error of the above system can be studied theoretically and it can be demonstrated that even if the two classifiers in the system are not optimal in a Bayes sense, the system as a whole, under specific conditions, may be optimal. Moreover, it is not difficult to formally relate the response time of the system to the rejection rate of the first classifier and to the other system parameters and, thus, to discuss the error-response time trade-off.
We consider two specific instances of this scheme and we show that the obtained empirical results agree with the proposed framework, in the sense that the accuracy can be improved without significantly increase the average response time of the system. The paper is organized as follows: The proposed twostage classification system and its theoretical analysis (fully described in Appendix A) are presented in Section 2. Experimental results in this context are reported in Section 3, where two instances of the two-stage system are applied to handwritten digits recognition: in one instance, the firstlevel classifier is a fuzzy basis functions network (described in details in Appendix B), while in another instance a feedforward neural network is used. The performances of the two systems for different instantiations of the parameters' values are computed and the experimental analysis shows that the two-stage approach can actually reach a higher performance than the ones obtained by its single component classifiers. Moreover, the analysis on the response time of the system can be used to select the different settings of parameters with the same response time, allowing the user to easily select the one which holds the best classification capability. Section 4 reports the conclusions.
A TWO-STAGE SYSTEM FOR MULTICATEGORY CLASSIFICATION TASKS
Let us to consider a multicategory classification framework, where an input pattern is represented as a random nEdimensionl feature vector belonging to one of x classes,
In this context, we define a two-stage pattern recognition scheme consisting of a hierarchy made up by a multicategory (global) classifier g with rejection, followed by a nearest-neighbor rule (NR) classifier working on the patterns rejected by g. Specifically, a rejection rule is implemented as a rejection threshold on the level of the higher output, i.e., if no output of g is greater than the threshold, the pattern is rejected from g. The basic idea is that patterns rejected by the rejection rule with threshold value are then classified by the nearest-neighbor rule with reference database made up by patterns rejected by the same classifier g, but using a threshold value ! ! . By using the recognition threshold , g classifies very fast most of the patterns with small classification error, while a minority of patterns are forwarded to the NR for classification. Moreover, the quality of the NR database is controlled independently by the threshold !. Of course, for rejected patterns, the recognition speed depends mainly on the dimension of the NR database. However, to speed-up the recognition time of the NR classifier, at classification time one can use an efficient online editing strategy, by considering for the NR only patterns belonging to classes that get the first h higher outputs by g. The two-stage algorithm is defined in Fig. 1 . Let us denote the two-stage system with H. It is not difficult to show (see Appendix A) that the probability of error e e rYh for the two-stage system, given a rejection threshold for the classifier at the first level, and selecting the topEh ranking classes for the second-level classifier, can be expressed as the sum of four positive terms e e rYh e e yes e e g e e x h e e topÀh Y I
where e e yes is the optimal Bayes error over the input domain, e e g is the error rate of the g classifier for the given value of the rejection threshold , e e x h is the error induced by the application of the nearest-neighbor Rule on the patterns rejected by g and depending on the value of h, and e e topÀh is the error due the fact that the right class is not included (by g) in the topEh classes. Notice that e e topÀh is null if h x. Moreover, under this condition, the two-stage system may reach the optimal Bayes error if and only if all the patterns which are not rejected by g are classified correctly, while the rejected patterns are classified correctly by the nearest-neighbor rule. Of course, there is no guarantee that the two-stage system will reach the optimal Bayes error; however, the above decomposition of the error shows that, in principle, we do not loose the possibility to reach the optimal Bayes error even if both g and x are not optimal. Finally, it should be noted that only under special conditions, i.e., using the k-nearest-neighbor rule with large values for k and an infinite amount of training examples, the optimal Bayes error can be reached: the x by itself may only achive an asymptotic error rate which is suboptimal (only about twice the Bayes error [6] ). However, the use of a different second-level classifier turns out to be quite problematic. In fact, just training a global classifier on patterns rejected by the first-level classifier does not lead to good performance since the complexity of the classification problem is exactly ªcodedº by the rejected patterns. This can be better understood when considering the support vectors of a (kernel) support vector machine [33] : The support vectors are the patterns closest to the decision boundary and training from scratch the classifier by just keeping these patterns will not change the outcome of learning.
Following this reasoning, it is clear that only a local classifier may be able to get a good performance. Given a testing pattern, an alternative to the use of x would be to train a classifier with the training examples located in a small neighborhood around the testing pattern and then to apply the trained classifier to the testing pattern itself [2] . This approach, however, would excessively increase the response time of the system. Alternatively, a predefined decomposition of the input space in regions could be used to train once for all local classifiers assigned to each region [13] . This solution, however, could be inadequate since the a priori decomposition could turn out to be suboptimal.
Error-Response Time Trade-Off
For some applications, the response time of a system may be as important as the performance in generalization. The twostage system is flexible enough to allow the balance of these two aspects by tuning the rejection threshold .
First of all, note that the classifier at level 1 has a constant response time, independently of the pattern in input. Let g I be the computational cost of running it on a pattern. On the other hand, the response time of the nearest-neighbor classifier using the topEh ranking selection rule depends on the number of prototypes stored for each of the topEh ranking classes. Let $ h i 3 i P glhj, i.e., the probability of class 3 i being in the topEh ranking classes given a rejection threshold , then the expected number of prototypes PYh used by the nearest-neighbor classifier is
where i ! is the number of prototypes of class 3 i in the reference database obtained by !. Note that, if the prototypes are balanced across classes, i.e., Vi i ! ! , then PYh h ! . The computational cost g PYh can then be defined as
where s Á is a function which depends on the way the nearest-neighbor classifier is implemented. Finally, the response time g rYh for the two-stage system is
Note that, in general, a local classifier needs much more time to respond than a global classifier. In our setting, the response time for the classifier at the second level can be reduced by using small values for both h and !. This reduction in response time, however, is paid with a loss in generalization. Thus, the problem is to find a good trade-off between g r and e e rYh . Since the relationship between the different components and parameters of the two-stage system are not linear, in this paper we have studied this problem from an experimental point of view.
EXPERIMENTAL RESULTS
As test-bed for our experiments we used the classification of handwritten digits. Specifically, we used a training set, a validation set, and a test set extracted from the NIST-3 database [8] . Both the training set and the validation set were made up of 10,000 associative pairs of segmented handwritten digits each, obtained from disjoint groups of writers, while the test set consisted of 5,000 independent digits.
The preprocessing of the digits included the following steps:
1. digit image extraction from the CD-ROM and normalization to a QP Â QP binary matrix; 2. low-pass filtering in order to remove some small spots and holes from the image; 3. application of a shear transform to the digit image to straighten the axis joining the first upper-left point of the digit image to the last lower-right point; 4. image skeletonization by using a thinning algorithm; 5. finally, transformation of the digit representation into a 64-element vector, each vector element representing the number of black pixels contained in adjacent R Â R squares (local counting). It is worth noting that the resulting digit representation exhibits sufficient degrees of invariance to both scale and small image shifts or rotations.
Performance
The hardness of the classification problem was evaluated by studying the performance of the k-nearest-neighbor rule (k-NR) for different values of k (see Fig. 2 ). Due to sparseness of data, the best performance was obtained for k I (92.89 percent). In order to have a more extensive comparison against other classification techniques based on supervised training, we report in Table 1 the performance of the best fuzzy basis functions network (FBFN) (see [3] and Appendix B for details on the model) with 48, 12, and 10 hidden nodes we were able to obtain on the data. It must be pointed out that the FBFN holds universal approximation capabilities and under the same training conditions we adopted, it can approximate the Bayes optimal classifier [18] . Moreover, all the multilayer neural networks (NNs) we were able to train showed a slightly inferior performance with respect to FBFNs with a similar number of free parameters. As reference for NN, we will use a network with one hidden layer with 48 hidden units (xx RV ), which achieved a performance of WQXRP percent on the test set.
In Table 1 , we have also reported the results obtained on a simplified version of the FBFN (see Appendix B for details), namely, a ESFBFN with 20 hidden units. This network can be trained in less than half the time required by the pfpx RV as well as its response time is less than half of the pfpx RV , while still preserving a similar performance in generalization.
In order to avoid overfitting, the training for all the networks (including the neural network) was stopped using the validation set (early stopping).
Due to the better trade-off between response time and generalization performance, among the neuro-fuzzy models we selected the ipfpx PH as classifier at the first level of the first instance of the two-stage system. We also considered a system where the first classifier was the neural network xx RV with normalized output. Moreover, accordingly with the results reported in Fig. 2 , we decided to use I À x as second-level classifier for both systems.
In Fig. 3 , we have reported the distribution for classes of the reference database for the NR (k I) (to be used in the two-stage system) generated by ipfpx PH for different values of !, while the effect of the rejection threshold on the training and test set for the ipfpx PH is shown in Fig. 4 . Similar curves are obtained for xx RV .
Let us now turn to the performance of the whole twostage systems. In Fig. 5 , we have reported the test curves for
HXWT and different values of ! for both systems. As expected, the performance of both systems improved with the dimension of the reference database for the NR (higher values of !). Mixed results are instead obtained when considering the number of classes used for the NR (online editing): The system based on xx RV got the worst performance with just two classes, while the system based on ipfpx PH got in this case its best performance. Thus, it seems that xx RV is not able to get a very good estimate of the a posteriori probability of the first two best classes.
To assess the ªbestº values for and h (i.e., the number of classes to be used by the NR), we performed experiments with ! IXH and different values for and h for both systems. The results obtained for the test set for both systems are reported in Fig. 6 . On the sampled values for the parameters, the system based on xx RV got the lowest error (SXHV percent) with HXTV and h S, while the system based on ipfpx PH got the lowest error (RXWV percent) with HXVV and h P.
In Fig. 7 , we have reported the performance on the test set of both the x and xx RV on the set of patterns rejected by xx RV for different values of . From these curves, it is clear that the x outperforms xx RV on patterns which are close to the decision boudary of xx RV . Similar results are obtained for ipfpx PH .
Response Time
In order to study the response time of the system, we focus on the two-stage system where the first classifier is ipfpx PH . For this system, we have estimated the quantities defined in (4), i.e., g I , g PYh , and r. Both g I and g PYh have been estimated by considering the most relevant mathematical operations performed by g and NR. We have considered additions, subtractions, multiplications, divisions, and the computation of the exponential function. The cost of performing 100 millions of each operation on a SUN 20 workstation has been computed experimentally. We obtained the same cost (say unitary cost) for addition, subtraction, and multiplication, while the division costed 2.208 and the computation of the exponential function 6.305. Using these weights, we estimated the computational cost for computing the output of g and NR. 1 The rejection rate r was experimentally computed over different values of close to the optimum value for the validation set, i.e., HXVU, HXVV, and HXVW. The estimation of g r for different values of h and ! are reported in Fig. 8 . As expected, as soon as h and ! increase, g r increases exponentially. This is particularly true with the increase of h. Moreover, the rate of increase is controlled by the value of . For each plot in Fig. 8 , we have drawn on the cost surface curves with constant cost (i.e., g r IHH Á IH Q , g r PHH Á IH Q , and g r PWH Á IH Q ). This was done to show that different couples of values for ! and h may end up to have the same computational cost and, thus, they have the same average response time.
If a bound on the average response time is given, these plots can be used to select the values of , !, and h which are consistent with the target response time. Furthermore, the setting corresponding to the best performance can be chosen for the working system. In Fig. 9 , we give an example of how this selection can be done. We have chosen a cost of IH S , which is used as cut point for the surfaces g r computed for sampled values of . The level curves obtained in this way are projected on the ! À h plane and the performance of the two-stage system is evaluated on admissible points of the curves (i.e., ! ! and integer values for h) by using the validation set (Fig. 9a) . The values for , !, and h corresponding to the best performace (in this case, HXV, ! HXWVV, h Q) are then used in the working system. From  Fig. 9b , it can be noted that the selected values, as well as the performance, are not far from the optimal values for the test set, i.e., HXVS, ! HXWVQ, h P. In the context of multicategory classification tasks, we have considered a two-stage system which combines a first-level global classifier with the nearest-neighbor Rule. This system is consistent with a view of the classification process which tries to conciliate a global approach with a local one in order to improve the trade-off between classification accuracy and response time. This trade-off is an important issue when considering classification tasks involving a high number of different classes.
For the proposed scheme, it is possible to theoretically relate the error rate of the system with the optimal Bayes error, showing that it is actually possible to reach the optimal Bayes error even if the two classifiers in the system are not optimal in a Bayes sense. Moreover, we formally related the expected average response time of the system to the rejection rate of the first classifier and to the other system parameters. This allows the tuning of the system parameters in order to reach the desired error-response time trade-off.
On two specific instances of the system and on a specific classification task, we have demonstrated that the classification accuracy of the system can actually be higher than any of the single compounding classifiers. The system expected average response time is within 2 the range defined by the two compounding classifiers and it can be adjusted by tuning the system parameters.
We believe that for many other different instances of the system and many different classification tasks, a similar behavior, as predicted by the theoretical analysis, may be reproduced.
APPENDIX A THEORETICAL ANALYSIS OF THE TWO-STAGE SYSTEM
In this appendix, we perform a theoretical analysis of the two-stage system error, showing in detail the decomposition of the error reported in (1) .
Let % 3i denote the a priori probability of observing class 3 i , while the posterior probability of class 3 i given an input vector is denoted as 2. Actually, it is closer to the extreme defined by the first-level classifier. p j 3 i % 3i p Y T where p j 3 i is the 3 i class conditional probability density function and p is the input vector probability density function. For our aims, it is important to sort the posterior probabilities 3 i j in decreasing order. With
we denote the ordered sequence of posterior probabilities, where I mx jPIYFFFYx 3 j j Y V and so on. In the two-stage system, the output o o of the classifier g is actually providing an approximation of the posterior probabilities. However, since o o is only an approximation of the true posterior probabilities, the order induced by o o over the classes will, in general, be different from the one induced by the true posterior probabilities. Consequently, let
be sequence (7) reordered according to o o , i.e., and so on. We can now define the discrepancy values induced by the classifier g as
The same definitions can be similarly devised for the classifier at the second level of the two-stage system (nearest-neighbor):
Let us denote the two-stage system with H. The probability of error e e rYh for the two-stage system, when using a rejection threshold for the classifier at the first level, and selecting the topEh ranking classes for the secondlevel classifier, can be expressed as e e rYh e e I e e PYtopÀh Y IS
where e e I is the error rate of the g classifier, and e e PYtopÀh is the error induced by the application of the second-level classifier selecting only the topEh ranking classes suggested by the g classifier. The first-level error rate can be written as
where e is the input subspace accepted for classification by the classifier, i.e., e f j mx jPIYFFFYx o j ! g. By using the discrepancy values, e e I can be cast in the following form The performance obtained by a two-stage system with a ESFBFN with 20 (hidden) units on (a) the validation set and (b) the test set, for admissible points on the curves (i.e., ! ! and integer values for h), are shown. Given a cost (e.g., IH S ), the corresponding plot on the validation set (e.g., (a)) can be used to decide the best setting for ! and h (for this example, HXV, ! HXWVV, h Q, which is almost optimal with respect to the test set: see plot (b)). Notice that plot (b) is consistent with plot (a). 
where e e yes is the optimal Bayes error over the input domain, and all the remaining terms are nonnegative. Note that, in order for the two-stage system to reach the optimal Bayes error, we must have h x, e s p Y, and s q Y. So, even if the classifiers at the first and second level are not optimal in the Bayes sense, 3 the two-stage system can still approach the optimal error rate. What is important is that the classifier at the first level must misclassify only vectors in , while the classifier at the second level must misclassify only vectors in e.
Of course, it is not reasonable to expect these kind of behavior from the classifiers in the two-stage system. However, it must be noted that the error of the classifier at the first level decreases with the increase of . In fact, when considering a bayesian classifier, the adopted rejection rule 4 guarantees that it is possible to express the error rate directly as a function of the reject rate via the following Stieltjes integral [4] e e I " t À and yes f j mx jPIYFFFYx j `I À tg. The classifier at the first level will have, in general, a small error probability, which means that the set e s p is small in size. Moreover, the pattern rejected by it will be located, in general, close to the boundaries of the classes. As a consequence, the rejected patterns are expected to be rather sparse, and a further classification by using a global classifier is not going to return a satisfactory classification. In order to correctly classify these patterns, it is more productive to use a local classifier [33] , such as the nearestneighbor classifier. Because of the above considerations, the classifier g will tend to minimize the term 
APPENDIX B THE EXTENDED SIMPLIFIED FUZZY BASIS FUNCTION NETWORK
A Fuzzy Logic System with singleton fuzzification, maxproduct composition, product inference, and height defuzzification can be represented as [19] y fx w lI
where y l denotes the center of gravity of the output fuzzy set, and 0 l x, l IY PY F F F Y w, are called fuzzy basis functions. We can refer to those FLS as fuzzy basis expansions or networks of fuzzy basis functions(FBF network). 5 The relationships between fuzzy basis expansions and other basis functions have been extensively studied in [12] . It is worth noting that the FLS with universal function property studied by Mendel and Wang [35] , [34] (i.e., a singleton FLS using product inference, product implication, Gaussian membership, and height defuzzification) can be rewritten as a FBF network expansion.
Here, we are interested in a neuro-fuzzy logic system based on a multi-input-multi-output (MIMO) version of this FBF network. Specifically, if there are u units in the input layer, t fuzzy inference rules and s outputs, the rule activations can be expressed as:
where the quantity " jk x k represents the value of the membership function of the component x k of the input vector for the jth rule, m jk and ' P jk are the means and the variances of the Gaussian membership functions, y i are the values of the output units, y ij is the center of gravity of the output fuzzy membership function of the jth rule associated with the output y i , and 0 j is the fuzzy basis function associated to rule j, representing its normalized activation. 6 The FBF network can be regarded as a fuzzy system mapped on a network of RBF. The FBF network can be identified both by exploiting the linguistic knowledge available (structure identification problem) [15] and by using the information contained in a data set (parameter estimation problem) [15] . Learning rules based on Gradient Descent technique are discussed, e.g., in [35] .
For pattern recognition applications, from this FBF network a Simplified FBF network (SFBF network) can be obtained by assuming, in accordance with rule specialization [1] :
This assumption leads to both a system with as many units as classes and a strong simplification of the learning formulas that become:
It is worth noting that, from (33) and the form of the defuzzifier, y P HY I follows, and, consequently,
holds. Therefore, the learning rules of the SFBF network are competitive. During training, the means of the Gaussian membership functions of each rule move toward the patterns of the class associated to that rule and escape from patterns belonging to other classes. At the same time, sigmas of Gaussian membership functions of each rule grow in order to increase the value of the membership function for patterns of the class associated to that rule or shrink in order to reduce the value of the Gaussian membership function for patterns belonging to other classes. From a probabilistic point of view, the SFBF can be seen as a mixture of Gaussians with diagonal covariance matrices.
Of course, since this system must have as many units as classification classes, it cannot be used for complex classification tasks. To remove this constraint, a new level of competition among units can be introduced. The new defined network possesses n j units associated to each class j, for a total of t s jI n j units. During learning, the output of each unit is computed and the best unit for each class is selected, i.e., for each class j, the unit i
In that way, the number of selected units is equal to the number of classes and the learning rules of the SFBF network can be applied. Thus, at each learning step, only the selected rules have the weights changed. During the operational phase, the input pattern is classified by the class label associated with the unit having maximum activity.
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