Abstract-Automatic perception of human posture and gesture from vision input has an important role in developing intelligent video systems. In this paper, we present a novel gesture recognition approach for human computer interactivity based on marker-less upper body pose tracking in 3-D with multiple cameras. To achieve the robustness and real-time performance required for practical applications, the idea is to break the exponentially large search problem of upper body pose into two steps: first, the 3-D movements of upper body extremities (i.e., head and hands) are tracked. Then using knowledge of upper body model constraints, these extremities movements are used to infer the whole 3-D upper body motion as an inverse kinematics problem. Since the head and hand regions are typically well defined and undergo less occlusion, tracking is more reliable and could enable more robust upper body pose determination. Moreover, by breaking the problem of upper body pose tracking into two steps, the complexity is reduced considerably. Using pose tracking output, the gesture recognition is then done based on longest common subsequence similarity measurement of upper body joint angles dynamics. In our experiment, we provide an extensive validation of the proposed upper body pose tracking from 3-D extremity movement which showed good results with various subjects in different environments. Regarding the gesture recognition based on joint angles dynamics, our experimental evaluation of five subjects doing six upper body gestures with average classification accuracies over 90% indicates the promise and feasibility of the proposed system. Index Terms-Head and hands tracking, human activity analysis, inverse kinematics, smart environment, upper body motion tracking.
I. INTRODUCTION AND MOTIVATION
Human posture and activity analysis has emerged as an important, interdisciplinary area which has many potential applications such as surveillance [31] , advanced human computer interaction [32] , intelligent driver assistance systems [7] , [29] , [30] , 3-D animation, health care monitoring, and robot control [9] , [15] . Compared to previous technologies using some wearable sensors or markers [9] , [15] , marker-less vision-based approaches provide more natural and less intrusive solutions which are more convenient for real-world deployments. This is, however, a challenging task due to the exponentially large space of possible body poses, the issue of self occlusion as well as variance in human appearance (e.g., different clothes and hair) and lighting conditions. In this paper, we develop a system for human machine interactivity that can recognize human gesture from marker-less multiview input. We choose to deal with the upper body part only since it is simpler than full body, less detailed than facial or hand gesture, and yet conveys important information about several human activities where arms carry the most influential information of upper body motion (e.g., in meeting room, teleconference, and driver assistance situations).
The novelty of our approach is to develop the very first system (as far as we know) that does both 3-D upper body pose inference from extremity tracking in real-time and then gesture recognition based on pose tracking outputs (i.e., joint angle dynamics). We propose a computational approach for upper body tracking using the 3-D movement of extremities (head and hands) from multiview input, called extremity movement observation (XMOB) upper body tracker (a demonstration of XMOB was shown in [28] ). XMOB solves the body pose estimation problem in two parts. The 3-D movements of head and hands are first tracked using multiview input. Then using upper body model constraints, the full upper body motion is inferred based on just the extremity movements as an inverse kinematics problem. The advantages are: first, the complexity is reduced considerably by breaking the exponentially large search problem into two subproblems. Second, the self occlusion issue is alleviated because the extremities are the easier parts to track and are rarely occluded even with only two views. Furthermore, XMOB will work as long as the head and hands are observable. It does not matter if the user wears loose clothes or clothes colors are mixed with the background which could be a difficult case for other approaches.
Using XMOB upper body pose tracking output, the gesture recognition is done based on longest common subsequence (LCS) similarity measurement. Our experimental results for gesture recognition showed good classification rate (over 90% in average) for six common upper body gestures indicating the advantage and feasibility of developing gesture recognition system based on pose tracking. We have also applied this system to develop an interactive game (see Fig. 1 ) in which the subject can use some common gestures to interact with the balloons (a supplemental video clip is available 1 ).
The remaining sections are organized as follows. In Section II, the related research studies is reviewed. In Section III, the proposed system with XMOB upper body tracker followed by a method for gesture recognition based on joint angle dynamics is described in detail. In Section IV, experimental evaluations are provided, and finally, we have some concluding remarks in Section V.
II. REVIEW OF RELATED RESEARCH STUDIES

A. Human Body Gesture Recognition
Human gesture recognition from vision input is challenging due to human variations in doing the same gesture (intraclass), e.g., differences in appearance, viewpoint, and execution as well as the overlap between gesture classes (interclass). Reviews of recent research in activity analysis can be found in [12] and [21] . Two main components of an action recognition system are choosing an action representation (feature) space and then action classification. It is very important to select a good representation space which should generalize over variations within each gesture class but still is rich enough to distinguish between different classes. Some examples of action representation space include space-time shape, motion history volume [21] , cylindrical voxel histogram [13] , and distance transform of body contours [34] . Since extremal parts (i.e., head and hands in case of upper body) can be extracted more reliably with less occlusion compared to other inner parts, there are also several methods using features based on extremities dynamics, e.g., analyzing hand trajectories and posture [16] , or using variable star skeleton representation [35] . The proposed system is also based on extremities (head and hands) movements for gesture recognition. However, instead of using raw head and hands trajectories, we incorporate knowledge of the underlying upper body model which could help improve gesture recognition. An intuitive and clear way to do so is to implement upper body pose estimation and tracking. The output of body pose tracking such as joint angle dynamics are mentioned as rich, view-invariant representations for gesture recognition but challenging to derive [21] .
B. Human Body Pose Estimation and Tracking
Regarding human pose estimation and tracking, we can loosely categorize related research studies into monocular [6] , [19] and multiview approaches [2] - [4] , [20] , [26] , [36] . Compared to monocular view, multiview data can help to reduce the self occlusion issue and provide more information to make the pose estimation task easier as well as to improve the accuracy. Since estimating the real body pose in 3-D is desirable, using voxel data reconstructed from multiview input can help to avoid the repeated projection of 3-D body model onto the image planes for comparison and the image scale issue. These advantages allow the design of simpler algorithms using human knowledge about shapes and sizes of body parts [20] . In this paper, we also follow a model-based approach using two-view video input and aim to extract real 3-D posture. As concluded in [24] , although human tracking is considered mostly solved in constrained situations, i.e., has a large number of calibrated cameras , people wearing tight clothes, and a static environment, there are still remaining key challenges including tracking with fewer cameras , dealing with complex environments and variations in object appearance (e.g., general clothes, hair, etc.), adapting to different body shapes with automatic initialization, and automatically recovering from failure. Based on this, Table I shows a summary comparing to some extent the proposed XMOB system with selected representative model-based methods for human body pose estimation using multiview data.
Due to the exponentially large search problem of human body pose estimation and tracking, a common task is figuring out a way to search "smartly" for the optimal pose from given image evidences. Several approaches, e.g., [2] , [17] , [19] assume some prior models of motion and/or appearance to reduce the search space. The performance of those approaches, however, is limited to the type of motion and appearance in their training data. Mikic et al. [20] use specific information about shape and size of head and torso to have a hierarchical growing procedure for body model acquisition and tracking. Bernier et al. [1] use a graphical model to decompose the full 3-D pose state space into individual limb state space. In our XMOB system, we also try to reduce the complexity by breaking the large search problem of upper body tracking into two steps. The motivation came from research studies in psychophysiology [14] which showed human ability in recognizing gesture and activity by only observing the movement of some "light points" attached to the body. Later on Soechting and Flanders, researchers in neurophysiology, studied the inverse kinematics of arms and also found that the desired position of the hand roughly determines the arm posture [25] . They developed the sensorimotor transformation model (STM), which is a set of linear functions, to compute angle parameters of arm pose from known end points. Kogay et al. [22] used this STM to implement an inverse kinematics algorithm for computer animation of human arms. Nevertheless, since human arms kinematics is redundant, the STM only provides one among many available solutions. To overcome this ambiguity, XMOB exploits the "temporal inverse kinematics" using observation of extremities dynamics for 3-D upper body pose tracking instead of inverse kinematics at just a single frame. To some extent, XMOB tries to address some remaining key challenges as concluded in a recent summary of "state-of-the-art" methods for pose and motion estimation [24] including dealing with general loose clothing, recovering from failure, and using only two cameras.
III. FRAMEWORK OF THE 3-D POSTURE-GESTURE RECOGNITION SYSTEM
The flowchart of the proposed system is shown in Fig. 2 . From two view input, XMOB first tracks head and hands blobs in 3-D based on robust semisupervised skin color segmentation. Then following a numerical approach, the geometrical constraints of upper body model at each frame is used to determine a set of hypotheses for possible inner joint locations (shoulders and elbows) from current head and hand positions. By observing head and hand movements over a period of time, XMOB selects the upper body pose sequence that minimizes the total joint displacement. Although minimizing the total joint displacement is a heuristic assumption, our experimental results with various subjects in different environments indicated its feasibility.
Based on the output of XMOB upper body pose tracking, gesture classification is done based on LCS similarity measurement of joint angles dynamics. It should be mentioned that continuous body movement may contain both gesture movements and nongesture movements. Therefore, the task of gesture spotting (extracting a gesture segment, which will be classified, from a continuous movement sequence) is also important and challenging. In this paper, we have not actually dealt with the gesture spotting issue yet. Regarding our experiment for gesture recognition, the subject is required to perform only predetermined gestures separated by a stop period. Therefore, we can simply segment the gesture part based on the motion versus nonmotion cue.
XMOB uses a skeletal model for the upper body, as shown in Fig. 2 . The length of body parts including shoulder line and neck line are considered fixed, which means there are only kinematic movements at the joints including two shoulder joints, each has 3 degrees of freedom (DOF) and two 1 DOF elbow joints. There are also physical constraints on shoulder joints and elbow joints which limit the possible range of joint angle within a degree-offreedom. An upper body configuration can be represented by a set of upper body joint and end point positions: , , , , , , which can be split into inner joints and extremal parts , , , where hea is the Head, lha is the left hand, rha is the right hand, lsh is the left shoulder, rsh is the right shoulder, leb is the left elbow, and reb is the right elbow). We will discuss in more detail of the framework components in Sections IV and V. 
A. Head and Hands Tracking With a Semisupervised Procedure for Robust Skin Color Segmentation
Using skin color as a cue to track head and hand blobs is quite straightforward. However, in many cases including our experimental data, merely using general skin color model, e.g., [10] is not robust enough for head and hands tracking. In principle, we will achieve more robustness and less complexity when we focus on our specific case of a particular user's skin color in a particular background compared to a general clustering model for an arbitrary user's skin color in an arbitrary background. This can be done manually if at the beginning of each session we have a person manually selecting positive samples of user skin color and negative samples of background colors for that session. Our idea is to automate this process by getting some help from the interaction with user. We design a simple semisupervised procedure in which the user is asked to start by trying to move only their extremities (head and hands). Combining the detected motion areas with a general skin color model, we can have a more specific and robust skin color segmentation model. From head and hand segmentation results, 3-D voxel data of head and hand blobs is reconstructed using shape-from-silhouette method [4] . Then, 3-D head and hand blobs are tracked with mean shift algorithm.
For automatic initialization of the upper body model (determining the fixed length of the shoulder line, neck line, upper arm, and lower arm), XMOB also asks the user to start with straight arms, facing forward. Therefore, the arm length can be determined and then used to scale up an average body model [18] for initialization.
B. Numerical Method to Predict Inner Joint Sequence From Extremity Movements
Knowing the estimate of head and hand positions, we want to estimate the remaining inner joint positions as an inverse kinematics problem. Since the upper body kinematics are redundant, XMOB deals with possible ambiguities by using a motion segment to perform inverse kinematics instead of single frame and add the secondary goal of minimizing inner joint displacement during that motion segment. The problem is restated as follows. Given a motion segment of extremal points (head and hands)
, the goal is to find the corresponding inner joint sequence that satisfies the joint constraint C and the optimization target function is to minimize the total inner joint displacement. The assumptions used by XMOB can be summarized as follows.
1) Most of influential information of upper body motion is carried by the arms. 2) Human body has the symmetry between left and right.
During a period of time, this left-right balance tends to be preserved (though it might not be true at a single frame). 3) Human tend to optimize their movement so that the joint displacement is minimized. Although these assumptions are kind of heuristic, our extensive experimental validation on different users with indoor and in vehicle environments implied their feasibility.
1) Shoulder Joint Position Prediction:
Since the shoulder joints typically move with a much lower frequency than the hands and elbow joints, XMOB updates temporal shoulder position less frequently. For a given temporal segment, XMOB only predicts a single position for shoulder joints. Since human body shows a bilateral symmetry between left and right, this left-right "balance" tends to be preserved during a period of time. Note that this assumption does not mean a strict symmetry between left and right hands. As shown in Fig. 3 , this left-right "balance" assumption can be interpreted as follows. If we compute the centroid of left-hand trajectory and the centroid of right-hand trajectory during a temporal segment, they should be symmetric (over ) when projected onto the shoulder line. This also means that the shoulder line should be perpendicular to the line from the center to the center . From the centroid of head trajectory , can be computed since the neck line has fixed length and is vertical. Denote a point in 3-D as a column vector of three coordinates and the shoulder joint is , we have the following. 1) Shoulder length is known from the initialization (see Section III-A) (1) 2) Shoulder line is perpendicular to the neck line (2) Fig. 3 . Update the shoulder line orientation for a whole temporal segment using the constraint of preserving body left-right "balance."
3) Shoulder line is perpendicular to (left-right "balance" assumption over a period of time) (3) where can be computed as the middle of the centroids , of hands trajectories projected on the same horizontal plane at shoulder line.
Using (1)- (3), we can solve for the 3-D coordinates of shoulder joint. Equation (1) is quadric so normally, we have two solutions , corresponding to left and right shoulder joints, respectively. The left and right are selected so that left shoulder is on the side of left hand and right shoulder is on the side of right hand: To avoid ill-conditioned situations, we do not update shoulder joint positions when is the same or close to since the symmetry constraint (3) will be too sensitive to little changes in position.
2) Elbow Joint Sequences Prediction:
Since the length of upper arm and lower arm is fixed, possible elbow joint positions with known shoulder joint position S and hand position H will lie on a circle, as shown in Fig. 4(a) . Furthermore, we realize that in a natural and comfortable position, elbow joint would lie roughly on the lower outside (points away from the body) quarter part of the circle (the bold part of the circle). This can be considered as a geometric interpretation of the physical constraints on shoulder joints and elbow joints, which limit the possible range of joint angle within a degree-of-freedom, into an approximate geometrical constraint. Fig. 4(a) shows a special case when the line from shoulder joint to hand position SH is the same as axis. Here, we assume a coordinate system attached to the shoulder joint with axis being the horizontal direction of shoulder line, axis being the vertical direction (e.g., neck line), and axis being the direction facing forward. Determining and quantizing the arc can be done as follows. Knowing S and H positions, the length of upper arm and lower arm, we can compute the center and the radius of the concerned circle. 2) The outside lower quarter part is determined by and for left elbow (or for right elbow). The quantizing process is done by sampling the or coordinate in the aforementioned range. In a general case, when the hand and shoulder are in arbitrary positions, the aforementioned set of equations for a 3-D circle and the quantizing process become a bit more complex to determine and solve. We deal with this by first finding the rotation matrix to rotate the line from shoulder joint to hand SH to axis to come back to the special case in Fig. 4(a) . After computing "candidates" for elbow joints in this special case, we use the inverse rotation matrix to transform these "candidates" back to actual elbow candidates.
The selection of elbow candidate sequence (over a temporal segment) that minimize the total joint displacement can be represented as a shortest path problem [see Fig. 4(b) ]. Due to the layer structure of the graph in this case, the shortest paths from the source node s to nodes in a layer are known when we reach that layer (does not depend on the next layers). Therefore, we can implement a dynamic programming approach to solve this shortest path problem in linear time complexity ( ), where is the number of frames in the temporal segment.
C. LCS Similarity Measurement
Using the skeletal model for upper body (see Section III), we have eight joint angles in total (three for each shoulder joint and one for each elbow joint). The joint angle dynamics in a temporal segment can then be extracted from upper body pose tracking output. To measure the similarity between joint angle sequences, we chose LCS measurements which has been used for trajectory similarity measurement and has been shown to be more robust to noise than Euclidean and dynamic time warping [33] . Consider two sequences and (6) where Head(A) is the remaining sequence of A after removing the last element; control thresholds: (determines if elements in A and in B are matched or not), (measure similarity only when the joint angles are changing), (tolerates some time shift in matching the two sequences). Dynamic programming is used to avoid the massive recursive computations.
Here, we applied the LCS algorithm in [33] to compute the similarity between joint angle sequences with a small change to measure the similarity only when joint angles are changing [shown in (6) ]. This helps to avoid the case when the similarity of unchanged joint angles (not useful for gesture recognition) dominates the similarity of acting joint angles.
D. Nearest Neighbor Clustering Based on LCS Measurements for Gesture Classification
Denote as the training set for gesture , where is the number of training samples. We compute the similarity between each pair of , in (7) Consider a multivariate vector of similarity at each joint angle, we compute the mean and covariance (8) characterizes gesture , e.g., right arm (RA) punching sequences have a pattern with high similarity in , . The centroid sample for gesture is chosen from so that (9) where is the Mahalanobis distance
Given a test sample , the distance from to a gesture cluster is computed as (11) in which the first term measures how test sample is close to gesture cluster , while the second term takes into account how well the cluster characterize the joint angles dynamics in . For example, the first term may have a high similarity score if part of the joint angle dynamics in gesture (e.g., ) has similar motion pattern as in cluster . However, if gesture also has joint angle dynamics (e.g., ) which do not appear in cluster , the second term will help to tell that cluster does not fully characterize gesture . We assume a "cluster" with the mean and identity covariance matrix so roughly the second term becomes the Euclidean distance from to . The sum is used to choose the closest gesture cluster.
IV. EXPERIMENTAL VALIDATION
A. Upper Body Pose Tracking Results
Our setups have two color cameras configured with a wide baseline to observe the 3-D movement of head and hands. We captured several data sequences with different users in different indoor backgrounds to evaluate XMOB upper body tracking. XMOB has also been used for upper body pose tracking in vehicle environment [27] . In order to have a quantitative evaluation for some indoor sequences, we also use a marker-based motion capture system to obtain a baseline ground truth of upper body motion simultaneously with the video data for XMOB input. The system runtime is about 15 frames/s on an Intel Core i7 3.0 GHz. Table II shows the tracking error of head, left hand, right hand, left elbow, and right elbow compared to the ground truth on a 2-min sequence in which the subject did several typical gestures including clapping, waving, pushing, pointing, and some gesticulation with one hand. Note that the ground truths in this experiment are also not the exact joint positions, e.g., to avoid occlusion of markers on some skin regions, we put markers on the wrist to detect hand position. Therefore, the mean error might be quite large due to this base error. Because the real error can be an addition or subtraction from this base error, we cannot simply subtract this base error from the measured error. However, the variance of the measured error will give us a sense about the order of the real error. Fig. 5 shows directly the estimated 3-D position of elbows compared to the ground truth, which indicates that these estimates can capture the movement pattern of joints. Since there are variances in for the same gesture (e.g., in clapping gesture, people can clap in different direction, at different height), the movement patterns seem to provide more influential information than the exact joint positions for gesture analysis.
Some results for visual evaluation are shown in Fig. 6 (the visual result of 3-D upper body pose tracking compared to the ground truth). Fig. 7 shows visual evaluation of the pose tracking result superimposed on input image with different subjects in both indoor and in vehicle environments.
1) Comparison With Kinematically Constrained Gaussian Mixture Model (KC-GMM) Method on the Boxing and Waving Sequences From the Public HumanEva-I Dataset:
We apply XMOB on two color views of the boxing and waving sequences in HumanEva-I dataset. For an indicative comparison, we also apply the KC-GMM method [3] on all three color views of these sequences. Fig. 8 and Table III show the qualitative and quantitative comparison regarding the spatial tracking accuracies (with marker-based ground truths from HumanEvaI) and the runtime. Since KC-GMM method uses voxel data of full body, it is more sensitive to noise in voxel data due to image segmentation quality and limited number of camera views. Actually, KC-GMM method loses track of the arms just a while after the manual initialization of the start pose which resulted in high tracking errors of the elbows. On the other hand, XMOB only need the voxel data of head and hands, so it could work pretty well with only two views. We did observe some failure cases of XMOB: when hands are too close, there is a misassignment between left and right hand (cross arms versus normal arms). However, this misassignment was recovered when hands move apart. In Fig. 8 , the second image of XMOB results on boxing sequence indicated a situation when the assumption of left-right balance in estimating the shoulder line does not hold (3) . In such cases, we have larger errors in shoulder joints and elbow joints estimation. However, it is important that XMOB can still work and will recover when these difficulties disappear. Regarding the runtime, although we need to take into account that KC-GMM ran in MATLAB (on the same machine), the speed difference is still considerable. Note that KC-GMM runtime also depends on the number of iterations to converge (e.g., larger movement typically requires longer runtime).
B. Gesture Recognition Results
The experiment is done on a set of four one-arm gestures: left arm (LA) punching, RA punching, LA waving, RA waving, and two two-arm gestures: clapping and dumbbell curls (see Fig. 9 ). There are five subjects with different skin tone and height. Each subject performs each gesture ten times. Two thirds of them are chosen randomly for training and the other one third is used for testing. This testing with random selection of training and testing set is repeated five times. The average values over different runs are then computed. Table IV shows the confusion matrix (average values over five runs) of six gestures for all five subjects.
V. CONCLUDING REMARKS AND FUTURE WORK We have introduced a novel 3-D posture and gesture recognition algorithm for real-time interactivity with detailed implementation. To achieve real-time performance and robustness, the exponentially large search problem of upper body pose tracking is broken into two subproblems: First, the 3-D movements of head and hands are tracked based on a robust semisupervised skin segmentation procedure. Then, the whole upper body motion is predicted from these extremity movements as an inverse kinematics problem. The underlying idea is to use the thing that we can track more reliably with less occlusion (i.e., extremities) to support the more difficult inner parts. Since we only need to observe extremity movements, the proposed system will also work even if the user wears loose clothes or the clothes color is mixed with the background. Although there are possible ambiguities in the mentioned inverse kinematics problem, we have dealt with it by a numerical method based on temporal dynamics of extremity movements (not just position at a single frame) and some heuristic assumptions including the minimization of total joint displacement. Our extensive experimental evaluation with various subjects in different environments indicated the feasibility of applying this approach in several realistic interactive applications.
Using the output of 3-D posture tracking for gesture recognition, we have developed a nearest neighbor clustering algorithm based on LCS similarity measure of joint angle dynamics. Our initial experiment showed good classification rate (over 90% on average) for six gestures performed by five subjects. This implies the value of having joint angle dynamics information for gesture recognition. Developing more sophisticated approaches, exploiting the marker-less pose tracking output as well as combining body posture with other features (e.g., audio visual combination [23] ) for activity analysis are promising directions to pursue. Currently our system has not actually dealt with the gesture spotting issue, so it is obviously another direction for future work. 
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