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Abstract
We extend previous work by Inkeri, Leeming and Delange on the number of real roots of the Bernoulli
polynomials. By these earlier methods the number of real roots could not be determined exactly in many
cases. We introduce a new method that enables us to determine precisely the number of real roots in virtually
every case, with rare exceptions of approximately one in 1.5× 108.
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1. Introduction
Let Bn(x), n ≥ 0, denote the Bernoulli polynomial of degree n. These polynomials can be
defined by the generating function
text
et − 1 =
∞
n=0
Bn(x)
tn
n! , |t | < 2π.
It can easily be shown that Bn(x) is monic and of exact degree n.
A number of authors (e.g. [12,9,2–6,11,13]) have written about the real roots of the Bernoulli
polynomials. These polynomials have wide application through many areas of mathematics,
particularly approximation theory and number theory, and a knowledge of their real roots is
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important, for example, in the context of the Hurwitz zeta function, which generalizes the
Bernoulli polynomials [13], as well as in questions about solutions of certain Diophantine
equations [10]. It is well known that B2n+1(0) = B2n+1

1
2

= B2n+1(1) = 0 for n ≥ 1.
Lense [12] established that B2n(rn) = B2n(sn) = 0, n ≥ 1, where 16 < rn < 14 and sn = 1 − rn
and that rn → 14 monotonically as n →∞. The polynomials also have a symmetry about x = 12
so that the total number of real roots (apart from the root at x = 12 for odd n) is double the number
of real roots above x = 12 . The real roots of Bn(x) that are greater than 1 generally occur in pairs
in the intervals m < x < m + 1,m = 1, 2, . . . , M , where M indicates the last unit interval that
contains a root. The only exceptions are the cases n ≡ 1 (mod 4), when Bn(x) has only one root
in 1 < x < 2, and n ≡ 0 (mod 4), for which Inkeri [9] proved that Bn(x) may have one or three
roots in the final interval, [M, M+1]. This latter exception, n ≡ 0 (mod 4), is the only ambiguous
case, where the exact number of real roots is not determined by M . In 1969 Brillhart [2] showed
that Bn(x) has no double roots if n is odd, and in 2008 Dilcher [6] proved that the same result
holds if n is even. Inkeri [9, p. 12] showed that the asymptotic rate of growth of M as n →∞ is
M ∼ n2πe , and the same applies to the largest root itself. Veselov and Ward [13] gave an alternate
proof of Inkeri’s result in the broader context of the Hurwitz zeta function, of which the Bernoulli
polynomials form a subclass. Delange [3,4] gave a more precise estimate that implies M =
n
2πe+ log(n)4πe +O(1) and Efimov [7] gave a simpler derivation of this result. The asymptotic growth
rate of the total number of real roots, zn , follows from these estimates on M as zn = 2nπe + log(n)πe +
O(1). Despite these asymptotic results, it is not straightforward to pinpoint M for a given n.
Leeming [11, p. 132] gave a table of values of n ≡ 0 (mod 4) for 4 ≤ n ≤ 500, for which
three roots occur in the interval [M, M+1]. (We note here that two cases were missing from that
table, n = 304 where M = 18 and n = 424 where M = 25.) The other values of n ≡ 0 (mod 4)
have only one root in that interval. Delange [3] proved results that will determine the exact num-
ber of real roots, zn , of Bn(x) for arbitrarily large values of n under certain conditions, but not
for all values of n. There are two difficulties in attempting to determine zn by the approach taken
in all of the preceding work: the first is to determine M , and the second is to determine zn given
M (which is straightforward except in the case n ≡ 0 (mod 4)). Delange is able to determine
M exactly only in some cases, though it can always be narrowed down to one of two successive
integers. When n ≡ 0 (mod 4) and given that M takes the larger of its two possible values,
Delange is able to determine whether one or three roots occur in the final interval. However, he
cannot always determine which value of M to take and if M takes the smaller of the two possible
values, his method fails.
The current work presents a new method for determining the exact number of real roots of the
Bernoulli polynomials, which avoids the problem of determining M . We use the fact that Bn(x) is
well approximated by a sinusoidal function on an interval about x = 12 and that it ‘peels off’ this
sinusoid in a predictable way. We make this concept of ‘peeling off’ precise, and attempt to obtain
asymptotically exact bounds on where it occurs, using the phase of this point in relation to the
sinusoid to determine the number of real roots. In fact, our bounds are not quite asymptotically
exact, and still allow a small window of indeterminacy, but one that asymptotically leaves only
one in about 1.5 × 108 cases undetermined. This yields a more precise method than that of
Delange for determining the exact number of real roots, and applies equally well to all residues
of n (mod 4). Apart from the miniscule fraction of cases that will inevitably fall in our window
of indeterminacy, we can calculate the exact number of real roots of all Bernoulli polynomials,
in principle, for arbitrarily large n.
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2. Overview of the method
In order to count the real roots of each Bn(x), we make use of their following well-known
fundamental properties (see e.g. [11, p. 124]).
Bn(1− x) = (−1)n Bn(x), (1)
Bn(x + 1) = Bn(x)+ nxn−1, (2)
B ′n(x) = nBn−1(x). (3)
The main idea of our method relies on the proximity of Bn(x) to a sinusoid.
2.1. Proximity of Bn(x) to a sinusoid
On the interval [0, 1], Bn(x) can be represented as a Fourier series (see e.g. [1, p. 805]),
Bn(x) = − 2(n!)
(2π)n
∞
k=1
cos

2πkx − nπ2

kn
, 0 ≤ x ≤ 1, n > 1. (4)
In looking for roots, we will work with normalized Bernoulli polynomials
B∗n (x) = αn Bn(x), ∀x ∈ R,
where
αn = (2π)
n
2(n!) . (5)
Then (4) becomes
B∗n (x) = −
∞
k=1
cos

2πkx − nπ2

kn
, 0 ≤ x ≤ 1, n > 1. (6)
For x > 1 (and for x < 0 by symmetry (1)), we can use (2) to get, for any x ,
B∗n (x) = αn [Bn({x})+ Rn(x)] , where Rn(x) = n

1≤k<x
(x − k)n−1, (7)
{x} is the fractional part of x and ⌊x⌋ = x − {x}.
This normalized Bernoulli polynomial closely approximates the function ± sin(2πx) or
± cos(2πx) on a finite interval (see Figs. 1 and 2). From (6) we have for x ∈ [0, 1]
B∗n (x) = Cn(x)−
∞
k=2
cos

2πkx − nπ2

kn
, (8)
where
Cn(x) = − cos

2πx − nπ
2

=

− cos(2πx), for n ≡ 0 (mod 4),
− sin(2πx), for n ≡ 1 (mod 4),
cos(2πx), for n ≡ 2 (mod 4),
sin(2πx), for n ≡ 3 (mod 4).
(9)
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Fig. 1. Solid: B∗32(x); Dashed: − cos(2πx).
Fig. 2. Solid: B∗33(x); Dashed: − sin(2πx).
2.2. Root-counting strategy
We will be concerned with the difference between the normalized Bernoulli polynomial,
B∗n (x), and the trigonometric function given by the first term of its Fourier series, Cn(x), as
in (8) and (9) above. Let the discrepancy between these, which we will call the error function, be
denoted
Sn(x) = B∗n (x)− Cn(x) = B∗n (x)+ cos

2πx − πn
2

, ∀x ∈ R. (10)
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Fig. 3. S32(x) (solid) and cos(2πx) (dashed). The x value of the point where S32(x) = 1 is the peel-off point.
Note that although the Fourier series representation is only valid on [0, 1], the above definition
can be used for all x .
The error function will be small for small x but eventually increases as B∗n (x) ‘peels off’ the
trigonometric function and goes to infinity (see Figs. 3 and 4). To quantify where this occurs, we
define the peel-off point, pn , for Bn(x) as the smallest positive value of x for which Sn is 1, i.e.,
Sn(pn) = 1. (11)
It turns out that there is in any case only one positive value of x for which Sn = 1 because for
x ≥ pn we will show that Sn(x) is increasing (see Lemma 3). Note that, from (10), once we
establish that Sn(x) > 1 for x > pn , we can deduce that B∗n (x) > 0 for x > pn so that no real
roots of Bn(x) are greater than pn .
From (10), it is clear that roots of B∗n occur exactly at intersections of Sn with −Cn . Since
B∗n is close to Cn for most of the interval, 12 ≤ x ≤ pn, Sn is small and the intersections of Sn
and −Cn occur close to the roots of Cn (so there are 2 roots per unit interval). There are no roots
greater than pn . So the only remaining question is whether or not Sn intersects −Cn on the last
positive hump of −Cn before the peel-off point. We obtain bounds on this point pn by means
of bounds on Sn(x). This is done in Section 3. The shape of Sn(x) leading up to the peel-off
point takes on a characteristic shape, at least asymptotically. If we define the peel-off function as
Pn(x) = Sn(x + pn), so that x = 0 becomes the peel-off point, then limn→∞ Pn(x) = e2πex on
some interval [−a, 0]. Then the occurrence or not of the final pair of intersections depends on the
phase of the sinusoid at which the peel-off point occurs. Beyond some critical phase, the final two
roots occur, but before it they do not. For example, in Fig. 3 the final two roots do occur, whereas
in Fig. 4 they do not. Because of the simple form of the asymptotic peel-off function, the critical
peel-off phase can be calculated, as is done in Section 4.1. However, the shape of Pn(x) for finite
n is only approximated by this asymptotic shape. We have to obtain bounds on Pn(x) that are
similar to the asymptotic shape (constant multiples of e2πex ), in order to get bounds on the critical
phase for the peel-off point. We do this in Section 4.2. When these bounds and those on the
peel-off point itself allow us to say on which side of the critical phase the peel-off point falls, we
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Fig. 4. S33(x) (solid) and sin(2πx) (dashed). The x value of the point where S33(x) = 1 is the peel-off point.
can say precisely how many real roots there are. This result is given in Section 5.1. Fortunately,
we can obtain very tight bounds indeed, so very few cases will escape determination by this
method. In Section 5.2 we summarize the procedure required to calculate the exact number of
real roots of Bn(x) for a given n. Finally, in Section 6, we give some examples illustrating the
significant improvement our method affords over the method of Delange, and testing our method
for all n up to 2 000 000.
3. The error function and the peel-off point
3.1. Bounds on the error function for x ∈ [0, 1]
For x ∈ [0, 1], we have, from (6) and (10),
Sn(x) = −
∞
k=2
cos

2πkx − πn2

kn
.
This enables us to find an upper estimate for |Sn(x)|.
Lemma 1. |Sn(x)| < 21−n when x ∈ [0, 1] and n ≥ 3.
Proof. First we note that |S2(x)| < ∞k=2 1k2 = π26 − 1 ≈ 0.64, but this is > 12 . However,
|S3(x)| ≤∞k=2 1k3 ≈ 0.20206 < 122 . For n = 4,
|S4(x)| < 1
24

1+

2
3
4
+

2
4
4
+ · · ·

= π
4
90
− 1,
so
|S4(x)| < 1
24

π4
90
− 1

(24) <
1.318
24
<
1
23
.
760 R. Edwards, D.J. Leeming / Journal of Approximation Theory 164 (2012) 754–775
This result for n = 4 can be used to handle all n > 4:
|Sn(x)| < 12n

1+

2
3
n
+

2
4
n
+ · · ·

<
1
2n

1+

2
3
4
+

2
4
4
+ · · ·

<
1
2n−1
. 
3.2. Bounds on the error function for x ∈ (1, pn]
From (7), note that for any m ∈ Z+,
Rn({x} + m) = n
m−1
k=0
({x} + k)n−1. (12)
We need a bound on Rn({x} + m) in terms of the last term of this sum. Delange [4] gives, for
x > 1 and n > 2,
Rn(x) = n(x − 1)n−1(1− e−n/(x−1))−1(1+ ρn(x)), (13)
where
|ρn(x)| ≤
√
2ne

1
12n

√
π(n − 2) ·
n/(x − 1)
en/(x−1) − 1 . (14)
Since every term in the sum in (7) is non-negative (for x > 1), it is trivial that Rn(x) ≥
n(x − 1)n−1 and that Rn is an increasing function of x . We will take x ∈ (1, p¯n], where p¯n
is an upper estimate on pn to be determined shortly. For x in this interval, we find that the upper
bound on Rn(x) given by Delange’s condition (13) and (14) is maximal at x = p¯n . This is
a consequence of the fact that (x − 1)n−1, (1 − e−n/(x−1))−1, and n/(x−1)
en/(x−1)−1 are all increasing
functions of x for x > 1. Thus, we have
n(x − 1)n−1 ≤ Rn(x) ≤ cnn(x − 1)n−1
for x ∈ (1, p¯n], where
cn = (1− e−n/( p¯n−1))−1
1+ √2ne

1
12n

√
π(n − 2)
n/( p¯n − 1)
en/( p¯n−1) − 1
 . (15)
We can use these bounds on Rn(x) to prove the following result, where we let
Kn =
√
n
2
√
2π

2πe
n
n
. (16)
Lemma 2. For n ≥ 3 and x ∈ (1, p¯n],
Kne
−1/(12n)(x − 1)n−1 − 21−n ≤ Sn(x) ≤ cn Kne−1/(12n+1)(x − 1)n−1 + 21−n, (17)
where cn is given in (15) and Kn is given in (16).
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Proof. Taking m = ⌊x⌋ so that {x} +m = x , and using the 2π -periodicity of cos(x), we obtain,
from (7) and (10),
Sn(x) = Sn({x} + m) = B∗n ({x})+ R∗n(x)+ cos

2π{x} − πn
2

= Sn({x})+ R∗n(x), (18)
where R∗n(x) = αn Rn(x). Combining this with the bounds on Rn(x) above and the bounds on
Sn({x}) from Lemma 1 gives
αnn(x − 1)n−1 − 21−n ≤ Sn(x) ≤ cnαnn(x − 1)n−1 + 21−n, (19)
for x ∈ (1, p¯n], where αn is given in (5) and cn is given in (15). It will be convenient for
calculations to eliminate the factorial in αn . Stirling’s formula [8, p. 54],
n! = √2πn
n
e
n
eλn , for some λn ∈

1
12n + 1 ,
1
12n

, (20)
gives, from (5),
αn = (2π)
n
2
√
2πn
 n
e
n eλn =

2πe
n
n e−λn
2
√
2πn
and the result (17) follows from (19). 
3.3. Estimating the peel-off point
The bounds on Sn(x) derived in the previous subsection can be inverted to obtain bounds on
the peel-off point, pn .
Lemma 3. For n ≥ 3,
(a)
1+

1− 21−n
cnαnn
 1
n−1
≤ pn ≤ 1+

1+ 21−n
αnn
 1
n−1
, (21)
and slightly more loosely
(b)
p
n
≤ pn ≤ p¯n, (22)
with
p
n
= 1+ n
2πe
 √
2n
cne
√
π
(1− 21−n)e(1/(12n+1))
 1
n−1
(23)
and
p¯n = 1+ n2πe
√
2n
e
√
π
(1+ 21−n)e(1/(12n))
 1
n−1
. (24)
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Proof. Using (11) and the left-hand inequality in (19),
αnn(pn − 1)n−1 − 21−n ≤ 1
yields
pn − 1 ≤

1+ 21−n
αnn
 1
n−1
and similarly the other inequality in (19) gives
pn − 1 ≥

1− 21−n
cnαnn
 1
n−1
.
Thus, pn satisfies (21).
The looser bounds on pn can be obtained using
1
αnn
 1
n−1 =
 n
2πe
n−1  n
2πe
 2√2π√
n
eλn
 1
n−1
= n
2πe
√
2n
e
√
π
eλn
 1
n−1
,
which gives (22)–(24) directly from (21). 
Note that p¯n does not depend on cn , so that cn , as given before in (15), is well-defined. In
fact, np¯n−1 can be shown to be an increasing function of n with limit 2πe as n → ∞ (see
Lemma 4). Thus, limn→∞ cn = 11−e−2πe ≈ 1.000000038, but cn decreases with n when n > 13.
A calculation shows that 1.000000038 < cn ≤ c13 < 1.000000229 for all n ≥ 4.
Lemma 4. The growth rate of pn is given by
pn = 1+ 12πe

n + 1
2
log n −

1+ 1
2
log
π
2

+ En

+ ϵn,
where
− log cn + log(1− 21−n)+ 112n + 1 ≤ En ≤ log(1+ 2
1−n)+ 1
12n
and ϵn = O

log2 n
n

.
Proof. Let
An =
√
2
e
√
π
eEn .
Then, using a Taylor expansion of the exponential function,
pn = 1+ n2πe

An
√
n
 1
n−1 = 1+ n
2πe
exp

1
n − 1 log(An
√
n)

= 1+ n
2πe

1+ 1
n − 1 log(An
√
n)+ O

log2 n
n2

= 1+ 1
2πe

n + 1
2
log n −

1+ 1
2
log
π
2

+ En

+ O

log2 n
n

. 
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An additional calculation shows that 0 < ϵn < 0.00124 for all n ≥ 12. An easy consequence
of Lemma 4 is that
lim
n→∞( p¯n − pn) = −
log(1− e−2πe)
2πe
≈ 2.239× 10−9. (25)
3.4. Properties of the error function
We now show (as claimed before) that Sn(x) is increasing for x ≥ pn . In fact, we can show
that it is increasing for x greater than a much smaller value.
Lemma 5. For n ≥ 1, S′n(x) = 2π Sn−1(x).
Proof. Using (6) and (3),
d
dx
B∗n (x) = αn B ′n(x) =
2π
n
(2π)n−1
2(n − 1)!nBn−1(x) = 2πB
∗
n−1(x)
so that from (10),
S′n(x) = 2πB∗n−1(x)− 2π sin

2πx − πn
2

= 2π

B∗n−1(x)+ cos

2πx − π(n − 1)
2

= 2π Sn−1(x). 
Lemma 6. Sn(x) is increasing for x > 1+ δn4πe for n ≥ 4, where δ = 1.00405.
Proof. By Lemma 1, |Sn({x})| < 21−n, n ≥ 3, so, using (12) and (18),
Sn(x) > −21−n + nαn
⌊x⌋−1
k=1
({x} + k)n−1, n ≥ 3.
By Lemma 5, Sn(x) is increasing when Sn−1(x) > 0. Replacing n by n − 1, we get
Sn−1(x) > −22−n + (n − 1)αn−1
⌊x⌋−1
k=1
({x} + k)n−2, n ≥ 4
and taking only the largest term of the last sum,
Sn−1(x) > −22−n + (n − 1)αn−1(x − 1)n−2, n ≥ 4.
Thus Sn−1(x) > 0 when
(x − 1)n−2 > 2
2−n
(n − 1)αn−1 ,
which, after a little calculation gives
x > 1+ 1
4π

n!
πn(n − 1)
 1
n−2
.
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Using Stirling’s formula to approximate n! we have that Sn−1(x) > 0 for
x > 1+ 1
4π
√2πn  ne n e

1
12n

πn(n − 1)

1
n−2
= 1+ n
4πe
 √
2
e2
√
π
e

1
12n

n
√
n
n − 1
 1
n−2
.
Now, using the approximations nn−1 ≤ 43 and e

1
12n

≤ e

1
48

for n ≥ 4, we have Sn−1(x) > 0 for
x > 1+ n4πe δn where it can easily be shown that ddn log(δn) > 0 for n ≤ 123 and< 0 for n ≥ 124
so that log δn and therefore also δn have a maximum between 123 and 124. A calculation shows
that δn < 1.00405 = δ for any n ≥ 4. 
Note that for large n, pn > 1+ n2πe by Lemma 4, and that Sn(x) is increasing after x ≈ 1+ n4πe
and that even for small n (n ≥ 4), pn > 1+ δn4πe .
4. The critical peel-off phase
We wish to look at the shape of the peel-off function leading up to the peel-off point, in order
to determine the existence of roots in the last interval before the normalized Bernoulli polynomial
peels off from its trigonometric approximation. Thus, we need to know the form of
Pn(x) = Sn(x + pn),
considered as a function of x , for small negative x , say −a ≤ x ≤ 0, where an appropriate value
of the constant a will be determined.
4.1. Asymptotic value of the critical peel-off phase
Upper and lower bounds on Pn(x) can be obtained from (17) with (x − 1) replaced by
(x + pn − 1), as follows, recalling that p¯n is obtained from the lower bound on Sn(x) and
p
n
is obtained from the upper bound on Sn(x):
Kne
− 112n (x + p¯n − 1)n−1 − 21−n ≤ Pn(x) ≤ cn Kne− 112n+1 (x + pn − 1)n−1 + 21−n .
This can be rearranged to give
2πex
n

γn√
n
 1
n−1 + ζ
1
n−1
n
n−1
− 21−n ≤ Pn(x) ≤

2πex
n

Γn√
n
 1
n−1 + Z
1
n−1
n
n−1
+ 21−n, (26)
where
γn = e
√
π√
2
e−
1
12n , ζn = 1+ 21−n, Γn = cne
√
π√
2
e−
1
12n+1 , Zn = 1− 21−n .
The asymptotic form of these bounds on Pn(x) can be determined by means of the following
lemma.
Lemma 7. For any real β, if {γn} and {ζn} are sequences such that
lim
n→∞ γn = k1 ≠ 0, limn→∞ ζn = k2 ≠ 0,
lim
n→∞ γ
′
n = 0 and limn→∞(n − 1)
ζ ′n
ζn
= 0,
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(where primes denote derivatives with respect to n) then
L = lim
n→∞

β
n

γn√
n
 1
n−1 + ζ
1
n−1
n
n−1
= k2eβ .
Proof. We express the limit in a form appropriate to apply L’Hoˆpital’s Rule.
L = lim
n→∞ exp

(n − 1) log

β
n

γn√
n
 1
n−1 + ζ
1
n−1
n

= exp lim
n→∞

log

β
n

γn√
n
 1
n−1 + ζ
1
n−1
n


1
n−1


= exp lim
n→∞

β

γn√
n
 1
n−1

n−1
n
2 −  n−1n   γ ′nγn − 12n + log γnn − log n2n

+ ζ
1
n−1
n

log ζn − (n − 1) ζ
′
n
ζn


β
n

γn√
n
 1
n−1 + ζ
1
n−1
n


= exp(β + log(k2)) = k2eβ . 
Corollary 8. Both bounds in (26) converge (pointwise) as n →∞ to e2πex , so that
lim
n→∞ Pn(x) = e
2πex .
Proof. Lemma 7 applies to both the left and right bounds of (26) with β = 2πex and
k2 = 1. 
We wish to find the critical peel-off phase, i.e., the phase of the peel-off point where Sn
intersects the appropriate trigonometric function, Cn(x), tangentially. In principle, this would be
the peel-off phase of a Bernoulli polynomial with a double root. It is known that no Bernoulli
polynomial actually has a double root [2,6], but the critical peel-off phase will still separate cases
for which there are two roots close to the peel-off point and cases for which these two roots do not
occur. Ultimately, we will need bounds on this critical phase, because the shape of the peel-off
function changes with n so the critical phase also changes with n. But the critical phase rapidly
approaches a fixed value given by the following calculation.
Lemma 9. As n →∞, the critical peel-off phase, p∗n , approaches
p∗ = log(1+ e
2)
4πe
− 1
2π
tan−1(e)+ n
4
(mod 1).
Proof. The critical peel-off phase is determined by locating the point x where Pn(x) in its
asymptotic form (e2πex ) intersects the trigonometric function tangentially, so that the slopes of
these two functions also match, i.e.,
e2πex = cos

2π(x + p∗)− πn
2

, and (27)
(2πe)e2πex = −2π sin

2π(x + p∗)− πn
2

, (28)
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so that using the fundamental trigonometric identity (sin2 θ + cos2 θ = 1):
1 = e4πex + e2e4πex = (1+ e2)e4πex
and solving for x ,
x = − log(1+ e
2)
4πe
.
Then, dividing (28) by (27), after normalizing the former,
tan

2π(x + p∗)− πn
2

= −e,
giving
x + p∗ = n
4
− 1
2π
tan−1(e)
and then the value for x found above gives the desired result, taking into account that we want
p∗ to be a phase, and therefore we want its value mod 1. 
Remark. The numerical value of x at the tangential intersection is ≈ −0.062265 and the value
of p∗ depends on the residue of n mod 4:
p∗ ≈ 0.86837 if n ≡ 0 (mod 4),
p∗ ≈ 0.11837 if n ≡ 1 (mod 4),
p∗ ≈ 0.36837 if n ≡ 2 (mod 4),
p∗ ≈ 0.61837 if n ≡ 3 (mod 4).
Values of pn just above the corresponding p∗ imply that the Bernoulli polynomial has two extra
roots just before the peel-off point, whereas values of pn just below the critical value imply that
the Bernoulli polynomial does not have these two extra roots (see Fig. 5).
4.2. Bounds on the critical peel-off phase
The actual critical peel-off phase, p∗n , depends on n because the shape of the peel-off function
Pn(x) depends on n. We can get bounds on p∗n by finding the values of x and pn for which there
is a tangential intersection of the trigonometric function with each of the upper and lower bounds
on Pn(x) from (26), the same way we did for the asymptotic peel-off function e2πex . However,
the resulting transcendental inequalities are hard to solve explicitly.
We can obtain more tractable bounds, however, by placing looser bounds on Pn(x) =
Sn(x + pn) than are given by (19), namely bounds of the form
gne
2πex ≤ Pn(x) ≤ hne2πex , (29)
where
gne
2πex ≤ αnn(x + pn − 1)n−1 − 21−n (30)
and
hne
2πex ≥ cnαnn(x + pn − 1)n−1 + 21−n, (31)
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Fig. 5. Dashed: e2πex ; Solid, upper: cos(2π(x + 0)); Solid, middle: cos(2π(x + p∗)), where p∗ ≈ 0.86837; Solid,
lower: cos(2π(x + 0.75)).
and gn and hn are positive constants. It may be remarked that inequality (30) at least cannot
be satisfied for arbitrary x , certainly not for x ≤ 1 − pn when the right hand side is negative.
However, we only require these bounds to be satisfied for an interval within which occur the
tangential intersections with the cosine function. An interval of the form x ∈ [−a, 0] will
suffice, where a need not be much more than the value for the tangential intersection point in
the asymptotic case above, namely log(1+e
2)
4πe ≈ 0.062265. We find that a suitable value of a is
0.065.
Lemma 10. Let a = 0.065 and n ≥ 15,
gn = 1cn − 2
1−n

1+ 1
cn

(32)
and
hn =
cn

(1+ 21−n) 1n−1 − 2πean

e
√
π√
2n
 1
n−1
n−1
+ 21−n
e−2πea
. (33)
Then, the inequalities (30) and (31) are satisfied for every x ∈ [−a, 0].
Proof. First we deal with the lower bound. Let
Gn(x) = αnn(x + pn − 1)
n−1 − 21−n
e2πex
.
We seek the minimum value of Gn(x) for x ∈ [−a, 0]. If Gn(x) is a decreasing function of x on
[−a, 0] then the minimum will be at x = 0. Note that
G ′n(x) =
αnn(x + pn − 1)n−2[(n − 1)− (x + pn − 1)(2πe)] + 21−n(2πe)
e2πex
.
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Thus, G ′n(x) ≤ 0 when
(2πe)(x + pn − 1) ≥ (n − 1)+ 2
1−n(2πe)
αnn(x + pn − 1)n−2 ,
i.e., when
x ≥ (n − 1)
2πe
− (pn − 1)+ 2
1−n
αnn(x + pn − 1)n−2 . (34)
Note that αnn(x+ pn −1)n−2 ≥ αnn(−a+ pn −1)n−2 for x ∈ [−a, 0], which gives an upper
bound on the final term in (34), so that G ′n(x) ≤ 0 certainly when
x ≥ (n − 1)
2πe
− (pn − 1)+ 2
1−n
αnn(−a + pn − 1)n−2
= (n − 1)
2πe
− (pn − 1)+ 2
1−n(−a + pn − 1)
αnn(−a + pn − 1)n−1 .
We have from (5), (22) and (23) that
αnn(−a + pn − 1)n−1 ≥ e
√
π√
2n
e

− 112n

×
−2πea
n
+
 √
2n
cne
√
π
(1− 21−n)e 112n+1
 1
n−1
n−1 .
It can be shown by application of Lemma 7 that as n →∞ the right hand side above is decreasing
to a limit of e−2πea(1 − e−2πe), and it can be verified by numerical calculation that it has a
maximum at n = 13, and then decreases for n > 13. In fact, for n ≥ 7,
αnn(−a + pn − 1)n−1 ≥ e−2πea(1− e−2πe),
and G ′n(x) ≤ 0 when
x ≥ n − 1
2πe
− (pn − 1)+ e
2πea
2n−1(1− e−2πe) (−a + pn − 1).
Using Lemma 4 to bound the middle term above, we get G ′n(x) ≤ 0 when
x ≥ n − 1
2πe
− 1
2πe

n + 1
2
log n −

1+ 1
2
log
π
2

+ En

− ϵn + e
2πea
2n−1(1− e−2πe) (−a + pn − 1),
i.e.,
x ≥ 1
2πe

1
2
log
π
2

− 1
2
log n − En

− ϵn + e
2πea
2n−1(1− e−2πe) (−a + pn − 1).
The dominant term on the right hand side is − log(n)4πe . Thus, we can guarantee that G ′n(x) ≤ 0
on [−a, 0] for any fixed positive a with n sufficiently large. We have chosen a = 0.065; then a
calculation shows that we require n ≥ 15.
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Since G ′n ≤ 0 on [−a, 0],Gn(x) takes its minimum value on this interval at x = 0
Gn(0) = αnn(pn − 1)n−1 − 21−n .
We need gn ≤ Gn(x) for x ∈ [−a, 0], so we can use a lower bound on Gn(0), from (21), and
take
gn = αnn

1− 21−n
cnαnn

− 21−n = 1
cn
− 21−n

1+ 1
cn

.
The upper bound can be handled similarly. Let
Hn(x) = cnαnn(x + pn − 1)
n−1 + 21−n
e2πex
.
Now we seek the maximum value of Hn(x) for x ∈ [−a, 0]. If Hn(x) is a decreasing function
of x on [−a, 0] then the maximum will be at x = −a. Differentiating, setting H ′(x) ≤ 0 and
solving for x gives
x ≥ (n − 1)
2πe
− (pn − 1)− 2
1−n
cnαnn(x + pn − 1)n−2 . (35)
Now, condition (35) is less restrictive than (34) and in the analysis of Gn above we chose
a = 0.065 to satisfy that more restrictive condition for all x ∈ [−a, 0], n ≥ 15. The condition
(35) is therefore also satisfied for a = 0.065 and n ≥ 15, and H ′(x) ≤ 0 on [−a, 0].
Thus, Hn(x) has its maximum value at x = −a:
Hn(−a) = cnαnn(−a + pn − 1)
n−1 + 21−n
e−2πea
.
We need hn ≥ Hn(x) for x ∈ [−a, 0], so we can use (21), Stirling’s formula (20), and a little
algebra to get an upper bound on Hn(−a) as a choice for hn :
hn =
cn

(1+ 21−n) 1n−1 − 2πean

e
√
π√
2n
 1
n−1
n−1
+ 21−n
e−2πea
. 
Note that limn→∞ gn = 1 − e−2πe. It can also be shown, again by application of Lemma 7,
that limn→∞ hn = 11−e−2πe .
Now we find bounds on the critical peel-off phase using the upper and lower estimates on
Pn(x) we obtained above.
Theorem 11. The critical peel-off phase, p∗n , is bounded by
p∗
n
≤ p∗n ≤ p¯∗n,
where
p∗
n
=

n
4
− 1
2π
tan−1(e)+ log(1+ e
2)+ 2 log(gn)
4πe

, (36)
p¯∗n =

n
4
− 1
2π
tan−1(e)+ log(1+ e
2)+ 2 log(hn)
4πe

. (37)
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Proof. Consider the upper and lower bounds on the peel-off function for x ∈ [−a, 0] given
by (29). Since gne2πex > 0 and hne2πex > 0, it is clear that the tangential intersections of
these curves with the cosine function, cos

2π(x + pn)− πn2

, must occur at positive values of
these functions, where the cosine function is increasing but has negative second derivative. It is
a straightforward consequence of Lemmas 5 and 6 that P ′n(x) > 0 and P ′′n (x) > 0 on [−a, 0].
This allows us to conclude that the critical peel-off phase, p∗n , lies between the values that give
tangential intersections of the cosine function with the curves bounding the peel-off function, as
follows. When the cosine tangentially intersects the upper bound curve, it must cross the actual
peel-off function transversally at two points; therefore, the critical phase obtained from the upper
bound is to the left of the true critical phase. When the cosine tangentially intersects the actual
peel-off function, it must cross the lower bound curve transversally at two points; therefore, the
true critical phase is to the left of the critical phase obtained from the lower bound. The tangential
intersection conditions then give
gne
2πex = cos

2π(x + p∗
n
)− πn
2

(38)
and
gn(2πe)e2πex = −2π sin

2π(x + p∗
n
)− πn
2

(39)
for the lower bound, and
hne
2πex = cos

2π(x + p¯∗n)−
πn
2

(40)
and
hn(2πe)e2πex = −2π sin

2π(x + p¯∗n)−
πn
2

(41)
for the upper bound. The first two expressions yield, via the fundamental trigonometric identity,
1 = g2n(1+ e2)e4πex ,
or, solving for x :
x = −2 log(gn)+ log(1+ e
2)
4πe
.
Note that this procedure is only valid if this value of x , where the tangential intersection occurs,
lies in [−a, 0], because it is only there that we have shown that gne2πex ≤ Pn(x). Thus, we
require that
−a ≤ −2 log(gn)+ log(1+ e
2)
4πe
.
Because gn < 1 for n ≥ 4, and therefore log(gn) < 0, and −0.065 ≤ − log(1+e2)4πe , it is clear that
the above holds for a = 0.065 and all n ≥ 4.
Now dividing (39) by (38) yields
tan

2π(x + p∗
n
)− πn
2

= −e,
giving
x + p∗
n
= n
4
− 1
2π
tan−1(e)
R. Edwards, D.J. Leeming / Journal of Approximation Theory 164 (2012) 754–775 771
Fig. 6. Solid: P23(x); Dashed, upper: h23e
2πex ; Dashed, lower: g23e
2πex .
as before. Eliminating x then gives
p∗
n
= 2 log(gn)+ log(1+ e
2)
4πe
− 1
2π
tan−1(e)+ n
4
(mod 1).
An entirely parallel calculation, using (41) and (40) gives
p¯∗n =
2 log(hn)+ log(1+ e2)
4πe
− 1
2π
tan−1(e)+ n
4
(mod 1),
where we need
−a ≤ −2 log(hn)+ log(1+ e
2)
4πe
,
again confirmed by a calculation for n ≥ 15 (the right hand side here at n = 15 evaluates to
about −0.064848, so the choice of a = 0.065 is close to optimal). 
Fig. 6 illustrates the bounds gne2πex and hne2πex on the peel-off function Pn(x) in the case
n = 23. Fig. 7 shows the differences between these bounds and P23(x), and in particular, the
region on which h23e2πex remains positive (and g23e2πex negative).
Note that the asymptotic width of the interval [p∗
n
, p¯∗n] is
lim
n→∞
log(hn)− log(gn)
2πe
= − log(1− e
−2πe)
πe
≈ 4.5× 10−9. (42)
5. A formula for the number of real roots of Bn(x)
5.1. The exact formula
The exact number of real roots of all the Bernoulli polynomials, Bn(x) for n ≥ 1 is given by
the following result.
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Fig. 7. Solid: h23e
2πex − P23(x); Dashed: g23e2πex − P23(x).
Theorem 12. The exact number of real roots, zn , of Bn(x) for all n ≥ 1 is
zn = 1+ 4

⌊pn − p∗n⌋ +

n − 1
4

. (43)
Proof. Real roots of Bn(x) correspond to intersections of Sn(x) with cos

2πx − πn2

. On the
interval 12 ≤ x < 1+ δ(n+1)4πe , it is clear that Sn(x) and S′n(x) are very small so that the intersections
of Sn(x) with cos

2πx − πn2

must necessarily be very close to, and correspond one-to-one
with, the roots of cos

2πx − πn2

. It is a consequence of Lemmas 5 and 6 that Sn(x) is positive,
increasing and convex when 1 + δ(n+1)4πe < x < pn , where δ is defined in Lemma 6. This is
enough to guarantee that Sn(x) continues to intersect cos

2πx − πn2

exactly twice per cycle of
this sinusoid over these values of x , except possibly in the last half-cycle on which the sinusoid is
positive before x = pn . An examination of the cases n ≡ k (mod 4), for k = 1, 2, 3 and 4, shows
that the number of such pairs is governed by ⌊pn⌋, with an adjustment that depends on k and on
whether or not the last positive half-cycle intersects S(x). This last pair of intersections does not
occur if {pn} < p∗n , and does occur if {pn} > p∗n . Thus, if we start counting intersections from
pn downwards, we always have ⌊pn − p∗n⌋ pairs, one for each positive hump of the sinusoid,
leaving a few additional roots above 12 to account for, a number that depends on k. If we denote
the number of such additional roots as ak , we find a0 = 2, a1 = 0, a2 = 1 and a3 = 1. Now
considering the symmetry about 12 , each pair counts as 4 and each additional root counts as 2
towards the total number of roots of Bn(x). Finally, for odd n there is one more root at x = 12 .
This gives zn = 4⌊pn − p∗n⌋ + 2ak + 2
 n
2

, which, by straightforward calculation, yields the
desired result. 
Corollary 13. The exact number of complex quartets of roots of Bn(x) is given by
k =

n − 1
4

− ⌊pn − p∗n⌋.
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Proof.
k = n − zn
4
= n − 1
4
− ⌊pn − p∗n⌋ −

n − 1
4

. 
We remark that this result gives a clearer explanation of the pattern of increments in k as n
increases than that discussed by Leeming [11]. From our expressions for pn and p∗n it can be
shown that k increases on average (asymptotically) according to
1k ≈ 1
4
− 1
2πe
between successive values of n. Thus, 1k−1 ≈ 5.22329 asymptotically on average, which
explains the pattern of 5s and 6s in numbers of values n with the same k value, described by
Leeming.
Note that Theorem 12 gives the exact number of real roots of Bn(x) as long as ⌊pn − p∗n⌋
can be determined exactly. Of course, we only have bounds on pn and p∗n , so that if the intervals
we are able to determine for {pn} and p∗n overlap, we cannot determine the exact number of
real roots. Our bounds are very tight, however, so this will be an extremely rare occurrence. We
have intervals whose width is approximately proportional to log(cn), and, from (25) and (42) the
probability of an indeterminate result for a randomly chosen n will be − 32πe log(1 − e−2πe) ≈
6.716× 10−9, i.e., about one in 1.5× 108, asymptotically.
5.2. Summary of the calculation procedure
We can now summarize the procedure to find the exact number of real roots of Bn(x).
1. Calculate p¯n by (24).
2. Use p¯n to calculate cn by (15).
3. Use cn to calculate pn by (23).
4. Calculate gn from (32) and hn from (33).
5. Use gn and hn to calculate p∗n and p¯
∗
n from (36) and (37), respectively.
6. If the bounds on {pn} and p∗n above do not overlap, calculate zn from (43).
6. Examples
Delange’s method is unable to determine the exact number of real roots in a significant number
of cases. Two such examples that he examines are Bn(x) for n = 999 and for n = 1 005 548. In
the former case, where n ≡ 3 (mod 4), the difficulty is that he cannot determine the exact value
of M . In the latter, case, where n ≡ 0 (mod 4), he is able to find M , but since it is the lesser
of the two a priori possible values, he is unable to determine whether there is one root in the
final interval, or three. In both cases, because his method fails, he checks the answer by simply
evaluating the polynomial at various values of x and looking at the signs at these points to find
roots.
Our method has no difficulty with either case.
For n = 999, we find p
n
= 59.621987873 and p¯n = 59.621987878 and p∗n ∈
(0.6183698886, 0.6185437906). Although {pn} − p∗n is close to zero, it is nevertheless clear
that ⌊pn − p∗n⌋ = 59 and zn = 239.
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Fig. 8. Solid: B∗111394(x); Dashed: cos(2πx).
For n = 1 005 548, we find p
n
= 58875.9988308894 and p¯n = 58875.9988308918 and
p∗n ∈ (0.8683698896, 0.8683702905) so it is clear that ⌊pn − p∗n⌋ = 58875 and zn = 235 504
(note that Delange has an arithmetic error here, and gives zn = 234 304, though he calculates
M = 58875 correctly).
Among small values of n, where our bounds on the critical peel-off point are loosest
(say, n ≤ 2000), the closest to an ambiguous case we come is for n = 440. Here, pn ∈
(26.8688204922, 26.8688204984) and p∗n ∈ (0.8683698879, 0.8687043006), but our bounds
are still good enough to keep the result clear (z440 = 108).
Using Maple (Maplesoft, Waterloo, Ontario), we have checked our condition for 14 ≤
n ≤ 2 000 000 and found only one case for which our method could not determine
the exact number of roots of Bn(x), namely for n = 1 356 486. In this case, pn ∈
(79423.3683699656, 79423.3683699679) and p∗n ∈ (0.3683698896, 0.3683701951), so we can
only say, from our method, that either ⌊pn − p∗n⌋ = 79 422 or 79 423, and the number of real
roots could be 317 690 or 317 694. It is worth remarking that this is not one of the cases for
which Delange’s method works either. Like Delange though, we can do a numerical calculation
of the values of B1356486(x) near the point that would correspond to a tangential intersection of
Sn(x) and Cn(x) (close to pn − 0.062265) to see that there is in fact no pair of roots here, so that
z1356486 = 317 690.
There was also a close call for n = 111 394 for which the intervals ({p
n
}, { p¯n}) and
(p∗
n
, p¯∗n) are separated by only 1.866 × 10−7. Nevertheless, they do not intersect and we can
determine unequivocally that there is no final pair of roots just before the peel-off point, i.e., that
⌊pn − p∗n⌋ = 6522 and zn = 26 090 (see Fig. 8).
It is only cases extremely close to a tangential intersection of Sn(x) and Cn(x) where our
method does not allow us to be sure of the number of real roots, and since there are no double
roots, in these rare cases the only uncertainty is in whether the final four roots (two positive, two
negative) occur or not. When they do not occur, then an additional quartet of complex roots take
their place.
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