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Abstract We investigate the pricing of cliquet options in a jump-diffusion model. The con-
sidered option is of monthly sum cap style while the underlying stock price model is driven by
a drifted Lévy process entailing a Brownian diffusion component as well as compound Poisson
jumps. We also derive representations for the density and distribution function of the emerging
Lévy process. In this setting, we infer semi-analytic expressions for the cliquet option price
by two different approaches. The first one involves the probability distribution function of the
driving Lévy process whereas the second draws upon Fourier transform techniques. With view
on sensitivity analysis and hedging purposes, we eventually deduce representations for several
Greeks while putting emphasis on the Vega.
Keywords Cliquet option pricing, path-dependent exotic option, equity indexed annuity,
structured product, sensitivity analysis, Greeks, jump-diffusion model, Lévy process,
stochastic differential equation, compound Poisson process, Fourier transform, distribution
function
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1 Introduction
During the last decades, cliquet option based contracts became a very popular and
frequently sold investment product in the insurance industry. These contracts can be
considered as a customized subclass of equity indexed annuities which combine sav-
ings and insurance benefits [3]. The underlying options usually are of monthly sum
cap style paying a credited yield based on the sum of monthly-capped rates associ-
ated with some reference (stock) index. More precisely, the investor pays a contrac-
tually specified amount to the issuer of the option prior to its maturity date and, in
turn, receives at maturity a payoff depending on the performance of some designated
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reference index. In this regard, cliquet type investments belong to the class of path-
dependent exotic options. The most popular choice in the insurance branch are cliquet
contracts with globally-floored and locally-capped payoffs. These products can be uti-
lized to protect against downside risk while yielding significant upside potential, yet
avoiding extreme payoffs due to their local capping (cf. [3, 10, 16]). In [16] cliquet
options are regarded as “the height of fashion in the world of equity derivatives”.
In the literature, there are different pricing approaches for cliquet options involv-
ing e.g. partial differential equations (see [16]), Monte Carlo techniques (see [1, 2, 5,
9]), numerical recursive algorithms related to inverse Laplace transforms (see [10])
and analytical computation methods (see [1, 3, 5, 8, 9, 11]). In [3] the authors pro-
vide semi-analytic pricing formulas for path-dependent equity-linked contracts. They
distinguish between cliquet options andmonthly sum cap contracts and derive expres-
sions for various Greeks. In their approach, it is crucial to know the probability distri-
bution of the returns of the underlying reference index. In [1] the author uses a Lévy
process specification to model the evolution of the underlying reference portfolio and
investigates the valuation of life insurance policies providing interest rate guarantees.
The driving Lévy process is of jump-diffusion type with normally distributed jump
amplitudes while a special focus in [1] is laid on valuation under different risk-neutral
pricing measures. In [11] the valuation of insurance contracts is discussed while em-
phasis is put on the impact of different Lévy process model specifications. It is shown
that changing the underlying asset model implies a significant change in the prices of
guarantees, indicating a substantial model risk. In [8] the pricing of cliquet options
in a geometric Meixner model is investigated. The considered option is of monthly
sum cap style while the underlying stock price is driven by a pure-jump Meixner–
Lévy process yielding Meixner distributed log-returns. The paper [8] provides a spe-
cific application of the results derived in the present article. In [10] cliquet option
prices are computed numerically by a recursive algorithm involving inverse Laplace
transforms. This method is applied to a lognormal and a jump-diffusion model with
deterministic volatility as well as to the Heston stochastic volatility model. In addi-
tion, a sensitivity analysis in each model is presented. Moreover, in [7] cliquet option
pricing in a jump-diffusion model with time-dependent coefficients is examined. The
jumps in the stock price trajectory are interspersed by an increasing standard Poisson
process and the time-dependent coefficients are approximated by piecewise constant
functions. In [7] there are solely cliquet options with a single resetting time discussed.
In [16] the author investigates cliquet option pricing with partial differential equations
(PDEs) while putting a special focus on the important role of volatility surface mod-
eling. Recently, there have been extensions beyond Lévy settings to regime switching
Lévy models (see e.g. [5, 9]). In [5] the authors investigate the pricing of equity-
linked annuities with cliquet-style guarantees in regime-switching stochastic volatil-
ity models with jumps. They propose a transform-based pricing method involving
density projections and continuous-time Markov chain approximations. The consid-
ered models include exponential and regime-switching Lévy processes as well as
stochastic volatility models with general jump size distributions. In [9] the valuation
of equity-linked life insurance contracts in a regime switching Lévy model is studied.
The model parameters depend on a continuous-time finite-state Markov chain, and
closed-form pricing formulas based on Fourier transform techniques are derived.
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The aim of the present paper is to provide analytical pricing formulas for globally-
floored locally-capped cliquet options with multiple resetting times where the under-
lying reference stock index is driven by a drifted time-homogeneous Lévy process
with Brownian diffusion component and compound Poisson jumps. In our frame-
work, jumps represent rare events such as crashes, large drawdowns or upward move-
ments. The dates of e.g. market crashes are modeled as arrival times of a standard
Poisson process while the jump amplitudes can be both positive and negative. With
reference to Section 4.1.1 in [4], we state that jump-diffusion models are easy to
simulate and efficient Monte Carlo methods for option pricing are available. Jump-
diffusion models also perform well when it comes to implied volatility smile inter-
polation (see Section 13 in [4]). In our setup, we derive cliquet option price formulas
under two different approaches: once by using the distribution function of the driving
Lévy process and once by applying Fourier transform techniques. In the context of
sensitivity analysis, we eventually provide expressions for several Greeks related to
our model.
The paper is organized as follows: In Section 2 we introduce the jump-diffusion
stock price model and derive representations for the probability density and distribu-
tion function of the driving Lévy process. In Section 3 we are concerned with cliquet
option pricing under both a distribution function and a Fourier transform approach.
Section 4 is dedicated to sensitivity analysis and the computation of different Greeks.
In Section 5 we draw the conclusions and briefly mention some future research topics.
2 A Lévy stock price model and its distributional properties
Let (Ω,F, (Ft)t∈[0,T ],Q) be a filtered probability space satisfying the usual hypothe-
ses, i.e. Ft = Ft+ := ∩s>tFs constitutes a right-continuous filtration and F denotes
the sigma-algebra augmented by all Q-null sets (cf. p. 3 in [13]). Here, Q is a risk-
neutral probability measure and 0 < T < ∞ denotes a finite time horizon. In the
sequel, we introduce a stochastic model for the stock price process St. Let t ∈ [0, T ]
and consider the stochastic differential equation (SDE)
dSt = η(t, St) dt+ σ(t, St) dWt +
∫
R
θ(t, z, St−) dN(t, z)
where η, σ and θ are deterministic functions, W constitutes an F -adapted standard
Brownian motion under Q and N is a Poisson random measure (PRM). We further
introduce the Q-compensated PRM
dN˜(s, z) := dN(s, z)− dν(z) ds (2.1)
which constitutes an (F ,Q)-martingale integrator on [0, T ] × R with positive and
finite Lévy measure ν satisfying ν({0}) = 0 and∫
R
(
1 ∧ z2) dν(z) <∞
(cf. Eq. (3.14) in [4]). In the above setup, we refer to η, σ and θ as the drift, volatility
and jump function, respectively. We assume thatW andN areQ-independent and set
Ft := σ{Su : 0 ≤ u ≤ t}
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for all t ∈ [0, T ]. In the next step, we specify the emerging coefficients as follows
η(t, St) := η(t)St, σ(t, St) := σ(t)St, θ(t, z, St−) := θ(t, z)St−
while assuming that θ(t, z) > −1 for all (t, z) ∈ [0, T ]× R and that
EQ
[∫ T
0
(∣∣η(t)∣∣+ σ2(t) + ∫
R
θ2(t, z) dν(z)
)
dt
]
<∞
(cf. Section 9.1 in [6]). Consequently, we obtain the geometric SDE
dSt
St−
= η(t) dt+ σ(t) dWt +
∫
R
θ(t, z) dN(t, z)
which possesses the discontinuous Doléans-Dade solution
St = S0 exp
{∫ t
0
(
η(s)− 1
2
σ2(s)
)
ds+
∫ t
0
σ(s) dWs
+
∫ t
0
∫
R
ln
(
1 + θ(s, z)
)
dN(s, z)
}
for all t ∈ [0, T ]. From now on, we set η(t) ≡ η, σ(t) ≡ σ > 0 and θ(t, z) := ez − 1
in order to obtain a time-homogeneous Lévy process specification. If we do so, the
latter equation can be written as
St = S0e
Xt (2.2)
with a real-valued Lévy process
Xt := γt+ σWt +
∫ t
0
∫
R
z dN(s, z) (2.3)
where γ := η − σ2/2 and t ∈ [0, T ]. Note that X0 = 0 Q-a.s. We denote the
characteristic triplet ofX by (γ, σ, ν). Moreover, the first moment ofX is given by
EQ[Xt] = t
(
γ +
∫
R
z dν(z)
)
whereas the characteristic function of X can be computed by the Lévy–Khinchin
formula (see e.g. [4, 6, 14, 15]) due to
φXt(u) := EQ
[
eiuXt
]
= eψ(u)t (2.4)
with i2 = −1, u ∈ R, t ∈ [0, T ] and characteristic exponent
ψ(u) := iuγ − 1
2
σ2u2 +
∫
R
[
eiuz − 1]dν(z). (2.5)
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More details on Lévy processes can be found in e.g. [4, 6, 14, 15]. In the next step,
we define the discounted stock price
Sˆt :=
St
Bt
where St is such as defined in (2.2) andBt := e
rt is the value of a bank account with
normalized initial capital B0 = 1 and risk-less interest rate r > 0. Due to (2.2), we
find
Sˆt = S0e
Xt−rt
while Itô’s formula yields the following geometric SDE under Q
dSˆt
Sˆt−
=
(
η − r +
∫
R
[
ez − 1] dν(z)) dt+ σ dWt + ∫
R
[
ez − 1] dN˜(t, z).
In accordance to no-arbitrage theory, the discounted stock price process Sˆt must form
a martingale under the risk-neutral probability measure Q. For this reason, we have
to require the drift restriction
η = r −
∫
R
[
ez − 1]dν(z).
With this particular choice of the drift coefficient η, we obtain
dSt
St−
= r dt+ σ dWt +
∫
R
[
ez − 1]dN˜(t, z)
underQ. Summing up, if we model the stock price process St as in the latter equation,
then the discounted stock price Sˆt constitutes a Q-martingale.
Furthermore, let us define the Fourier transform, respectively inverse Fourier
transform, of a function q ∈ L1(R) via
qˆ(y) :=
∫
R
q(x)eiyx dx, q(x) =
1
2π
∫
R
qˆ(y)e−iyx dy.
Proposition 2.1 (density function). Suppose that the Lévy process Xt is such as
defined in (2.3). Then for all t ∈ [0, T ] and x ∈ R the probability density function
fXt(x) ofXt underQ can be represented as
fXt(x) =
1
2π
∫
R
exp
{
−iux+ t
(
iuγ − 1
2
σ2u2 +
∫
R
[
eiuz − 1] dν(z))} du.
(2.6)
Proof. Note that the characteristic function (2.4) is the Fourier transform of the den-
sity function fXt(·), that is,
φXt(u) =
∫
R
eiuxfXt(x) dx.
We next apply the inverse Fourier transform and hereafter take (2.4) and (2.5) into
account which yields the density function (2.6).
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In what follows, we investigate in detail the jump part of the Lévy process X
denoted by
Lt :=
∫ t
0
∫
R
z dN(s, z) =
Nt∑
j=1
Yj
which constitutes a càdlàg, finite activity compound Poisson process (CPP) with
finitely many jumps in each time interval. In the latter equation, Nt constitutes a
standard Poisson process under Q with deterministic jump intensity λ > 0, i.e.
Nt ∼ Poi(λt), while Y1, Y2, . . . are i.i.d. random variables modeling the jump ampli-
tudes. We put β := EQ[Y1]. Recall that the compensated compound Poisson process
(Lt − βλt)t constitutes an (Ft,Q)-martingale which implies
βλ =
∫
R
z dν(z)
thanks to (2.1). Note that Nt shall not be mixed up with the Poisson random mea-
sure dN(s, z). Obviously, we may write Xt = γt + σWt + Lt. We assume that
the stochastic processes Wt, Nt and the random variables Y1, Y2, . . . altogether are
Q-independent.
Example 2.2. If Yj is normally distributed with mean µ and variance δ
2 under Q for
all j, then the Lévy measure possesses the Lebesgue density dν(z) = λϕµ,δ2 (z) dz
where
ϕµ,δ2(z) :=
1√
2πδ2
e−
1
2
( z−µ
δ
)2
and z ∈ R. Here, µ and δ2 model the mean respectively variance of the jump sizes.
In this setup, we receive β = µ, EQ[Xt] = t(γ + λµ) and VarQ[Xt] = t(σ
2 +
λδ2 + λµ2). Evidently, choosing a negative µ makes the occurrence of downward
jumps more likely than upward jumps and vice versa. We remark that a similar model
specification with normally distributed jump sizes has firstly been proposed in [12].
Example 2.3. If Yj is exponentially distributed with parameter α > 0 under Q for
all j, then the Lévy measure possesses the Lebesgue density dν(z) = λpα(z) dz
where pα(z) := αe
−αz and z ∈ [0,∞[. We presently find β = 1/α.
Corollary 2.4. (a) Suppose that Yj is normally distributed (cf. [12]) with mean
µ and variance δ2 under Q for all j. Then for all t ∈ [0, T ] and x ∈ R the
probability density function of Xt underQ takes the form
fXt(x) =
1
2π
∫
R
exp
{
−iux+ t
(
iuγ − 1
2
σ2u2 + λeiuµ−δ
2u2/2 − λ
)}
du.
(b) Suppose that Yj is exponentially distributed with parameter α > 0 underQ for
all j. Then for all t ∈ [0, T ] and x ∈ R the probability density function of Xt
under Q takes the form
fXt(x) =
1
2π
∫
R
exp
{
i(γt− x)u − 1
2
tσ2u2 − λtu
u+ iα
}
du.
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Proof. Combine (2.6) with Example 2.2 and Example 2.3.
Proposition 2.5 (distribution function). LetXt = γt+σWt+
∑Nt
j=1 Yj and assume
that the standard Poisson process Nt jumps m times in the time interval [0, t], that
is, Nt = m with m ∈ N0. As in [12], suppose that Yj is normally distributed with
mean µ and variance δ2. Then for any Borel set A ⊂ R and t ∈ [0, T ] the cumulative
probability distribution function ofXt underQ possesses the representation
Q(Xt ∈ A) =
∫
A
e−λt
∞∑
m=0
(λt)m
m!
√
2π(σ2t+mδ2)
exp
{
−1
2
(x− γt−mµ)2
σ2t+mδ2
}
dx.
(2.7)
Proof. Let A ⊂ R and t ∈ [0, T ]. In accordance to Section 4.3 in [4] and the proper-
ties of conditional probabilities, the following (“quickly converging” [4]) series rep-
resentation for the distribution function ofXt under Q holds
Q(Xt ∈ A) =
∞∑
m=0
Q
({Xt ∈ A} ∩ {Nt = m})
=
∞∑
m=0
Q(Xt ∈ A | Nt = m)Q(Nt = m)
= e−λt
∞∑
m=0
Q(Xt ∈ A | Nt = m) (λt)
m
m!
(2.8)
wherein
Q(Xt ∈ A | Nt = m) = Q
((
γt+ σWt +
m∑
j=1
Yj
)
∈ A
)
.
Since Yj ∼ N (µ, δ2) for all j, we find that the stochastic process (γt + σWt +∑m
j=1 Yj)t also is normally distributed under Q with mean γt + mµ and variance
σ2t+mδ2. Thus, by the definition of the cumulative distribution function, we get
Q
((
γt+ σWt +
m∑
j=1
Yj
)
∈ A
)
=
∫
A
ϕγt+mµ,σ2t+mδ2(x) dx
where ϕ denotes the probability density function of the normal distribution (see [12]
and Example 2.2 above). Putting the latter equations together, we end up with (2.7).
Remark 2.6. Verify that the proof of Proposition 2.5 only works, if the random vari-
ables Yj are normally distributed for every j. If Yj is e.g. exponentially distributed
for all j = 1, . . . ,m (as proposed in Example 2.3), then it is unclear how to compute
the probability
Q
((
γt+ σWt +
m∑
j=1
Yj
)
∈ A
)
emerging in the sequel of (2.8).
324 M. Hess
Corollary 2.7 (Eq. (4.12) in [4]). Under the assumptions of Proposition 2.5, for all
t ∈ [0, T ] and x ∈ R the probability density function ofXt underQ is given by
fXt(x) = e
−λt
∞∑
m=0
(λt)m
m!
√
2π(σ2t+mδ2)
exp
{
−1
2
(x − γt−mµ)2
σ2t+mδ2
}
. (2.9)
Proof. The density can directly be read off in (2.7). Also see [12].
Corollary 2.8. If the Borel set A = ]−∞, a] ⊆ R is an interval, then for any a ∈ R
and t ∈ [0, T ] the distribution function in (2.7) takes the form
Q(Xt ≤ a) = e−λt
∞∑
m=0
(λt)m
m!
Φ
(
a− γt−mµ√
σ2t+mδ2
)
where Φ denotes the standard normal cumulative distribution function.
Proof. This representation is an immediate consequence of Proposition 2.5.
Recall that the stochastic process St will serve as our stock price model when it
comes to cliquet option pricing in the subsequent section. In this context, for n ∈ N
we introduce the time partition P := {0 < t0 < t1 < · · · < tn ≤ T } and define the
return/revenue process associated with the period [tk−1, tk] via
Rk :=
Stk − Stk−1
Stk−1
= eXtk−Xtk−1 − 1 (2.10)
where k ∈ {1, . . . , n} andX is the Lévy process defined in (2.3). Note thatR1, . . . , Rn
are Q-independent and that Rk > −1 Q-almost sure for all k. For the sake of nota-
tional simplicity, we always work under the assumption of equidistant time points in
the following and define τ := tk − tk−1. If we want to refrain from this assumption
again, then τ simply has to be replaced by the difference tk − tk−1 in all subsequent
equations – with (3.17) as an exception.
Proposition 2.9. Let P = {0 < t0 < t1 < · · · < tn ≤ T } and put τ = tk− tk−1 for
k ∈ {1, . . . , n} (equidistant time points). Define the return process Rk as in (2.10).
Then for any fixed real-valued ξ > −1 the distribution function ofRk underQ admits
the series representation
Q(Rk ≤ ξ) = e−λτ
∞∑
m=0
(λτ)m
m!
Φ
(
ln(1 + ξ)− γτ −mµ√
σ2τ +mδ2
)
(2.11)
where Φ denotes the standard normal cumulative distribution function.
Proof. Since X is a Lévy process under Q, we observe Xtk − Xtk−1 ∼= Xτ (sta-
tionary increments) where τ = tk − tk−1 and the symbol ∼= denotes equality in
distribution. Taking (2.10) and (2.9) into account, we obtain
Q(Rk ≤ ξ) = Q
(
Xτ ≤ ln(1 + ξ)
)
= e−λτ
∞∑
m=0
(λτ)m
m!
∫ ln(1+ξ)
−∞
ϕγτ+mµ,σ2τ+mδ2(x) dx (2.12)
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with
fXτ (x) = e
−λτ
∞∑
m=0
(λτ)m
m!
ϕγτ+mµ,σ2τ+mδ2(x) (2.13)
where ϕ denotes the density function of the normal distribution (recall Example 2.2).
We finally perform the integration and end up with (2.11).
In quantitative risk management, it is often of interest to compute the probability
of large drawdowns (shocks) in asset prices like e.g. Q(Su ≤ κSt), 0 ≤ t < u ≤ T ,
where κ constitutes some stress scenario percentile like 60%, for instance. Due to
(2.2), we find Q(Su ≤ κSt) = Q(Xu−t ≤ lnκ) which can easily be computed by
Corollary 2.8.
3 Cliquet option pricing
This section is dedicated to the pricing of cliquet options in the Lévy jump-diffusion
stock price model presented in Section 2. In accordance to (1.1) in [3], we consider a
cliquet option with payoff
HT = K +Kmax
{
g,
n∑
k=1
min{c, Rk}
}
where T is the maturity time, K denotes the notional (the initial investment), g is
the guaranteed rate at maturity, c ≥ 0 is the local cap and Rk is the return pro-
cess defined in (2.10). This option is of monthly sum cap style with credited rate
based on the sum of the monthly-capped rates [3]. Verify that the payoff HT is
globally-floored and locally-capped. A popular choice in the insurance industry is
to take g = 0 (globally-floored by zero) and n = 12 (monthly-capped by c). Fur-
ther, note that the payoffHT actually is a function of multiple random variables, i.e.
HT = h(R1, . . . , Rn) = h(St0 , . . . , Stn) wherein h and h are appropriately de-
fined functions while the resetting times of the cliquet option are ordered as follows
0 < t0 < t1 < · · · < tn ≤ T . In this regard, a notation like Ht0,...,tn(T ) might be
more intuitive than simply writingHT . However, by a case distinction we observe
HT = Kmax
{
1 + g, 1 +
n∑
k=1
min{c, Rk}
}
= K
(
1 + g +max
{
0,
n∑
k=1
Zk
})
where Zk := min{c, Rk} − g/n denote i.i.d. random variables. Moreover, we in-
troduce a bank account dBt = rBt dt with constant interest rate r > 0 and initial
capital B0 = 1, i.e. Bt = e
rt. Then the price at time t ≤ T of a cliquet option with
payoffHT at maturity T is the discounted risk-neutral conditional expectation of the
payoff, i.e.
Ct = e
−r(T−t)EQ(HT |Ft).
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Combining the latter equations, we obtain
C0 = Ke
−rT
(
1 + g + EQ
[
max
{
0,
n∑
k=1
Zk
}])
(3.1)
which shows that the considered cliquet option with payoffHT essentially is a plain-
vanilla call option with strike zero written on the basket-style underlying
∑n
k=1 Zk.
Proposition 3.1 (Cliquet option price). Let k ∈ {1, . . . , n} and consider the inde-
pendent and identically distributed random variablesZk = min{c, Rk}−g/nwhere
c ≥ 0 is the local cap, Rk is the return process defined in (2.10) and g is the guar-
anteed rate at maturity. Denote the maturity time by T , the notional by K and the
risk-less interest rate by r. Then the price at time zero of a cliquet option with payoff
HT can be represented as
C0 = Ke
−rT
(
1 + g +
n
2
EQ[Z1] +
1
π
∫ ∞
0+
1−Re(φZ(x))
x2
dx
)
(3.2)
where Re denotes the real part and the characteristic function φZ(x) is defined via
φZ(x) :=
n∏
k=1
φZk(x) =
n∏
k=1
EQ
[
eixZk
]
=
(
φZ1 (x)
)n
=
(
EQ
[
eixZ1
])n
. (3.3)
More explicit expressions for φZ(x) and EQ[Z1] are derived in several proposi-
tions below.
Proof. The proof essentially follows the same lines as the proof of Proposition 3.1
in [3] whereas our proof does not make use of the Rademacher random variable in-
troduced in [3]. To begin with, we recall that
max{0, a} = a+ |a|
2
,
|a| = 2
π
∫ ∞
0+
1− cos(ax)
x2
dx =
1
π
∫ ∞
0+
2− eiax − e−iax
x2
dx
similar to (3.2) and (3.3) in [3]. As a consequence, we deduce
EQ
[
max
{
0,
n∑
k=1
Zk
}]
=
n∑
k=1
EQ[Zk]
2
+
∫ ∞
0+
2− φZ(x)− φZ(−x)
2πx2
dx
where the characteristic function φZ(x) is such as defined in (3.3). In the derivation
of the latter equation, we used the fact that Z1, . . . , Zn are i.i.d. random variables
under Q. Since
1
2
(
φZ(x) + φZ(−x)
)
= EQ
[
cos
(
x
n∑
k=1
Zk
)]
= Re
(
EQ
[
exp
{
ix
n∑
k=1
Zk
}])
= Re
(
φZ(x)
)
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we get
EQ
[
max
{
0,
n∑
k=1
Zk
}]
=
n∑
k=1
EQ[Zk]
2
+
∫ ∞
0+
1−Re(φZ(x))
πx2
dx.
Substituting this into (3.1) leads us to (3.2).
The remaining challenge now consists in finding appropriate computation tech-
niques for the entities EQ[Z1] and φZ(x) emerging in (3.2). In the subsequent sec-
tions, we present different methods to derive expressions for the mentioned entities.
Similar to the notation introduced in Proposition 2.9, for arbitrary k ∈ {1, . . . , n} we
set τ = tk − tk−1 in the following. We also assume that the jump amplitudes are
normally distributed, as pointed out in Example 2.2.
3.1 Cliquet option pricing with distribution functions
Let us first apply a method involving probability distribution functions (cf. [3]). We
initially investigate the treatment of φZ(x) as defined in (3.3).
Proposition 3.2. Suppose that Zk = min{c, Rk}−g/n where k ∈ {1, . . . , n}. Then
the characteristic function of Zk under Q can be represented as
φZk(x) = e
−ix(1+g/n)
(
eix(1+c)
− ixe−λτ
∞∑
m=0
(λτ)m
m!
∫ 1+c
0+
eixwΦ
(
ln(w) − γτ −mµ√
σ2τ +mδ2
)
dw
)
(3.4)
where Φ denotes the standard normal cumulative distribution function.
Proof. By a case distinction, we find that the distribution function of Zk is given by
Q(Zk > ξ) = Q(Rk − g/n > ξ) (3.5)
if Rk ≤ c and ξ ≤ c − g/n, whereas Q(Zk > ξ) = 0 otherwise (cf. (3.15) in [3]).
Since Rk > −1 Q-a.s. for all k, we deduce Zk > −1 − g/n Q-a.s. for all k. Thus,
Zk + 1 + g/n > 0 Q-a.s. for all k. With respect to (3.5), we obtain
Q(Zk + 1 + g/n > w) = Q(Zk > w − 1− g/n) = Q(Rk > w − 1) (3.5a)
if Rk ≤ c and w ≤ 1+ c, whereasQ(Zk+1+ g/n > w) = 0 otherwise. Further on,
verify that for the characteristic function the following relation holds
φZk+1+g/n(x)e
−ix(1+g/n) = φZk(x). (3.6)
Moreover, we recall that for any random variable Λ ≥ 0 with finite first moment, its
characteristic function can be represented as
φΛ(x) = 1 + ix
∫ ∞
0
eixuQ(Λ > u) du.
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(This equality follows from integration by parts; cf. Eq. (3.14) in [3].) Combining the
latter equation with (3.6) and (3.5a), we deduce
φZk(x) = e
−ix(1+g/n)
(
1 + ix
∫ 1+c
0
eixwQ(Rk > w − 1) dw
)
(3.7)
which can be rewritten as
φZk(x) = e
−ix(1+g/n)
(
eix(1+c) − ix
∫ 1+c
0
eixwQ(Rk ≤ w − 1) dw
)
.
Merging (2.11) into the latter equation while noting that in (2.11) it holds ξ > −1,
we finally end up with (3.4).
If we insert (3.4) into (3.3), we eventually get a representation for the character-
istic function φZ(x). Let us proceed with the computation of EQ[Zk].
Proposition 3.3. Suppose that Zk = min{c, Rk}−g/n where k ∈ {1, . . . , n}. Then
the first moment of Zk underQ is given by
EQ[Zk] = c− g
n
− e−λτ
∞∑
m=0
(λτ)m
m!
∫ 1+c
0+
Φ
(
ln(w) − γτ −mµ√
σ2τ +mδ2
)
dw (3.8)
where Φ denotes the standard normal distribution function.
Proof. In accordance to Proposition 2.4 in [4], we have
EQ[Zk] =
1
i
∂
∂x
(
φZk(x)
)∣∣∣∣
x=0
. (3.9)
A substitution of (3.7) into (3.9) yields
EQ[Zk] = c− g
n
−
∫ 1+c
0+
Q(Rk ≤ w − 1) dw.
We ultimately put (2.11) into the latter equation and receive (3.8).
3.2 Cliquet option pricing with Fourier transform techniques
There is an alternative method to derive expressions for EQ[Zk], φZ(x) and C0 in-
volving Fourier transforms and the Lévy–Khinchin formula. In the following, we
present this method.
Proposition 3.4. Suppose that Zk = min{c, Rk} − g/n where k ∈ {1, . . . , n} and
let a > 0 be a finite real-valued dampening parameter. Then the first moment of Zk
underQ can be represented as
EQ[Zk] = c− g
n
− 1
2π
∫
R
(c+ 1)1+a+iy
(a+ iy)(1 + a+ iy)
φXτ (ia− y) dy (3.10)
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where the characteristic function φXτ is given by
φXτ (ia− y) = e−λτ
∞∑
m=0
(λτ)m
m!
× exp
{
(a+ iy)
(
1
2
(
σ2τ +mδ2
)
(a+ iy)− γτ −mµ
)}
. (3.11)
Proof. First of all, verify that
min{c, Rk} = −max{−c,−Rk} = c−max{0, c−Rk} = c− [c−Rk]+ (3.12)
which implies
EQ[Zk] = c− g/n− EQ
[
(c−Rk)+
]
.
Hence, the evaluation of EQ[Zk] is equivalent to the evaluation of a put option with
underlyingRk and strike c ≥ 0. Taking (2.10) into account, we receive
EQ[Zk] = c− g/n− EQ
[(
c+ 1− eXτ )+]
where τ = tk − tk−1 and X is the real-valued Lévy process introduced in (2.3).
Furthermore, we define the function
ζ(u) := eau
(
c+ 1− eu)+
with a finite real-valued dampening parameter a > 0. Since ζ ∈ L1(R), its Fourier
transform exists and reads as
ζˆ(y) =
(c+ 1)1+a+iy
(a+ iy)(1 + a+ iy)
.
Using the inverse Fourier transform along with Fubini’s theorem, we get
EQ
[(
c+ 1− eXτ )+] = EQ[e−aXτ ζ(Xτ )] = 1
2π
∫
R
ζˆ(y)EQ
[
e−(a+iy)Xτ
]
dy
which implies (3.10). What remains is the computation of the characteristic function
φXτ . It holds
φXτ (ia− y) = EQ
[
e−(a+iy)Xτ
]
=
∫
R
e−(a+iy)xfXτ (x) dx,
such that (2.13) yields
φXτ (ia− y) = e−λτ
∞∑
m=0
(λτ)m
m!
∫
R
e−(a+iy)xϕγτ+mµ,σ2τ+mδ2(x) dx.
We finally perform the integration while noting that∫
R
ebxϕµ,σ2(x) dx = exp
{
µb+
1
2
σ2b2
}
(3.13)
(with arbitrary b ∈ C, µ ∈ R, σ ∈ R+) and end up with (3.11).
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It is possible to derive an alternative representation for the characteristic function
φXτ by using (2.4), (2.5), Example 2.2 and the equality (ia − y)2 = −(a + iy)2. If
we do so, we obtain
φXτ (ia− y) = exp
{
τ
(
−(a+ iy)γ + 1
2
σ2(a+ iy)2 + λe(a+iy)[(a+iy)δ
2/2−µ] − λ
)}
instead of (3.11). In contrast to (3.11), in the latter equation the series expansion has
vanished.
Our argumentation in the proof of Proposition 3.4 motivates the following con-
siderations.
Proposition 3.5. Suppose that Zk = min{c, Rk} − g/n with k ∈ {1, . . . , n} and
c ≥ 0. Then the characteristic function of Zk underQ reads as
φZk(x) = e
−ixg/n
(
eixc +
∫ ln(1+c)
−∞
[
eix(e
u−1) − eixc]fXτ (u) du
)
(3.14)
where the density fXτ ofXτ under Q is such as given in (2.9).
Proof. By the definition of the characteristic function (recall (2.4)), we get
φZk(x) = e
−ixg/nEQ
[
eixmin{c,Rk}
]
.
Taking (3.12) and (2.10) into account, the latter equation can be expressed as
φZk(x) = e
−ixg/nEQ
[
eix(c−[1+c−e
Xτ ]+)
]
= e−ixg/n
∫
R
eix(c−[1+c−e
u]+)fXτ (u) du
where the density fXτ is such as given in (2.9). Next, verify that[
1 + c− eu]+ = (1 + c− eu)1u≤ln(1+c)
(where 1 denotes the indicator function) which implies
φZk(x) = e
−ixg/n
(∫ ln(1+c)
−∞
eix(e
u−1)fXτ (u) du+ e
ixc
∫ ∞
ln(1+c)
fXτ (u) du
)
.
Since the last integral can be rewritten as∫ ∞
ln(1+c)
fXτ (u) du = 1−
∫ ln(1+c)
−∞
fXτ (u) du
we eventually obtain (3.14).
There is an alternative method involving (3.9) to derive an expression for EQ[Zk]
which is presented in the following.
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Corollary 3.6. In the setup of Proposition 3.5, we receive the representation
EQ[Zk] = c− g
n
+ e−λτ
∞∑
m=0
(λτ)m
m!
[
exp
{(
γ +
σ2
2
)
τ +
(
µ+
δ2
2
)
m
}
Φ
(
κm1
)
− (1 + c)Φ(κm2 )] (3.15)
wherein Φ denotes the standard normal distribution function and
κm1 :=
ln(1 + c)− γτ −mµ− σ2τ −mδ2√
σ2τ +mδ2
, κm2 :=
ln(1 + c)− γτ −mµ√
σ2τ +mδ2
.
Proof. A substitution of (3.14) into (3.9) yields
EQ[Zk] = c− g
n
+
∫ ln(1+c)
−∞
[
eu − 1− c]fXτ (u) du. (3.16)
Taking (2.13) into account, we obtain the equalities∫ ln(1+c)
−∞
eufXτ (u) du = e
(γ−λ+σ
2
2
)τ
∞∑
m=0
e(µ+
δ2
2
)m (λτ)
m
m!
Φ
(
κm1
)
,
∫ ln(1+c)
−∞
fXτ (u) du = e
−λτ
∞∑
m=0
(λτ)m
m!
Φ
(
κm2
)
where the arguments κm1 and κ
m
2 are such as defined in the sequel of (3.15). Putting
the latter equations into (3.16), we ultimately get (3.15).
Note that the expressions in (3.4), (3.8), (3.10), (3.14) and (3.15) altogether are
independent of k. This is not a surprising observation, since Z1, . . . , Zn are i.i.d.
random variables and we have chosen equidistant resetting times with τ = tk− tk−1.
Inspired by the Fourier transform techniques applied in the proof of Proposi-
tion 3.4, we now focus on the derivation of an alternative representation for the cliquet
option price C0 given in Eq. (3.1).
Theorem 3.7 (Fourier transform cliquet option price). Let k ∈ {1, . . . , n} and con-
sider the independent and identically distributed random variablesZk= min{c, Rk}−
g/n where c ≥ 0 is the local cap, g is the guaranteed rate at maturity and Rk is the
return process defined in (2.10). For arbitrary n ∈ N we set ̺ := nc− g and denote
the maturity time by T , the notional by K and the risk-less interest rate by r. Then
the price at time zero of a cliquet option paying
HT = K
(
1 + g +max
{
0,
n∑
k=1
Zk
})
at maturity can be represented as
C0 = Ke
−rT
[
1 + g
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+
∫ ∞
0+
1 + iy̺− eiy̺
2πy2
(
1 +
∫ ln(1+c)
−∞
[
eiy(e
u−1−c) − 1]fXτ (u) du
)n
dy
]
(3.17)
where fXτ (u) constitutes the probability density function claimed in (2.9).
Proof. Suppose that the cliquet option price C0 is such as given in (3.1). We only
need to evaluate the expectation
J := EQ
[(
n∑
k=1
Zk
)+]
appearing in (3.1). Taking the definition of Zk and (3.12) into account, we obtain
J = EQ
[(
̺−
n∑
k=1
[c−Rk]+
)+]
where ̺ = nc− g is a constant. Note that in the latter equation we observe a basket-
style composition of put options. Let us further introduce the function ϑ(x) := (̺−
x)+ ∈ L1(R+) as well as the non-negative random variable
D :=
n∑
k=1
[c−Rk]+
such that we may write
J = EQ
[
ϑ(D)
]
.
An application of the inverse Fourier transform yields
J =
1
2π
∫
R+
ϑˆ(y)EQ
[
e−iyD
]
dy
where
ϑˆ(y) =
1 + iy̺− eiy̺
y2
constitutes the Fourier transform of ϑ. In the next step, we compute the characteristic
function of D. Taking the definition of D and the Q-independence of the random
variablesR1, . . . , Rn into account, we deduce
EQ
[
e−iyD
]
=
n∏
k=1
EQ
[
e−iy[c−Rk]
+]
.
With respect to (2.10), we obtain
EQ
[
e−iyD
]
=
n∏
k=1
EQ
[
e−iy[1+c−e
Xτ ]+
]
=
n∏
k=1
∫
R
e−iy[1+c−e
u]+fXτ (u) du
Cliquet option pricing in a jump-diffusion Lévy model 333
where τ = tk − tk−1 and fXτ (u) is such as given in (2.9). By a case distinction, we
get
EQ
[
e−iyD
]
=
n∏
k=1
(∫ ln(1+c)
−∞
e−iy(1+c−e
u)fXτ (u) du+
∫ ∞
ln(1+c)
fXτ (u) du
)
=
n∏
k=1
(
1 +
∫ ln(1+c)
−∞
[
eiy(e
u−1−c) − 1]fXτ (u) du
)
.
Verify that the emerging integrand [eiy(e
u−1−c) − 1]fXτ (u) is finite for all u ∈
[−∞, ln(1+ c)]. Also note that the appearing factors altogether are independent of k.
Combining the latter equations with (3.1), we finally get the asserted cliquet option
price formula (3.17).
We recall that Fourier transform techniques have also been applied in the context
of cliquet option pricing in e.g. [9] and [11].
4 Hedging and Greeks
In this section, we are concerned with sensitivity analysis and the computation of
Greeks in our cliquet option pricing context. Let us start with an investigation of
the Greek Rho which is defined as the derivative of the cliquet option price C0 with
respect to the interest rate r. Due to (3.2), respectively (3.17), we find
ρ :=
∂C0
∂r
= −TC0
where T denotes the maturity time of the option. Further on, both the Delta and
Gamma of the cliquet option vanish, i.e.
∆ :=
∂C0
∂S0
= 0, Γ :=
∂2C0
∂S20
= 0
since we assumed t0 6= 0 in (2.10) such that neither R1 nor Z1 contains S0. In
accordance to Section 3.2 in [3], we claim that in any cliquet option pricing context
the most important Greek to study is the Vega which is defined as
V :=
∂C0
∂σ
where σ > 0 denotes the volatility parameter of the Lévy processX defined in (2.3).
In the Fourier transform framework studied in Section 3.2, we get the following result.
Proposition 4.1 (Vega; Fourier transform case). Presume that the density function
fXτ is such as given in (2.13) and denote the density function of the normal distribu-
tion by ϕ. In the setup of Theorem 3.7, we then find the following expression for the
Vega of the cliquet option
V =
nKe−rT
2π
∫ ∞
0+
1 + iy(nc− g)− eiy(nc−g)
y2
Fy(σ)
n−1F ′y(σ) dy (4.1)
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where
Fy(σ) := 1 +
∫ ln(1+c)
−∞
[
eiy(e
u−1−c) − 1]fXτ (u) du,
F ′y(σ) = στe
−λτ
∞∑
m=0
(λτ)m
m!(σ2τ +mδ2)2
∫ ln(1+c)
−∞
ϕγτ+mµ,σ2τ+mδ2(u)Gy(u) du,
Gy(u) :=
[
eiy(e
u−1−c) − 1][(u− γτ −mµ)2 − σ2τ −mδ2].
Proof. First of all, note that the only ingredient in (3.17) which contains the param-
eter σ is the density function fXτ . Thus, from (3.17) we deduce
V =
nKe−rT
2π
∫ ∞
0+
1 + iy̺− eiy̺
y2
Fy(σ)
n−1F ′y(σ) dy
where Fy(σ) is as defined in the proposition and the derivativeF
′
y(σ) := ∂Fy(σ)/∂σ
reads as
F ′y(σ) =
∫ ln(1+c)
−∞
[
eiy(e
u−1−c) − 1]∂fXτ (u)
∂σ
du.
Taking (2.13) into account, we find
∂fXτ (u)
∂σ
= στe−λτ
∞∑
m=0
(λτ)m
m!
(u− γτ −mµ)2 − σ2τ −mδ2
(σ2τ +mδ2)2
ϕγτ+mµ,σ2τ+mδ2(u).
Putting the latter equations together, we obtain (4.1) which completes the proof.
In the distribution function context studied in Section 3.1, we find the following
expression for the Vega.
Proposition 4.2 (Vega; distribution function case). Let us denote by ϕ0,1 = Φ
′ the
probability density function of the standard normal distribution. Then, in the setup of
Proposition 3.1, we get the following representation for the Vega
V = nτσKe−rT−λτ
∞∑
m=0
(λτ)m
m!
×
∫ 1+c
0+
Ψ(w)
[
1
2
− 1
π
∫ ∞
0+
Re(ieix[w−1−g/n]φZ1(x)
n−1)
x
dx
]
dw (4.2)
where the characteristic function φZ1(x) is such as given in (3.4) and
Ψ(w) := ϕ0,1
(
ln(w)− γτ −mµ√
σ2τ +mδ2
)
ln(w) − γτ −mµ√
(σ2τ +mδ2)3
.
Proof. Taking (3.2) into account, we get
V = Ke−rT
(
n
2
∂EQ[Z1]
∂σ
− 1
π
∫ ∞
0+
Re
(
∂φZ(x)
∂σ
)
x−2 dx
)
.
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Using (3.8) and the ordinary chain rule, we obtain
∂EQ[Z1]
∂σ
= τσe−λτ
∞∑
m=0
(λτ)m
m!
×
∫ 1+c
0+
ϕ0,1
(
ln(w) − γτ −mµ√
σ2τ +mδ2
)
ln(w) − γτ −mµ√
(σ2τ +mδ2)3
dw
where ϕ0,1 = Φ
′ denotes the probability density function of the standard normal
distribution. On the other hand, by (3.3) and (3.4) we deduce
∂
∂σ
φZ(x) = nφZ1(x)
n−1 ∂
∂σ
φZ1 (x)
= τσnixφZ1 (x)
n−1e−ix(1+g/n)−λτ
∞∑
m=0
(λτ)m
m!
×
∫ 1+c
0+
eixwϕ0,1
(
ln(w) − γτ −mµ√
σ2τ +mδ2
)
ln(w) − γτ −mµ√
(σ2τ +mδ2)3
dw.
Putting the latter equations together, we end up with the asserted representation (4.2).
5 Conclusions
In this paper, we investigated the pricing of a monthly sum cap style cliquet option
with underlying stock price modeled by a jump-diffusion Lévy process with com-
pound Poisson jumps. In Section 2, we derived representations for the probability
density and distribution function of the involved Lévy process. Moreover, we ob-
tained semi-analytic expressions for the cliquet option price by using the probability
distribution function of the driving Lévy process in Section 3.1 and by an applica-
tion of Fourier transform techniques in Section 3.2. With view on existing literature,
the main contribution of the paper consists of the Fourier transform cliquet option
price formula provided in Theorem 3.7. In Section 4, we concentrated on sensitivity
analysis and computed the Greeks Rho, Delta, Gamma and Vega.
A future research topic might consist in a transformation of the presented tech-
niques and results to a time-inhomogeneous Lévy process setup which, in particular,
contains a time (and state) dependent volatility coefficient σ(t), respectively σ(t,Xt),
in order to obtain more realistic (implied) volatility surfaces. In this context, we refer
to Section 4 in [16] as well as Sections 1.2.1 and 11.1.2 in [4].
To read more on cliquet option pricing in a pure-jump Meixner–Lévy process
setup, the reader is referred to the accompanying article [8].
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