In this article, we prove a modulo p congruence which connects the class number of the quadratic field Q( (−1) (p−1)/2 p) and the trace of a certain element generating the Artin-Schreier extension of the field Fp of p elements. This formula has a flavor of Dirichlet's class number formula which connects the class number and the L-value. The proof of our formula is based on several formulae satisfied by the Bell number, where the latter object is a purely combinatorial number counting the partitions of a finite set. Among such formulae, we prove a generalization of the so called "trace formula" which describes the special values of the Bell polynomials modulo p by the trace mentioned above.
Introduction
Since the 19th century, the study of the class numbers of number fields have been one of the major subjects in number theory. They are important in themselves, have many applications to Diophantine problems like Fermat's Last Theorem, and are related with many other mathematical objects (see e.g. [6, 11, 13, 16, 19, 22, 31, [38] [39] [40] ).
As far as the author knows, however, no direct relation is known between the class numbers of the quadratic extension Q( √ ±p) of the field Q of rational numbers and the Artin-Schreier extension F p p of the field F p of p elements. In this article, we prove such a formula. In order to state it, let p be a prime number, and * p denotes the Legendre symbol. Take θ ∈ F p p such that θ p = θ + 1, and let Tr : .
Here, note that θ lies in the kernel of the norm map N : F × p p → F × p . So, if we set k p := (p p − 1)/(p − 1), then we have θ kp = 1. Thus, we regard θ ζ(Fp,a) as an element of F p p by taking a positive integer Z a such that Z a ≡ ζ(F p , a) (mod k p ). This is possible because we assume that gcd(a, p) = 1. In fact, we can take Z a = p−1 j=1 jp (j+1)a−1 (cf. Lemma 3.7) .
What is interesting is that our proof of Theorem 1.1 is based on the arithmetic properties of purely combinatorial objects, the so called Bell numbers in the title. Here, the n-th Bell number b n is the number of the partitions of {1, 2, ..., n}. It has a natural subdivision by the Stirling numbers of the second kind S(n, j), the so called Bell polynomial
Here, S(n, j) is the number of the partitions of {1, 2, ..., n} into non-empty j subsets. For known properties of these classical sequences, we refer to [1-5, 8, 12, 14, 15, 17, 24, 25, 28, 35, 37] and references there. A key ingredient of our proof of Theorem 1.1 is the following formula, which is a generalization of the "trace formula" proven by Barsky and Benzaghou [3, Théorème 2] . In what follows, we denote the trace map F p p → F p . For every prime number p and an integer a ∈ Z, set τ p (a) := p−1 j=1 jp ja−1 . Theorem 1.2 (⊂ Theorem 3.1). Let a, m ∈ Z ≥0 such that gcd(a, p) = 1. Then, the following congruence holds:
In particular, we have Tr(θ ζ(Fp,a) ) ≡ Tr(θ τp(a) ) ≡ a τp(a) b τp(a) (a −1 ) (mod p).
In fact, the statement of Theorem 1.2 itself is essentially equivalent to Junod's "theorem" [24, Theorem 5] . However, his proof has several errors, and we also correct these errors in this article.
In §2, we introduce the weighted Bell polynomial as a generalization of the Bell polynomial (cf. [9, 10] ) and recall its basic properties. In §3, we prove Theorem 1.2 in a generalized form for weighted Bell polynomials. The idea of its proof is the same as [24] . However, we shall clarify what are the crucial ideas in the proof. Finally, in §4, we prove Theorem 1.1 via the Hankel determinant formula (= Theorem 4.1) proven by Radoux [37] .
Weighted Bell polynomials and the generating series
Among several generalizations of the classical Stirling number of the second kind S(n, j), Carlitz [9, 10] introduced the weighted Stirling "number" R(n, j, λ) of the second kind, which is a polynomial of λ defined by
Here, n m is the binomial coefficient. The classical Stirling number S(n, j) is recovered as R(n, j, 0). In terms of the Bernoulli polynomial B (j) n (λ) of higher order (cf. [33] ), R(n, j, λ) is described by
Here, B
Since R(n, j, λ) is characterized by the initial condition n≥0 R(n, 0, λ)z n = n≥0 λ n z n = 1 1 − λz and the recursive condition R(n, j, λ) = (λ + j)R(n − 1, j; λ) + R(n − 1, j − 1; λ), its ordinary generating series is given by
Let b n (x, λ) be a polynomial of x and λ defined by
We call this polynomial the weighted Bell polynomial (which is denoted by r n (t) in [23] ). 1 Since
the exponential generating series of b n (x, λ) is given by
. On the other hand, eq. (1) leads us to the following representation of the ordinary generating series of b n (x, λ).
This formula leads us to several applications. For example, we can generalize [29, Theorem 3.2] in a simpler manner. x n (1 − (λ + n)z)n! .
Proof. We prove that
It is sufficient to compare the coefficients of x n /n!, which amounts to j≥0 (−1) n−j n j
1 Note that R(n, j, r) with r ∈ Z ≥0 coincides with the number of partitions of {1, 2, ..., n} into distinguishable r boxes and indistinguishable j boxes so that each of the latter j boxes is non-empty, hence bn(1, r) is its summation with respect to j (cf. [9, §7] and [7, 29, 30] 
Here, the first equality is a consequence of j≥0 (−1) n−j n j = 0. On the other hand, the second equality holds because, after dividing by z, the both sides are rational functions of z with a zero at z = ∞ and simple poles at z = (λ + j) −1 (1 ≤ j ≤ n) with residues
These conditions characterize the unique rational function of z (cf. Legendre's polynomial interpolation).
An advantage of the ordinary generating series is that we can consider the reduction of them modulo integers. This fact has several arithmetic applications. For instance, we can generalize [3, Theorem 1] and [24, Theorem 1] following the same method.
In particular, for every prime number p and every integer r, the following congruence
Proof. The former congruence follows from
The second congruence follows from the former and
Example 2.4. Suppose that p is odd, n = 1, and λ = 0. Then, the last congruence reads
Therefore, by comparing the coefficients of z n+p for each n ∈ Z ≥0 , we have
This is nothing but the Touchard-type congruence obtained in e.g. [34, (5) ]. In fact, in a similar manner (with some auxiliary congruences), we can prove that
which is a generalization of [30, Theorem 4] (the latter had already appeared in the proof of [23, Theorem 3.1]). Moreover, both eq. (4) and eq. (5) hold also for p = 2, which we can check by elementary properties of the binomials coefficients and the Stirling numbers.
Trace formula for weighted Bell polynomials
In this section, we prove the following "trace formula" for weighted Bell polynomials b n (x, λ) specialized at x ∈ Z, which is a generalization of [3, Théorème 2] . In what follows, we denote the F p -linear extension of Tr : F p p → F p to F p [λ] also by Tr.
Theorem 3.1. Let a, m ∈ Z ≥0 such that gcd(a, p) = 1, and θ ∈ F p p such that θ p = θ + 1. Then, the following congruence holds in F p [λ]: (2)). Therefore, it is sufficient to prove Theorem 3.1 for λ = 0. In this case, the statement itself has already appeared in Junod's paper [24, Theorem 5] . However, his proof is inprecise. Moreover, he stated an intermediate result (= [24, Theorem 3]), which is incorrect. In this section, we correct these errors and give self-contained proofs. The ideas of our proofs are the same as [24] , but we shall clarify what are the crucial ideas and where detailed analysis is necessary. Remark 3.3 (p = 2). The proof of Theorem 3.1 for p = 2 is quite easy: In this case, we may assume that a = 1. By noting that [41] , [42, Lemma 4] ), and θ 3 = 1, it is sufficient to prove the formula for m = 0, 1, 2, which amounts to check that b 0 (1) = 1, b 1 (1) = 1, b 2 (1) = 2 ≡ 0 (mod 2), and Tr(θ −2 ) ≡ θ −2 + θ −4 ≡ 1 (mod 2), Tr(θ −1 ) ≡ 1 (mod 2), Tr(θ 0 ) = 2 ≡ 0 (mod 2).
In what follows, we focus on odd prime numbers p. In what follows, F denotes a fixed algebraic closure of each field F . Let O be the ring of integers in Q p . Moreover, for every n ∈ Z ≥1 , we fix a primitive n-th root of unity ζ n ∈ O × . In the proof of Proposition 3.6, we use the following lemmas: 3 , where θ ∈ Qp is taken so that θ p = θ + 1. This statement is incorrect when gcd(n, p) = 1 because we need to extend the ring from Zp[θ]/npZp[θ] Fpp to Fp(ζn, θ) or its degree p extension in general. Moreover, his proof is based on the claim that aθ + m (0 ≤ m ≤ np − 1) form the distinct np roots ofga,n(z) in Fp, which is wrong whenever n > 1.
Proof. By replacing j by np − j, we have
Moreover, by replacing k by np − k − 1, we obtain the desired congruence. Proof. This is a consequence of the fact thatg x,n (z) = n m=1g ζ m n x,1 (z), whereg ζ m n x,1 (z) (1 ≤ m ≤ n) have no common roots in Q p , and each polynomialg ζ m n x,1 (z) (mod p) has p distinct roots in F p ,
The following is a corrected and generalized version of [24, Theorem 3] . We state it for r = 0 just for simplicity, but we can state and prove it for general r in a similar manner as r = 0. Proposition 3.6. Let m ∈ Z ≥0 and n ∈ Z ≥1 . Then, for every x ∈ O × , the following congruence holds in O/npO:
In particular, for every (p − 1)-st root a of unity in Q p , the following congruence holds in O/npO: 
i.e., F x,n (z) is a lifting of the ordinary generating series of (b m (x) (mod np)) m∈Z ≥0 as a rational function over a field of characteristic zero. 4 Note that F x,n (z) has a zero at z = ∞ (∈ P 1 (Q p )), and by Lemma 3.5 it has distinct np simple poles at the zeros of g x,n . So, if we set the residue of F x,n (z) at z = α ∈ Q p as 4 This is a crucial idea to deform a formal power series p-adically (cf. [2] ). Note that the ordinary generating series of the Bell numbers (bm) m∈Z ≥0 satisfies no algebraic differential equations over the ring of convergent power series over the field of complex numbers, hence highly transcendental (cf. [26, Theorem 3.5] ). and
. Therefore, again by Lemma 3.5, we have
. 5 Since ((η −1 ) p − η −1 ) n = x np , we obtain the desired congruence as follows:
For the latter statement, it is sufficient to note that, θ p − θ = ζ l n holds if and only if (a −1 θ) p − (a −1 θ) ≡ ζ l n a −p (mod np) holds. The following lemma (= [24, Proposition 4]) is used in the proof of Theorem 3.1. The author believes that the following algebraic proof clarifies the gimmick behind Junod's proof which involves more technical calculation than ours. Moreover, the author expects that such a direct relation between a mysterious function τ p and the cyclotomic polynomial (x p − 1)/(x − 1) would lead us to deeper understanding of Theorem 3.1.
Lemma 3.7. Suppose that a ≡ 0 (mod p). Then, the following congruence holds:
Proof of Lemma 3.7. By calculating the derivative of x ap −1 ∈ Z[x] in two ways, we obtain
Since the roots of x N − 1 in Q are the distinct N -th roots of unity, (x ap − 1)/(x a − 1) is divisible by (x p − 1)/(x − 1) if (and only if) a ≡ 0 (mod p). If this is the case, there exists a polynomial ψ(x) ∈ Z[x] such that
By taking the reduction modulo k p = (p p −1)/(p−1), we see that a −1 ((x ap − 1)/(x a − 1)) x=p is the inverse of p a − 1 (mod k p ), which is nothing but τ p (a).
Proof of Theorem 3.1. By applying Proposition 3.6 for n = 1 and Lemma 3.7, we obtain the following congruence in F p p :
Since a ≡ 0 (mod p), θ p a(k+1) (0 ≤ k ≤ p − 1) form the roots of t p − t − 1. Therefore, we have p−1 k=0 (θ p (k+1)a ) τp(a) = Tr(θ τp(a) ), which is independent of a root θ of t p − t − 1. This implies the desired congruence for λ = 0, hence for an indeterminate λ as explained above. (cf. Remarks 3.2 and 3.3)
Relation with quadratic fields
In this section, we prove Theorem 1.1. First of all, note that since θ τp(a) and θ p a τp(a) are conjugate, τ p (a) ≡ (p−1)/2 (mod p−1), and Tr(θ −1 ) = −1 (cf. Lemma 4.3), Theorem 3.1 for m = τ p (a) implies that (6) Tr(θ ζ(Fp,a) ) = Tr(θ τp(a) ) ≡ a p b τp(a) (a −1 ) (mod p).
On the other hand, by [11, 31] , we have
Therefore, Theorem 1.1 follows from the following: For a = 1, this is obtained by Radoux in [36, p. 881 ] and [37, (13) ] (and reproved in [25, Theorem] ). We prove Theorem 4.1 along Radoux's argument based on the following Hankel determinant formula. Lemma 4.2 ([37, (12) ], [15, Theorem 1] , see also [1] ). Let n ∈ Z ≥1 , and set n × n matrix B n (x) := (b i+j (x)) 0≤i,j≤n−1 . Then, we have
In particular, if n = p is an odd prime number, and a ∈ Z ≥1 such that gcd(a, p) = 1, then we have
We also use the following lemma, whose proof is given in the appendix. Indeed, we can check it by an induction on m via the following recursive congruence (cf. Example 2.4): 
It follows from Theorem 3.1 and another fact that a p Tr(θ τp(a) ) is a constant independent of a. However, Junod's proof of the latter fact depends on the assumption that (a −1 θ) p ≡ a −1 θ + 1 (mod p), which is wrong unless a ≡ 1 (mod p). Now, we can fill the gap in his proof by combining eq. (6) and Theorem 4.1. It should be emphasized that this constant has a deep arithmetic nature as stated in Theorem 1.1. .
Although its left hand side is redundant in the sense that a p Tr(θ ζ(Fp,a) ) is independent of a, its visual aspect evokes the finite-sum form of Dirichlet's class number formula for quadratic fields (cf. [21, Theorem 152] ).
Remark 4.6. The right hand side of Theorem 4.1 can be described by Γ p (1/2), where Γ p is Morita's p-adic Γ-function (cf. [32] ). Therefore, by the Gross-Koblitz formula [20, Theorem 1.7], we can rewrite it also in terms of the quadratic Gauss sum. (Of course, the direct connection between ( p−1 2 )! and the Gauss sum should be known by Gauss.) Note that both Γ p (1/2) and the quadratic Gauss sum are strongly related with the Artin-Schreier curve defined by x p − x = y 2 . In fact, the Gross-Koblitz formula can be explained via the Frobenius actions on it (cf. [27, § §15-16] ). It should be an interesting problem to give geometric interpretations of the Bell numbers b τp(a) (a −1 ) and the traces Tr(θ ζ(Fp,a) ).
Appendix : Proof of Lemma 4.3
Set a n,0 , ..., a n,p−1 ∈ F p so that θ n = p−1 i=0 a n,i θ i . Then, for every m ∈ Z ≥0 , we have Therefore, the claimed identity follows from the following congruence:
S j (p) := p−1 m=0 m j ≡ −1 (mod p) if j > 0 and j ≡ 0 (mod p − 1) 0 (mod p) otherwise .
Since the case of j ≡ 0 (mod p − 1) is obvious, we may assume that 1 ≤ j ≤ p − 2. By summing up j m=0 j + 1 m k m = (k + 1) j+1 − k j+1 (k ∈ Z ≥0 ) with respect to 0 ≤ k ≤ p − 1, we have j m=0 j + 1 m S m (p) = p j+1 ≡ 0 (mod p).
By induction on j, we obtain the desired congruence.
