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(Recieved Feb. 29， 1996) 
We investigate the measures of complexity for pattern recognition proposed 
by Ikegami and Tsuda. The degree of complexity depends on the observer's 
knowledge and is expressed by templates and their interactions. We assume 
three kinds of observers who have references. The measures of complexity， i.e. 
the degree of interest， turn out to be maximum in the case of that the target 
patterns consist of the observer's references. 
1 はじめに
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今まで複雑性の指標として、ランダムなもので最大になるもの [1]、カオス的なものやカオスの淵で
最大になるもの [2ト[5]などがあった。また、これらの複雑性の指標が分類されている [6]。しかし、こ
れらの代表的な複雑性の指標は、対象を客観的に見る指標であった。我々は複雑さは人により感じ方が
違うということから、複雑性の指標は対象を主観的に見なければならないと考えている。また本論文で
は、かろうじて理解できるものが最も複雑であるという立場をとる。つまり、簡単に理解できたり難し
すぎて理解できないものは、複雑ではないと考えている。我々が考えているような複雑性の指標を、関
心度と呼ぶことにする。
池上と津田が、複雑性の指標 C2を提案した [7]0これは、複雑さを測る対象を主観的に見る指標で
ある。この指標は、我々が考えている様な指標になっている。
2 リファレンスを使った複雑性の指標
池上と津田の提案したリファレンスを使った複雑性の指標 C2は、まずタイリングという作業を行
なった後に測られる。タイリングのプロセスは、次の図 1のようになる。 TargetPatternは、複雑度を
測る対象である。 ReferenceSystemは、人聞に例えると知識全体を表しており、 1つのセルが1つの知
識を表す。また、このセルのことを Templateと呼ぶ。 TargetPatternをTemplateと同じ大きさに分
割し、 ReferenceSystemから Templateを選び、 TargetPatternと同じ大きさになるまで貼っていく。
この Templateを貼っていく時に、 TargetPatternと同じになるように、かつ隣同士の Templateが同
じものになるように貼っていく。
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図 1:タイリングのアルゴリズム
上記に述べられた Ti1ngのプロセスは、次に示すような評価関数を最小化するプロセスになる
F=玄<tilmiilti > +入乞Ham(19i>， Iti >) 、 、????， ，?、
‘.1 
ここで、|む>と|山>は、それぞれ t番目の Templateと TargetPatternのピクセルの配置を表す。
第1項目の<むImijltj>は、 i番目と j番目の Templateの間の相互作用を表し、同じ Templateなら
-1、そうでなければ 1であるとする。第2項目の TargetPattern 19i >と TemplateIti >の間のパ
ターンの合い具合は、ピクセルの配置の聞のハミング距離で測られる。つまり、 Ham(19i>，Iti >)は、
εi=l Iti > -!9ij > !で与えられる。ここで、 m は1つの Templateの中のピクセルの数である。こ
の時、第1項目の隣同士を合わせようとする効果と、第2項目の TargetPatternと合わせようとする効
果の問でフラストレーションが起こる。このタイリングが終ってから複雑度を測る。またこの時、同じ
タイプの Templateで集まっている領域をクラスターと呼ぶ。
このフラストレーションを反映したものが、次のような複雑性の指標 C2である
、 、
??
，?
?
?
?? ????????? ????
? ? ?
???
，???
、 、
?
? ???? (2) 
ここで、 N1はクラスターの数、 <>1&:は k番目のクラスターでの平均、 nkはk番目のクラスターでの
セルの数、 αはゼロでない任意のパラメータである。
3 関心度としての複雑性の指標
我々は複雑さは人により感じ方が違うということから、複雑性の指標は対象を主観的に見なければ
ならなく、また一番複雑だと人が感じるものは、困難を有するが理解できるものだと考えている。簡単
に理解できたり難しくて理解できないものは、複雑ではないと考えている。このような考え方を反映し
た複雑性の指標を、関心度と呼ぶことにする。
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図 2:(a)C2が関心度であると考えた場合の予想。 (b)評価関数でフラストレーションの起こる入=1.6で
測った時の C20
我々は、池上と津田が提案した複雑性の指標 C2が関心度と一致しているのではないかと考え、異な
るTargetPatternをReferenceの数を変化させて C2を見た時、 C2がどのように変化するかを調べた。
我々は、次のように ReferenceSystemとTargetPatternをそれぞれ3種類ずつ設定した。 Reference
Systemとしては、 Referenceの種類の少ない物から、幼児、子供、大人と名前を付けた。幼児、子供、
大人の Referenceの種類は、それぞれ 5、50、500個である。 1個の Templateの大きさは、 3x3=9
ピットである。今回は、それぞれの Referenceには特別な意味を持たせてなくランダムに作られたもの
であるが、大人の Referenceには必ず子供の Referenceが含まれ、子供の Referenceには必ず幼児の
Referenceが含まれるという条件を持たせている。 TargetPatternは、幼児の Referenceをランダムに
並べたものを絵本、子供の Referenceをランダムに並べたものをマンガ、大人の Referenceをランダム
に並べたものを小説と呼ぶ。 TargetPatternの大きさは、 10x 10 = 100個の Templateである。
上記のように ReferenceSystemとTargetPatternを設定した時、複雑性の指標 C2が関心度になっ
ているなら、子供の場合、絵本は簡単すぎ小説は難しすぎるので C2は低くなり、マンガはちょうどよ
い難しさなので C2が高くなる。
4 シミュレー ションと結果
上記のように、 ReferenceSystemとTargetPatternをそれぞれ3種類ずつ設定した時のシミュレー
ションの結果が、図 3である。それぞれの結果では、 10回ずつの C2の平均とその標準偏差が示してあ
る。複雑性の指標 C2は、評価関数のフラストレーションを反映した指標であるが、入を変化させていっ
た時、評価関数がフラストレーションしている所としていない所がでてくる。入の小さい所と大きい所
では、タイリングの仕方が一定になりフラストレーションは起こらない。しかし、その間では隣同士を
そろえようとする効果と TargetPatternと合わせようとする効果により、フラストレーションが起こ
る。したがって C2は、フラストレーシヨンが起こっている入で見なければならない。図3では、入 =1.6 
で C2を測るべきである。
(a)では、幼児の ReferenceSystemで3種類の TargetPatternを見た時のC2の入に対する変化で
ある。フラストレーションが起こるのは入 =1.6であるから、そこで C2を見ると絵本が一番高く、小説
とマンガが同じくらい低くなっている。 (b)では、子供の ReferenceSystemで3種類の TargetPattern 
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図3:(a)Reference Systemに幼児を設定した時、 (b) Reference Systemに子供を設定した時、 (c) Reference 
Systemに大人を設定した時、それぞれで3種類の TargetPatternを測ったものを示す。
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を見た時の C2の λに対する変化が示してあり、入 =1.6ではマンガが一番高く、小説と絵本が同じく
らい低くなっている。 (c)では、大人の ReferenceSystemで3種類の TargetPatternを見た時のC2の
入に対する変化が示してあり、入 =1.6では小説とマンガが閉じくらい高く、絵本が低くなっている。こ
れらをまとめたのが図2の (b)である。
5 まとめ
図2の (a)に、 C2が我々の考えている関心度と一致しているとした時のシミュレーションの予想が示
してある。例えば、子供の ReferenceSystemではC2が関心度であると、絵本は簡単すぎ小説は難しす
ぎるので C2が低くなり、マンガはちょうどよい難しさなので C2が高くなることが予想されるというこ
とを示している。図2の(b)に、実際のシミュレーションでの結果を示している。 C2は入 =1.6で評価関
数のフラストレーションを良く反映しているので、入=1.6での結果を示してある。
図 2を見て分かるように、予想と結果の一致が良い事がわかる。つまり、この複雑性の指標 C2は、
我々の考えている関心度になっている事がわかった。しかし、必ずしも結果が予想通りにはならなかっ
た。つまり、完全には我々の考えている関心度のようなものにはなっていない。その理由として考えら
れる事は、評価関数の第 1項目の隣同士を合わせようとする効果がほとんど効かないという事である。
複雑性の指標 C2の場合、隣同士が全く同じパターンでなければクラスターとして考慮されないが、実際
には違うパターン同士で意味をなす事が多いので、その点を改良する事により、より我々の考えている
関心度のようなものができるのではないかと考えている。
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