We consider a mass conserved Allen-Cahn equation u t = ∆u + ε −2 (f (u) − ελ(t)) in a bounded domain with no flux boundary condition, where ελ(t) is the average of f (u(·, t)) and −f is the derivative of a double equal well potential. Given a smooth hypersurface γ 0 contained in the domain, we show that the solution u ε with appropriate initial data approaches, as ε ց 0, to a limit which takes only two values, with the jump occurring at the hypersurface obtained from the volume preserving mean curvature flow starting from γ 0 .
Introduction.
In this paper, we study the limit, as ε → 0, of the solution u ε to the mass conserved Allen-Cahn equation (P ε )
where
Here Ω is a smooth bounded domain in I R n (n ≥ 1), ∂ ν the outward normal derivative to ∂Ω, and −f (u) is the derivative of a smooth double equal well potential; more precisely,
1). (2)
A typical example is f (u) = u − u 3 . The initial data g ε satisfies, for some smooth hypersurface γ 0 ⊂⊂ Ω,
Problem (1) was proposed, along with its well-posedness, by Rubinstein and Sternberg [19] as a model for phase separation in binary mixture. The model is mass preserving and energy decreasing since Formally, one can show that, as ε → 0, the solution u ε to (1) and (3) tends to a limit lim ε→0 u ε (x, t) = −1 inside γ t +1 outside γ t ∀x ∈Ω \ γ t
where Γ := t≥0 (γ t × {t}) is the solution to the volume preserving mean curvature motion equation
starting from γ 0 . Here V is the normal velocity of γ t (positive when γ t is shrinking) and K γt the mean curvature (positive at points where γ t is locally the boundary of a convex domain).
The local in time existence of a unique smooth solution to (5) has been first established in a two-dimensional setting in [11] . The general result in arbitrary space dimension is obtained in [13] , where the large time behaviour of solutions for initial data close to a sphere was also investigated. When the initial data is convex, it is shown in [16] that (5) admits a unique global in time convex solution. Related properties of other volume-preserving curvature driven flows are established in [12] .
Concerning the connection between (1) and (5), Bronsard and Stoth [3] considered a radially symmetric case with multiple interfaces (rings) and proved (4) . Let us also mention [15] where a similar result is established for a different nonlocal mass conserved Allen-Cahn equation, using the method introduced in [2] . In the present paper, we shall consider general smooth initial interfaces γ 0 ⊂⊂ Ω and prove the following:
Theorem 1 Let Γ = 0≤t≤T (γ t × {t}) be a smooth solution to (5) satisfying γ t ⊂⊂ Ω for all t ∈ [0, T ]. Then there exists a family of continuous functions {g ε } 0<ε≤1 such that the solution u ε to (1) satisfies (4) for all t ∈ [0, T ].
For the Allen-Cahn equation u ε t = ∆u ε − ε −2 f (u ε ), (4) holds with Γ being the solution to the motion by mean curvature flow V = (n − 1)K γt . A simple method to verify this is to use a comparison principle and construct subsuper solutions [4, 14] . There are different notions of weak solutions such as viscosity [14] and varifold [17] which can be used to establish the global in time limit. Nevertheless, (1) does not have a comparison principle (due to the volume preserving property) and the simple method does not seem to work. Here we shall employ a method first used by de Mottoni and Schatzman [10] for the Allen-Cahn equation, and later on by Alikakos, Bates, Chen [1] for the Cahn-Hillard equation and Caginalp and Chen [6] for the phase field system. Namely we first rewrite the equation for u ε in Problem (P ε ) as
where we define
The basic strategy of the proof goes as follows.
1. For a large enough k ∈ I N, construct an approximate solution (u
Note that, by integration,
2. For each t ∈ [0, T ] and small positive ε, estimate the lower bound of the spectrum of the self-adjoint operator
3. Set R = u ε − u ε k and show that R tends to 0 as ε → 0.
The organization of this paper is as follows. In section 2, we present an error estimate required in step 3. In section 3, we recall a known spectrum estimate [9, 5] that can be adapted here to prove step 2 in the strategy described above. After some geometrical preliminary computations in section 4, we finally construct the approximate solutions in section 5.
Error Estimate
The error estimate relies on the following result which is proved in the appendix.
Lemma 1
Let Ω ⊂ I R n (with n ≥ 1) be a bounded domain, let p = min{4/n, 1}.
Then there exists C = C n (Ω) > 0 such that for every R ∈ H 1 (Ω) with
Rubinstein-Sternberg established in [19] L ∞ bounds for the solution u ε to Problem (P ε ) using invariant rectangles. Therefore we can modify f outside of a compact interval and assume for simplicity that lim u→±∞ f (u) = ∓∞ and that there exists M > 0 such that
Indeed, note that for R in a compact interval,
Lemma 2 Assume that k > max{4, n} and {u ε k } 0<ε≤1 satisfies (8) and (9) with
Then for all sufficiently small positive ε,
Remark 1 By a bootstrap argument, one can show that other norms of (u ε − u ε k ) tend to 0 as ε ց 0.
Proof. In the sequel, C denotes a generic positive constant independent of ε. Set p = min{1, 4/n} and
Multiplying by R the difference of the equations for u ε and u ε k and integrating the resulting equation over Ω gives, after integration by parts,
By (9),
The interpolation (10) then yields
We define
Since k > max{4, n} = 4/p, it follows that
The Gronwall's inequality then provides
if ε is small enough. Thus, we must have T ε = T . This completes the proof.
3 The linearized operator
A Spectrum Estimate
Assume that f satisfies (2). Then there is a unique solution θ 0 (·) :
The solution satisfies, for
Let Ω − ⊂⊂ Ω be a subset with C 3 boundary γ = ∂Ω − . Denote by d(x) the signed distance (negative in Ω − ) from x to γ and by s(x), for x close to γ, the projection from x on γ along the normal to γ. We look for the spectrum of the linearized operator of −∆u−ε
The following spectrum estimate was first proven by de Mottoni and Schatzman [9] , then by Chen [5] in a more general situation that can be used in [1, 6] .
, and p ε and O (1) in (14) be bounded independently of ε. Then there exists a positive constant
We define the linearized operator around θ 0 (ρ) acting on v = v(ρ) by
In our application, θ 1 is the unique solution to
Integrating θ ′′ 0 L θ 1 over I R and by parts, one can verify that (13) is satisfied; see [9, 5, 1] . We remark that the distance function d in (14) can be replaced by a "quasidistance" function d ε given by
where h 1 and h 2 are smooth functions on s ∈ γ.
Solvability Condition
Lemma 3 Assume that f satisfies (2). Let θ 0 be the solution to (12) , α = min{ −f ′ (1), −f ′ (−1)} and L be defined in (15) . Assume that a function h(ρ, s, t) satisfies, as ρ → ±∞,
for some i ≥ 0 and all (m, n, l) ∈ I N 3 and (s,
has a unique bounded solution Q(ρ, s, t) if and only if
If the solution exists, then it satisfies, for all (m, n, l) ∈ I N 3 and (s,
Proof Since L θ ′ 0 = 0, the ode L Q = h can be solved explicitly. We omit the details of the proof; see [9] . and Ω ± (t) the two domains separated by γ t , with γ t = ∂Ω − (t). For each fixed t, we use d(x, t) to denote the signed distance from x to γ t (positive in Ω + (t)). Then d(·, ·) is smooth in a tubular neighborhood of the interface. Locally we choose a parametrization of γ t by X 0 (s, t) with s ∈ U ⊂ I R n−1 so that
is a basis of the tangent space to γ t at X 0 (s, t), for each s ∈ U. We denote by n(s, t) the unit normal vector to γ t , pointing towards Ω + (t) so that
Up to a suitable multiplication factor s 1 → λs 1 , we may assume that det (n(s, t), ∂X 0 ∂s 1 , ..., ∂X 0 ∂s n−1 ) = 1
Next for each fixed t ∈ [0, T ], a local parametrization by coordinates (s, r) ∈ U × (−3δ, 3δ) is obtained by
which defines a local diffeomorphism from (−3δ, 3δ) × U onto the tubular neighborhood of γ t ,
We denote the inverse by
In particular, since for all fixed s ∈ U, t ∈ [0, T ] and for all r ∈ (−3δ, 3δ),
it follows by differentiation with respect to r that for all r ∈ (−3δ, 3δ), ∇d(X 0 (s, t) + r n(s, t), t).n(s, t) = 1.
Using that |∇d(x, t)| = 1 for x close to γ t ,
this equality imposes that for all (r, s) ∈ (−3δ, 3δ) × U,
proving that ∇d is constant along the normal lines to γ t . Thus the projection from x on γ t is defined by
It follows also from (21) that for all i = 1, ..., n and for
Thus the symmetric matrix D 2 x d(x, t) has eigenvalues {κ 1 , · · · , κ n−1 , 0} with unit eigenvectors {τ 1 , · · · , τ n−1 , ∇d} forming an orthonormal basis of I R n for
x ∈ V t 3δ . In particular, for x ∈ γ t , the τ i are the principal directions and the κ i are the principal curvatures of γ t . Note that {τ 1 , · · · , τ n−1 } form a basis of the tangent hyperplane to γ t at x = X 0 (s, t). By definition, K and K γt are respectively the sum of principal curvatures and the mean curvature of γ t , given by
Note that using (24), for x ∈ γ t , we have that
We denote
Let V (s, t) be the normal velocity of the interface at the point X 0 (s, t) so that using (22),
where the last equality follows from differentiating with respect to t the identity d(X 0 (s, t) + r n(s, t), t) = r.
It follows that d t (x, t) is independent of r = d(x, t) for |r| small enough. Changing coordinates from (x, t) to (r, s, t), we associate to any function φ(x, t) the functionφ
or equivalently φ(x, t) =φ(d(x, t), S(x, t), t).
By differentiation we obtain the following formulas
with
where ∇S i , S i t , ∆d, d t are evaluated at x = X(r, s, t) and are viewed as functions of (r, s, t). Note that the mixed derivatives of the form ∂ 2 rs jφ do not appear eventually in (29) because for all j = 1, 2, ..., n − 1,
(This follows from differentiating with respect to r the identity ∀r ∈ (−3δ, 3δ), S j (X 0 (s, t) + rn(s, t), t) = s j which holds for all fixed s ∈ U, t ∈ [0, T ] and j = 1, 2, ..., n − 1.)
The stretched variable
Following the method used in [7] , we now define the stretched variable ρ by considering a graph over γ t of the form
which is (formally) expected to be a representation of the 0 level set at time t of the solution u ε of Problem (P ε ). The stretched variable ρ is then defined by
which represents the distance from x toγ ǫ t in the normal direction divided by ε. From now on, we use (ρ, s, t) as independent variables for the inner expansions. The relation between the old and new variables are
We associate to any function w(x, t) the function w(ρ, s, t) = w(X 0 (s, t) + ε(ρ + h ǫ (s, t))n(s, t), t)
or equivalently
S(x, t), t).
Note thatw (r, s, t) =ŵ( r − εh ǫ (s, t) ε , s, t).
where in the above formula for ∆w, ∆d = ∆d| x=X 0 (s,t)+ε(ρ+hǫ(s,t))n(s,t)
with b defined in (26), K defined in (25) and for some given functions (b i (s, t)) i≥2 only depending on γ t . Therefore
The Jacobi For later purposes, we need to compute the Jacobi of the transformationX. In the (ρ, s) coordinates, dx = εJ ε (ρ, s, t)dsdρ where ds is the surface element of γ t and where εJ ε (ρ, s, t) = ∂X(ρ, s, t)/∂(ρ, s) is the Jacobi. We prove below that Lemma 4 For all ρ ∈ I R, s ∈ U and t ∈ [0, T ],
Proof. The equality (38) is obtained in two steps. First we consider the function X = X(r, s, t) defined in (18), denote its Jacobi by J = J(r, s, t) and prove that for all ρ ∈ I R, s ∈ U and t ∈ [0, T ],
Second we compute J and show that for all s ∈ U, for all t ∈ [0, T ],
for some given functions j i depending on γ t . Consequently (38) follows directly from (39) and (40). In order to establish (39), note that by definition (33),
so that ∂X ∂ρ = ε ∂X ∂r and for i = 1, ..., n − 1,
Thus for all ρ ∈ I R, s ∈ U and t ∈ [0, T ],
which is (39). In order to establish (40), we consider the Hessian matrix of d on γ t and denote for s ∈ U and t ∈ [0, T ]
so that (24) reads A.n(s, t) = 0.
Moreover, differentiating the identity (22) at r = 0 with respect to s i for i = 1, ..., n − 1 yields
From X(r, s, t) = X 0 (s, t) + r n(s, t), it follows that using (41) ∂X ∂r = n(s, t) = (I n + rA(s, t))(n(s, t)) and that, using (42) for i = 1, ..., n − 1,
Therefore for all s ∈ U and t ∈ [0, T ],
which in view of (17) proves that J(r, s, t) = det [I n + rA(s, t)] which yields (40), since the eigenvalues of A(s, t) are κ 1 , · · · , κ n−1 , 0.
5 The approximate solution
Asymptotic Expansions
Let k > max{2, n/2} be a fixed integer. In the sequel, we use the sign ≈ to represent an asymptotic expansion; namely,
where O(1) is bounded independently of ε ∈ (0, 1). For example, since f is smooth, for any bounded sequence {b, a 0 , a 1 , a 2 , ...}, we have the asymptotic expansion
where for any fixed b, f i (b, a 0 , ..., a i ) is a polynomial in (a 0 , ..., a i ) of degree ≤ i.
Outer expansion We expand λ ε (t) and u ε (x, t) for |d(x, t)| ≥ 3δ by
Substituting (44) and (45) into (6) gives
which yields for all i ≥ 0, Inner expansion We shall assume that h ε has the asymptotic expansion
Near the interface, we assume that the functionû ε associated to u ε by (34) has the asymptotic expansion
In the sequel, the zero-th order expansion refers to {d(x, t), λ 0 (t), u 0 (ρ, s, t), u ± 0 (t)} and the i-th order expansion refers to
We shall use (· · ·) i−1 to denote a generic function of (ρ, s, t) depending only on expansions of order ≤ i − 1.
Matching condition We impose that for all
Translation We also impose for all i ∈ I N,
to be consistent with the assumption that ρ = 0 is the 0-level set of u ε .
The u-equation in the new variables
The equation (6) is
In the new variables (ρ, s, t), using (37), it becomes the following equation for the function u =û ε associated to u ε by (34),
where V (s, t) is given by (27) and ∆d is expanded from (36) as
with δ i−1 depending only on expansions of order ≤ i − 1 (in particular, δ 0 (ρ, s, t) = ρb(s, t)). Note that δ i−1 (ρ, s, t) is a polynomial in ρ of degree ≤ i, whose coefficients are polynomial in (h 1 , ..., h i−1 ) with (s, t)-dependent coefficients.
The recursive i-th equations
The zeroth order expansion Since θ 0 defined in (12) satisfies
the equation (51) is satisfied at zeroth order as well as the matching and translation condition (49)-(50).
The first order expansion At first order (ε 1 ), the equation (51) imposes
with L defined in (15) . The solvability condition stated in Lemma 3 reads
which reads in view of (3.1)
which implies in view of (27) that
Moreover equation (53) has then a unique solution satisfying (49)- (50)which is given by
Note that for all non-negative m, n, l,
Higher order expansion Plugging the expansions (43), (47), (48) into (51) and using (54) and (52) leads to the following identity
Define the operator N Γ acting on functions h = h(s, t) by
We derive below the (i + 1)-th order expansion for i ≥ 1 and obtain the following result.
Lemma 5 At order ε i+1 , with i ≥ 1, the equation (51) imposes
with R i−1 only depending on expansions of order ≤ i−1.
is a polynomial in ρ of degree ≤ i (whose coefficients are polynomial in (h 1 , ..., h i−1 , u 1 , ..., u i−1 ) and in their derivatives with respect to (ρ, s, t)).
Proof. First note that using (54), the coefficient of order ε i+1 in (57) is
with (...) i−1 depending only on expansions of order ≤ i − 1. Moreover in view of (52), it is a polynomial in ρ of degree ≤ i (whose coefficients are polynomial in (h 1 , ..., h i−1 , u 1 , ..., u i−1 ) and in their derivatives with respect to (ρ, s, t)).
Next, in view of (47), the coefficient of order ε i+1 in (58) is
To obtain the term of order ε i+1 in (59), note that
so that
Hence the coefficient of order
with b 1,2 = 1 or 2 for i = 1 or i ≥ 2 respectively.
Similarly, the coefficient of order ε i+1 in the term
where the first term cancels out since ∇ Γ (u 0 ) ′ = 0 in view of (56); thus it only depends on expansions of order ≤ i − 2 and appears below in the remainder. Finally at order ε i+1 , with i ≥ 1, the equation (51) reads
is a polynomial in ρ of degree ≤ i as described in Lemma 5.
The solvability condition According to Lemma 3, the equation (61) has a solution if and only if the following solvability condition is satisfied.
Note that
so that the condition (64) reads
only depending on expansions of order ≤ (i−1). We summarize these results in the next lemma.
Also assume that for i = k, {h i (s, t), λ i (t)} satisfies (65). Then for i = k, (61) admits a unique solution satisfying u i (0, s, t) = 0 and (66).
so that at these points (x, t),
(exponentially small terms of order O(e −αδ 2ε ) do not affect the asymptotic expansion in the ε power series). Therefore in view of (69)
where Λ i−1 (t) depends only on expansions of order ≤ i − 1, and φ(·) := 1 |U | U φ, the average of φ over γ t parametrized by U. Hence, we obtain closed systems for d,h 1 ,· · ·, h i , namely
Construction of Expansions of Each Order
We can now use induction to construct each order of expansion as follows: 1) Zeroth order. Given a smooth initial interface γ 0 , (80) is equivalent to the volume preserving mean curvature flow (5) . By the result established in [13] , there is a time T > 0 such that there is a unique smooth solution on a time interval [0, T ]. Consequently, Γ = 0≤t≤T (γ t × {t}) and the modified distance function d are well defined. Set λ 0 (t) as in (78), u 0 (ρ, s, t) as in (56) and u ± 0 (t) = λ 0 /f ′ (±1) as in (46). We obtain the zeroth order expansion {d(x, t), λ 0 (t), u 0 (ρ, s, t), u ± 0 (t)}. 2) Higher order expansion. Fix i ≥ 1. Assume that all expansions of order ≤ i − 1 are constructed. Then Λ i−1 (·) in (81) is known. Since γ t is a smooth hypersurface without boundary, it follows from standard parabolic PDE theory [18] that (81) admits a unique smooth solution (assuming an initial condition such as h i (·, 0) = 0 on U is given). Consequently, we can define λ i (t) as in (79), u ± i as in (46) and u i as the solution of (61) given by Lemma 6. This gives the i-th order expansion {h i (s, t), λ i (t), u i (ρ, s, t), u ± i (t)} and completes the induction.
Construction of the Approximate Solution
Now fix an arbitrary positive integer k. We construct an approximate solution u ε k such that Lemma 2 can be applied. Let δ > 0 be a small fixed constant such that (i) d(x, t) is smooth in a 3δ-neighborhood of Γ, and (ii) for each t ∈ [0, T ], γ t is at least 3δ distance away with 2 * = 2n n − 2 . Using Poincaré-Wirtinger inequality (see [8] , Theorem 1, p.275), it follows that there exists C > 0 such that for every R ∈ H 1 (Ω) with
Writing Hölder inequality, we have that
1/β ′ and we choose
Combined with (82), this yields the inequality
which is the conclusion of Lemma 1. Next we consider the case that 1 ≤ n ≤ 3 so that p = 1. Schwarz's inequality then gives that R 3
For n = 1, 2, 3, by Sobolev's imbedding theorem, H 1 ⊂ L 4 , so that there exists C > 0 such that for every R ∈ H 1 (Ω),
Using again Poincaré-Wirtinger inequality, we finally deduce that there exists C > 0 such that for every R ∈ H 1 (Ω) with Ω R dx = 0,
which concludes the proof of Lemma 1.
