Abstract. We show that Zorboska's criterion for compactness of Toeplitz operators with BMO 1 symbols on the Bergman space of the unit disc holds, by a different proof, for the Segal-Bargmann space of Gaussian square-integrable entire functions on C n . We establish some basic properties of BMO p for p ≥ 1 and complete the characterization of bounded and compact Toeplitz operators with BMO 1 symbols. Via the Bargmann isometry and results of Lo and Englis, we also give a compactness criterion for the Gabor-Daubechies "windowed Fourier localization operators" on L 2 (R n , dv) when the symbol is in a BMO 1 Sobolev-type space. Finally, we discuss examples of the compactness criterion and counterexamples to the unrestricted application of this criterion for the compactness of Toeplitz operators.
Introduction
The Segal-Bargmann Hilbert space H 2 (C n , dμ) of Gaussian square-integrable entire functions on complex n-space [Ba] has the Bergman "reproducing kernel" property that f (z) = C n K(z, w)f (w)dμ(w) = f (·), K(·, z) for all f ∈ H 2 (C n , dμ) and z ∈ C n , where z · w = z 1w1 + · · · + z nwn , |z| 2 = z · z, K(z, w) 2 is a unit vector in the Hilbert space structure that H 2 (C n , dμ) inherits as a subspace of L 2 (C n , dμ). We sometimes denote K(z, w) by K w (z). We also consider the analogous Bergman spaces of square-integrable analytic functions L 2 a (Ω, dv) for Ω a bounded domain in C n and the Gaussian dμ replaced by dv. Their kernel functions will also be denoted by K(z, w) as in [K, pp. 39-54] . Note that K(z, w) is always analytic in z and conjugate-analytic in w with K(z, w) = K(w, z) and that K(z, z) is positive. The "bounded symmetric domains" Ω give interesting special cases which are "closest" to the model H 2 (C n , dμ) [BBCZ] .
Let z ∈ C n and let dν z denote the probability measure dν z (w) = |k z (w)| 2 dμ(w). For 1 ≤ p < ∞, let T p (C n ) be the set of all measurable f such that for every z ∈ C n , f ∈ L p (C n , dν z ). If p = 2, then we will write T (C n ) = T 2 (C n ). Let P denote the integral operator on T 1 (C n ) given by (P g)(z) = C n g(w) K(z, w) 
dμ(w).
Note that for arbitrary g in L 2 (C n , dμ), Pg is the orthogonal projection of g onto H 2 (C n , dμ) . For f in T 1 (C n ) and M f the operator of "multiplication by f " we define the Toeplitz operator T f to be the integral operator T f = P M f P on L 2 (C n , dμ) . This operator is densely defined when f is in T (C n ) and is known to be bounded from L 2 (C n , dμ) to L 2 (C n , dμ) for special choices of f in T 1 (C n ) [Bau] , [BC1] , [BC2] . In particular, for bounded f , the boundedness of T f is obvious.
For the Bergman spaces L 2 a (Ω) and for H 2 (C n , dμ), the Toeplitz operators T f with "symbol" f have been extensively studied [AZ] , [BC1] , [BC2] , [E1] , [F] , [Z] . We will give a brief discussion of these operators for
It is a "smoothed" version of the symbol f . For f ∈ T p (C n ), we define the Berezin transform of f byf (z) = C n f (w)|k z (w)| 2 dμ (w) . Note that by the definition of T f , we havef = T f for f ∈ T (C n ). For C n or for the bounded symmetric domains Ω in C n , there are well-known families of involutive automorphisms τ z (·) for all z in the domain. For
Using the τ z , we follow Zorboska [Z] and say that f is in BMO
For a function f ∈ BMO 1 (C n ), we denote the supremum above by f BMO 1 (C n ) .
It is then easy to see that for each
If f ∈ T p (C n ) for 1 ≤ p < 2, then it is not clear if the Toeplitz operator T f is densely defined. In section 3, we will show that T f is densely defined andf = T f when f is in BMO 1 (C n ). In Theorem 2, we will show that T f is well defined and bounded when f is in BMO 1 (C n ) andf is bounded. When Ω = D is the open unit disc in C and f is bounded, [AZ] showed that T f is compact if and only if lim |z|→1f (z) = 0.
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The corresponding result was obtained by [E1] 
The result of [AZ] has been shown by Zorboska [Z] to hold for all f in BMO 1 (D). We show, by different methods, that the result of [Z] holds for H 2 (C n , dμ) and f ∈ BMO 1 (C n ), extending the results of [E1] . As pointed out in [E1] , examples in [BC2, p. 582] show that some restriction, such as BMO 1 (C n ), is needed for this result to hold. For related results, see also [BF] and [MZ] .
Using the Bargmann isometry β : [Ba] and results of Lo [L] and Englis [E2] , our result provides a compactness criterion for the Gabor-
, where the "window" w is a linear combination of Hermite functions, the "symbol" f is in an appropriate BMO 1 Sobolev-type space, and the operator L
Here, W z is the Weyl operator on H 2 (C n , dμ) given by
In the next section, we set up some machinery and prove the main result.
Main result
As mentioned in the introduction above, our main result is the following:
Similar to the method of proof in [AZ] and [Z] , we will ultimately use the Schur test to prove our main result. However, to be able to use the Schur test, we will have to use methods that differ from the ones found in [Z] and [AZ] .
Note that we have
It is easy to check that the space BMO
we see that, for any f = g + b with g ∈ L p (C n , dv) for some p ≥ 1 and b essentially bounded, an easy application of Hölder's inequality shows that f ∈ BMO 1 (C n ) with |f | bounded. Thus, our main result gives a nontrivial extension of the corresponding result in [E1] . We now have
Proof. By definition, and using the fact that each k z is a unit vector in
where in the last equation we used the change of variables w → τ z (w). The lemma then follows from the definition of BMO 1 (C n ).
| the result follows from the previous lemma.
To simplify notation in the sequel, we will sometimes let
Here, M g is the operator of "multiplication by g".
Proof. By the corollary to Lemma 1,
From [BC1, p. 823] and [Bau, p. 7] , we have
. Note that
and so
It follows, by the Cauchy-Schwarz inequality, that
Now, we have
+ , the "positive part" of Re f . We see that g is integrable with 0 ≤ g ≤ |f |. It follows thatg is bounded and so g is in BMO 1 (C n ). The argument of Proposition 1 now shows that T g is bounded. It follows easily that T f is bounded.
and T f =f . These assertions hold, but must be checked by Fubini's theorem. That is, one must use Fubini's theorem to
Note that the proof of Theorem 3 will also tell us that the integral in (1) is finite.
and T f =f follow easily, using the boundedness of T f . As stated in the introduction, we will show in section 3 that T f maps a dense linear subspace of L 2 into H 2 and show that T f =f when f is in BMO 1 (C n ). In section 3 we will also prove the fact, used implicitly in the proof of Theorem 1, that f is continuous for all f ∈ BMO 1 (C n ).
Proof. This follows immediately from [C, Theorem 2] .
Remark 2. The above corollary is an improvement of [BC1, Lemma 2]. We will further discuss the issue off being Lipschitz in section 3.
We will proceed with the proof of our main result in a step-by-step manner. First, we need a preliminary identity.
Proof. From the hypothesis, f • τ z ∈ BMO 1 (C n ) with f • τ z bounded for each z ∈ C n , so that each side of the equation in Lemma 2 is well defined. By definition,
where we get the last equality by the change of variables w → τ z (w). Moreover, However,
which proves the lemma.
Proof of Theorem 1.
Step 1. For f ∈ BMO 1 (C n ) andf bounded, we have that
for some K f > 0 only depending on f .
For any z ∈ C n , Proposition 1 and the remark following the corollary to Lemma 1 give us that
is in H 2 for each w ∈ C n , we have that
However, it is elementary that
8 , which proves
Step 1 with
Step 2. By Theorem 2, T f is bounded on
Proof. The proof is similar to the corresponding result in [AZ] , where the only major difference is that the multinomial theorem is used to obtain the double series formula forS, where S is any bounded operator on H 2 (C n , dμ) andS(z) = Sk z , k z . We leave the details to the interested reader.
Step
is the multiplication operator with respect to the characteristic function χ B(0,R) (·) on B(0, R). Let T f denote the operator T f as an operator from
Proof. By Theorem 2, T f is bounded. By a simple normal family argument, [HS, p. 22] , whenever there exists a positive measurable function h on C n and constants C 1,R and C 2 such that
4 , so that for |z| ≥ R, we have
which by Lemma 2 is equal to
By the change of variables u → τ z (u), this is equal to
, this becomes
If 1 < p < ∞ with conjugate exponent q, then by Hölder's inequality, we get that
, and from
Step 2, we have that lim |z|→+∞ P (f • τ z )(u) = 0 pointwise in u. Thus, by the dominated convergence theorem, C 1,R → 0 as R → +∞. Moreover, and we finally get that
where
The first inequality is derived similarly by noting that and by
Step 1, we have that
(with K f independent of u) so that
By Schur's test, this proves Step 3, and thus proves Theorem 1.
Remark. The converse of Theorem 1 is established in the next section, as is the converse of Theorem 2. Since it is not obvious that T f =f for arbitrary f in BMO 1 (C n ), these results are not trivial.
Properties of BMO
In this short section, we state some basic properties about BMO p (C n ) and provide converses to Theorems 1 and 2 in the previous section.
As in [Z] , for 1 ≤ p < ∞, we say that f is in BMO
For a function f ∈ BMO p (C n ), we denote the supremum above by f BMO p (C n ) . As dμ is a probability measure, it is not hard to see that
where each of these inclusions is strict. Also, as in [Zh] , we can give a much more detailed description of the spaces BMO p (C n ) for 1 ≤ p < ∞. In particular, Theorem 5 in [Zh] holds for BMO p (C n ) for 1 ≤ p < ∞ provided that we appropriately modify the spaces involved in Theorem 5 to the C n case, where we use the weighted measures dμ t (w) = for t > 0 instead of the standard weighted measures on the unit ball B n . Since the proof is very similar to the proof in [Zh] , we leave it to the interested reader. This gives us that the only entire functions in BMO p (C n ) for 1 ≤ p < ∞ are linear polynomials. In particular, if B(z, 1) is a Euclidean ball of radius 1 centered at z and f B(z,1) denotes the average of f over the ball
Since f is entire, f = f B(·,1) is in BO (C n ) , and so an easy application of the Cauchy estimates now shows that f must be a linear polynomial.
We also see that · BMO p (C n ) is a complete semi-norm on BMO p (C n ). If we denote the supremums in (2) and (3) by · BO (C n ) and · BA p (C n ) , respectively, then it is not difficult to show that · BA p (C n ) and · BO(C n ) are complete semi-norms on BA p (C n ) and BO(C n ), respectively. Moreover, a careful analysis of Theorem 5 in [Zh] gives us that on BMO p (C n 
Using the decomposition BMO 1 (C n ) = BA 1 (C n )+BO(C n ) and again considering the integral operator T f = P M f P with f ∈ BMO 1 (C n ), we can provide the converse to Theorem 2.
Proof. We will show that
A simple application of the Cauchy-Schwarz inequality completes the proof.
By definition,
The desired result follows by interchanging the order of integration. For Fubini's theorem to hold, we need to check that
2n as a lattice in C n and pick an R > 0 where (z,R) |f (w)|dv(w) < ∞.
Let C f denote the supremum above. Since
we have that However, for w ∈ B(ν, R), the triangle inequality gives us that
Thus, for some constant C f,a,b , chosen to compensate for the finitely many ν with |ν| < R, we have 
By the argument of [BBCZ, p. 329] , there is a constant A f with |f (w)| ≤ A f (1 + |w|) for all w in C n . A direct calculation shows that (4) is finite.
As a consequence of Theorem 3, we have the converse to Theorem 1.
Proof. By hypothesis, T f must be bounded and by Theorem 3,f is bounded with T f k a , k a =f (a). Since k a → 0 weakly as |a| → +∞, the compactness of T f forces lim |a|→+∞ T f k a = 0 and so, using the Cauchy-Schwarz inequality, lim |a|→+∞f (a) = 0.
Remark. By a computation that is similar but slightly more involved than the proof of Theorem 3, we can show that T f is densely defined on
In particular, by Fubini's theorem, we will have But picking R > 0 where ν∈Z 2n B(ν, R) = C n and using the decomposition BMO 1 (C n ) = BA 1 (C n ) + BO(C n ), we have that (5) is finite for f ∈ BMO 1 (C n ).
Moreover, the proof of Theorem 3 now tells us that T f =f and that T f maps the dense linear span of {K z :
. Also, using the fact that
for all f ∈ BMO 1 (C n ), we can check that the map f → T f is injective on BMO 1 (C n ).
In particular, since f ∈ BMO 1 (C n ), we have that g(z) = f (z)e 
Proof. According to [Bau, p. 6] , we have that
If t ∈ I is fixed, then the result now holds by applying Hölder's inequality to the previous equation with respect to the measure |k γ(t) (u)| 2 dμ(u).
Note that this was proven for p = 2 in [Bau] with constant C 2 = 1. It is obvious that the above theorem implies thatf is Lipschitz if f ∈ BMO p (C n ) for 1 < p < ∞. Recall that the corollary to Theorem 2 states thatf is Lipschitz if f is in BMO 1 (C n ) andf is bounded. We do not know if Theorem 5 holds for p = 1 or whether the weaker conclusion thatf is Lipschitz when f ∈ BMO 1 (C n ) is true.
