We study the computational and descriptional complexity of the following transformation: Given a one-counter automaton (OCA) A, construct a nondeterministic finite automaton (NFA) B that recognizes an abstraction of the language L(A): its (1) downward closure, (2) upward closure, or (3) Parikh image. For the Parikh image over a fixed alphabet and for the upward and downward closures, we find polynomial-time algorithms that compute such an NFA. For the Parikh image with the alphabet as part of the input, we find a quasi-polynomial time algorithm and prove a completeness result: we construct a sequence of OCA that admits a polynomial-time algorithm iff there is one for all OCA. For all three abstractions, it was previously unknown whether appropriate NFA of sub-exponential size exist.
Introduction
The family of one-counter languages is an intermediate class between context-free and regular languages: it is strictly less expressive than the former and strictly more expressive than the latter. For example, the language {a m b m | m ≥ 0} is one-counter, but not regular, and the set of palindromes over the alphabet {a, b} is context-free, but not onecounter. From the verification perspective, the corresponding class of automata, one-counter automata (OCA), can model some infinite-state phenomena with its ability to keep track of a non-negative integer counter, see, e.g., [10] , [28, Section 5.1] , and [3, Section 5.2] .
Reasoning about OCA, however, is hardly an easy task. For example, checking whether two OCA accept some word in common is undecidable even in the deterministic case; for nondeterministic OCA even language universality, as well as language equivalence, is undecidable. For deterministic OCA, equivalence is NL-complete; the proof of the membership in NL took 40 years [9, 34] .
This lack of tractability suggests the study of finite-state abstractions for OCA. Such a transition is a recurrent theme in formal methods: features of programs beyond finite state are modeled with infinite-state systems (such as pushdown automata, counter systems, Petri nets, etc.), and then finitestate abstractions of these systems come as an important tool for analysis (see, e.g., [4-7, 15, 30, 33] ). In our work, we focus on the following three regular abstractions, each capturing a specific feature of a language L ⊆ Σ * : inserting some letters. Similarly to L↓, the language L↑ satisfies L ⊆ L↑ and is always regular.
• The Parikh image of L, denoted ψ(L), is the set of all vectors v ∈ N |Σ| , that count the number of occurrences of letters of Σ in words from L. That is, suppose Σ = {a1, . . . , a k }, then every word w ∈ L corresponds to a vector ψ(w) = (v1, . . . , v k ) such that vi is the number of occurrences of ai in w. The set ψ(L) is always a regular subset of N |Σ| if L is context-free, by the Parikh theorem [32] .
It has long been known that all three abstractions can be effectively computed for context-free languages (CFL), by the results of van Leeuwen [35] and Parikh [32] . Algorithms performing these tasks, as well as finite automata recognizing these abstractions, are now widely used as building blocks in the language-theoretic approach to verification. Specifically, computing upward and downward closures occurs as an ingredient in the analysis of systems communicating via shared memory, see, e.g., [4, 6, 7, 30] . As the recent paper [27] shows, for parameterized networks of such systems the decidability hinges on the ability to compute downward closures. The Parikh image as an abstraction in the verification of infinite-state systems has been used extensively; see, e.g., [1, 2, 5, 13, 15, 17, 20, 24, 33] . For pushdown systems, it is possible to construct a linear-size existential Presburger formula that captures the Parikh image [36] , which leads, for a variety of problems (see, e.g., [1, 13, 20, 24] ), to algorithms that rely on deciding satisfiability for such formulas (which is in NP). Finite automata for Parikh images are used as intermediate representations, for example, in the analysis of multi-threaded programs [5, 15, 33] and in recent work on so-called availability languages [2] .
Extending the scope of these three abstractions from CFL to other classes of languages has been a natural topic of interest. Effective constructions for the downward closure have been developed for Petri nets [19] and stacked counter automata [38] . The paper [37] gives a sufficient condition for a class of languages to have effective downward closures; this condition has since been applied to higher-order pushdown automata [21] . The effective regularity of the Parikh image is known for linear indexed languages [12] , phase-bounded and scope-bounded multi-stack visibly pushdown languages [25, 26] , and availability languages [2] . However, there are also negative results: for example, it is not possible to effectively compute the downward closure of languages recognized by lossy channels automata-this is a corollary of the fact that, for the set of reachable configurations of a lossy channel system, boundedness is undecidable [31] .
Our contribution
We study the construction of nondeterministic finite automata (NFA) for L↓, L↑, and ψ(L), if L is given as an OCA A with n states: L = L(A). It turns out that for one-counter languages-a proper subclass of CFL-all three abstractions can be computed much more efficiently than for the entire class of CFL.
Upward and downward closures: We show, for OCA, how to construct NFA accepting L↑ and L↓ in polynomial time (Theorems 1 and 7). The construction for L↑ is straightforward, but the one for L↓ is involved and uses pumping-like techniques from automata theory.
These results are in contrast with the exponential lower bounds known for both closures in the case of CFL [18] :
Several constructions for L↑ and L↓ have been proposed in the literature (see, e.g., [8, 11, 18, 35] ), and the best in terms of the size of NFA are exponential, due to van Leeuwen [35] and Bachmeier, Luttenberger, and Schlund [8] , respectively.
Parikh image: For OCA, the problem of constructing NFA for the Parikh image turns out to be quite tricky. While we were unable to solve the problem completely, we make significant progress towards its solution:
• For any fixed alphabet Σ we provide a complete solution: We find a polynomial-time algorithm that computes an NFA for ψ(L(A)) that has size O(|A| poly(|Σ|) ) (Theorem 8). Two key ingredients of this construction are a sophisticated version of a pumping lemma (Lemma 14; cf. a standard pumping lemma for one-counter languages, due to Latteux [29] ) and the classic Carathéodory theorem for cones in R m .
• We provide a quasi-polynomial solution to this problem in the general case: We find an algorithm that constructs a suitable NFA of size O(|Σ|·|A| O(log(|A|)) ) (Theorem 22). This construction has two steps, both of interest. In the first step we show, using a combination of local and global transformations (Lemmas 20 and 21), that we may focus our attention on runs with at most polynomially many reversals. In the second step, which also works for pushdown automata, we turn the bound on reversals, using an argument with a flavour of Strahler numbers [16] , into a logarithmic bound on the stack size of a pushdown system (Lemma 23).
• We prove a lower-bound type result (Theorem 24): We find a sequence of OCA (Hn) n≥1 , where n denotes the number of states, over alphabets of growing size, that admits a polynomial-time algorithm for computing an NFA for the Parikh image if and only if there is such an algorithm for all OCA. Thus, the problem of transforming an arbitrary OCA A into an NFA for ψ(L(A)) is reduced to performing this transformation on Hn, which enables us to call Hn complete. This result also has a counterpart referring to just the existence of NFA of polynomial size.
For the Parikh image of CFL, a number of constructions can be found in the literature as well; we refer the reader to the paper by Esparza et al. [14] for a survey and state-of-theart results: exponential upper and lower bounds of the form 2 Θ(n) on the size of NFA for ψ(L).
In the main part of our paper, Sections 3-5 (on different constructions) can be read independently of each other.
Applications
Our results show that for OCA, unlike for pushdown systems, NFA representations of downward and upward closures and Parikh image (for fixed alphabet size) have efficient polynomial constructions. This suggests a possible way around standard NP procedures that handle existential Presburger formulas. This insight also leads to significant gains when abstractions are used in a nested manner, as illustrated by the following examples.
Consider a network of pushdown systems communicating via a shared memory; the reachability problem is undecidable in this setting. In [7] a restriction called stageboundedness, generalizing context-boundedness, is explored: during a stage, the memory can be written to only by one system. Reachability along runs with at most k stages turns out to be decidable when all but one pushdown in the network are counters. The procedure in [7] uses NFA that accept upward and downward closures of one-counter languages; the polynomial-time algorithms developed in the present paper bring the complexity from NEXP down to NP for any network with a fixed number of components.
Availability expressions [23] extend regular expressions by an additional counting operator to express quantitative properties of behaviours. It uses a feature called occurrence constraint to impose a set of linear constraints on the number of occurrences of alphabet symbols in sub-expressions. As the paper [2] shows, the emptiness problem for availability expressions is decidable, and the algorithm involves nested calls to Parikh image computation for OCA. Our algorithms for the Parikh image bring the complexity from non-elementary down to 3-EXP (2-EXP for fixed alphabets).
Preliminaries
A one-counter automaton (OCA) A is a 5-tuple (Q, Σ, δ, q0, F ) where Q a a finite set of states, q0 ∈ Q is an initial state, and F ⊆ Q is a set of final states. Σ is a finite
A configuration of an OCA is a pair that consists of a state and a (non-negative) counter value, i.e., (q, n) ∈ Q×N. A pair (p1, c1) ∈ Q × Z may evolve to a pair (p2, c2) ∈ Q × Z via a transition t = (p1, a, s, p2) ∈ δ iff either s ∈ {−1, 0, +1} and c1 + s = c2, or s = z and c1 = c2 = 0. We denote this by (p1, c1) t − →(p2, c2). Consider a sequence of the form π = (p0, c0), t1, (p1, c1), t2, . . . , tm, (pm, cm) where (pi, ci) ∈ Q × Z for 0 ≤ i ≤ m and, whenever i > 0, it also holds that ti ∈ δ and (pi−1, ci−1) t i − − →(pi, ci). We say that π induces a word w = a1a2 . . . am ∈ Σ * where ai ∈ Σ∪{ε} and ti = (pi−1, ai, s, pi); we also say that the word w can be read or observed along the sequence π. We call the sequence π:
• a quasi-run, denoted π = (p0, c0) w = ⇒A (pm, cm), if none of ti is a test for zero;
• a run, denoted π = (p0, c0) w − − →A(pm, cm), if all (pi, ci) ∈ Q × N.
We abuse notation and write w = ⇒ (resp. w − − →) to mean w = ⇒A (resp. w − − →A) when it is clear from context. For m = 0, we also use this notation with w = ε. In addition, for any quasi-run π as above, the sequence of transitions t1, . . . , tm is called a walk from the state p0 to the state pm.
We will concatenate runs, quasi-runs, and walks, using the notation π1 · π2 and sometimes dropping the dot. If π2 is a walk and π1 is a run, then π1 · π2 will also denote a run. In this and other cases, we will often assume that the counter values in π2 are picked or adjusted automatically to match the last configuration of π1.
The number m is the length of π, denoted |π|; for a walk, its length is equal to the length of the sequence. All concepts and attributes naturally carry over from runs to walks and vice versa. Quasi-runs are not used until further sections; the semantics of OCA is defined just using runs.
A run (p0, c0) w − − →(pm, cm) is called accepting in A if (p0, c0) = (q0, 0) where q0 is the initial state of A, the state pm is a final state of A (i.e., pm ∈ F ), and cm = 0. In such a case the word w is accepted by A; the set of all accepted words is called the language of A, denoted L(A).
(Our results remain true if the condition cm = 0 is left out.)
Regular abstractions
A nondeterministic finite automaton with ε-transitions (NFA) is a one-counter automaton where all transitions are tests for zero. Languages of the form L(N ), where N is an NFA, are regular. If A is an OCA, then L(A) -a onecounter language-is not necessarily regular. In what follows, we consider three regular abstractions of (one-counter) languages: upward closures, downward closures, and Parikhequivalent regular languages.
Let w, w ∈ Σ * . We say that the word w is a subword of the word w if w = a1 . . . an and there are xi ∈ Σ * , 1 ≤ i ≤ n + 1, such that w = x1a1x2a2 . . . xnanxn+1. We write w w to indicate this. For any language L ⊆ Σ * , the upward and downward closures of L are the languages
Any w ∈ Σ * defines a function ψ(w) : Σ → N, called the Parikh image of w (i.e., ψ(w) ∈ N Σ for all w ∈ Σ * ). The value ψ(w)(a) is the number of occurrences of a in w. The Parikh image of a language L is the following subset of N Σ :
In the sequel, we usually identify N Σ and N |Σ| .
It follows from Higman's lemma [22] that, for any L ⊆ Σ * , the languages L ↑ and L ↓ are regular; since they abstract away some specifics of L, they are regular abstractions of L. For Parikh images, the situation is different: for example, unary languages L ⊆ {a} * are essentially unaffected by the Parikh mapping ψ, but it is easy to find unary languages that are not even decidable, let alone regular. However, Parikh's theorem [32] states that if L ⊆ Σ * is a context-free language, then there exists a regular language R ⊆ Σ * that is Parikhequivalent to L, i.e., such that ψ(L) = ψ(R). Hence, such languages R are also regular abstractions of L; since all onecounter languages are context-free, every OCA A has at least one regular language that is Parikh-equivalent to L(A).
Simple OCA
A quick observation shows that for all our abstractions, it essentially suffices to consider OCA without zero tests. Therefore, we will focus on the following subclass of OCA: A simple one-counter automata (simple OCA) is an OCA where (1) there are no zero tests, (2) there is a unique final state, F = {q final }. We now show that this restriction is without loss of generality.
Suppose we can construct (quasi-)polynomial abstractions (i.e., NFA for the upward closure, downward closure, and Parikh image) for simple OCA and we are given an OCA A = (Q, Σ, δ, q0, F ). First, we may certainly assume that |F | = 1. Second, for each p, q ∈ Q, we define a simple OCA A p,q def = (Q, Σ, δ + , p, {q}) where δ + ⊆ δ is the set of all transitions in δ that are not tests for zero. Then we construct an abstracting NFA Bp,q for each p, q ∈ Q and obtain an NFA B as follows. We start with the state set Q and for each p, q ∈ Q, we glue in the automaton Bp,q between p and q. Clearly, L(B) is an abstraction of L(A), and it is of (quasi-)polynomial size because so is each Bp,q.
Upward and Downward Closures
A simple pumping argument shows that for any accepting run of an OCA A on some word w there is an accepting run on some word x w in which the counter value does not exceed |A| 2 (cf. [29, Proposition 7] ). This gives Theorem 1. There is a polynomial-time algorithm that takes as input an OCA A = (Q, Σ, δ, q0, F ) and computes an NFA with O(|A| 3 ) states accepting L(A)↑.
Next we show a polynomial-time procedure that constructs an NFA accepting the downward closure of the language of any simple OCA. For PDA the construction involves a necessary exponential blow-up. We sketch some observations that lead to our polynomial time construction.
Let A = (Q, Σ, δ, q0, F ) be a simple OCA and let K = |Q|. Consider any run ρ of A from a configuration (p, i) to a configuration (q, j). If the value of the counter increases (resp. decreases) by at least K in ρ, then it contains a segment that can be pumped (or iterated) to increase (resp. decrease) the value of the counter. Quite clearly, the word read along this iterated run will be a superword of the word read along ρ. The following lemmas formalize this.
A consequence of these somewhat innocuous lemmas is the following interesting fact: we can turn a triple consisting of two runs, where the first one increases the counter by at least K and the second one decreases the counter by at least K, and a quasi-run that connects them, into a real run provided we are content to read a superword along the way.
Interesting as this may be, this lemma still relies on the counter value being recorded exactly in all the three segments in its antecedent and we weaken this next.
Let there be a walk from q to q that reads y. Then, there is a run (p, i)
Proof. Let the given walk result in the quasi-run (q, j) y = ⇒ (q, j +d) (where d is the net effect of the walk on the counter, which may be positive or negative). Iterating this quasi-run m times yields a quasi-run (q, j)
for any m ≥ 0. Next, we use Lemma 2 to find a k > 0 such that for each N > 0 we have a run (p, i)
xN . Similarly, we use Lemma 3 to find a k > 0 such that for each N > 0 we have a run (q, j +N ·k )
Now, we pick m and N to be multiples of k in such a way that N · k + m · d > 0. This can always be done since k is positive. Thus, N · k + m · d = N · k with N > 0. Now we combine the (quasi-)runs (p, i)
We are almost there, as j+N ·k+m·d = j+N ·k . However, it is not guaranteed that this combined quasi-run is actually a run as the value of the counter may turn negative in the segment (q, j + N · k)
. Let −N be the smallest value attained by the counter in this segment. Then by replacing N by N + N · k and N by N +N ·k we can manufacture a triple which actually yields a run (since the counter values are ≥ 0).
With this lemma in place, recall that we want to convert an OCA into an NFA; we will do this by relaxing the usage of the counters in the following sense. Let us focus on runs that are interesting, that is, those in which the counter value exceeds K. Any such run may be broken into 3 stages: the first stage where counter value starts at 0 and remains strictly below K + 1, the second stage where it starts and ends at K + 1, and the last stage where the value begins at K and remains below K and ends at 0 (the 3 stages are connected by two transitions, an increment and a decrement). Suppose the given accepting run is (p, 0)
where (q, c) is a configuration in the second stage. If a ∈ Σ is a letter that may be read by some transition on some walk from q to q, then w1aw2 is in L(A)↓. This is a direct consequence of Lemma 5. This means that in the configurations in the middle stage we may freely read certain letters without bothering to update the counters. This turns out to be a crucial step in our construction. To turn this relaxation idea into a construction, the following seems natural.
We make an equivalent, but expanded version of A. This version has 3 copies of the state space: A1, A2, and A3, all of them simulating A with the following modifications:
• A1 is used as long as the value of the counter stays below K + 1, and on attaining this value A2 is entered;
• A2 nondeterministically chooses to enter A3 when the counter value changes from K + 1 to K; and
• A3 does not permit the counter value to exceed K.
For every letter a and state q with a walk from q to q along which a is read on some transition, we add a self-loop transition to the state corresponding to q in A2 that does not affect the counter and reads the letter a. This idea has two deficiencies: first, it is not clear how to define the transition from A2 to A3, as that requires knowing that value of the counter is K + 1, and second, this is still an OCA (since A2 simply faithfully simulates A) and not an NFA. Suppose we bound the value of the counter by some value U in the second stage. Then we can overcome both of these defects and construct an NFA, essentially by keeping the counter value as part of the control state. By using a slight generalization of Lemma 5, which allows for the simultaneous insertion of a number of walks (or by applying the lemma iteratively), we can show that any word accepted by such an NFA lies in L(A)↓. As it turns out, the converse can also be enforced; the crucial step is the following lemma:
The proof is by a double induction, first on the maximum value attained by the counter and then on the number of times this value is attained along the run. Clearly, segments of the run where the value of the counter does not exceed K 2 + K + 1 can be simulated as is. A careful analysis shows that whenever the counter value exceeds this number, we can find suitable segments that increase and decrease counters, but whose net effect on the counter is 0, which can be simulated using the self-loop transitions added to stage 2 (which do not modify the counters) reducing the maximum value of the counter along the run. We have: Theorem 7. There is a polynomial-time algorithm that takes as input a simple OCA A = (Q, Σ, δ, q0, F ) and computes an NFA with O(|A| 3 ) states accepting L(A)↓.
Parikh image: Fixed alphabet
The result of this section is the following theorem.
Theorem 8. For any fixed alphabet Σ there is a polynomialtime algorithm that, given as input a one-counter automaton over Σ with n states, computes a Parikh-equivalent NFA.
Note that in Theorem 8 the size of Σ is fixed. The theorem implies, in particular, that any one-counter automaton over Σ with n states has a Parikh-equivalent NFA of size poly Σ (n), where poly Σ is a polynomial of degree bounded by f (|Σ|) for some computable function f .
We now provide the intuition behind the proof of Theorem 8. Our key technical contribution is capturing the structure of the Parikh image of the language L(A).
Recall
. . , pr ∈ P } for some vector b ∈ N |Σ| and some finite set P ⊆ N |Σ| ; this vector b is called the base and vectors p ∈ P periods. A set S ⊆ N d is called semilinear if it is a finite union of linear sets, S = ∪i∈I Lin(bi; Pi). Semilinear sets were introduced in the 1960s and have since received a lot of attention in formal language theory and its applications to verification. They are precisely the sets definable in Presburger arithmetic, the first-order theory of natural numbers with addition. Intuitively, semilinear sets are a multi-dimensional analogue of ultimately periodic sets in N. For our purposes, of most importance is the following way of stating the Parikh theorem [32] : the Parikh image of any context-free language is a semilinear set; in particular, so is the Parikh image of any one-counter language, ψ(L(A)).
Our proof of Theorem 8 captures the periodic structure of this set ψ(L(A)). More precisely, we prove polynomial upper bounds on the number of linear sets in the semilinear representation of ψ(L(A)) and on the magnitude of periods and base vectors. Since converting such a semilinear representation into a polynomial-size NFA is easy, these bounds (subsection 4.1) entail the existence of an appropriate NFA. After this, we show how to compute, in time polynomial in |A|, this semilinear representation from A (subsection 4.2).
Semilinear representation of ψ(L(A))
We now explain where the periodic structure of the set ψ(L(A)) comes from. Consider an individual accepting run π and assume that one can factorize it as π = ρ · σ · τ so that for any k ≥ 0 the run ρ · σ k · τ is also accepting. Values k > 0 correspond to pumping the run "up", and the value k = 0 corresponds to "unpumping" the infix σ. If we apply this "unpumping" to π several times (each time taking a new appropriate factorization of shorter and shorter runs), then the remaining part eventually becomes small (short). Its Parikh image will be a base vector, and the Parikh images of different infixes σ will be period vectors of a linear set in the semilinear representation.
However, this strategy faces several obstacles. First, the overall reasoning should work on the level of the whole automaton, as opposed to individual runs; this means that we need to rely on a form of a pumping lemma to factorize long runs appropriately. The pumping lemma for one-counter languages [29, Proposition 7] involves, instead of individual infixes σ, their pairs (σ1, σ2), so that the entire run factorizes as π = ρ · σ1 · υ · σ2 · τ , and runs π = ρ · σ k 1 · υ · σ k 2 · τ are accepting for all k ≥ 0. We incorporate this into our argument, talking about split runs (Definition 9). Here and below, for any run ζ, effect(ζ) denotes the effect of ζ on the counter: the difference between the final and initial counter value along ζ.
Definition 9 (split run). A split run is a pair of runs (σ1, σ2) such that effect(σ1) ≥ 0 and effect(σ2) ≤ 0.
Second and most importantly, it is crucial for the periodic structure of the set that individual "pumpings" and "unpumpings" can be performed independently. That is, suppose we can insert a copy of a sub-run σ into π, as above; also suppose we can remove from π some other sub-run σ . What we need to ensure is that, after removing σ from π, the obtained run π will have the property that we can still insert a σ in it, as in the original run π. In general, of course, this does not have to be the case: even for finite-state machines, removal of loops can lead to removal of individual control states, which can, in turn, prevent the insertion of other loops (in our case the automaton also has a counter that must always stay non-negative). To deal with this phenomenon, we introduce the concept of "availability" (Definition 11). Essentially, a "pumpable" part of the run-i.e., a "split walk"-defines a direction (Definition 10); we say that a direction is available at the run π if it is possible to insert its copy into π. Thus, when doing "unpumping", we need to make sure that the set of available directions does not change: we call such unpumpings safe (Definition 13). We show that long accepting runs can always be safely unpumped (Lemma 14), which will lead us (Lemma 15) to the semilinear representation that we sketched at the beginning of this subsection.
We now describe the formalism behind our arguments. By drop(ζ) we denote the difference between the initial counter value and the minimal counter value observed along ζ. We will need three specific univariate polynomials in n, whose precise definition we leave out: f1(n) = O(n 10 ), f2(n) = O(n 4 ), and f3(n) = O(n 2 ).
Definition 10 (direction). A direction is a pair of walks α and β, denoted d = α, β , such that:
• α begins and ends in the same control state, • β begins and ends in the same control state,
The direction is of the first kind if effect(α) = 0 and of the second kind otherwise.
One can think of a direction as a pair of short loops with zero total effect on the counter. Pairs of words induced by these loops are sometimes known as iterative pairs. Directions of the first kind are essentially just individual loops; in a direction of the second kind, the first loop increases and the second loop decreases the counter value (this restriction, however, only concerns the total effects of α and β; i.e., proper prefixes of α can have negative effects and proper prefixes of β positive effects). The upper bounds on drop and effect are relied upon in the proof of the key Lemma 14, and the upper bound on the length is crucial for obtaining our polynomial-time algorithm.
Definition 11 (availability of directions). Suppose π is an accepting run. A direction d = α, β is available at π if there exists a factorization π = π1 · π2 · π3 such that π = π1 · απ2β · π3 is also an accepting run. We write π + d to refer to π .
Note that for a particular run π there can be more than one factorization of π into π1, π2, π3 such that π1 · απ2β · π3 is an accepting run. In such cases the direction d can be introduced at different points inside π. We only use the notation π + d to refer to a single run π obtained in this way, without specifying a particular factorization of π.
Denote by avail(π) the set of all directions available at π.
Lemma 12 (monotonicity of availability). If π is an accepting run of an OCA and d is a direction available at π, then avail(π) ⊆ avail(π + d).
Definition 13 (unpumping). A run π can be unpumped if there exist a run π and a direction d such that π = π + d. If additionally avail(π ) = avail(π), then we say that π can be safely unpumped.
Note that avail(π ) is always a superset of avail(π) by Lemma 12. The key part of our argument is the proof that, indeed, every long run can be unpumped in a safe way:
Lemma 14 (safe unpumping lemma). Every accepting run π of A of length greater than O(n 20 ) can be safely unpumped.
Proof (sketch). We consider two cases, depending on whether the height (largest counter value) of π exceeds a certain polynomial in n. The strategy of the proof is the same for both cases (although the details are somewhat different). We first show that sufficiently large parts (runs or split runs) of π can always be unpumped (as in standard pumping arguments). We notice that for such an unpumping to be unsafe, it is necessary that the part contain a configuration whose removal shrinks the set of available directions-a reason for non-safety; this important configuration cannot appear anywhere else in π . We prove that the total number of important configurations is at most poly(n). As a result, if we divide the run π into sufficiently many sufficiently large parts, at least one of the parts will contain no important configurations and, therefore, can be unpumped safely.
Define Parikh images of runs and directions as Parikh images of words that they induce. Lemma 14 ensures that we faithfully represent the semilinear structure of the Parikh image of the entire language when we take Parikh images of short runs as base vectors and Parikh images of available directions as period vectors in the semilinear representation: Lin(ψ(π); ψ(avail(π))),
where the union is taken over all accepting runs of A of length at most O(n 20 ).
Finally, to keep the representation of the Parikh image small, we rely on a Carathéodory-style argument ensuring that the number of linear sets in the semilinear representation needs to grow only polynomially in the size of the original OCA, while the sets of period vectors are also kept small. For this (and only this) part of the argument, we need the alphabet size, |Σ|, to be fixed.
Computing the semilinear representation
Lemma 15 suggests the following algorithm for computing the semilinear representation of ψ(L(A)). Enumerate all potential Parikh images v of small accepting runs π of A and all potential Parikh images of directions. For every v and for every tuple of r ≤ |Σ| vectors v1, . . . , vr that could be Parikh images of directions in A, check if A indeed has an accepting run π and directions d1, . . . , dr available at π such that ψ(π) = v and ψ(d)i = vi for all i. Whenever the answer is yes, take a linear set Lin(v; {v1, . . . , vr}) into the semilinear representation of ψ(L(A)). Terminate when all tuples (v, v1, . . . , vr) have been considered for all r ≤ |Σ|.
We now explain why this algorithm works in polynomial time. Recall that the size of the alphabet, |Σ|, is fixed. Note that by Definition 10 the total length of runs αi and βi in a direction di = αi, βi is at most polynomial in n; similarly, equation (1) in Lemma 15 only refers to accepting runs π of polynomial length. Therefore, all the components of all potential Parikh images v and v1, . . . , vr are upperbounded by polynomials in n of fixed degree. The number of such vectors in N |Σ| is polynomial, and so is the number of appropriate tuples (v, v1, . . . , vr), r ≤ |Σ|. It now remains to argue that each tuple can be processed in polynomial time.
Lemma 16. For every Σ there is a polynomial-time algorithm that, given a simple OCA A over Σ and vectors v, v1, . . ., vr ∈ N Σ , 0 ≤ r ≤ |Σ|, with all numbers written in unary, decides if A has an accepting run π and directions d1, . . . , dr ∈ avail(π) with ψ(π) = v and ψ(di) = vi for all i.
Lemma 16 is based on the following building block:
Lemma 17. For every Σ there is a polynomial-time algorithm that, given a simple OCA A over Σ, two configurations (q1, c1) and (q2, c2) and a vector v ∈ N Σ with all numbers written in unary, decides if A has a run π = (q1, c1) − →(q2, c2) with ψ(π) = v.
The algorithm of Lemma 17 solves a version of the Parikh membership problem for OCA. In fact, it can be implemented as a nondeterministic logspace algorithm that guesses the run step by step. The space is used to remember the current configuration of the OCA and the Parikh image of the guessed prefix. The length of the run is bounded by |Σ| i=1 vi, so logarithmic space suffices. This completes our description of how to compute, from an OCA A, a semilinear representation of ψ(L(A)). Transforming this representation into an NFA is a simple exercise.
Parikh image: Unbounded alphabet
In this section we describe an algorithm to construct an NFA Parikh-equivalent to an OCA A without assumptions on |Σ|. The NFA has O(|Σ|K O(log(K)) ) states where K = |A|, significantly better than the O(2 poly(K,|Σ|) ) bound for PDA.
We establish this result in two steps. In the first step, we show that we can focus our attention on computing Parikh images of words recognized along reversal bounded runs. A reversal in a run occurs when the OCA switches to incrementing the counter after a non-empty sequence of decrements (and internal moves) or when it switches to decrementing the counter after a non-empty sequence of increments (and internal moves). For a number R, a run is R reversal bounded, if the number of reversals along the run is ≤ R. Let us use LR(A) to denote the set of words accepted by A along runs with at most R reversals.
We construct a new polynomial-size simple OCA from A and show that we can restrict our attention to runs with at most R reversals of this OCA, where R is a polynomial in K. In the second step, from any simple OCA A with K states and any integer R we construct an NFA of size O(|Σ|K O(log(R)) ) whose Parikh image is LR(A). Combination of the two steps gives an O(|Σ|K O(log(K)) ) construction.
Reversal bounding
We establish that, up to Parikh image, it suffices to consider runs with 2K 2 + K reversals. We use two constructions: one that eliminates large reversals (think of a waveform) and another that eliminates small reversals (think of the noise on a noisy waveform). For large reversals, the idea used is the following: we can reorder the transitions used along a run, hence preserving Parikh image, to turn it into a new run with few large reversals (a noisy waveform with few reversals). The key idea used is to move each simple cycle at state q with a positive (resp. negative) effect on the counter to the first (resp. last) occurrence of the state along the run. To eliminate smaller reversals (noise), the idea is to maintain the changes to the counter in the state and transfer it back to the counter only when necessary to avoid unnecessary reversals. We begin with the removal of small reversals. is allowed to nondeterministically move to (j, q) indicating that it will now transfer the (positive or negative) value j to the counter. After completing the transfer A[D] reaches a state (0, q) from where it can enter the state q via an internal move to continue the simulation of A.
Observe that there are no reversals in the simulation and it involves only increments (if d > c) or only decrements (if d < c). Actually this automaton A[D] does even better. Concatenation of D-band runs is often not a D-band run but the idea of reversal-free simulation extends to certain concatenations. We say that a run (p0, c0) w − − →(pn, cn) is an increasing (resp. decreasing) iterated D-band run if it can be decomposed as ci+1) is a D-band run and ci ≤ ci+1 (resp. ci ≥ ci+1). We say it is an iterated D-band run if it is an increasing or decreasing iterated D-band run. d) be an increasing (resp. decreasing) iterated D-band run in A. Then, there is a run
along which the counter value is never decremented (resp. incremented).
While clearly L(A) ⊆ L(A[D])
, the converse is not true in general, as along a run of A[D] the real value of the counter (i.e., the current value of the counter plus the offset available in the state) may be negative, leading to runs that are not simulations of runs of A. The trick that helps us get around this is to relate runs of A[D] to A with a shift in counter values as stated in the following Lemma.
With these two lemmas we have enough information about A[D] and its relationship with A. We need a bit more terminology to proceed. We say that a run of A is a D ≤ run (resp. D ≥ run) if the value of the counter is bounded from above (resp. below) by D in every configuration encountered along the run. We say that a run of A is a D> run if it is of the form (p, D) w − − →(q, D), it has at least 3 configurations and the value of the counter at every configuration other than the first and last is > D. Consider any run from a configuration (p, 0) to (q, 0) in A. Once we identify the maximal D> subruns, what is left is a collection of D ≤ subruns.
Let
Otherwise, its D-decomposition is given by a sequence of runs ρ0, ρ 0 , ρ1, ρ 1 . . . ρ n−1 , ρn with ρ = ρ0ρ 0 ρ1ρ 1 . . . ρ n−1 ρn, where each ρi is a D ≤ run and each ρ i is a D> run for 0 ≤ i ≤ n. Notice that some of the ρi's may be trivial. Since the D> subruns are uniquely identified, the run ρ always has a unique canonical decomposition. We refer to the ρ i 's (resp. ρis) as the D> (resp. D ≤ ) components of ρ.
Observe that the D ≤ runs of A can be easily simulated by an NFA. Thus we may focus on transforming the D> runs, preserving just the Parikh image, into a suitable form. For D, M ∈ N, we say that a D> run ρ is a (D, M )-good run (think noisy waveform with few reversals) if there are runs σ1, σ2 . . . , σn, σn+1 and iterated D-band runs ρ1, ρ2, . . . , ρn such that ρ = σ1ρ1σ2ρ2 . . . σnρnσn+1 and |σ1|+. . .+|σn+1|+ n ≤ M . Using Lemma 18 and that it is a D> run we show So far we have not used the fact that we can ignore the ordering of the letters read along a run (since we are only interested in the Parikh image of L(A)). We show (Lemma 21) that for any run ρ of A we may find another run ρ of A that is equivalent up to Parikh image, such that every D> component in the D-decomposition of ρ is (D, M )-good, where M and D are polynomial in K.
We fix D = K in what follows. We take M = 2K 2 +K for reasons that will become clear soon. We focus our attention on some D> component ξ of ρ that is not (D, M )-good. Let X ⊆ Q be the set of states of Q that occur in at least two different configurations along ξ. For each of the states in X we identify the configuration along ξ where it occurs for the very first time and the configuration where it occurs for the last time. There are at most 2|X| ≤ 2K such configurations and these decompose the run ξ into a concatenation of at most 2|X| + 1 ≤ 2K + 1 runs ξ = ξ1ξ2 . . . ξm, where each ξi is a segment connecting two such configurations. Suppose |ξi| ≥ K for some i. Then ξi must contain a sub-run (p, c) − →(p, d) with at most K moves, for some p ∈ X (so, this is necessarily a K-band run). If d − c ≥ 0 (resp. d − c < 0), then we transfer this subrun from its current position to the first (resp. last) occurrence of p in the run ξ. This still leaves a valid run ξ , since ξ starts with counter value K, and the transferred sub-run has length ≤ K. Moreover, ξ and ξ are equivalent up to Parikh image.
Suppose this ξ continues to be a K> run. Then we again examine if it is (K, M )-good, and, if not, repeat the operation described above. As we proceed, we accumulate an increasing iterated K-band run at the first occurrence of each state and decreasing iterated K-band run at the last occurrence of each state; we ensure that at each step we only pick a segment that does not appear in these 2|X| iterated K-bands. This process will stop when either (i) the segments outside the iterated K-bands are all of length < K and we cannot find any suitable segment to transfer, or (ii) when the resulting run is no longer a K> run. In the case (i), we must necessarily have a (K, 2K 2 + K)-good run. In the case (ii), the resulting run decomposes as usual into K ≤ and K> components, and each new K> component is strictly shorter than ξ. The result is as follows:
with p as the only initial and q as the only final state. As a consequence of Lemmas 19, 20, and 21, we can obtain an NFA B with ψ(L(B)) = ψ(L(A)). This B has p,q∈Q |B p,q | + K 2 states. What remains to be settled is the size of the automata B p,q . This problem is solved in the next subsection, and the solution (Lemma 23) implies that the size of B p,q is bounded by O(|Σ|K O(log(K)) ). Thus we have Theorem 22. There is an algorithm that, given an OCA with K states and alphabet Σ, constructs a Parikh-equivalent NFA with O(|Σ|K O(log(K)) ) states.
Parikh image under reversal bounds
Here we show that, for an OCA A, with K states and whose alphabet is Σ, and any R ∈ N, an NFA with language Parikh-equivalent to LR(A) can be constructed with size O(|Σ|(RK) O(log(R)) ). As a matter of fact, this construction works even for pushdown systems and not just OCA.
Let A be a simple OCA. It will be beneficial to think of the counter as a stack with a single letter alphabet, with pushes for increments and pops for decrements. Then, in any run from (p, 0) to (q, 0), we may relate an increment move uniquely with its corresponding decrement move, the pop that removes the value inserted by this push. Now, consider a one reversal run ρ of A from say (p, 0) to (q, 0) involving two phases, a first phase ρ1 with no decrement moves and a second phase ρ2 with no increment moves. Such a run can be simulated, up to equivalent Parikh image (i.e., up to reordering of the letters read along the run) by an NFA as follows: simultaneously simulate the first phase (ρ1) from the source and the second phase, in reverse order (ρ rev 2 ), from the target. (The simulation of ρ rev 2 uses the transitions in the opposite direction, moving from the target of the transition to the source of the transition). The simulation matches increment moves of ρ1 against decrement moves in ρ rev 2 (more precisely, matching the ith increment ρ1 with the ith decrement in ρ rev 2 ) while carrying out moves that do not alter the counters independently in both directions. The simulation terminates (or potentially terminates) when a common state is reached from both ends, signifying the boundary between ρ1 and ρ2. The state space of such an NFA will need pairs of states from Q, to maintain the current state reached by the forward and backward simulations. Since only one letter of the input can be read in each move, we will also need two moves to simulate a matched increment and decrement and will need states of the form Q × Q × Σ for the intermediate state that lies between the two moves.
Unfortunately, such a naive simulation would not work if the run had more reversals. For then the ith increment in the simulation from the left need not necessarily correspond to the ith decrement in the reverse simulation from the right. In this case, the run ρ can be written as follows:
where the increment τ1 corresponds to the decrement τ2 and the increments in ρ1 are exactly matched by decrements in ρ5 (ρ1 and ρ5 may be empty). Notice that the increments in the run ρ3 are exactly matched by the decrements in ρ3, and the same holds for ρ4. Thus, to simulate such a well-matched run from p to q, after simulating ρ1 and ρ rev 5 simultaneously, matching corresponding increments and decrements and reaching the state p1 on the left and q1 on the right, we can choose to now simulate matching runs from p1 to p2 and from p2 to q1 (for some p2). Our idea is to choose one of these pairs and simulate it first, storing the other on a stack. We call such pairs obligations. The simulation of the chosen obligation may produce further such obligations which are also stored on the stack. The simulation of an obligation succeeds when the state reached from the left and right simulations are identical, and at this point we we may choose to close this simulation and pick up the next obligation from the stack, or continue simulating the current pair further. The entire simulation terminates when no obligations are left. Thus, to go from a single reversal case to the general case, we have introduced a stack into which pairs of states, representing obligations, are stored.
A little more analysis shows that there is a simulating run where the height of the stack is bounded by log(R) where R is the number of reversals in the original run. Thus, to simulate all runs of A with at most R reversals, we may bound the stack height of the PDA by log(R).
For this bound, the main invariant is that, if the current stack height is h, then we can choose to simulate only runs with at most 2 log(R)−h reversals for the obligation at hand (and ignore all other runs). Once we show this, it will follow that, when h = log(R), we only need to simulate runs with 1 reversal-and we already showed above how this can be done without using the stack. In other words, the overall height of the stack will never need to go above log(R). Now we explain how to establish the invariant above. Clearly it holds initially when h = 0. Let us show that whenever the stack height changes (via a push or a pop), the invariant is maintained. Whenever we split an obligation, we choose the obligation with fewer reversals to simulate first, pushing the other obligation onto the stack. Notice that this obligation with fewer reversals is guaranteed to contain at most half the number of reversals of the current obligation (which has been split in two). Thus, whenever the stack height increases by 1, the number of reversals to be explored in the current obligation falls at least by half as required by the invariant. 
Figure 1. One-counter automaton Hn
On the other hand, any obligation (p, q) that lies in the stack at position h from the bottom was placed there while executing (earlier) an obligation (p , q ) that only required 2 log(R)−h+1 reversals. Since the obligation (p, q) contributes only a part of the obligation (p , q ), its number of reversals is also bounded by 2 log(R)−h+1 . And when (p, q) is removed from the stack for simulation, the stack height is h−1. Thus, the invariant is maintained. Once we have the bound log(R) on the height of the stack, for a given R, we can simulate it by an exponentially large NFA:
There is a procedure that takes a simple OCA A with K states and whose alphabet is Σ, and a number R ∈ N and returns an NFA of size O(|Σ|(RK) O(log R) ) whose language is Parikh-equivalent to LR(A).
Completeness result
We do not know whether all OCA have polynomial-size Parikh-equivalent NFA. Here, we present a simple sequence (Hn) n≥1 of OCA that poses an obstacle: it seems difficult to find polynomial-size Parikh-equivalent NFA for them. We prove a completeness property: If the OCA Hn have polynomial-size Parikh-equivalent NFA, then so do all OCA. It will be convenient to slightly extend the definition of OCA. An extended OCA is defined as an OCA, but in its transition (p, a, s, q), the entry s can assume any integer (in addition to z). Of course here, the number of states is not an appropriate measure of size. Therefore, the size of a transition t = (p, a, s, q) of A is |t| = max(0, |s| − 1) if s ∈ Z and 0 if s = z. If A has n states, then we define its size is |A| = n + t∈δ |t|. Given an extended OCA of size n, one can clearly construct an equivalent OCA with n states. Furthermore, if one considers an (ordinary) OCA as an extended OCA, then its size is the number of states.
Our sequence (Hn) n≥1 of automata consists of extended OCA and is illustrated in Figure 1 . The automaton Hn has n states, q1, . . . , qn. On each qi and for each k ∈ [1, n], there is a loop reading a i,k and adding (−1) i+1 · k to the counter. Moreover, for i, j ∈ [1, n] with i < j, there is a transition reading ci,j that does not use the counter. Note that Hn is of size n + n k=1 n(k − 1) ≤ n 3 . Theorem 24. There are polynomials p and q such that:
1. If for each n there is a Parikh-equivalent NFA for Hn with h(n) states, then for every OCA of size n there is a Parikh-equivalent NFA with at most q(h(p(n))) states. 2. If there is an algorithm that computes a Parikh-equivalent NFA for Hn in time O(h(n)), then one can compute a Parikh-equivalent NFA for arbitrary OCA in time O(q(h(p(n)))).
Explicitly, we only prove the first statement and keep the time-complexity counterpart implicit. Our proof consists of three steps (Lemmas 25, 27, and 28). Intuitively, each of them is an algorithmic step one has to carry out when constructing a Parikh-equivalent NFA for a given OCA.
For the first step in our proof, we need some terminology. Let A = (Q, Σ, δ, q0, F ) be an extended OCA. Recall that a word (p1, a1, s1, p 1 ) · · · (pn, an, sn, p n ) over δ is called a walk if p i = pi+1 for every i ∈ [1, n − 1]. The walk u is called a p1-cycle (or just a cycle) if p n = p1. If, in addition, i = j implies pi = pj, then u is called simple. A cycle as above is called proper if there is some i ∈ [1, n] with pi = p1. We say that A is acyclic if it has no proper cycles, i.e., if all cycles consist solely of loops. Equivalently, an OCA is acyclic if there is a partial order ≤ on the set of states such that if a transition leads from a state p to q, then p ≤ q.
A transition (p, a, s, q) is called positive (negative) if s > 0 (s < 0). We say that a walk contains k reversals if it has a scattered subword of length k + 1 in which positive and negative transitions alternate. An (extended) OCA is called (r-)reversal-bounded if none of its walks contains r + 1 reversals. Observe that an acyclic (extended) OCA is reversal-bounded if and only if on each state, there are either no positive loops or no negative loops. We call such automata RBAA (reversal-bounded acyclic automata). A regular substitution is a map σ : Σ → 2 Γ * for alphabets Σ,Γ such that σ(a) ⊆ Γ * is a regular language for each a ∈ Σ. It is represented by an NFA for each σ(a), a ∈ Σ. Then, its size is the maximal size of such an NFA. For K ⊆ Σ * , the language σ(K) ⊆ Γ * is obtained by replacing each a with σ(a) in the obvious way.
Recall that we have seen in subsection 5.1 (see the remarks before Theorem 22) that constructing Parikhequivalent NFA can be reduced to the case of reversalbounded simple OCA. Our first step here takes a reversalbounded automaton and decomposes it into an RBAA and a regular substitution. This means, if we can find Parikhequivalent NFA for RBAA, we can do so for arbitrary OCA: Given an NFA for the RBAA, we replace every letter by the finite automaton specified by the substitution. Lemma 25. Given an r-reversal-bounded simple OCA A of size n, one can construct an RBAA B of size 6n 5 (r + 1) and a regular substitution σ of size at most n(n + 1) such that ψ(σ(L(B))) = ψ(L(A)).
We prove this by showing that runs of reversal-bounded simple OCA can be 'flattened': Each run can be turned into one with Parikh-equivalent input that consists of a skeleton of polynomial length in which simple cycles are inserted flat, i.e., without nesting them. The RBAA B simulates the skeleton and has self-loops which are replaced through σ with a regular language that simulates simple cycles.
In the next construction (Lemma 27), we employ a combinatorial fact. A Dyck sequence is a sequence x1, . . . , xn ∈ Z such that k i=1 xi ≥ 0 for every k ∈ [1, n] . It is r-reversalbounded if it has at most r alternations between positive numbers and negative numbers. A subset I ⊆ [1, n] is removable if removing all xi, i ∈ I, from the sequence yields again a Dyck sequence, and i∈I xi = n i=1 xi. We now want to make sure that the self-loops on our states are the only transitions that use the counter. Note that this is a feature of Hn. An RBAA is loop-counting if its loops are the only transitions that use the counter, i.e., all other transitions (p, a, s, q) have s = 0. We will employ the language L (K) (A) for K ≥ 0, which consists of all input words observed along runs of A from (q0, K) to (q final , K). Here, the idea is to add an internal counter in the state that tracks all counter actions of non-loop transitions. However, in order to show that the resulting automaton can still simulate all runs while respecting its own counter (i.e., it has to reach zero in the end and cannot drop below zero), we allow loops of the original run to act either on the internal counter or on B's infinite counter. Then, using Lemma 26, we pick a set of loops and make them use the internal counter.
Using a slight extension of the idea from section 2.2, one can construct abstractions for arbitrary OCA by abstracting languages L with L(A p,q ) ⊆ L ⊆ L (K) (A p,q ): We start with an NFA that simulates A for counter values up to K and then glue in NFA that abstract such languages L. Hence, Lemma 27 is, in effect, a reduction to the case of loopcounting RBAA. We are now ready to reduce to Hn.
Lemma 28. Given a loop-counting RBAA A of size n, one can construct a regular substitution σ of size at most 2 such that ψ(σ(L(H2n+2))) = ψ(L(A)).
Here, roughly speaking, we embed the partial order on the set of states into the one in H2n+2. Then the substitution σ will replace each symbol in H2n+2 by the outputs of the corresponding transition in A. This concludes the proof.
