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GEOMETRIC INFLUENCES
By Nathan Keller1, Elchanan Mossel2 and Arnab Sen3
Weizmann Institute of Science, Weizmann Institute of Science and
University of California, Berkeley, and Cambridge University
We present a new definition of influences in product spaces of
continuous distributions. Our definition is geometric, and for mono-
tone sets it is identical with the measure of the boundary with respect
to uniform enlargement. We prove analogs of the Kahn–Kalai–Linial
(KKL) and Talagrand’s influence sum bounds for the new defini-
tion. We further prove an analog of a result of Friedgut showing that
sets with small “influence sum” are essentially determined by a small
number of coordinates. In particular, we establish the following tight
analog of the KKL bound: for any set in Rn of Gaussian measure t,
there exists a coordinate i such that the ith geometric influence of the
set is at least ct(1− t)
√
logn/n, where c is a universal constant. This
result is then used to obtain an isoperimetric inequality for the Gaus-
sian measure on Rn and the class of sets invariant under transitive
permutation group of the coordinates.
1. Introduction.
Definition 1.1. Let f :{0,1}n→{0,1} be a Boolean function. The in-
fluence of the ith coordinate on f is
Ii(f) := Px∼µ[f(x) 6= f(x⊕ ei)],
where Px∼µ denotes probability when x is chosen at random according to
a probability measure µ, and x⊕ ei denotes the point obtained from x by
replacing xi by 1− xi and leaving the other coordinates unchanged.
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The notion of influences of variables on Boolean functions is one of the
central concepts in the theory of discrete harmonic analysis. In the last two
decades it found several applications in diverse fields, including combina-
torics, theoretical computer science, statistical physics, social choice theory,
etc. (see, e.g., the survey article [13]). The influences have numerous proper-
ties that allow us to use them in applications. The following three properties
are among the most fundamental ones:
(1) Geometric meaning. The influences on the discrete cube {0,1}n have
a clear geometric meaning. Ii(f) is the measure of the edge boundary in the
ith direction of the set A= {x ∈ {0,1}n :f(x) = 1}.
(2) The KKL theorem. In the remarkable paper [12], Kahn, Kalai and
Linial proved that for any Boolean function f :{0,1}n→{0,1}, there exists
a variable i whose influence is at least ct(1 − t) logn/n, where t = E[f ] is
the expectation of f , and c is a universal constant. Many applications of
influences make use of the KKL theorem or of related results such as [8, 21]
in one way or another.
(3) The Russo lemma. Let µp denote the Bernoulli measure where 0 is
given weight 1−p and 1 is given weight p. Clearly if A⊆ {0,1}n is monotone
increasing [i.e., satisfies the condition that if (x1, . . . , xn) ∈ A and yj ≥ xj
for all j, then y = (y1, . . . , yn) ∈A], then µ⊗np (A) is monotone increasing as
function of p. The question of understanding how µ⊗np (A) varies with p has
important applications in the theory of random graphs and in percolation
theory. Russo’s lemma [15, 18] asserts that the derivative of µ⊗np (A) with
respect to p is the sum of influences of f = 1A.
The basic results on influences were obtained for functions on the discrete
cube, but some applications required generalization of the results to more
general product spaces. Unlike the discrete case, where there exists a single
natural definition of influence, for general product spaces several definitions
were presented in different papers (see, e.g., [6, 11, 14, 16]). While each of
these definitions has its advantages, in general all of them lack geometric
interpretation for continuous probability spaces.
In this paper we present a new definition of the influences in product
spaces of continuous random variables, that has a clear geometric meaning.
We show that for the Gaussian measure and for a more general class of log-
concave product measures called Boltzmann measures (see Definition 3.8),
our definition allows us to obtain analogs of the KKL theorem and Russo-
type formulas.
Definition 1.2. Let νi be a probability measure on R. Given a Borel-
measurable set A⊆R, its lower Minkowski content ν+i (A) is defined as
ν+i (A) := lim inf
r↓0
νi(A+ [−r, r])− νi(A)
r
.
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Consider the product measure ν = ν1⊗ν2⊗· · ·⊗νn on Rn. Then for any Bo-
rel-measurable set A⊆Rn, for each 1≤ i≤ n and an element x= (x1, x2, . . . ,
xn) ∈Rn, the restriction of A along the fiber of x in the ith direction is given
by
Axi := {y ∈R : (x1, . . . , xi−1, y, xi+1, . . . , xn) ∈A}.
The geometric influence of the ith coordinate on A is
IGi (A) := Ex[ν
+
i (A
x
i )],
that is, the expectation of ν+i (A
x
i ) when x is chosen according to the mea-
sure ν. For sake of clarity, we sometimes denote the influence as IGi (A)|ν .
The geometric meaning of the influence is that for a monotone (either
increasing or decreasing) set A, the sum of influences of A is equal to the
size of its boundary with respect to a uniform enlargement as shown in the
following proposition.
Proposition 1.3. Let ν be a probability measure on R with C1 density λ
and cumulative distribution function Λ. Assume further that λ(z) > 0 for
all z ∈ R, that lim|z|→∞λ(z) = 0 and that λ′ is bounded. Let A ⊂ Rn be
a monotone set. Then
lim
r↓0
ν⊗n(A+ [−r, r]n)− ν⊗n(A)
r
=
n∑
i=1
IGi (A).
Though the boundary under uniform enlargement is perhaps not as preva-
lent in the literature as the usual L2 boundary (where we fatten a set by
adding a L2-ball of radius r instead of a L∞-ball), the isoperimetric prob-
lem for the boundary under uniform enlargement, especially in the context
of log-concave measures, was studied, for example, in [2–4]. Note that for
the Gaussian measure on Rn, unlike the usual L2 boundary, the boundary
under uniform enlargement of a set is not invariant under rotation.
We show that for the Gaussian measure on Rn, the geometric influences
satisfy the following analog of the KKL theorem:
Theorem 1.4. Consider the product spaces Rn endowed with the prod-
uct Gaussian measure µ⊗n. Then for any Borel-measurable set A⊂Rn with
µ⊗n(A) = t there exists 1≤ i≤ n such that
IGi (A)≥ ct(1− t)
√
logn
n
,
where c > 0 is a universal constant.
The result extends to the family of Boltzmann measures (see Defini-
tion 3.8), and is tight up to the constant factor. The proof uses the relation
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between geometric influences and the h-influences defined in [14], combined
with isoperimetric estimates for the underlying probability measures.
Using the same methods, we obtain analogs of Talagrand’s bound on the
vector of influences [21] and of Friedgut’s theorem stating that a function
with a low sum of influences essentially depends on a few coordinates [8].
Theorem 1.5. Consider the product spaces Rn endowed with the prod-
uct Gaussian measure µ⊗n. For any Borel-measurable set A⊂Rn, we have:
(1) if µ⊗n(A) = t, then
n∑
i=1
IGi (A)√
− log IGi (A)
≥ c1t(1− t);
(2) if A is monotone and
∑n
i=1 I
G
i (A)
√
− log IGi (A) = s, then there exists
a set B ⊂Rn such that 1B is determined by at most exp(c2s/ǫ) coordinates
and µ⊗n(A△B)≤ ǫ,
where c1 and c2 are universal constants.
We also show that the geometric influences can be used in Russo-type
formulas for location families.
Proposition 1.6. Let ν be a probability measure on R with continuous
density λ and cumulative distribution function Λ. Let {να :α ∈ R} denote
a family of probability measures which is obtained by translating ν; that is,
να has a density λα satisfying λα(x) = λ(x−α).
Assume that λ is bounded and satisfies λ(z)> 0 on (κL, κR), the interior
of the support of ν. Let A be a monotone increasing subset of Rn. Then the
function α→ να⊗n(A) is differentiable, and its derivative is given by
dνα
⊗n(A)
dα
=
n∑
i=1
IGi (A),
where the influences are taken with respect to the measure ν⊗nα .
Theorem 1.4 and Proposition 1.6 can be combined to get the following
corollary which is the Gaussian analog of the sharp threshold result ob-
tained by Friedgut and Kalai [9] for the product Bernoulli measure on the
hypercube. We call a set transitive if its characteristic function is invariant
under the action of some transitive subgroup of the permutation group Sn,
where Sn acts by permutation of the n coordinates.
Corollary 1.7. Let µα denote the Gaussian measure on the real line
with mean α and variance 1. Let A ⊂ Rn be a monotone increasing tran-
sitive set. For any δ > 0, denote by αA(δ) the unique value of α such that
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µ⊗nα (A) = δ. Then for any 0< ǫ< 1/2,
αA(1− ǫ)−αA(ǫ)≤ c log(1/2ǫ)/
√
logn,
where c is a universal constant.
We use the geometric influences to obtain an isoperimetric result for the
Gaussian measure on Rn.
Theorem 1.8. Consider the product spaces Rn endowed with the prod-
uct Gaussian measure µ⊗n. Then for any transitive Borel-measurable set
A⊂Rn we have
lim inf
r↓0
µ⊗n(A+ [−r, r]n)− µ⊗n(A)
r
≥ ct(1− t)
√
logn,
where t= µ⊗n(A) and c > 0 is a universal constant.
This result also extends to all Boltzmann measures.
Since the Gaussian measure is rotation invariant, it is natural to consider
the influence sum of rotations of sets. Of particular interest are families
of sets that are closed under rotations. In Section 5 we study the effect of
rotations on the geometric influences, and show that under mild regular-
ity condition of being in a certain class Jn (see Definition 5.1), the sum
of geometric influences of a convex set can be increased up to Ω(
√
n) by
(a random) orthogonal rotation.
Theorem 1.9. Consider the product Gaussian measure µ⊗n on Rn. For
any convex set A ∈ Jn with µ⊗n(A) = t, we have
EM∼pi
[
n∑
i=1
IGi (M(A))
]
≥ ct(1− t)
√
− log(t(1− t))×√n,
where EM∼pi denotes the expectation when M is drawn according to the
Haar measure π over the orthogonal group of rotations, and c is a universal
positive constant. In particular, there exists an orthogonal transformation g
on Rn such that
n∑
i=1
IGi (g(A))≥ ct(1− t)
√
− log(t(1− t))×√n.
The results presented in this paper lead us to the questions regarding the
extension in several directions:
• Nonproduct measures. The most challenging direction of extending our
results is to consider nonproduct probability measures. The first problem
in such generalization is that it is not clear at all what is the natural
definition of influences for such measures. The second difficulty is that
the techniques used in KKL-type results rely quite heavily on properties
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of product measures, and it is not clear how they can be extended to
more general measures. We note that in a recent paper [10], Graham and
Grimmett obtained a variant of the KKL theorem for measures satisfying
certain FKG lattice conditions using reduction to the uniform measure on
the continuous cube [0,1]n. Their results hold both for FKG measures on
{0,1}n and for FKG measures on [0,1]n which are absolutely continuous
with respect to the Lebesgue measure. However, it is not clear whether
the definition of influences they consider in the continuous case has an
“interesting” geometric interpretation.
• Geometric meaning of nonmonotone sets. The geometric meaning of our
definition of the influences (i.e., the relation to the size of the bound-
ary with respect to uniform enlargement) holds for all monotone sets (as
shown in Proposition 1.3), and even for all convex sets, but not for gen-
eral sets (see Remark 2.2). While restriction to monotone sets is quite
standard in the study of influences (since monotonization arguments sim-
ilar to Lemma 3.2 show that it is sufficient to prove all the lower bounds
on influences in the case of monotone sets), it is interesting to find out
whether our definition of influences has other geometric interpretation for
general sets. On the other hand, it is interesting to determine exactly the
families of sets to which Proposition 1.3 applies.
• Other continuous measures. The main results of our paper apply to the
Gaussian measure in Rn, and more generally, to the family of Boltz-
mann measures. Moreover, as shown in Section 3.4, the results extend
to a broader class of measures whose isoperimetric function satisfies some
specific condition. It seems interesting to extend the results to broader
classes of measures, and on the other hand, to determine measures for
which such results cannot be obtained.
The paper is organized as follows: in Section 2 we prove Propositions 1.3
and 1.6, thus establishing the geometric meaning of the new definition. In
Section 3 we discuss the relation between the geometric influences and the
h-influences, and prove Theorem 1.4. In Section 4 we apply Theorem 1.4 to
establish a lower bound on the size of the boundary of transitive sets with
respect to uniform enlargement, proving Theorem 1.8. Finally, in Section 5
we study the effect of rotations on the geometric influences. We conclude
the introduction with a brief statistical application of the results established
here.
1.1. A statistical application. Let Z1,Z2, . . . ,Zn be i.i.d. N(θ,1). Suppose
we want to test the hypothesis H0 : θ = θ0 vs. H1 : θ = θ1 (θ1 > θ0) with level
of significance at most β (for some 0< β < 1/2).
The remarkable classical result by Neyman and Pearson [17] says that
the most powerful test for the above problem is based on the sample av-
erage Z¯n = n
−1
∑n
i=1Zi, and the critical region of the test is given by
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Cmp = {Z¯n >K} where the constant K is chosen is such that Pθ0{Cmp}= β.
It can be easily checked that to achieve power at least 1− β for this test,
we need the parameters θ0 and θ1 to be separated by at least |θ1 − θ0| >
C(β)/
√
n for some appropriate constant C(β).
Consider the following setup where the test statistics is given by f(Z1, . . . ,
Zn) where f :R
n→R is a measurable function which is nondegenerate, tran-
sitive and monotone increasing in each of its coordinates. The transitivity
of f ensures equal weight is given to each data point while constructing the
test and the monotonicity of f implies that the distribution of f depends
on θ in a monotone fashion. Note that we do not assume any smoothness
property of f . In general the test statistics f(Z1, . . . ,Zn), in contrast to the
sample average which is a sufficient statistics for this problem, may be a re-
sult of an “inefficient compression” of the data, and we have only access to
the compressed data.
In this case the critical region would be of the form C={f(Z1, . . . ,Zn)>K}
where K is chosen so that Pθ0{C}= β.
Note that regions C satisfy:
(i) Pθ0{C}= β;
(ii) C is transitive;
(iii) C is an increasing set.
Clearly, the most powerful test belongs to this class, but, in general, a test
of the above type can be of much less power. An interesting open question
will be to find the worst test (i.e., having lowest power) among all tests
satisfying (i), (ii) and (iii). Intuitively if θ1 and θ0 are far apart, even a very
weak test can detect the difference between the null and the alternative.
Corollary 1.7 gives us a quantitative estimate of how far apart the parameters
need to be so that we can safely distinguish them no matter what test we
use. Indeed any test satisfying (i), (ii) and (iii) still has power of at least
1−β as long as |θ1− θ0|> c log(1/2β)/
√
logn for some absolute constant c.
For the test {maxiZi >K}, the dependence on n in the above bound is
tight up to constant factors.
We briefly note that the statistical reasoning introduced here may be
combined with Theorem 2.1 in [9]. Thus a similar statement holds when Z1,
Z2, . . . ,Zn are i.i.d. Bernoulli(p), and we want to test the hypothesis H0 :
p= p0 vs. H1 :p= p1 (1> p1 > p0 > 0). In this case, the power of any test sat-
isfying (i), (ii) and (iii) is at least 1−β as long as |p1−p0|> c log(1/2β)/ log n
for some absolute constant c.
2. Boundary under uniform enlargement and derivatives. In this section
we provide the geometric interpretation of the influence. We begin by proving
Proposition 1.3.
2.1. Proof of Proposition 1.3. In our proof we use the following simple
lemma:
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Lemma 2.1. Let λ be as given in Proposition 1.3. Given ε > 0, there
exists a constant Cε > 0 such that for all x, y ∈R,
|λ(y)− λ(x)| ≤Cε|Λ(y)−Λ(x)|+ ε/4.
Proof. Since lim|z|→∞λ(z) = 0, there exists z0 > 0 such that
sup
|z|≥z0
λ(z)≤ ε/8.
Fix x, y ∈R, and assume without loss of generality that x≤ y. We have
|λ(y)− λ(x)| ≤
∣∣∣∣
∫ max(x,−z0)
x
λ′(z)dz
∣∣∣∣+
∣∣∣∣
∫ min(z0,y)
max(x,−z0)
λ′(z)dz
∣∣∣∣
(2.1)
+
∣∣∣∣
∫ y
min(z0,y)
λ′(z)dz
∣∣∣∣.
By the choice of z0,∣∣∣∣
∫ y
min(z0,y)
λ′(z)dz
∣∣∣∣≤ |λ(y)− λ(z0)| ≤ ε/8,(2.2)
and similarly, ∣∣∣∣
∫ max(x,−z0)
x
λ′(z)dz
∣∣∣∣≤ ε/8.(2.3)
On the other hand, since the function λ′/λ is continuous, there exists Cε
such that |λ′(z)|/λ(z)≤Cε for all |z| ≤ z0. Hence,∣∣∣∣
∫ min(z0,y)
max(x,−z0)
λ′(z)dz
∣∣∣∣≤ Cε
∫ min(z0,y)
max(x,−z0)
λ(z)dz
= Cε(Λ(min(z0, y))−Λ(max(x,−z0)))(2.4)
≤ Cε(Λ(y)−Λ(x)) =Cε|Λ(y)−Λ(x)|.
Substitution of (2.2), (2.3) and (2.4) into (2.1) yields the assertion. 
Now we are ready to present the proof of Proposition 1.3.
Proof of Proposition 1.3. Without loss of generality, assume that A
is decreasing. Thus, ν⊗n(A + [−r, r]n) = ν⊗n(A + [0, r]n). We decompose
ν⊗n(A+ [0, r]n)− ν⊗n(A) as a telescoping sum
n∑
i=1
ν⊗n(A+ [0, r]i × {0}n−i)− ν⊗n(A+ [0, r]i−1 ×{0}n−i+1).(2.5)
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It follows immediately from (2.5) that it is sufficient to show that given
ε > 0, there exists δ > 0 such that for all 1≤ i≤ n and for all 0< r < δ,∣∣∣∣ν⊗n(A+ [0, r]i−1 × [0, r]×{0}n−i)− ν⊗n(A+ [0, r]i−1 ×{0}n−i+1)r
− IGi (A)
∣∣∣∣(2.6)
≤ ε.
For a fixed i, define
Bir =A+ [0, r]
i−1 × {0}n−i+1.
Obviously, Bir is a decreasing set. Note that A+ [0, r]
i−1 × [0, r]×{0}n−i =
Bir + {0}i−1 × [0, r]× {0}n−i. Hence, equation (2.6) can be rewritten as∣∣∣∣ν⊗n(Bir + {0}i−1 × [0, r]× {0}n−i)− ν⊗n(Bir)r − IGi (A)
∣∣∣∣≤ ε.(2.7)
For any decreasing set D ⊂Rn and for any x ∈Rn, define
ti(D;x) := sup{y :y ∈Dxi } ∈ [−∞,∞]
with the convention that the supremum of the empty set is −∞. We use two
simple observations:
(1) For any decreasing set D (and in particular, for A and for Bir), it is
clear that ν⊗n(D) = ExΛ(ti(D;x)).
(2) For a decreasing set D, we have IGi (D) = Exλ(ti(D;x)). This follows
from a known property of the lower Minkowski content: in the case when ν
has a continuous density λ, and L is a semi-infinite ray, that is, L= [ℓ,∞)
or L= (−∞, ℓ], we have ν+(L) = λ(ℓ).
We further observe that∣∣∣∣ν⊗n(Bir + {0}i−1 × [0, r]×{0}n−i)− ν⊗n(Bir)r −Exλ(ti(Bir;x))
∣∣∣∣
(2.8)
≤ r‖λ′‖∞.
Indeed, by observation (1), the left-hand side of (2.8) is equal to∣∣∣∣Ex
[
Λ(ti(B
i
r;x) + r)−Λ(ti(Bir;x))
r
− λ(ti(Bir;x))
]∣∣∣∣.(2.9)
By the mean value theorem, there exists h ∈ [0, r] such that
Λ(ti(B
i
r;x) + r)−Λ(ti(Bir;x))
r
= λ(ti(B
i
r;x) + h),
and thus
(2.9) = |Ex[λ(ti(Bir;x) + h)− λ(ti(Bir;x))]| ≤ r‖λ′‖∞.
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Combining (2.7) and (2.8), and ensuring that r < ε/(2‖λ′‖∞), it is suffi-
cient to show that
|Exλ(ti(Bir;x))− IGi (A)| ≤ ε/2,
and by observation (2), this is equivalent to
|Exλ(ti(Bir;x))− Exλ(ti(A;x))| ≤ ε/2.(2.10)
By Lemma 2.1 and observation (1), we have
|Exλ(ti(Bir;x))− Exλ(ti(A;x))| ≤CεEx|Λ(ti(Bir;x))−Λ(ti(A;x))|+ ε/4
=CεEx(Λ(ti(B
i
r;x))−Λ(ti(A;x))) + ε/4
=Cε(ν
⊗n(Bir)− ν⊗n(A)) + ε/4.
It thus remains to show that there exists δ > 0 sufficiently small such that
for all 0< r < δ,
ν⊗n(Bir)− ν⊗n(A)≤
ε
4Cε
.(2.11)
We can write
ν⊗n(Bir)− ν⊗n(A)
=
i−1∑
j=1
(ν⊗n(A+ [0, r]j ×{0}n−j)− ν⊗n(A+ [0, r]j−1 × {0}n−j+1)),
and thus it is sufficient to find δ > 0 such that for all 0 < r < δ and for all
1≤ j ≤ i− 1,
ν⊗n(A+ [0, r]j × {0}n−j)− ν⊗n(A+ [0, r]j−1 ×{0}n−j+1)≤ ε
4nCε
.
Since for any decreasing D⊂Rn,
|ν⊗n(D+ {0}j−1 × [0, r]× {0}n−j)− ν⊗n(D)| ≤ ‖λ‖∞r,
we can choose δ =min{ ε4nCε‖λ‖∞ , ε2‖λ′‖∞ }. This completes the proof. 
Remark 2.2. We note that the same proof (with minor modifications)
holds for any convex set A. The only nonobvious change is noting that the
Minkowski content of a segment [a, b] is ν+([a, b]) = λ(a) + λ(b), where λ
is the density of the measure ν. On the other hand, it is clear that the
statement of Proposition 1.3 does not hold for general measurable sets. For
example, if A=Qn where Q is the set of rational numbers, then the size of
the boundary of A with respect to a uniform enlargement is ∞, while the
sum of geometric influences of A is zero. It seems an interesting question to
determine to which classes of measurable sets Proposition 1.3 applies.
2.2. Proof of Proposition 1.6. Define a function Π :Rn→ [0,∞) by
Π(α1, . . . , αn) = να1 ⊗ · · · ⊗ ναn(A).
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The partial derivative of Π with respect to the ith coordinate can be written
as
∂Π(α1, . . . , αn)
∂αi
= lim
r↓0
Exναi+r(A
x
i )−Exναi(Axi )
r
.(2.12)
For x ∈Rn, define
si(A;x) := inf{y :y ∈Axi } ∈ [−∞,∞].
Since A is monotone increasing, for any x ∈Rn we have
ναi+r(A
x
i )− ναi(Axi )
r
=
ναi+r([si(A;x),∞))− ναi([si(A;x),∞))
r
(2.13)
=
1
r
∫ si(A;x)
si(A;x)−r
λαi(z)dz,
and by the fundamental theorem of calculus, this expression converges to
λαi(si(A;x)) as r→ 0. Moreover, (2.13) is uniformly bounded by ‖λαi‖∞ =
‖λ‖∞ (which is finite since λ is bounded by the hypothesis). Therefore, by
the dominated convergence theorem, it follows that the first-order partial
derivatives of Π exist and are given by
∂Π(α1, . . . , αn)
∂αi
= Ex∼να1⊗···⊗ναnλαi(si(A;x)) = I
G
i (A),
where the influence is with respect to the measure να1 ⊗ · · · ⊗ ναn . [For the
last equality, see observation (2) in the proof of Proposition 1.3 above. Here
we use the convention that λαi(−∞) = λαi(∞) = 0.]
Hence, by the chain rule, it is sufficient to check that all the partial deriva-
tives of Π are continuous at (α, . . . , α). Without loss of generality, we assume
that α= 0. Note that
Ex∼να1⊗···⊗ναnλαi(si(A;x)) = Ex∼ν⊗···⊗ν
(
n∏
j=1
λαj (xj)
λ(xj)
)
λαi(si(A;x)).(2.14)
For each x ∈Rn,
n∏
j=1
λαj (xj)
λ(xj)
λαi(si(A;x))→
n∏
j=1
λ(si(A;x))(2.15)
as max |αi| → 0. Hence, the continuity of the partial derivatives would follow
from the dominated convergence theorem if (2.15) was uniformly bounded.
In order to obtain such bound, we consider a compact subset.
There exist κL <KL <KR <κR and δ > 0 such that ν([KL+δ,KR−δ])≥
1− ε. Let c := minz∈[KL,KR] λ(z). Note that by the hypothesis on λ, we have
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c > 0. If |αj | ≤ δ for all j, then∣∣∣∣∣(2.14)−Ex∼ν⊗···⊗ν
(
n∏
j=1
λαj (xj)
λ(xj)
1{KL≤xj≤KR}
)
λαi(si(A;x))
∣∣∣∣∣
(2.16)
≤ ε · n · ‖λ‖∞.
Indeed, denoting S = {x ∈Rn :∃j, xj /∈ [KL,KR]} and using (2.14), we have
(2.16)=|Ex∼να1⊗···⊗ναn1Sλαi(si(A;x))|≤‖λ‖∞Ex∼να1⊗···⊗ναn1S≤ε ·n ·‖λ‖∞,
where the last inequality is a union bound using the choice of KL and KR.
Similarly, by a union bound we have
|Ex∼ν⊗···⊗νλ(si(A;x))−Ex∼ν⊗···⊗ν1{KL≤xj≤KR ∀j}λ(si(A;x))|
(2.17)
≤ ε · n · ‖λ‖∞.
Combining (2.16) with (2.17), it is sufficient to prove that
Ex∼ν⊗···⊗ν
n∏
j=1
λαj (xj)
λ(xj)
1{KL≤xj≤KR}λαi(si(A;x))
→ Ex∼ν⊗···⊗ν
n∏
j=1
1{KL≤xj≤KR}λ(si(A;x)).
This indeed follows from the dominated convergence theorem, since for each
x ∈Rn,
n∏
j=1
λαj (xj)
λ(xj)
1{KL≤xj≤KR}λαi(si(A;x))→
n∏
j=1
1{KL≤xj≤KR}λ(si(A;x))
as max |αi| → 0 and is uniformly bounded by c−n‖λ‖n+1∞ . This completes the
proof.
3. Relation to h-influences and a general lower bound on geometric in-
fluences. In this section we analyze the geometric influences by reduction
to problems concerning h-influences introduced in a recent paper by the first
author [14]. First we describe and extend the results on h-influences, and
then we show their relation to geometric influences.
3.1. h-influences.
Definition 3.1. Let h : [0,1]→ [0,∞) be a measurable function. For
a measurable subset A of Xn equipped with a product measure ν⊗n, the
h-influence of the ith coordinate on A is
Ihi (A) := Ex[h(ν(A
x
i ))].
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The two main results concerning h-influences are a monotonization lemma
and an analog of the KKL theorem.
Lemma 3.2 ([14]). Consider the space [0,1]n, endowed with the product
Lebesgue measure u⊗n. Let h : [0,1]→ [0,1] be a concave continuous func-
tion. For every Borel measurable set A ⊆ [0,1]n, there exists a monotone
increasing set B ⊆ [0,1]n such that:
(1) u⊗n(A) = u⊗n(B);
(2) for all 1≤ i≤ n, we have Ihi (A)≥ Ihi (B).
Theorem 3.3 ([14]). Denote the entropy function as Ent(x) :=−x logx−
(1− x) log(1− x) for all 0 < x < 1, and Ent(0) = Ent(1) = 0. Consider the
space [0,1]n, endowed with the product Lebesgue measure u⊗n. Let h : [0,1]→
[0,1] such that h(x)≥Ent(x) for all 0≤ x≤ 1. Then for every measurable set
A⊆ [0,1]n with u⊗n(A) = t, there exists 1≤ i≤ n such that the h-influence
of the ith coordinate on A satisfies
Ihi (A)≥ ct(1− t) logn/n,
where c > 0 is a universal constant.
Other results on h-influences which we shall use later include analogs
of several theorems concerning influences on the discrete cube: Talagrand’s
lower bound on the vector of influences [21], a variant of the KKL theorem
for functions with low influences [9] and Friedgut’s theorem asserting that
a function with a low influence sum essentially depends on a few coordi-
nates [8].
In the application to geometric influences we would like to use h-influences
for certain functions h that do not dominate the entropy function. In order to
overcome this problem, we use the following lemma that allows to relate gen-
eral h-influences to the entropy-influence [i.e., h-influence for h(x) = Ent(x)].
Lemma 3.4. Consider the product space (Rn, ν⊗n), where ν has a con-
tinuous cumulative distribution function Λ. Let h : [0,1]→ [0,∞), and let
A⊆Rn be a Borel-measurable set. For all 1≤ i≤ n,
Ihi (A)≥ 12δ · IEnti (A),(3.1)
where
δ = δ(A, i) = inf
x∈[ϑ(IEnti (A)/2),1−ϑ(I
Ent
i (A)/2)]
h(x)
Ent(x)
(3.2)
and ϑ(y) = y/(−2 log y).
Proof. Set f = 1A. Let u be the Lebesgue measure on [0,1]. Define
g(x1, . . . , xn) := f(Λ
−1(x1), . . . ,Λ
−1(xn)) and write B for the set {x ∈ Rn :
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g(x) = 1}. Since Λ−1(u) d= ν, the set B satisfies u⊗n(B) = ν⊗n(A) = t and
Ihi (B)|u⊗n = Ihi (A)|ν⊗n for each 1≤ i≤ n.
Denote by α the unique value in the segment [0,1/2] which satisfies the
equation α=Ent−1(IEnti (A)/2). It is clear that for any x /∈ [α,1−α],
Ent(x)≤Ent(Ent−1(IEnti (A)/2)) = IEnti (A)/2,
and thus,
Ex[Ent(u(B
x
i ))1{u(Bxi )∈[α,1−α]}] = I
Ent
i (B)|u⊗n − Ex[Ent(u(Bxi ))1{u(Bxi )/∈[α,1−α]}]
≥ IEnti (A)/2.
Therefore, by (3.2),
Ihi (A)|ν⊗n = Ihi (B)|u⊗n ≥ Ex[h(u(Bxi ))1{u(Bxi )∈[α,1−α]}]
≥
(
inf
x∈[Ent−1(IEnti (A)/2),1−Ent
−1(IEnti (A)/2)]
h(x)
Ent(x)
)
IEnti (A)/2
≥ δ · IEnti (A)/2,
where the last step follows from the fact that ϑ(x)≤ Ent−1(x) for x≤ 1/2
which is easy to verify. 
3.2. Relation between geometric influences and h-influences for log-concave
measures. It is straightforward to check the following relation between the
geometric influences and the h-influences for monotone sets. The proof fol-
lows immediately from observation (2) in the proof of Proposition 1.3.
Lemma 3.5. Consider the product space (Rn, ν⊗n) where ν has a con-
tinuous density λ. Let Λ denote the cumulative distribution function of ν.
Then for any monotone set A⊆Rn,
IGi (A) = I
h
i (A) ∀1≤ i≤ n,
where h(t) = λ(Λ−1(t)) when A is decreasing and h(t) = λ(Λ−1(1−t)) when A
is increasing. Here Λ−1 denotes the unique inverse of the function Λ.
Using Lemmas 3.2 and 3.5, we can obtain a monotonization lemma for
geometric influences that holds if the underlying measure has a log-concave
density. In order to show this, we use the following isoperimetric inequality
satisfied by log-concave distributions (see, e.g., [3]).
Theorem 3.6 ([3]). Let ν have a log-concave density λ, and let Λ be the
corresponding cumulative distribution function. Denote the (unique) inverse
of the function Λ by Λ−1. Fix any t ∈ (0,1); that is, for t ∈ (0,1) and for
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every Borel-measurable set A⊆R with ν(A) = t,
ν(A+ [−r, r])≥min{Λ(Λ−1(t) + r),1−Λ(Λ−1(1− t)− r)}
(3.3)
∀r > 0.
Moreover, in the class of all Borel-measurable sets of ν-measure t, the ex-
tremal sets, that is, the sets for which (3.3) holds as an equality, are intervals
of the form (−∞, a] or [a,∞) for some a ∈R.
If λ is symmetric (around the median), then inequality (3.3) is simplified
to
ν(A+ [−r, r])≥ Λ(Λ−1(t) + r) ∀r > 0.(3.4)
Now we are ready to present the monotonization lemma.
Lemma 3.7. Consider the product measure ν⊗n on Rn where ν is a prob-
ability distribution with a continuous symmetric log-concave density λ sat-
isfying lim|z|→∞λ(z) = 0. Then for any Borel set A⊂Rn:
(i) IGi (A)≥ Ihi (A) for all 1≤ i≤ n, where h(t) = λ(Λ−1(t));
(ii) there exists an increasing set B such that ν⊗n(B) = ν⊗n(A) and
IGi (B)≤ IGi (A) for all 1≤ i≤ n.
Proof. Let Λ be the cumulative distribution of ν. Fix x∈Rn. By The-
orem 3.6, we have, for all r > 0,
ν(Axi + [−r, r])− ν(Axi )
r
≥ Λ(Λ
−1(ν(Axi )) + r)−Λ(Λ−1(ν(Axi )))
r
.
Taking limit of the both sides as r ↓ 0, we obtain
ν+(Axi )≥ λ(Λ−1(ν(Axi ))) = h(ν(Axi )),
which implies the first part of the lemma.
For a proof of the second part, we start by noting that the assumptions
on ν imply that h is concave and continuous. Thus we can invoke Lemma 3.2
to find an increasing set B such that ν⊗n(B) = ν⊗n(A) and Ihi (B)≤ Ihi (A)
for all 1 ≤ i ≤ n. By the first part of the lemma, Ihi (A) ≤ IGi (A) for all
1≤ i≤ n. On the other hand, it follows from Lemma 3.5 that IGi (B) = Ihi (B)
for all 1≤ i≤ n. Hence,
IGi (B) = I
h
i (B)≤ Ihi (A)≤ IGi (A)
as asserted. 
To keep our exposition simple, we will restrict our attention to an impor-
tant family of log-concave distributions known as Boltzmann measures for
the rest of the section. We mention in passing that some of the techniques
that we are going to develop can be applied to other log-concave measures
with suitable isoperimetric properties.
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3.3. Lower bounds on geometric influences for Boltzmann measures.
Definition 3.8 (Boltzmann measure). The density of the Boltzmann
measure µρ with parameter ρ≥ 1 is given by
φρ(x) :=
1
2Γ(1 + 1/ρ)
e−|x|
ρ
dx, x ∈R.
Note that ρ= 2 corresponds to the Gaussian measure with variance 1/2
while ρ= 1 gives the two-sided exponential measure.
We have the following estimates on the tail probability of Boltzmann
measures.
Lemma 3.9. Let Φρ denote the cumulative distribution function of the
Boltzmann distribution with parameter ρ. Then for z > 0, we have
1
2ρΓ(1 + 1/ρ)
(
z
(ρ− 1)/ρ+ zρ
)
e−z
ρ ≤ 1−Φρ(z)≤ 1
2ρΓ(1 + 1/ρ)
1
zρ−1
e−z
ρ
.
In particular,
φρ(Φ
−1
ρ (x))≍ x(1− x)(−log(x(1− x)))(ρ−1)/ρ(3.5)
for x close to zero or one.
Proof. Set Zρ = 2Γ(1 + 1/ρ). For the upper bound, note that
Zρ(1−Φρ(z)) =
∫ ∞
z
e−t
ρ
dt≤ 1
ρzρ−1
∫ ∞
z
ρtρ−1e−t
ρ
dt≤ 1
ρzρ−1
e−z
ρ
.
On the other hand, the lower bound is derived as follows:
Zρ
(
1 +
ρ− 1
ρzρ
)
(1−Φρ(z))≥
∫ ∞
z
(
1 +
ρ− 1
ρtρ
)
e−t
ρ
dt
=− e
−tρ
ρtρ−1
∣∣∣∣
∞
z
=
e−z
ρ
ρzρ−1
.

It follows from Lemma 3.7(i) and Lemma 3.9 that for Boltzmann mea-
sures, the geometric influences lie between previously studied h-influences.
On the one hand, they are greater than variance-influences [i.e., h-influences
with h(t) = t(1− t)], that were studied in, for example, [11, 16]. On the other
hand, for monotone sets they are smaller than the entropy-influences.
It is well known that there is no analog of the KKL influence bound for
the variance-influence, and a tight lower bound on the maximal variance-
influence is the trivial bound
max
1≤i≤n
IVari (A)≥ ct(1− t)/n,
where t is the measure of the set A. This inequality is an immediate corollary
of the Efron–Stein inequality (see, e.g., [19]), and the tightness is shown by
GEOMETRIC INFLUENCES 17
the standard example of one-sided boxes (considered in Section 4.1 below).
On the other hand, the analog of the KKL bound proved in [14] holds only
for h-influences with h(t)≥Ent(t). In order to show KKL-type lower bounds
for geometric influences, we use the following two results.
The first result is a dimension-free isoperimetric inequality for the Boltz-
mann measures.
Lemma 3.10 ([2]). Fix ρ > 1, and let µρ denote the Boltzmann measure
with parameter ρ. Then there exists a constant k = k(ρ) > 0 such that for
any n≥ 1 and any measurable A ∈Rn, we have
µ⊗nρ (A+ [−r, r]n)≥ µρ{(−∞,Φ−1ρ (t) + kr]}, t= µ⊗nρ (A).
The second key ingredient is a simple corollary of Lemma 3.4.
Lemma 3.11. Consider the product spaces (Rn, µ⊗nρ ), where µρ denotes
the Boltzmann measure with parameter ρ > 1. For any A ⊂ Rn and for all
1≤ i≤ n,
IGi (A)≥ cIEnti (A)(−log(IEnti (A)))−1/ρ,
where c= c(ρ)> 0 is a universal constant.
Proof. In view of Lemma 3.7, it is sufficient to prove that
Ihi (A)≥ cIEnti (A)(−log(IEnti (A)))−1/ρ
for h(x) := φρ(Φ
−1
ρ (x)). This indeed follows immediately from Lemma 3.4
using the estimate on h(x) given in (3.5). 
Now we are ready to prove the KKL-type lower bounds. We start with
an analog of the KKL theorem [12].
Theorem 3.12. Consider the product spaces (Rn, µ⊗nρ ), where µρ de-
notes the Boltzmann measure with parameter ρ > 1. There exists a constant
c= c(ρ)> 0 such that for all n≥ 1 and for any Borel-measurable set A⊂Rn
with ν⊗n(A) = t, we have
max
1≤i≤n
IGi (A)≥ ct(1− t)
(logn)1−1/ρ
n
.
Proof. The proof is divided into two cases, according to ν⊗n(A) = t. If
t(1− t) is not very small, the proof uses Lemmas 3.7 and 3.11. If t(1− t) is
very small, the proof relies on Lemmas 3.7 and 3.10.
Case A: t(1− t)> n−1. By Theorem 3.3, there exists 1≤ i≤ n, such that
IEnti (A)≥ ct(1− t)
logn
n
.
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Since t(1− t)> 1/n, it follows from Lemma 3.11 that
IGi (A)≥ cIEnti (A)(−log(IEnti (A)))−1/ρ ≥ c′t(1− t)
logn
n
· (logn)−1/ρ,
where c′ is a universal constant, as asserted.
Case B: t(1− t)≤ n−1. In view of Lemma 3.7, we can assume without loss
of generality that the set A is increasing. In that case, by Proposition 1.3,
we have
n∑
i=1
IGi (A) = lim inf
r↓0
µ⊗nρ (A+ [−r, r]n)− µ⊗nρ (A)
r
.
By Lemma 3.10,
lim inf
r↓0
µ⊗nρ (A+ [−r, r]n)− µ⊗nρ (A)
r
≥ kφρ(Φ−1ρ (t)).(3.6)
Since in this case t(1− t)≤ n−1, it follows from Lemma 3.9 that
n∑
i=1
IGi (A)≥ kφρ(Φ−1ρ (t))≥ k′t(1− t)(logn)(ρ−1)/ρ
for some constant k′(ρ)> 0. This completes the proof. 
Theorem 1.4 is an immediate consequence of Theorem 3.12. The deriva-
tion of Corollary 1.7 from Theorem 1.4 and Proposition 1.6 is exactly the
same as the proof of Theorem 2.1 in [9] (which is the analogous result for
Bernoulli measures on the discrete cube), and thus is omitted here.
We conclude this section with several analogs of results for influences
on the discrete cube. In the theorem below, part (1) corresponds to Tala-
grand’s lower bound on the vector of influences [21], part (2) corresponds to
a variant of the KKL theorem for functions with low influences established
in [9], part (3) corresponds to Friedgut’s characterization of functions with
a low influence sum [8] and part (4) corresponds to Hatami’s characteriza-
tion of functions with a low influence sum in the continuous case [11]. State-
ments (1), (3) and (4) of the theorem follow immediately using Lemma 3.11
from the corresponding statements for the Entropy-influence proved in [14],
and statement (2) is an immediate corollary of statement (1).
Theorem 3.13. Consider the product spaces (Rn, µ⊗nρ ), where µρ de-
notes the Boltzmann measure with parameter ρ > 1. For all n≥ 1, for any
Borel-measurable set A⊂Rn, and for all α > 0, we have:
(1) if µ⊗nρ (A) = t, then
n∑
i=1
IGi (A)
(− log IGi (A))1−1/ρ
≥ c1t(1− t);
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(2) if µ⊗nρ (A) = t and max1≤i≤n I
G
i (A)≤ α, then
n∑
i=1
IGi (A)≥ c1t(1− t)(−logα)1−1/ρ;
(3) if A is monotone and
∑n
i=1 I
G
i (A)(−logIGi (A))1/ρ = s, then there ex-
ists a set B ⊂Rn such that 1B is determined by at most exp(c2s/ǫ) coordi-
nates and µ⊗nρ (A△B)≤ ǫ;
(4) if
∑n
i=1 I
G
i (A)(−logIGi (A))1/ρ = s, then there exists a set B ⊂Rn such
that 1B can be represented by a decision tree of depth at most exp(c3s/ǫ
2)
and µ⊗nρ (A△B)≤ ǫ,4
where c1, c2, and c3 are positive constants which depend only on ρ.
Theorem 1.5 is a special case of statements (1) and (3) of Theorem 3.13
obtained for ρ= 2.
3.4. A remark on geometric influences for more general product measures.
It is worth mentioning that variants of Theorems 3.12 and 3.13 hold for any
measure ν on R which satisfies the following two conditions:
• ν is absolutely continuous with respect to the Lebesgue measure;
• there exist constants ρ ≥ 1, a > 0, such that for the isoperimetric func-
tion Iν of ν we have
Iν(t)≥ amin(t,1− t)(− logmin(t,1− t))1−1/ρ, t ∈ [0,1].
The proofs are similar to those given for Boltzmann measures, except for
the following changes:
• Lemma 3.7(i) now holds with h(t) = Iν(t);
• Lemma 3.7(ii) does not hold in general, but this is not a problem since
for the proof of Theorem 3.12 we only need the first part of the lemma;
• instead of Lemma 3.10, we use the following dimension-free isoperimetric
inequality which holds for the product measure ν⊗n (see [2]):
For all n≥ 1 and for any measurable set A⊆Rn,
lim inf
r↓0
ν⊗n(A+ [−r, r]n)− ν⊗n(A)
r
≥ a
K
min(t,1− t)(− logmin(t,1− t))1−1/ρ,
where t= ν⊗n(A) and K > 0 is a universal constant.
4See, for example, [11] for the definition of a decision tree.
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4. Boundaries of transitive sets under uniform enlargement. In the Gaus-
sian space, the isoperimetric inequality for uniform enlargement follows from
the classical Gaussian isoperimetric inequality by Sudakov and Tsirelson [20],
Borell [5] (see also [1, 3, 7]) and the fact that the boundary of a set under
uniform enlargement always dominates its usual boundary (i.e., the bound-
ary under L2 enlargement). To be specific, the boundary under uniform
enlargement of any measurable set A⊂Rn with µ⊗n(A) = t, where µ is the
Gaussian measure on R, obeys the following lower bound:
lim inf
r↓0
µ⊗n(A+ [−r, r]n)− µ⊗n(A)
r
≥ φ(Φ−1(t))(4.1)
(where Φ and φ are the cumulative distribution function and the density
of the Gaussian distribution in R), and it is easy to check that the bound
is achieved when A is an “axis-parallel” halfspace (i.e., sets of the form
{x ∈Rn :xi ≤ a} or its complement) with µ⊗n(A) = t.
In this section we consider the same isoperimetric problem under an ad-
ditional symmetry condition:
Find a lower bound on the boundary measure (under uniform enlarge-
ment) of sets in Rn that are transitive.
The invariance under permutation condition rules out candidates like the
axis-parallel halfspaces and one might expect that under this assumption,
a set should have “large” boundary. This intuition is confirmed by Theo-
rem 1.8. In this section we prove a stronger version of this theorem that
holds for all Boltzmann measures.
Theorem 4.1. Consider the product spaces (Rn, µ⊗nρ ), where µρ denotes
the Boltzmann measure with parameter ρ > 1. There exists a constant c =
c(ρ)> 0 such that the following holds for all n≥ 1:
For any transitive Borel-measurable set A⊂Rn, we have
lim inf
r↓0
µ⊗nρ (A+ [−r, r]n)− µ⊗nρ (A)
r
≥ ct(1− t)(logn)1−1/ρ,
where t= µ⊗nρ (A).
The transitivity assumption on A implies that Theorem 4.1 is an imme-
diate consequence of Theorem 3.12, once we establish the following lemma.
Lemma 4.2. Let λ be a continuous symmetric log-concave density on R.
Let A be any Borel-measurable subset of Rn. Then
lim inf
r↓0
ν⊗n(A+ [−r, r]n)− ν⊗n(A)
r
≥
n∑
i=1
Ihi (A),
where h(x) = λ(Λ−1(x)) for all x ∈ [0,1].
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Proof. The proof is similar to the proof of Proposition 1.3. For all
1≤ i≤ n, define
Bir =A+ [−r, r]i−1 × {0}n−i+1.
Like in the proof of Proposition 1.3, it is sufficient to show that for each i,
lim inf
r↓0
ν⊗n(Bir + {0}i−1 × [−r, r]× {0}n−i)− ν⊗n(Bir)
r
≥ Ihi (A).(4.2)
Note that for all x ∈Rn, both ν⊗n(Bir) and ν((Bir)xi ) are increasing as func-
tions of r, and thus they tend to some limit as rց 0. Furthermore, we can
assume that ν⊗n(A¯ \A) = 0, since otherwise,
lim inf
r↓0
ν⊗n(A+ [−r, r]n)− ν⊗n(A)
r
≥ lim inf
r↓0
ν⊗n(A¯ \A)
r
→∞.
Therefore,
ν⊗n(Bir)ց ν⊗n(A¯) = ν⊗n(A)
and
ν((Bir)
x
i )ց ν(Axi )(4.3)
for almost every x ∈Rn (with respect to the measure ν⊗n).
Now observe that by the one-dimensional isoperimetric inequality for sym-
metric log-concave distributions (Theorem 3.6),
ν⊗n(Bir + {0}i−1 × [−r, r]×{0}n−i) = Exν((Bir)xi + [−r, r])
≥ ExΛ(Λ−1(ν((Bir)xi )) + r).
Therefore, using the mean value theorem like in the proof of Proposition 1.3,
we get
lim inf
r↓0
ν⊗n(Br + {0}i−1 × [−r, r]×{0}n−i)− ν⊗n(Br)
r
(4.4)
≥ lim inf
r↓0
Ex inf
z∈[Λ−1(ν((Bir)
x
i )),Λ
−1(ν((Bir)
x
i ))+r]
λ(z).
Finally, by (4.3), for almost every x∈Rn,
lim
r↓0
inf
z∈[Λ−1(ν((Bir)
x
i )),Λ
−1(ν((Bir)
x
i ))+r]
λ(z) = λ(Λ−1(ν(Axi ))),
and thus, by the dominated convergence theorem,
lim inf
r↓0
Ex inf
z∈[Λ−1(ν((Bir)
x
i )),Λ
−1(ν((Bir)
x
i ))+r]
λ(z) = Exλ(Λ
−1(ν(Axi ))) = I
h
i (A).
This completes the proof of the lemma, and thus also the proof of Theo-
rem 4.1. 
4.1. Tightness of Theorems 3.12, 3.13 and 4.1. We conclude this section
with showing that Theorems 3.12, 3.13 and 4.1 are tight (up to constant
factors) among sets with constant measure, which we set for convenience
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to be 1/2. We demonstrate this by choosing an appropriate sequence of
“one-sided boxes.”
Proposition 4.3. Consider the product spaces (Rn, µ⊗nρ ), where µρ de-
notes the Boltzmann measure with parameter ρ ≥ 1. Let Bn := (−∞, an]n
where an is chosen such that Φρ(an)
n = 1/2. Then there exists a constant
c= c(ρ) such that
IGi (Bn)≤ c ·
(logn)1−1/ρ
n
for all 1≤ i≤ n.
Proof. Fix an i. By elementary calculation,
IGi (Bn) = Φρ(an)
n−1φρ(an) = (1/2)
(n−1)/nφρ(an).
Note that 1−Φρ(an)≍ n−1, and thus, by Lemma 3.9, an ≍ (logn)1/ρ. Fur-
thermore, since by Lemma 3.9, φρ(z)≍ zρ−1(1−Φρ(z)) for large z, we have
IGi (Bn)≍ n−1(logn)1−1/ρ, as asserted. 
The tightness of Theorem 3.12 and Theorem 3.13(1) follows immediately
from Proposition 4.3. The tightness of Theorem 4.1 follows using Propo-
sition 1.3 since B is monotone. The tightness of Theorem 3.13(2) and the
tightness in s in Theorem 3.13(3) and Theorem 3.13(4) follows by consider-
ing the subset Bk ×Rn−k ⊂Rn.
5. Geometric influences under rotation. Consider the product Gaussian
measure µ⊗n on Rn. In Section 3 we obtained lower bounds on the sum of
geometric influences, and, in particular, we showed that for a transitive set
A⊂Rn, the sum is at least Ω(t(1− t)√logn), where t= µ⊗n(A).
In this section we consider a different symmetry group, the group of rota-
tions of Rn. The interest in this group comes from the fact that the Gaussian
measure is invariant under rotations while the influence sum is not.
Indeed, a halfspace of measure 1/2 may have influence sum as small as of
order 1 when it is aligned with one of the axis and as large as of order
√
n
when it is aligned with the diagonal direction (1,1, . . . ,1).
In this section we show that under some mild conditions (that do not
contain any invariance assumption), rotation allows us to increase the sum of
geometric influences up to Ω(t(1− t)
√
− log(t(1− t))√n). The dependence
on n in this lower bound is tight for several examples, including halfspaces
and L2-balls. We note that on the other extreme, rotation cannot decrease
the sum of geometric influences below Ω(t(1− t)√− log(t(1− t))), as follows
from a combination of Proposition 1.3, Lemma 3.7(ii) and the isoperimetric
inequality (4.1).
Definition 5.1. Let B(x, r) := {y ∈Rn :‖y−x‖2 < r} be the open ball
in Rn with center at x and radius r, and let B¯(x, r) be the corresponding
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closed ball. For ε > 0 and A⊆Rn, define
Aε := {x ∈A : B¯(x, ε)∩Ac =∅} and Aε := {x ∈Rn :B(x, ε)∩A 6=∅}.
Finally, denote by Jn the collection of all measurable sets B ⊆Rn for which
there exists δ > 0 such that for all 0< ε< δ, we have
(Bε)
2ε ⊇B.(5.1)
An example of a subset of R2 that does not belong to the class J2 is
{(x, y) : 1≤ x <∞,0≤ y < 1/x}.
The crucial ingredient in the proof Theorem 1.9 is a lemma asserting
that under the conditions of the theorem, an enlargement of A by a random
rotation of the cube [−r, r]n increases µ⊗n(A) significantly.
Notation 5.2. Let O = O(n,R) be the set of all orthogonal transfor-
mations on Rn, and let π be the (unique) Haar measure on O. Denote by M
a random element of O distributed according to the measure π.
Lemma 5.3. There exists a constant K > 0 such that for any A ∈ Jn,
we have
EM∼pi[µ
⊗n(A+M−1(Kn−1/2[−r, r]n))]≥ µ⊗n(A) + 12µ⊗n(Ar/3 \A)
for all sufficiently small r > 0 (depending on A).
First we show that Lemma 5.3 implies Theorem 1.9.
Proof. Note that for any g ∈O, g(A) is convex, and that µ⊗n is invari-
ant under g. Thus by Proposition 1.3,5 we have
n∑
i=1
IGi (g(A)) = lim
r↓0
µ⊗n(g(A) + [−r, r]n)− µ⊗n(g(A))
r
= lim
r↓0
µ⊗n(A+ g−1([−r, r]n))− µ⊗n(A)
r
.
Furthermore, note that for any g ∈O,
lim
r↓0
µ⊗n(A+ g−1([−r, r]n))− µ⊗n(A)
r
≤ lim
r↓0
µ⊗n(A+
√
n[−r, r]n)− µ⊗n(A)
r
=
√
n×
n∑
i=1
IGi (A).
5Note that by Remark 2.2, Proposition 1.3 holds for convex sets.
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Therefore, by the dominated convergence theorem,
EM∼pi
[
n∑
i=1
IGi (M(A))
]
(5.2)
= lim
r↓0
EM∼pi[µ
⊗n(A+M−1([−r, r]n))]− µ⊗n(A)
r
.
By Lemma 5.3, we have (for a sufficiently small r)
EM∼pi[µ
⊗n(A+M−1(Kn−1/2[−r, r]n))]− µ⊗n(A)≥ 12µ⊗n(Ar/3 \A).
By the standard Gaussian isoperimetric inequality,
µ⊗n(Ar/3 \A)≥ µ((−∞,Φ−1(t) + r/3]).
Substituting into (5.2), we get
EM∼pi
[
n∑
i=1
IGi (M(A))
]
≥ lim sup
r↓0
µ((−∞,Φ−1(t) +K−1n1/2r/3])
2r
≥
√
n
6K
φ(Φ−1(t))
≥ ct(1− t)
√
− log(t(1− t))×√n
for some constant c > 0 (where the last inequality follows from the estimation
given in Lemma 3.9, with ρ= 2). Thus there exists at least one orthogonal
transformation g ∈O such that
n∑
i=1
IGi (g(A))≥ ct(1− t)
√
− log(t(1− t))×√n
as asserted. 
Now we present the proof of Lemma 5.3.
Proof of Lemma 5.3. By Fubini’s theorem, we have
EM∼pi[µ
⊗n(A+M−1(Kn−1/2[−r, r]n))]
= EM∼pi[µ
⊗n{x ∈Rn :x= y + z, y ∈A,z ∈M−1(Kn−1/2[−r, r]n)}](5.3)
= Ex∼µ⊗n [π{g ∈O :x= y+ z, y ∈A,z ∈ g−1(Kn−1/2[−r, r]n)}].
Since each x ∈A can be trivially represented as y+z with y = x ∈A,z = 0 ∈
g−1(Kn−1/2[−r, r]n) for any g ∈O, the assertion of the lemma would follow
immediately from (5.3) once we show that for all x ∈Ar/3 \A,
π{g ∈O : x= y + z, y ∈A,z ∈ g−1(Kn−1/2[−r, r]n)} ≥ 1/2.(5.4)
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Since A ∈ Jn, we can choose r sufficiently small such that A⊂ (Ar/3)2r/3,
and thus Ar/3 ⊂ (Ar/3)r. Therefore, for any x ∈ Ar/3 \ A, there exists y ∈
Ar/3, such that ‖x− y‖2 < r. If there exists y′ ∈B(y, r/3) such that x− y′ ∈
g−1(Kn−1/2[−r, r]n), then x can be represented as y′+ (x− y′), as required
in the left-hand side of (5.4). Therefore, it is sufficient to prove the following
claim:
Claim 5.4. For any x, y ∈Rn such that ‖x− y‖2 < r,
π{g ∈O :∃y′ ∈B(y, r/3) such that x− y′ ∈ g−1(Kn−1/2[−r, r]n)} ≥ 1/2.
Proof. Fix x, y ∈Rn such that ‖x− y‖2 < r. We have
{g ∈O :∃y′ ∈B(y, r/3) such that x− y′ ∈ g−1(Kn−1/2[−r, r]n)}
= {g ∈O :∃y′ ∈B(y, r/3) such that g(x− y′) ∈Kn−1/2[−r, r]n}
= {g ∈O :∃y′′ ∈B(0, r/3) such that g(x− y)− y′′ ∈Kn−1/2[−r, r]n}
=
{
g ∈O : inf
y′′∈B(0,r/3)
‖g(x− y)− y′′‖∞ ≤Kn−1/2r
}
.
Note that
π
{
g ∈O : inf
y′′∈B(0,r/3)
‖g(x− y)− y′′‖∞ ≤Kn−1/2r
}
(5.5)
is invariant under rotation of the vector (x− y), and in particular,
(5.5) = π
{
g ∈O : inf
y′′∈B(0,r/3)
‖g(‖x− y‖2 × e1)− y′′‖∞ ≤Kn−1/2r
}
,
where e1 = (1,0, . . . ,0) ∈Rn is the unit vector along the first coordinate axis.
A well-known property of the Haar measure says that if M ∈ O is dis-
tributed according to π, then any column of M is distributed like a normal-
ized vector of independent standard Gaussians. That is,
Mcolumn ∼ Z‖Z‖2 ,
where Z = (Z1, . . . ,Zn) is a random n-vector with i.i.d. standard Gaussian
entries. Thus,M(‖x−y‖2×e1) is distributed like ‖x−y‖2×Z/‖Z‖2. There-
fore, we have
(5.5) = PZ∼µ⊗n
(
inf
y′′∈B(0,r/3)
∥∥∥∥‖x− y‖2 × Z‖Z‖2 − y′′
∥∥∥∥
∞
≤Kn−1/2r
)
≥ PZ∼µ⊗n
(
inf
y′′′∈B(0,1/3)
∥∥∥∥ Z‖Z‖2 − y′′′
∥∥∥∥
∞
≤Kn−1/2
)
.
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Note that if Z ∈Rn satisfies∑
iZ
2
i 1|Zi|/‖Z‖2>Kn−1/2
‖Z‖22
< 1/9,
then the vector y′′′ defined by y′′′i = (Zi · 1|Zi|/‖Z‖2>Kn−1/2)/‖Z‖2 satisfies
y′′′ ∈B(0,1/3) and
∥∥∥∥ Z‖Z‖2 − y′′′
∥∥∥∥
∞
≤Kn−1/2.
Hence,
(5.5)≥ PZ∼µ⊗n
(
inf
y′′′∈B(0,1/3)
∥∥∥∥ Z‖Z‖2 − y′′′
∥∥∥∥
∞
≤Kn−1/2
)
≥ PZ∼µ⊗n
(∑
iZ
2
i 1|Zi|/‖Z‖2>Kn−1/2
‖Z‖22
< 1/9
)
.
For γ < 1 and t > 0, by the Markov inequality,
P(‖Z‖2 < γn)≤ P(e−t‖Z‖2 < e−tγn)≤ etγn(Ee−tZ21 )n
= etγn(1 + 2t)−n/2.
Optimizing over t > 0, we have
P(‖Z‖2 < γn)≤ (γe1−γ)n/2.(5.6)
Finally, again by the Markov inequality,
PZ∼µ⊗n
[ ∑
i : |Zi|>K/2
Z2i ≥
n
450
]
≤ n× [EZ
2
11{|Z1|>K/2}]
n/450
≤ 1/4
for sufficiently large K > 0, and by (5.6), P[‖Z‖22 > n/50]≥ 3/4. Therefore,
(5.5)≥ PZ∼µ⊗n
(∑
iZ
2
i 1|Zi|/‖Z‖2>Kn−1/2
‖Z‖22
< 1/9
)
≥ PZ∼µ⊗n
[( ∑
i : |Zi|>K/2
Z2i ≤
n
450
)
∧ (‖Z‖2 >
√
n/50)
]
≥ 3/4 + 3/4− 1 = 1/2.
This completes the proof of the claim and of Lemma 5.3. 
Intuitively, the condition A ∈ Jn means that the boundary of A is “suf-
ficiently smooth.” One can easily check that if A ∈ Jn, then the boundary
of A is a porous set and thus has Hausdorff dimension strictly less than n
(see [22] and references therein to know more about porous sets). However,
this condition is far from being sufficient. Here we give a sufficient condition
for a set to belong to Jn in terms of smoothness of its boundary.
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Definition 5.5. Let A ⊂ Rn be a measurable set. We write ∂A ∈ C1
and say that the boundary of A is of class C1 if for any point z ∈ ∂A, there
exists r = r(z)> 0 and a one-to-one mapping ψ of B(z, r) onto an open set
D =D⊆Rn such that:
• ψ ∈C1(B¯(z, r)) and ψ−1 ∈C1(D¯);
• ψ(B(z, r)∩ ∂A) =D ∩ {x ∈Rn :x1 = 0};
• ψ(B(z, r)∩ int(A))⊆ (0,∞)×Rn−1.
Proposition 5.6. Let A ⊂ Rn be a bounded set with ∂A ∈ C1. Then
A ∈ Jn.
Proof. Suppose on the contrary that A /∈ Jn. Then there exists a se-
quence {xm}∞m=1 such that xm ∈A but xm /∈ (A1/m)2/m. Since A is bounded,
the sequence contains a subsequence {xmk} converging to a point x0. Clearly,
x0 ∈ ∂A.
Since ∂A ∈C1, we can define a new set of local coordinates (y1, y2, . . . , yn)
[also denoted by (y1, y
′), where y′ ∈Rn−1], such that:
(1) the point x0 is the origin with respect to the y-coordinates;
(2) there exists an open neighborhood (−δ0, δ0)×U ⊆R×Rn−1 contain-
ing the origin and a continuously differentiable function f :U → R+, such
that in the y-coordinates,
∂A∩ [(−δ0, δ0)×U ] = {(f(y′), y′) :y′ ∈U}
and
intA∩ [(−δ0, δ0)×U ] = {(y1, y′) :y′ ∈ U,f(y′)< y1 < δ0}.(5.7)
By the construction of the new coordinates, f(y′)≥ 0 for all y′ ∈ U and
f(0) := f(0,0, . . . ,0) = 0. Since f ∈C1(U), it follows that ∇f(0) = 0. Hence,
by the continuity of the partial derivatives of f , there exists r0 > 0 such that
‖∇f(y′)‖∞ ≤ 1/(3
√
n) for all y′ ∈Bn−1(0, r0)⊆ U .
Let ym = (ym1 , (y
m)′) be the representation of the point xm in the y-
coordinates. Findm large enough such that 1/m <min{δ0/10, r0/10}, and ym
lies within A∩ [0, δ0/2]×Bn−1(0, r0/2). Define
z = (z1, z2, . . . , zn) = y
m + (1.5m−1,0, . . . ,0,0).
We claim that B(z,1/m)⊆A. This would be a contradiction to the hypoth-
esis ym /∈ (A1/m)2/m.
Note that by the choice of m, we have z ∈A, and moreover,
dist(z, ∂A)≥ dist(z, ∂A∩ [(−δ0, δ0)×Bn−1(0, r0)])
(5.8)
= inf
y′∈Bn−1(0,r0)
‖(ym1 +1.5m−1, (ym)′)− (f(y′), y′)‖2.
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We would like to show that if ‖(ym)′− y′‖2 is “small,” then |ym1 +1.5m−1−
f(y′)| is “big,” and thus in total, the right-hand side of (5.8) cannot be “too
small.”
Define w1 := y
m
1 + 1.5m
−1 − f((ym)′). Note that since ym ∈A, it follows
from (5.7) that w1 ≥ 1.5m−1. By the mean value theorem, for each y′ ∈
Bn−1(0, r0),
|f((ym)′)− f(y′)| ≤
(
sup
y′′∈Bn−1(0,r0)
‖∇f(y′′)‖∞
)
‖(ym)′ − y′‖1
≤ ‖(y
m)′ − y′‖1
3
√
n
≤ ‖(y
m)′ − y′‖2
3
,
and thus
|ym1 +1.5m−1− f(y′)|= |w1− (f(y′)− f((ym)′))| ≥ 1.5m−1−
‖(ym)′ − y′‖2
3
.
Consequently, if ‖(ym)′ − y′‖2 ≥ 4.5m−1, then
‖(ym1 + 1.5m−1, (ym)′)− (f(y′), y′)‖2 ≥ ‖(ym)′ − y′‖2 ≥ 4.5m−1,
and if ‖(ym)′ − y′‖2 < 4.5m−1, then
‖(ym1 +1.5m−1, (ym)′)− (f(y′), y′)‖2
≥
√
‖(ym)′ − y′‖22 +
(
1.5m−1 − ‖(y
m)′ − y′‖2
3
)2
= min
0≤s<4.5m−1
√
s2+ (1.5m−1 − s/3)2 =
√
81
40
m−1.
Combining the two cases, we get
dist(z, ∂A) ≥ inf
y′∈Bn−1(0,r0)
‖(ym1 +1.5m−1, (ym)′)− (f(y′), y′)‖2
≥min
(
4.5m−1,
√
81
40
m−1
)
> 1/m.
This completes the proof. 
If the condition A ∈ Jn is removed, we can prove only a weaker lower
bound on the maximal sum of geometric influences that can be obtained by
rotation.
Proposition 5.7. Consider the product Gaussian measure µ⊗n on Rn.
For any convex set A with µ⊗n(A) = t, there exists an orthogonal transfor-
mation g on Rn such that
n∑
i=1
IGi (g(A))≥ ct(1− t)
√
− log(t(1− t))
√
n√
logn
,
where c > 0 is a universal constant.
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The proof of Proposition 5.7 uses a weaker variant of Lemma 5.3:
Lemma 5.8. Let M be as defined in Notation 5.2. There exists a con-
stant K > 0 such that for any A⊂Rn and for any r > 0, we have
EM∼pi[µ
⊗n(A+M−1(K
√
logn · n−1/2[−r, r]n))]≥ µ⊗n(A) + 12µ⊗n(Ar \A).
Proof. By Fubini’s theorem, we have
EM∼pi[µ
⊗n(A+M−1(K
√
logn · n−1/2[−r, r]n))]
= Ex∼µ⊗n [π{g ∈O :x ∈A+ g−1(K
√
logn · n−1/2[−r, r]n)}].
Thus it is sufficient to prove that for any x ∈Ar \A,
π{g ∈O :x ∈A+ g−1(K
√
logn · n−1/2[−r, r]n)} ≥ 1/2.
Equivalently, it is sufficient to prove that for any x ∈B(0, r),
π{g ∈O :x ∈ g−1(K
√
logn · n−1/2[−r, r]n)} ≥ 1/2.
We can assume without loss of generality that x= r′ · e1 for some r′ < r. By
the argument used in the proof of Lemma 5.3, ifM ∈O is distributed accord-
ing to π, thenM(r′ ·e1) is distributed like r′ ·Z/‖Z‖2 , where Z = (Z1, . . . ,Zn)
is a random n-vector with i.i.d. standard Gaussian entries. Hence
π{g ∈O :x ∈ g−1(K
√
logn · n−1/2[−r, r]n)}
= PZ∼µ⊗n
(∥∥∥∥r′ Z‖Z‖2
∥∥∥∥
∞
≤K
√
logn · n−1/2r
)
(5.9)
≥ PZ∼µ⊗n
(∥∥∥∥ Z‖Z‖2
∥∥∥∥
∞
≤K
√
logn · n−1/2
)
≥ PZ∼µ⊗n [(‖Z‖∞ ≤K
√
logn/
√
50)∧ (‖Z‖2 ≥
√
n/
√
50)].
We have
PZ∼µ⊗n(‖Z‖∞ ≤K
√
logn/
√
50)
≥ 1− nP(Zi >K
√
logn/
√
50)
≥ 1− n√
2π
· n−K2/100 ≥ 3/4
for a sufficiently big K. Therefore,
(5.9)≥ 3/4 + 3/4− 1 = 1/2,
and this completes the proof of the lemma. 
The derivation of Proposition 5.7 from Lemma 5.8 is the same as the
derivation of Theorem 1.9 from Lemma 5.3.
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Note that the convexity assumption on A is used only to apply Proposi-
tion 1.3 that relates the sum of influences to the size of the boundary with
respect to uniform enlargement. Thus, our argument also shows that for any
measurable set A with µ⊗n(A) = t, there exists an orthogonal transforma-
tion g on Rn such that
lim
r↓0
µ⊗n(g(A) + [−r, r]n)− µ⊗n(g(A))
r
≥ ct(1− t)
√
− log(t(1− t))
√
n√
logn
,
where c > 0 is a universal constant.
Finally, we note that apparently the assertion of Proposition 5.7 is not
optimal, and the lower bound asserted in Theorem 1.9 should hold for general
convex sets.
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