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1 Introduction
Fundamental to random matrix theory is a set of equations known variously as Virasoro con-
straints, Ward identities, Schwinger-Dyson equation, Pastur equations or loop equations.
We will use the latter terminology. These allow, in principle at least, the computation
of the large N global scaled asymptotic expansion of correlation functions for eigenvalue
probability density functions (PDFs) of the form
e−
∑N
j=1 V (xj)
∏
1≤j<k≤N
|xk − xj |β, −∞ < xj <∞ (j = 1, . . . , N). (1.1)
Here V (x) is referred to as the potential (for Gaussian ensembles V (x) is proportional to
x2), while β = 2κ > 0 is sometimes called the Dyson index, with β = 1, 2, 4 corresponding
to matrices with orthogonal, unitary and symplectic symmetry respectively (see e.g. [22,
chapter 1]).
We recall that global scaling refers to a rescaling of the eigenvalues so that their support
is a single finite interval (single cut), or a collection of finite intervals (multiple cuts). As a
concrete example, consider the Gaussian orthogonal ensemble of real symmetric matrices,
defined as the set of matrices of the form G = (X +XT )/2, where X is an N ×N matrix
with entries independent standard Gaussians. The eigenvalue PDF is given by (1.1) with
V (x) = x2/2 and β = 1 (see e.g. [22, proposition 1.3.4]). By rescaling λj 7→
√
2Nλj , the
leading order support of the spectral density ρ(1)(λ;N) is the interval (−1, 1).
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Let ρ(1)(λ;N) denote the one-point function (eigenvalue density) with global scaling,
normalised to integrate to unity. The loop equations allow the computation of the large N
asymptotic expansion of the resolvent
R(x;N) :=
∫ ∞
−∞
ρ(1)(λ;N)
x− λ dλ = R0(x) +
1
N
R1(x) + . . . , (1.2)
where
R0(x) = 2
[
x−
√
x2 − 1
]
, R1(x) =
(
1
β
− 1
2
)[
1√
x2 − 1 −
x
x2 − 1
]
,
up to and including terms O(N−6) [7, 35, 44]. The asymptotic expansion of the (smoothed)
eigenvalue density follows from the inverse Cauchy transform
ρ(1)(λ;N) =
1
2pii
lim
→0+
(R(λ− i)−R(λ+ i)) ,
and gives, with χλ∈J = 1 for λ ∈ J and χλ∈J = 0 otherwise,
ρ(1)(λ;N) =
1
pi
√
1− λ2χλ∈(−1,1)
+
1
N
(
1
β
− 1
2
)[
1
2
(δ(λ− 1) + δ(λ+ 1))− 1
pi
√
1− λ2χλ∈(−1,1)
]
+ O
(
1
N2
)
.
(1.3)
Here the leading term is the celebrated Wigner semi-circle law.
Our interest in this paper is in the loop equation formalism for generalised circular
ensembles. The latter is the class of eigenvalue PDFs that extend (1.1) from the real line
to unit circle, and are thus of the form
e−
∑N
j=1 V (θj)
∏
1≤j<k≤N
|eiθk − eiθj |β, 0 ≤ θj < 2pi. (1.4)
We are motivated by some earlier work of one of the present authors and collaborators [23].
That work relates to the bulk scaled limit of the two-point correlation function for the cir-
cular ensemble (1.4) with V (θ) independent of θ. This was first isolated by Dyson [18]
in the study of unitary analogues of the Gaussian ensembles. Denoting the PDF by
pN (θ1, . . . , θN ), the two-point correlation function ρ(2) is specified by
ρ(2)(θ1, θ2;N) = ρ(2)(θ2 − θ1, 0;N)
= N(N − 1)
∫ 2pi
0
dθ3 · · ·
∫ 2pi
0
dθN pN (θ1, θ2, θ3, . . . , θN ), (1.5)
and its bulk scaling limit by
ρbulk(2) (s, 0) = lim
N→∞
(2pi/N)2ρ(2)(0, 2pis/N ;N).
In terms of ρbulk(2) one defines the structure function
S(k;β) :=
∫ ∞
−∞
(
ρbulk(2) (s, 0)− 1
)
eiks ds, (k 6= 0). (1.6)
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With κ = β/2, y = |k|/piβ, one of the main results of [23] is the expansion
piβ
|k|S(k;β) = 1 + (κ− 1)y + (κ− 1)
2y2 + (κ− 1)
(
κ2 − 11
6
κ+ 1
)
y3
+ (κ− 1)2
(
κ2− 3
2
κ+1
)
y4+(κ−1)
(
κ4− 91
30
κ3+
62
15
κ2− 91
30
κ+1
)
y5+· · · ,
(1.7)
up to and including the term O(y9).
To deduce (1.7), it was assumed that the small k expansion of the structure function
is of the form
piβ
|k|S(k;β) = 1 +
∞∑
j=1
pj(κ)y
j , (1.8)
where pj(x) is a polynomial of degree j. Moreover, with
f(k;β) :=
piβ
|k|S(k;β), 0 < k < min (2pi, piβ), (1.9)
and f defined by analytic continuation for k < 0, it is a rigorous result that [23]
f(k;β) = f
(
−2k
β
;
4
β
)
. (1.10)
This applied to (1.8) requires that the polynomials in (1.8) have the reciprocal property
pj(1/x) = (−1)jx−jpj(x). (1.11)
Exact results for β → 0, β = 2, β = 4 and first order expansions about β = 2 and
β = 4 were then used to determine the independent coefficients in the polynomial up to
the highest order possible. We will show in the present paper that the loop equations
provide a systematic approach to the generation of the expansion (1.7).
Our key results consist of two parts — a full and complete constructive proof of the
hierarchy of loop equations for circular β ensembles in Propositions 3.1 and 3.3, and the
application of this system of loop equations to the Dyson circular β ensemble upon spe-
cialisation of the forgoing theory. We have not seen this hierarchy written down in the
literature and while it has resemblances with the system of loop equations on R it differs
in many significant details. This resemblance is taken up in the discussion contained in
section 6.
For the Dyson circular β ensembles we give exact results for the moments mk appearing
as the Fourier coefficients of the connected two-point correlation function or density (here
θ = θ2 − θ1)
ρ(2)C(θ1, θ2;N) ≡ ρ(2)(θ1, θ2;N)− ρ(1)(θ1;N)ρ(1)(θ2;N) =
∑
k∈Z
mke
ikθ, (1.12)
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in terms of rational partial fractions for low index k (see proposition 4.6)
m0(N,κ) = −N,
m1(N,κ) = −N + 1
κ
+
(κ− 1)
κ(κN + 1− κ) ,
m2(N,κ) = −N + 2
κ
+
(κ− 1)
κ
[
2
κN + 1− κ −
2(κ− 2)
(κ+ 1)(κN + 2− κ) +
2(2κ− 1)
(κ+ 1)(κN + 1− 2κ)
]
.
In addition we give the large N expansion of the mk for fixed but arbitrary k < O(N) in
a particular regime, which we call the global regime, in two ways — a direct one relating
to exact forms above (see Corr. 4.1) and another through the generating function, the
two-point connected resolvent function, or essentially the Riesz-Herglotz transform of the
above two-point density
W2(z1, z2) = W2(z = z2/z1) = −m0 −N − 4
∞∑
k=1
(mk +N)z
k,
where the leading terms are (see proposition 4.5)
W2(z1, z2) = −4
κ
z1z2
(z1 − z2)2 − 4
(κ− 1)
κ2N
(z1 + z2)z1z2
(z1 − z2)3
− 4(κ− 1)
2
κ3N2
z1z2
(z1 − z2)4
[
(z1 + z2)
2 + 2z1z2
]
− 4(κ− 1)
κ4N3
(z1 + z2)z1z2
(z1 − z2)5
[
(κ− 1)2(z1 + z2)2 + 2
(
4κ2 − 7κ+ 4) z1z2]+ . . . .
It is interesting to note the appearance of the Koebe function in our setting as the leading
order and universal coefficient in W2, (see (4.12)). This function occupies an important
role in the theory of univalent functions, [17, 24, 32], being the unique extremal example of
such functions. However it is not clear how considerations arising from geometric function
theory have interpretations in the context of the Dyson circular ensembles. We observe that
the analytic properties of the circular ensembles differ markedly from Hermitian ensembles,
in that the resolvent functions possess convergent expansions and not formal ones. This
is related to the fact that under stereographic projection eiθ = 1+ix1−ix the Dyson circular
ensemble is equivalent to the Cauchy β ensemble with weight
w(x) =
1
(1 + x2)κ(N−1)+1
, x ∈ R,
i.e. the potential has logarithmic growth and is not in the same universality class as say
the Gaussian β ensembles.
As seen in the case of Hermitian matrices revised in the 2nd and 3rd paragraphs,
and in the summary of some of the results to be derived for the circular ensembles, the
loop equation analysis of correlation functions applies to the global scaling regime. In this
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regime, the length scales are effectively macroscopic. Using different methods of analysis,
typically based on Jack polynomial theory (see [22], chapter 12), correlations in local
regimes on the length scales of the inter-eigenvalue spacings can be probed. References on
that topic include [22], chapter 13 and [14, 15, 33].
The plan of our work is as follows: in section 2 we define the fundamental resolvent
functions required in the theory and give some of their analytic and symmetry properties.
The hierarchy of loop equations is derived in section 3 for a general class of potentials. A
solution scheme to the loop equations is proposed for one of the large N regimes, based
upon matching arguments in the decay of the resolvent functions, in section 4 and a solution
scheme specialised to the Dyson ensemble is outlined. This is where our main results of the
computer algebra calculations are given. As a reference point to the previous sections we
augment the well-known results for the two point correlations for β = 1, 2, 4, general N in
section 5.1–5.4 and for any even, positive β and low values of N = 2, 3 in section 5.5, and
discuss the comparison of these special cases with those of general κ. In the final section of
the present paper, section 6, we review earlier work on loop equations for circular ensembles
so as to both contrast our contribution, and to put it in context.
2 Definitions for the general N , β circular ensembles
The unit circle is denoted T = {z ∈ C : |z| = 1}, the open unit disc is D = {z ∈ C : |z| < 1}
and its exterior is D¯ = {z ∈ C : |z| > 1}. The total number of particles in the system is N
including the number of test particles. On the unit circle the co-ordinates are ζ = eiθ, and
thus |ζ| = 1, with arguments θ ∈ [0, 2pi]. The inverse temperature is β = 2κ and usually
defined on C\{0}. Complex co-ordinates z, z1, . . . are generally defined on the Riemann
sphere C?. The measure dµ is taken to be absolutely continuous on T with density w of
the form
dµ(ζ) = e−V (ζ)
dζ
2piiζ
= w(ζ)
dζ
2piiζ
. (2.1)
An example of the class of potentials that can be admitted are those drawn from the class
of Laurent polynomials C[ζ, ζ−1] with the structure
V (ζ) =
M+∑
m≥1
tmζ
m +
M−∑
m≥1
t−mζ−m. (2.2)
A vast literature studying the simplest case of the above example, M+ = M− = 1, in the
context of unitary matrix models was initiated in the works [6, 26], which were known to
arise as a one-plaquette lattice model of 2-D Yang-Mills theory.
However, and we wish to emphasis this point, that we admit potentials with a finite
number of isolated singularities at zs ∈ D or zs ∈ D¯, and even on T however subject
to additional restrictions. Due to the homotopical inequivalence of closed loops on the
punctured Riemann sphere to those on the unpunctured sphere it will not be permissible
in general to contract the integration contour T to an interval of the real line. Secondly,
even when the forgoing contraction is permitted, unless there is additional symmetry (e.g.
evenness with respect to θ = arg(ζ)) the projection of the lower and upper arcs onto the
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interval I will lead to two, albeitly related, distinct weights w(x), x ∈ I. Further insight
into this issue will be provided in the discussion contained in section 6.
As a minimum requirement on the potential we will henceforth assume the existence
of all trigonometric moments of the form∫
T
dζ
2piiζ
e−V (ζ)ζm <∞∫
T
dζ
2piiζ
e−V (ζ)
ζ + z
ζ − z [V
′(ζ)− V ′(z)]ζm <∞
, m ∈ Z, z ∈ C?. (2.3)
Furthermore we will generally require the winding number of w(ζ) about ζ = 0 to vanish
e−V (ζ)
∣∣∣arg(ζ)=2pi
arg(ζ)=0
= 0, (2.4)
however even this can be relaxed within our formalism, after the inclusion of additional
boundary terms.
Our ensemble is defined simply through the eigenvalue probability density function
p(ζ1, . . . , ζN ) =
1
ZN
N∏
j=1
w(ζj)
∏
1≤j<k≤N
|ζj − ζk|2κ, (2.5)
where the normalisation is specified by
ZN =
∫
T
dζ1
2piiζ1
· · ·
∫
T
dζN
2piiζN
N∏
j=1
w(ζj)
∏
1≤j<k≤N
|ζj − ζk|2κ. (2.6)
Averages of linear statistics of the eigenvalues are defined by〈
N∑
r=1
f(ζr)
〉
:=
1
ZN
∫
T
dζ1
2piiζ1
· · ·
∫
T
dζN
2piiζN
N∑
r=1
f(ζr)
N∏
j=1
w(ζj)
∏
1≤j<k≤N
|ζj − ζk|2κ, (2.7)
with the implied normalisation 〈1〉 = 1. Defining ζ1 = eiθ1 , ζ2 = eiθ2 , the density and the
two-point correlation function are given as
ρ(1)(θ1;N) =
N
ZN
∫
dζ2
2piiζ2
· · ·
∫
dζN
2piiζN
N∏
j=1
w(ζj)
∏
1≤j<k≤N
|ζj − ζk|2κ,
ρ(2)(θ1, θ2;N) =
N(N − 1)
ZN
∫
dζ3
2piiζ3
· · ·
∫
dζN
2piiζN
N∏
j=1
w(ζj)
∏
1≤j<k≤N
|ζj − ζk|2κ,
the latter having been introduced in (1.5).
Central to our theory are the resolvent functions which will serve as generating func-
tions for the moments of the eigenvalues by virtue of the interior and exterior geometrical
expansions of the Riesz-Herglotz kernel
ζ + z
ζ − z =
1 + 2
∑∞
l=1
zl
ζl
, |z| < |ζ|
−1− 2∑∞l=1 ζlzl , |z| > |ζ| . (2.8)
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In fact averages with this kernel for the linear statistic, while uncommon in applications
of the loop equation method, are not novel in studies of unitary matrix models when one
recognises that through ζ = eiθ, z = eiφ
ζ + z
ζ − z = −i cot
(
θ − φ
2
)
,
(see the remarks associated with eq. (3.2) of [36]). The Riesz-Herglotz kernel, or cotangent
kernel, is particularly adapted to the circular case for another reason — it appears in the
saddle point equations for the eigenvalue probability density functions of the form
N∏
j=1
e
− 1
g
V (eiθj )
∏
1≤j<k≤N
sin2
(
θj − θk
2
)
,
(see eq. (3.1) of [36]).
The first of a sequence of resolvent functions, the Carathe´odory function, is defined by
W1(z) =
〈∑
j
ζj + z
ζj − z
〉
=
∫
T
dζ1
2piiζ1
ζ1 + z
ζ1 − z ρ(1)(θ1) =
ρ0 + 2
∑∞
l=1 ρlz
l z ∈ D
−ρ0 − 2
∑∞
l=1 ρ−lz
−l z ∈ D¯
,
(2.9)
with Fourier coefficients ρl = 〈
∑
p z
−l
p 〉, l ∈ Z.
Our first definition of a cumulant 〈A1 · · ·Am+1〉c for m ≥ 0 is given implicitly in terms
of the average 〈A1 · · · 〉 as
〈A1 · · ·Am+1〉 =
m+1∑
k=1
∑
I1∪···∪Ik={1,...,m+1}
k∏
j=1
〈AIj 〉c. (2.10)
This definition differs from other authors, such as Mehta [34] by a factor of a sign, but
our definition conforms to the more usual statistical conventions, see section 3.12 of [31]
or section 15.10, or pg. 186 of [13]. In contrast to (2.10) Mehta’s definition eq. (5.1.4) has
sign factors. For example in section 5.1.1 of Mehta [34] the connected two-point correlation
function is defined as the negative of (1.12). The unconnected resolvent function or moment
of the linear statistic (2.8) is defined by
Un(z1, . . . , zn) :=
〈∑
j1
ζj1 + z1
ζj1 − z1
× · · · ×
∑
jn
ζjn + zn
ζjn − zn
〉
, n ≥ 1; U0 := 1,
whereas the connected resolvent function or cumulant is defined as
Wn(z1, . . . , zn) :=
〈∑
j1
ζj1 + z1
ζj1 − z1
× · · · ×
∑
jn
ζjn + zn
ζjn − zn
〉
c
, n ≥ 1.
In particular our study will focus on the second cumulant, which through a simple calcu-
lation is related to the first two densities by the integral formula
W2(z1, z2)=
∫
T
dζ1
2piiζ1
∫
T
dζ2
2piiζ2
ζ1 + z1
ζ1 − z1
ζ2 + z2
ζ2 − z2 ρ(2)C(θ1, θ2) +
∫
T
dζ1
2piiζ1
ζ1 + z1
ζ1 − z1
ζ1 + z2
ζ1 − z2 ρ(1)(θ1).
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We also require the potential resolvent functions, which are defined in their uncon-
nected form by
Qn+1(z; z1, . . . , zn)
:=
〈∑
j0
ζj0 + z
ζj0 − z
[
V ′(ζj0)− V ′(z)
]×∑
j1
ζj1 + z1
ζj1 − z1
× · · · ×
∑
jn
ζjn + zn
ζjn − zn
〉
, n ≥ 0,
and their connected version by
Pn+1(z; z1, . . . , zn)
:=
〈∑
j0
ζj0 + z
ζj0 − z
[
V ′(ζj0)− V ′(z)
]×∑
j1
ζj1 + z1
ζj1 − z1
× · · · ×
∑
jn
ζjn + zn
ζjn − zn
〉
c
, n ≥ 0.
In addition to the definition (2.10) the moments and cumulants are related through their
formal exponential generating functions by an equivalent definition
∞∑
n=0
tn
n!
Un = exp
( ∞∑
n=1
tn
n!
Wn
)
, (2.11)
and the related recursive relation
Ul+1 =
l∑
m=0
(
l
m
)
UmWl+1−m. (2.12)
However we will require a more refined recursive relation which properly recognises the
arguments of the resolvents. In addition we will generally not assume symmetry in the
arguments and therefore preserve their order, so that when combining sets of these we
will perform a string concatenation operation, denoted ‖, rather than the set union. Also
I\Ij will denote the excision of the variables in Ij from those of I whilst retaining the
original order. We state these generalised results without proof (these follow from the
r1 = · · · = rm+1 = 1 case of eq. (10) of [43]).
Theorem 2.1 ([43]). Let I = (z1, . . . , zl) and we designate zl+1 to be a distinguished
variable. The moments Ul and the cumulants Wl satisfy the recursive relation, which is a
generalisation of (2.12)
Ul+1(I‖zl+1) =
∑
Ij⊆I
Wl+1−#(Ij)(I\Ij‖zl+1)U#(Ij)(Ij). (2.13)
The analogous result for the potential resolvents Ql and Pl is the following recursive rela-
tion, where z is the distinguished variable
Ql+1(z; I) =
∑
Ij⊆I
Pl+1−#(Ij)(z; I\Ij)U#(Ij)(Ij), (2.14)
and whereby convention U0(∅) = 1.
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The moments Un and therefore the cumulants Wn are sectionally analytic with respect
to z1, . . . , zn if the variables are strictly zj ∈ D or zj ∈ D¯ as one can see from simple bounds
on the remainder terms for m ∈ N∣∣∣∣∣ζ + zζ − z − 1− 2
m∑
l=1
zl
ζ l
∣∣∣∣∣ ≤ 2 |z|m+11− |z| , z ∈ D,∣∣∣∣∣ζ + zζ − z + 1 + 2
m∑
l=1
ζ l
zl
∣∣∣∣∣ ≤ 2 1|z|m(|z| − 1) , z ∈ D¯.
Thus there are at most 2n distinct functions for each Wn labelled by the string D =
(d1, . . . , dn) with dj ∈ {0,∞}.
There are a number of trivial identities and properties satisfied by the cumulants (and
moments) which we list for subsequent use:
(i) re-labelling symmetry 1 ≤ i ≤ n and for all σ ∈ Sn
Wn
(
. . . , dσ(i), . . .
. . . , zσ(i), . . .
)
= Wn
(
. . . , di, . . .
. . . , zi, . . .
)
; (2.15)
(ii) permutation symmetry within the subsets of variables in ∞ and 0 domains respec-
tively
Wn
(
∞#(D∞) , 0n−#(D∞)
σ(Z∞) , σ′(Z0)
)
= Wn
(
∞#(D∞) , 0n−#(D∞)
Z∞ , Z0
)
, (2.16)
for σ ∈ S#(D∞), σ′ ∈ Sn−#(D∞), D∞‖D0 = D, Z∞ = (. . . , zj , . . .) such that dj =∞,
and Z0 = (. . . , zj , . . .) such that dj = 0. Properties (i) and (ii) imply that one can
re-order the domains and variables so that d1 = . . . = d#(D∞) =∞ and d#(D∞)+1 =
. . . = dn = 0;
(iii) reduction in index 1 ≤ m ≤ n
Un
(
. . . , dm = 0∞, . . .
. . . , zm = 0∞, . . .
)
= ±NUn−1
(
. . . , dm−1, dm+1, . . .
. . . , zm−1, zm+1, . . .
)
; (2.17)
(iv) special values in C?, 0 ≤ m ≤ n
Un
(
0, . . . , 0, ∞, . . . , ∞
z1 = 0, . . . , zm = 0, zm+1 =∞, . . . , zn =∞
)
= (−1)n−mNn,
W1
(
0
z = 0
)
= N, W1
(
∞
z =∞
)
= −N,
for n ≥ 2
Wn
(
0, . . . , 0
z1 = 0, . . . , zn = 0
)
= Wn
(
∞, . . . , ∞
z1 =∞, . . . , zn =∞
)
= 0. (2.18)
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3 Loop equations for general N , β circular ensembles with potential
In this section we establish the set of loop equations from first principles for a general
potential satisfying the assumptions (2.4) and (2.3), and for the parameters N ∈ N and
Re(κ) > 0. We will assume these conditions henceforth. Our approach is an adaptation of
Aomoto’s method [1], which is also detailed in depth in Chapter 4.6 of [22].
Proposition 3.1. Under the above assumptions, z ∈ C∗ and z /∈ T, the first Loop Equa-
tion is
(κ− 1)∂zW1(z)− 1
2
κz−1W2(z, z) +
1
2
κz−1
(
N2 −W1(z)2
)
−P1(z)− V ′(z)W1(z) + [κ(N − 1) + 1] lim
z→0
W1(z)−W1(0)
2z
= 0. (3.1)
Proof. The Vandermonde determinant is defined in the standard way
∆(ζ1, . . . , ζN ) :=
∏
1≤j<k≤N
(ζj − ζk). (3.2)
A key identity under the restriction ζj = e
iθj , is the analytic re-expression of the squared
modulus of the Vandermonde determinant |ζj−ζk|2 = (ζj−ζk)(ζ−1j −ζ−1k ). Let us consider
the following definition of Jp and the rewriting of this using integration by parts
Jp :=
∫
T
dζ1
2piiζ1
· · ·
∫
T
dζp
2piiζp
· · ·
∫
T
dζN
2piiζN
∂
∂ζp
{
ζp + z
ζp − z e
−∑j V (ζj)|∆|2κ
}
=
∫
T
dζ1
2piiζ1
· · · Ip · · ·
∫
T
dζN
2piiζN
[
1
2piiζp
ζp + z
ζp − z e
−∑j V (ζj)|∆|2κ
]θp=2pi
θp=0
+
∫
T
dζ1
2piiζ1
· · ·
∫
T
dζp
2piiζp
· · ·
∫
T
dζN
2piiζN
1
ζp
ζp + z
ζp − z e
−∑j V (ζj)|∆|2κ. (3.3)
Now we consider the various terms arising from the left-hand side of (3.3). Firstly we
compute the derivative of the Vandermonde determinant
∂
∂ζp
log |∆|2κ = κ 1
ζp
∑
1≤r 6=p≤N
ζp + ζr
ζp − ζr . (3.4)
Using this we next sum the left-hand side of (3.3) over all independent p and find
N∑
p=1
Jp=−2z
〈
N∑
p=1
(ζp − z)−2
〉
−
〈
N∑
p=1
ζp + z
ζp − zV
′(ζp)
〉
+κ
〈
N∑
p=1
ζp + z
ζp − z
1
ζp
∑
1≤r 6=p≤N
ζp + ζr
ζp − ζr
〉
.
(3.5)
Continuing we seek to express the terms on the right-hand side of (3.5) in terms of the
connected resolvent functions. To this end we note the following averages have such evalua-
tions — starting with
〈∑N
p=1(ζp − z)−1
〉
= 12z [W1(z)−N ], we deduce
〈∑N
p=1 ζ
−1
p
ζp+z
ζp−z
〉
=
1
z [W1(z)−N ]−
〈∑N
p=1 ζ
−1
p
〉
, and also find 2z
〈∑N
p=1(ζp − z)−2
〉
= ∂∂zW1(z)−1z [W1(z)−N ].
This latter result gives the first term on the right-hand side of (3.5). Furthermore, for
z, z′ /∈ T, we compute
4zz′
〈
N∑
p,r=1
(ζp − z)−1(ζr − z′)−1
〉
= W2(z, z
′) + [W1(z)−N ]
[
W1(z
′)−N] .
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Now we turn our attention to the third term on the right-hand side of (3.5). From the
symmetry of the integral under p↔ r we deduce〈
N∑
p=1
N∑
r=1
r 6=p
1
ζp
ζp + z
ζp − z
ζp + ζr
ζp − ζr
〉
=
1
2
〈
N∑
p=1
N∑
r=1
r 6=p
1
ζp
ζp + z
ζp − z
ζp + ζr
ζp − ζr
〉
+
1
2
〈
N∑
r=1
N∑
p=1
p 6=r
1
ζr
ζr + z
ζr − z
ζr + ζp
ζr − ζp
〉
=−
〈 ∑
1≤r,p≤N
p 6=r
ζp + ζr
(ζp − z)(ζr − z)
〉
+
1
2
〈 ∑
1≤r,p≤N
p 6=r
(
1
ζr
+
1
ζp
)〉
=− 1
2z
(
W2(z, z) + [W1(z)−N ]2
)
+
∂
∂z
W1(z)
+
1
z
N [N −W1(z)] + (N − 1)
〈∑
p
ζ−1p
〉
.
The second term on the right-hand side of (3.5) is
〈∑N
p=1
ζp+z
ζp−zV
′(ζp)
〉
=P1(z)+V
′(z)W1(z).
Assuming (2.4) the right-hand side of
∑N
p=1 Jp in (3.3) is given by
1
z [W1(z)−N ]−
〈∑
p ζ
−1
p
〉
.
Lastly we can evaluate the average appearing above as
〈∑
p ζ
−1
p
〉
= limz→0
W1(z)−W1(0)
2z .
Such a limit exists given the analyticity of W1(z) for z ∈ D. Combining all of these results
we arrive at (3.1).
Remark 3.1. Equation (3.1) of proposition 3.1 is directly comparable to the first loop
equation of the hermitian matrix models, which can be found in numerous works. Amongst
these works we mention eq. (2.13) and (2.17) of [3] in the a→∞ limit and eq. (2.26) of [7].
Our next objective is to construct the hierarchy of loop equations, of which Proposi-
tion 3.1 is just the base or seed equation. To do this we will employ the insertion operator
method [2, 7] suitably adapted to the unit circle support. We rewrite potential given
in (2.2) using the coefficients vk = ktk thus
V (ζ) =
∑
k∈Z
k 6=0
k−1vkζk, V ′(ζ) =
∑
k∈Z
k 6=0
vkζ
k−1.
Employing this new parametrisation we define the insertion operator ζ ∈ C?
∂
∂V (ζ)
:=
∑
k∈Z
k 6=0
|k|ζ−k ∂
∂vk
,
which has the following properties:
(i) if ζ 6= z the action on the potential itself is
∂
∂V (ζ)
V (z) :=
ζ + z
ζ − z , (3.6)
(ii) the derivation of products
∂
∂V (ζ)
A[V ] ·B[V ] = ∂
∂V (ζ)
A[V ] ·B[V ] +A[V ] · ∂
∂V (ζ)
B[V ], (3.7)
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(iii) satisfies the chain rule for any sufficiently, continuously differentiable function
f : C→ C
∂
∂V (ζ)
f(V (z)) = f ′(V (z))
ζ + z
ζ − z , (3.8)
(iv) and commutes with ordinary derivation, ζ 6= z
∂
∂V (ζ)
∂
∂z
=
∂
∂z
∂
∂V (ζ)
. (3.9)
Proceeding on with the task of constructing the higher loop equations we establish a
number of preliminary Lemmas.
Lemma 3.1. The first resolvent function is given by
W1(z) =
∂
∂V (z)
logZN , z ∈ C?\T, (3.10)
or recursively with the convention W0 := logZN .
Proof. This, the first case (n = 1) of a sequence, is established by the computation
∂
∂V (z)
logZN =
1
ZN
∫
dζ1
2piiζ1
· · · dζN
2piiζN
N∏
j=1
e−V (ζj)
N∑
l=1
(−1) ∂
∂V (z)
V (ζl)|∆(ζ)|2κ
=
1
ZN
∫
dζ1
2piiζ1
· · · dζN
2piiζN
N∏
j=1
e−V (ζj)
N∑
l=1
(−1)z + ζl
z − ζl |∆(ζ)|
2κ
=
〈
N∑
l=1
ζl + z
ζl − z
〉
= W1(z).
Lemma 3.2. Let z ∈ C?, and z1 ∈ C?, . . . , zm ∈ C? be pair-wise distinct. The unconnected
moment Um satisfies the recurrence relation for m ∈ N
∂
∂V (z)
Um(z1, . . . , zm) = Um+1(z1, . . . , zm, z)−W1(z)Um(z1, . . . , zm). (3.11)
Furthermore, with z′ ∈ C? and distinct from the forgoing variables, the unconnected poten-
tial moment Qm+1 satisfies the recurrence relation
∂
∂V (z′)
Qm+1(z; z1, . . . , zm)
= Qm+2(z; z1, . . . , zm, z
′)−W1(z′)Qm+1(z; z1, . . . , zm)
+
∂
∂z′
(
z′ + z
z′ − zUm+1(z1, . . . , zm, z
′)
)
− 1
z′
z′ + z
z′ − zUm+1(z1, . . . , zm, z
′)
− N
z′
Um(z1, . . . , zm). (3.12)
Proof. Assume that z′ 6= z, z1, . . . , zn are all pair-wise distinct. Let us define the Riesz-
Herglotz kernel sum A(z) :=
∑N
l=1
ζl+z
ζl−z , and the divided-difference potential analogue
A0(z) :=
∑N
l=1
ζl+z
ζl−z [V
′(ζl)− V ′(z)]. For any B(ζ1, . . . , ζN ) composed of products of A,A0
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we compute that the action of the insertion operator on its configuration average is the
sum of three parts, using (3.10), (3.7) and (3.8),
∂
∂V (z)
〈B〉 = −W1(z) 〈B〉+ 〈BA(z)〉+
〈
∂
∂V (z)
B
〉
. (3.13)
Furthermore, employing (3.6) and (3.9), we compute that
∂
∂V (z′)
A0(z) = −N
z′
+
∂
∂z′
(
z′ + z
z′ − zA(z
′)
)
− 1
z′
z′ + z
z′ − zA(z
′). (3.14)
Now we proceed to compute the action of the insertion operator on the product 〈A0(z)A(z1)
· · ·A(zn)〉 by applying the forgoing results. First we apply (3.13) to this particular product
and note that ∂∂V (z)A(zj) = 0. Next we substitute (3.14) into the appropriate term of the
resulting expression and then deduce
∂
∂V (z′)
〈A0(z)A(z1) · · ·A(zn)〉
=
〈
A0(z)A(z1) · · ·A(zn)A(z′)
〉
− 〈A0(z)A(z1) · · ·A(zn)〉W1(z′)− N
z′
〈A(z1) · · ·A(zn)〉
+
∂
∂z′
(
z′ + z
z′ − z
〈
A(z1) · · ·A(zn)A(z′)
〉)− 1
z′
z′ + z
z′ − z
〈
A(z1) · · ·A(zn)A(z′)
〉
. (3.15)
Both (3.11) and (3.12) now follow as applications of the above relation.
A key result is that the action of the insertion operator on a particular connected
resolvent function generates the next connected resolvent function.
Proposition 3.2. Let us take the variables z1 ∈ C?, . . . , zn ∈ C? pair-wise distinct. The
resolvent functions Wn, n ∈ N are computed from the generating function using the relation
∂
∂V (z1)
· · · ∂
∂V (zn)
logZN = Wn(z1, . . . , zn). (3.16)
Proof. To establish this result we will prove it in its recursive form and then appeal to the
initial relation (3.10). In order to prove the recursive form we consider the action of the
insertion operator using (3.11) in two different ways, firstly in the form
∂
∂V (zl+2)
Ul+1(z1, . . . , zl+1) = Ul+2(z1, . . . , zl+1, zl+2)−W1(zl+2)Ul+1(z1, . . . , zl+1).
Now we compute the left-hand side of the above starting with the recursive moment-
cumulant relation (2.13) (here I = (z1, . . . , zl))
∂
∂V (zl+2)
Ul+1 (z1, . . . , zl+1)
=
∑
Ij⊆I
{
∂
∂V (zl+2)
Wl+1−#(Ij) (I\Ij‖zl+1)U#(Ij) (Ij)
+Wl+1−#(Ij) (I\Ij‖zl+1)
∂
∂V (zl+2)
U#(Ij) (Ij)
}
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=
∂
∂V (zl+2)
Wl+1 (I‖zl+1) +
∑
Ij⊆I
Ij 6=∅
Wl+2−#(Ij) (I\Ij‖zl+1, zl+2)U#(Ij) (Ij)
+
∑
Ij⊆I
Wl+1−#(Ij) (I\Ij‖zl+1)
[
U#(Ij)+1 (Ij‖zl+2)−W1 (zl+2)U#(Ij) (Ij)
]
=
∂
∂V (zl+2)
Wl+1 (I‖zl+1) +
∑
Ij⊆I
Ij 6=∅
Wl+2−#(Ij) (I\Ij‖zl+1, zl+2)U#(Ij) (Ij)
+
∑
Ij⊆I
Wl+1−#(Ij) (I\Ij‖zl+1)U#(Ij)+1 (Ij‖zl+2)
−W1 (zl+2)
∑
Ij⊆I
Wl+1−#(Ij) (I\Ij‖zl+1)U#(Ij) (Ij)
=
∂
∂V (zl+2)
Wl+1 (I‖zl+1) +
∑
Ij⊆I‖zl+2
Ij 6=∅
Wl+2−#(Ij) (I‖zl+2\Ij‖zl+1)U#(Ij) (Ij)
−W1 (zl+2)
∑
Ij⊆I
Wl+1−#(Ij) (I\Ij‖zl+1)U#(Ij) (Ij)
=
∂
∂V (zl+2)
Wl+1 (I‖zl+1)
+ Ul+2 (z1, . . . , zl+2)−Wl+2 (z1, . . . , zl+2)−W1 (zl+2)Ul+1 (z1, . . . , zl+1) .
In the second step we have used (3.7); in the third (3.11); in the fourth we have noted that
the two terms in the summand are just a division of a common term according to whether
zl+2 is either in the argument of the W or the U factor; and the final step is a recognition
of the sums involved. Upon comparing the two expressions we conclude
∂
∂V (zl+2)
Wl+1(z1, . . . , zl+1)−Wl+2(z1, . . . , zl+2) = 0.
In addition we require the action of the insertion operator on the potential resolvent
functions.
Lemma 3.3. Applying the insertion operator to Pn gives, for n = 1
∂
∂V (z1)
P1(z) = P2(z; z1)− N
z1
+
∂
∂z1
(
z1 + z
z1 − zW1(z1)
)
− 1
z1
z1 + z
z1 − zW1(z1), (3.17)
and for n > 1
∂
∂V (zn+1)
Pn+1(z; z1, . . . , zn)
= Pn+2(z; z1, . . . , zn, zn+1)
+
∂
∂zn+1
(
zn+1 + z
zn+1 − zWn+1(z1, . . . , zn+1)
)
− 1
zn+1
zn+1 + z
zn+1 − zWn+1(z1, . . . , zn+1).
(3.18)
Proof. For (3.17) we apply Lemma 3.2 to the case P1(z) = 〈A0(z)〉. Using (3.15) and
the definition 〈A0(z)A(z′)〉 = P2(z; z′) + P1(z)W1(z′), 〈A(z′)〉 = W1(z′) we immediately
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deduce (3.17). In order to prove (3.18) we adopt a similar strategy to that employed in
the proof of Proposition 3.2. Consider the action of the insertion operator on Ql+1 in two
different ways, firstly in the form (3.12)
∂
∂V (zl+1)
Ql+1(z; z1, . . . , zl)
= Ql+2(z; z1, . . . , zl+1)−W1(zl+1)Ql+1(z; z1, . . . , zl)
+
∂
∂zl+1
(
zl+1 + z
zl+1 − zUl+1(z1, . . . , zl+1)
)
− 1
zl+1
zl+1 + z
zl+1 − zUl+1(z1, . . . , zl+1)
− N
zl+1
Ul(z1, . . . , zl).
Now we compute the left-hand side of the above starting with the recursive moment-
cumulant relation (2.14) (again I = (z1, . . . , zl)) in a sequence of steps
∂
∂V (zl+1)
Ql+1(z; I)
=
∑
Ij⊆I
{
∂
∂V (zl+1)
Pl+1−#(Ij)(z; I\Ij)U#(Ij)(Ij)
+Pl+1−#(Ij)(z; I\Ij)
∂
∂V (zl+1)
U#(Ij)(Ij)
}
=
∂
∂V (zl+1)
Pl+1(z; I) +
∑
Ij⊆I
Ij 6=∅
{
Pl+2−#(Ij)(z; I\Ij‖zl+1)
+
∂
∂zl+1
[
zl+1 + z
zl+1 − zWl+1−#(Ij)(I\Ij‖zl+1)
]
− 1
zl+1
zl+1 + z
zl+1 − zWl+1−#(Ij)(I\Ij‖zl+1)
−δIj=I
N
zl+1
}
U#(Ij)(Ij)
+
∑
Ij⊆I
Pl+1−#(Ij)(z; I\Ij)
[
U#(Ij)+1(Ij‖zl+1)−W1(zl+1)U#(Ij)(Ij)
]
=
∂
∂V (zl+1)
Pl+1(z; I) +
∑
Ij⊆I
Ij 6=∅
Pl+2−#(Ij)(z; I\Ij‖zl+1)U#(Ij)(Ij)
+
∑
Ij⊆I
Pl+1−#(Ij)(z; I\Ij)U#(Ij)+1(Ij‖zl+1)
+
∂
∂zl+1
zl+1 + zzl+1 − z ∑
Ij⊆I
Ij 6=∅
Wl+1−#(Ij)(I\Ij‖zl+1)U#(Ij)(Ij)

− 1
zl+1
zl+1 + z
zl+1 − z
∑
Ij⊆I
Ij 6=∅
Wl+1−#(Ij)(I\Ij‖zl+1)U#(Ij)(Ij)
− N
zl+1
Ul(I)−W1(zl+1)
∑
Ij⊆I
Ij 6=∅
Pl+1−#(Ij)(z; I\Ij)U#(Ij)(Ij)
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=
∂
∂V (zl+1)
Pl+1(z; z1, . . . , zl)
+Ql+2(z; z1, . . . , zl+1)− Pl+2(z; z1, . . . , zl+1)− Pl+1(z; z1, . . . , zl)U1(zl+1)
+
∂
∂zl+1
(
zl+1 + z
zl+1 − z [Ul+1(z1, . . . , zl+1)−Wl+1(z1, . . . , zl+1)]
)
− 1
zl+1
zl+1 + z
zl+1 − z [Ul+1(z1, . . . , zl+1)−Wl+1(z1, . . . , zl+1)]
− N
zl+1
Ul(z1, . . . , zl)−W1(zl+1) [Ql+1(z; z1, . . . , zl)− Pl+1(z; z1, . . . , zl)] .
Upon comparing the two expressions we arrive at (3.18).
Using Proposition 3.2 and Lemma 3.3 we can apply the action of the insertion operator
repeatedly to the first Loop Equation.
Proposition 3.3. The second Loop Equation z 6= z1, z, z1 /∈ T is given by
(κ− 1)∂zW2(z, z1)− 1
2
κz−1 [W3(z, z, z1) + 2W1(z)W2(z, z1)]
−P2(z; z1)− V ′(z)W2(z, z1)
− ∂
∂z1
(
z1 + z
z1 − z [W1(z1)−W1(z)]
)
+
1
z1
z1 + z
z1 − z [W1(z1)−W1(z)]
+
N −W1(z)
z1
+ [κ(N − 1) + 1] lim
z→0
W2(z, z1)
2z
= 0. (3.19)
Let I denote the m-tuple of variables I = (z1, z2, . . . , zm) and ‖ the string concatenation
operation. In the general case the (m+ 1)-th Loop Equation for m ≥ 2 is
(κ− 1)∂zWm+1(z‖I)
−1
2
κz−1
Wm+2(z, z‖I) + ∑
Ij⊂I
0≤j=|Ij |≤m
Wj+1(z‖Ij)Wm−j+1(z‖I\Ij)

−Pm+1(z; I)− V ′(z)Wm+1(z‖I)
−
m∑
j=1
∂
∂zj
(
zj + z
zj − z [Wm(I)−Wm(z‖I\zj)]
)
+
m∑
j=1
1
zj
zj + z
zj − z [Wm(I)−Wm(z‖I\zj)]
−
m∑
j=1
1
zj
Wm(z‖I\zj) + 1
2
[κN + 1− κ] lim
z→0
Wm+1(z‖I)
z
= 0. (3.20)
Proof. In respect of the second loop equation (3.19) we apply the insertion operator
∂/∂V (z1) to (3.1) assuming z 6= z1. Employing (3.16), (3.9), (3.7), (3.17) and (3.6), and
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interchanging the z → 0 limit in the resulting expression and simplifying we deduce (3.19).
To prove the generic case (3.20), which applies for m + 1 ≥ 3, we are going to employ an
induction argument and utilise all of our previous lemmas. We act on the left-hand side
of (m + 1)-th loop equation (3.20) with the insertion operator ∂/∂V (zm+1) and note the
following mappings of the terms (now Iˆ = (z1, . . . , zm+1))
Wm(I) 7→Wm+1(Iˆ),
Wm+1(z‖I) 7→Wm+2(z‖Iˆ),
Wm+2(z, z‖I) 7→Wm+3(z, z‖Iˆ),
Wj+1(z‖Ij) 7→Wj+2(z‖Ij‖zm+1),
Wm−j+1(z‖I\Ij) 7→Wm−j+2(z‖I\Ij‖zm+1),
Pm+1(z; I) 7→ Pm+2(z; Iˆ)
+
∂
∂zm+1
(
zm+1 + z
zm+1 − zWm+1(Iˆ)
)
− 1
zm+1
zm+1 + z
zm+1 − zWm+1(Iˆ),
Wm(z‖I\zj) 7→Wm+1(z‖Iˆ\zj), j 6= m+ 1,
∂zWm+1(z‖I) 7→ ∂zWm+2(z‖Iˆ),
− ∂
∂V (zm+1)
V ′(z) =
∂
∂zm+1
zm+1 + z
zm+1 − z −
1
zm+1
zm+1 + z
zm+1 − z −
1
zm+1
.
From the fourth and fifth mappings in this list we note that∑
Ij⊆I
Wj+1(z‖Ij)Wm−j+1(z‖I\Ij)
7→
∑
Ij⊆I
Wj+2(z‖Ij‖zm+1)Wm−j+1(z‖I\Ij) +Wj+1(z‖Ij)Wm−j+2(z‖I\Ij‖zm+1)
=
∑
Ij⊆Iˆ
Wj+1(z‖Ij)Wm−j+2(z‖Iˆ\Ij),
where we recognise the two terms in the intermediate summation as arising from the latter
as to whether zm+1 ∈ Ij or not. Combining all these and sorting terms into appropriate
categories we see that the the resulting expression is precisely the (m+2)-th loop equation.
Remark 3.2. The hermitian analogs of (3.19) and (3.20) of proposition 3.3 can be found
in many sources, including eq. (2.25) of [7], the corrected version of eq. (2.19) of [3] and
eq. (2.5) of [44].
4 Large N solution scheme for loop equations for general N and β for
the Dyson circular ensemble in the global regime
Two asymptotic regimes of the general system of loop equations as N →∞ are permissible.
One regime, which we refer to as a Continuum Limit, is the regime where the index k of the
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moments mk grows like k → ∞ but with fixed k/N = x so that x = O(1). The moments
have the limit
m(x) := lim
N→∞
1
N
mk=xN . (4.1)
This regime requires a careful analysis of the jumps in W2(ζ) across the unit circle ζ ∈ T
and of the densities on the unit circle which contain terms that are purely oscillatory with
phases proportional to N , such as ζN (in addition to the purely algebraic dependency
on N). This essentially implies a local analysis in the neighbourhood of distinguished or
singular points on the unit circle and a new independent variable replacing ζ, depending
on the details of the potential.
The other regime is when either |ζ| < 1 or |ζ| > 1, i.e. bounded away from the unit
circle, and thus ζN is exponentially suppressed or dominant depending on the situation
— we denote this the Global Regime. In this case the moment index k = O(1) is fixed or
k = o(N), and no information about the larger values of k ∼ O(N) is apriori accessible.
This is the only case we will study here. Nonetheless, by taking N, k →∞ such that k/N
is fixed in the resulting expressions, we can reclaim the expansion (1.7). This is consistent
with f(k;β) as defined in (1.9) being analytic in k with radius of convergence min(2pi, 2β).
For the Circular β Ensemble in the global regime it is possible to use elementary
arguments to fix the algebraic growth of the cumulants, which we do in the following
proposition.
Proposition 4.1. In the global regime, ||zj | − 1| > δ, j = 1, . . . , l, 1 > δ > 0 and all l ≥ 1,
Re(κ) > 0 as N →∞ the connected resolvent functions Wl, Pl, l ≥ 1 have algebraic leading
order and possess the large N expansion
Wl = N
2−lW (2−l)l +N
1−lW (1−l)l + . . . , (4.2)
Pl = N
2−lP (2−l)l +N
1−lP (1−l)l + . . . . (4.3)
Proof. We will show this for the Wl only as the arguments are identical in the case of the
Pl. For any z ∈ C? such that ||z| − 1| > δ and ζ ∈ T we note the following bounds using
the triangle inequality
|1− |z||
1 + |z| ≤
∣∣∣∣ζ + zζ − z
∣∣∣∣ ≤ 1 + |z||1− |z|| .
These bounds apply for all z ∈ C? excluded from the annulus {z ∈ C : 1− δ < |z| < 1 + δ}
and thus we do not need to keep track of the configurations of the co-ordinates (z1, . . . , zl).
Applying these basic inequalities to the integral definition of Ul, we have∏
1≤i≤l
||zi| − 1|
|zi|+ 1 N
l ≤ |Ul| ≤
∏
1≤i≤l
|zi|+ 1
||zi| − 1|N
l.
Therefore the Ul have algebraic growth and because of the purely polynomial relationship
with the Wl (the inverse of (2.10)) the same conclusion can be drawn for them. However
in order to refine the large N behaviour of the Wl we will make an analysis of (3.20) using
balancing arguments. Let us denote the leading order algebraic term by Wl = O(N
El)
with the exponent El. There are five types of terms in (3.20) with distinct exponents:
1. A: terms Wl+2, with exponent El+2,
2. B: terms ∂zWl+1,Wl+1, Pl+1, with exponent El+1,
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3. C: terms Wl, with exponent El,
4. D: terms NWl+1, with exponent El+1 + 1,
5. Fj , 0 ≤ j ≤ l: terms Wl+1−jWj+1, with exponent El+1−j + Ej+1.
Of the total number of matchings to apply the balancing conditions, the fifth Bell number
B5 = 52, a number are obviously logically inconsistent, such as B and D, of which there
are sixteen of these. In addition a further eight are also inconsistent. The single case of
no conditions can also be excluded. A further seven cases lead to El = 0 which is just
the original loop equation. A similar set are the eight neutral or fixed cases where El is
l independent however these are not relevant here. The remaining twelve have potential
applications. Of these four are ascending El+1 > El, four are descending El+1 < El and
another four are progressive El+1 ≶ El, depending on the sign of E1, E2, or E2 − 1. In
all these twelve cases the l dependence is linear. The descending cases are only of interest
here and are:
• {C,D} > {B} > {A,Fj}, El = −l,
• {C,D} > {B,Fj} > {A}, El = 1− l,
• {C,D,Fj} > {B} > {A}, El = 2− l,
• {C,D} > {B} > {A}, {Fj}, El = 2E1 − l.
The last two cases are the same for E1 = 1 and is the solution we are seeking as the
others do not ensure the initial instance W1 = O(N). Taking El = 2 − l we now seek
the sub-leading term Wl = N
ElW 0l + N
El+δlW 1l + o(N
El+δl) where δl < 0. Matching the
sub-leading terms from C,D,Fj the only solution is δl = −1, which also means that the
remainder terms left over from the leading one come in at this level.
Remark 4.1. The large N expansion of the resolvent functions in the global regime, as
given in proposition 4.1, has a clear analogue in the hermitian ensembles even though most
studies have investigated the topological or genus expansions. One of the earlier studies
was of the β = 2 case by Ercolani and McLaughlin [19], which was further developed
in [27], and culminating in the rigorous proof made for the general β case by Borot and
Guionnet [4].
We now specialise all of the preceding theory to the Dyson circular ensemble case with
V (z) = 0. In this work our focus will be on the two-point correlation function for the
Dyson circular β ensemble analytically continued in the complex plane in the parameters
β = 2κ and N . From its definition (1.5) one can readily deduce that for N ≥ 2 a (N−2)-
dimensional integral representation for this correlation function with the well-known form
ρ(2)(θ2, θ1) =
N(N − 1)
(2pi)N
Γ(κ+ 1)N
Γ(κN)
|eiθ2 − eiθ1 |2κ
×
∫
[0,2pi]N−2
dφ1 . . . dφN−2
N−2∏
j=1
2∏
k=1
|1− ei(φj−θk)|2κ
∏
1≤j<k≤N−2
|eiφj − eiφk |2κ,
(4.4)
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(see eq. (13.32) of [22]), where use has been made of the closed form evaluation of the
normalisation as conjectured in Dyson’s original paper [18],
ZN =
Γ(1 +Nκ)
(Γ(1 + κ))N
, (4.5)
(see e.g. proposition 4.7.2 of [22]).
Because V = 0 and thus Pn = 0, n ≥ 1 there is rotational symmetry of the ensemble
and the one-particle density is uniform
ρ(1)(z) = ρ(1)(1) = N, ρl =
{
N, l = 0
0, l 6= 0
.
Therefore we have
W1(z) =
{
N, z ∈ D
−N, z ∈ D¯
.
All dependency of the higher n ≥ 2 resolvent functions on angles is via their differences
and for n = 2 we denote θ = θ2 − θ1. Let us define the Fourier coefficients of ρ(2)C(θ)
through the trigonometric expansion
ρ(2)C(z) =
∑
k∈Z
mkz
k. (4.6)
They possess an evenness property m−k = mk. We can see, either from their definition
or from the Loop Equations, that W2(z, z) = 0 for z ∈ D and z ∈ D¯. The first Loop
Equation (3.1) is satisfied by
W2(z1, z2) = W2(ζ = z2/z1) =

m0 +N, (0, 0)
m0 +N, (∞,∞)
−m0 −N − 4
∑∞
k=1(mk +N)ζ
k, (∞, 0)
−m0 −N − 4
∑∞
k=1(m−k +N)ζ
−k, (0,∞)
. (4.7)
In addition to the generic symmetry properties (2.15), (2.16), (2.17), (2.18) we have special
ones for the Dyson circular ensembles:
(v) Let ι be the inversion or flipping operator ι : d 7→ 1/d, z 7→ z−1. Then inversion
symmetry is valid in the global regime
Wn
(
d1, . . . , dn
z−11 , . . . , z
−1
n
)
= Wn
(
ι(d1), . . . , ι(dn)
z1, . . . , zn
)
(4.8)
(vi) and the affine property α 6= 0,∞
Wn
(
d1, . . . , dn
αz1, . . . , αzn
)
= Wn
(
d1, . . . , dn
z1, . . . , zn
)
. (4.9)
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We now undertake the task of solving the hierarchy of loop equations, (3.1), (3.19)
and (3.20), using the large N expansion of the resolvent functions given by (4.2), starting
with the leading order contributions.
W
(1)
1 : the first Loop Equation decomposes into the separate equations, the first of these
arising at order N2, and is, assuming κ 6= 0
z−1
[
1− (W (1)1 (z))2
]
+ lim
z→0
W
(1)
1 (z)− 1
z
= 0,
which has the solutionsW
(1)
1 (z) = ±1. ClearlyW (1)1 (z) = 1, z ∈ D andW (1)1 (z) = −1,
z ∈ D¯.
W
(0)
1 : the next equation arises at order N and is, under the same assumptions and from
the solutions above
−z−1W (1)1 (z)W (0)1 (z) +
1
2
lim
z→0
W
(0)
1 (z)
z
= 0.
We deduce that W
(0)
1 (z) = 0, z ∈ D and consequently also that W (0)1 (z) = 0, z ∈ D¯.
W
(−2k−1)
1 : in general for the case of even orders N
−2k, k ≥ 0 we find
(κ− 1)∂zW (−2k)1 (z)−
1
2
κz−1W (−2k)2 (z, z)
−κz−1
[
1
2
(W
(−k)
1 (z))
2 +W
(−k+1)
1 (z)W
(−k−1)
1 (z) + . . .+W
(1)
1 (z)W
(−2k−1)
1 (z)
]
+
1
2
(1− κ) lim
z→0
W
(−2k)
1 (z)
z
+
1
2
κ lim
z→0
W
(−2k−1)
1 (z)
z
= 0,
(4.10)
which clearly has a unique solution for W
(−2k−1)
1 (z), given other inputs and that
κ 6= 0 and W (1)1 (z) 6= 0, 1/2.
W
(−2k−2)
1 : whereas for the odd orders N
−2k−1 we have
(κ− 1)∂zW (−2k−1)1 (z)−
1
2
κz−1W (−2k−1)2 (z, z)
−κz−1
[
W
(−k)
1 (z)W
(−k−1)
1 (z) + . . .+W
(1)
1 (z)W
(−2k−2)
1 (z)
]
+
1
2
(1− κ) lim
z→0
W
(−2k−1)
1 (z)
z
+
1
2
κ lim
z→0
W
(−2k−2)
1 (z)
z
= 0, (4.11)
which also has a unique solution for W
(−2k−2)
1 (z) given the above conditions.
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W
(0)
2 : the second Loop Equation generates an equation at the leading order of N which
states
−κz−1W (1)1 (z)W (0)2 (z, z1)
− ∂
∂z1
z1 + z
z1 − z
[
W
(1)
1 (z1)−W (1)1 (z)
]
+
1
z1
z1 + z
z1 − z
[
W
(1)
1 (z1)−W (1)1 (z)
]
+
1−W (1)1 (z)
z1
+
1
2
κ lim
z→0
W
(0)
2 (z, z1)
z
= 0.
In order to solve this we have to consider the domains of z, z1 in a particular order —
firstly we choose z ∈ D, z1 ∈ D (denoted by 0, 0) which allows us to fix ∂zW (0)2 (0, z1) =
0, and thus W
(0)
2 (z, z1) = 0. Next we consider z ∈ D¯, z1 ∈ D i.e. (∞, 0) and from the
previous derivative evaluation we conclude
W
(0)
2 (z, z1) = −
4
κ
zz1
(z1 − z)2 . (4.12)
Proceeding we look at the domain 0,∞, where z ∈ D, z1 ∈ D¯, and initially compute
the derivative at the origin to be ∂zW
(0)
2 (0, z1) = −4/κz1. This allows us to solve for
W
(0)
2 (z, z1) and we obtain the same result as above. The reason why this is the same
is because of the symmetry W2(z ∈ 0, z1 ∈ ∞) = W2(z−1 ∈ ∞, z−11 ∈ 0). Lastly we
examine the ∞,∞ domain, and using the previous derivative evaluation we deduce
that W
(0)
2 (z, z1) = 0.
W
(−1)
2 : at the next order, N
0, one can derive the equation
(κ− 1)∂zW (0)2 (z, z1)− κz−1
[
W
(0)
1 (z)W
(0)
2 (z, z1) +W
(1)
1 (z)W
(−1)
2 (z, z1)
]
− ∂
∂z1
z1 + z
z1 − z
[
W
(0)
1 (z1)−W (0)1 (z)
]
+
1
z1
z1 + z
z1 − z
[
W
(0)
1 (z1)−W (0)1 (z)
]
−W
(0)
1 (z)
z1
+
1
2
(1− κ) lim
z→0
W
(0)
2 (z, z1)
z
+
1
2
κ lim
z→0
W
(−1)
2 (z, z1)
z
= 0.
Again this has a unique solution for W
(−1)
2 (z, z1).
W
(−k−1)
2 : next we come to the generic case at order N
−k where k ∈ N
(κ− 1)∂zW (−k)2 (z, z1)−
1
2
κz−1W (−k)3 (z, z, z1)
−κz−1
[
W
(−k)
1 (z)W
(0)
2 (z, z1) +W
(−k+1)
1 (z)W
(−1)
2 (z, z1)+
. . .+W
(1)
1 (z)W
(−k−1)
2 (z, z1)
]
− ∂
∂z1
z1 + z
z1 − z
[
W
(−k)
1 (z1)−W (−k)1 (z)
]
+
1
z1
z1 + z
z1 − z
[
W
(−k)
1 (z1)−W (−k)1 (z)
]
−W
(−k)
1 (z)
z1
+
1
2
(1− κ) lim
z→0
W
(−k)
2 (z, z1)
z
+
1
2
κ lim
z→0
W
(−k−1)
2 (z, z1)
z
= 0.
In this case one solves for W
(−k−1)
2 (z, z1).
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For the third and higher Loop Equations a generic pattern has set in, so we only
treat this general case. In addition to the simple and general statements about the initial
coefficients we can give three known exact cases.
Proposition 4.2. The coefficients W
(l)
1 (z) for l ≤ 0 and z ∈ D or z ∈ D¯ all vanish.
Proof. This follows by induction from (4.10) and (4.11) given that W
(1)
1 (z) = ±1 and
W
(l)
2 (z, z) = 0 for all z and l.
Proposition 4.3. The leading coefficients W
(1−l)
l+1 for l ≥ 2 and all arguments z1, . . . , zl+1
vanish. Thus the leading order of the expansion for Wm,m = 3, 4, . . . is one less than that
assumed in (4.2).
Proof. Let I = (z1, . . . zm). The (m+1)-th loop equation resolved to the level N
2−m states
−1
2
κz−1
m∑
j=0
∑
Ij‖Im−j=I
W
(1+j−m)
m+1−j (z‖Im−j)W (1−j)j+1 (z‖Ij)
−
m∑
j=1
∂
∂zj
zj + z
zj − z
[
W (2−m)m (I)−W (2−m)m (z‖I\zj)
]
+
m∑
j=1
1
zj
zj + z
zj − z
[
W (2−m)m (I)−W (2−m)m (z‖I\zj)
]
−
m∑
j=1
1
zj
W (2−m)m (z‖I\zj) +
1
2
κ lim
z→0
W
(1−m)
m+1 (z‖I)
z
= 0. (4.13)
It is a non-trivial fact that the Koebe solution W
(0)
2 satisfies the following functional-
differential equation for all configurations of z, z1, z2
−κz−1W (0)2 (z, z1)W (0)2 (z, z2)−
∂
∂z1
z1 + z
z1 − z
[
W
(0)
2 (z1, z2)−W (0)2 (z, z2)
]
− ∂
∂z2
z2 + z
z2 − z
[
W
(0)
2 (z1, z2)−W (0)2 (z, z1)
]
+
1
z1
z1 + z
z1 − z
[
W
(0)
2 (z1, z2)−W (0)2 (z, z2)
]
+
1
z2
z2 + z
z2 − z
[
W
(0)
2 (z1, z2)−W (0)2 (z, z1)
]
− 1
z1
W
(0)
2 (z, z2)−
1
z2
W
(0)
2 (z, z1) = 0,
as one can verify. However the above is just the m = 2 case of (4.13) with the exception
of the terms −κz−1W (−1)3 (z, z1, z2) + 12κ∂zW
(−1)
3 (z, z1, z2)|z=0, whose unique solution is
W
(−1)
3 (z, z1, z2) = 0. For the m = 3 case of (4.13) one derives an identical equation for
W
(−2)
4 , possessing again a null solution, and so on.
Proposition 4.4. Let I = (z1, . . . , zl) for l ≥ 2. The sub-leading coefficients W (−l)l+1 (z‖I)
for l ≥ 2 and configuration (∞ 0l) satisfy the linear functional relation
W
(−l)
l+1 (z, z1, . . . , zl) = −
2
κ
l∑
j=1
zzj
(z − zj)2W
(1−l)
l (z, I\zj), (4.14)
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subject to the initial values
W
(0)
1 (z) = 0, W
(−1)
2 (z, z1) = −4
κ− 1
κ2
zz1(z + z1)
(z − z1)3 .
Proof. The (m+ 1)-th loop equation resolved to the level N1−m states
(κ− 1)∂zW (1−m)m+1 (z‖I)
−κz−1
m/2 or (m− 1)/2∑
j=0
∑
Ij‖Im−j=I
[
W
(1+j−m)
m+1−j (z‖Im−j)W (−j)j+1 (z‖Ij)
+W
(j−m)
m+1−j(z‖Im−j)W (1−j)j+1 (z‖Ij)
]
−
m∑
j=1
∂
∂zj
zj + z
zj − z
[
W (1−m)m (I)−W (1−m)m (z‖I\zj)
]
+
m∑
j=1
1
zj
zj + z
zj − z
[
W (1−m)m (I)−W (1−m)m (z‖I\zj)
]
−
m∑
j=1
1
zj
W (1−m)m (z‖I\zj) +
1
2
κ lim
z→0
W
(−m)
m+1 (z‖I)
z
+
1
2
(1− κ) lim
z→0
W
(1−m)
m+1 (z‖I)
z
= 0.
From the previous theorem we know W
(1−m)
m+1 = 0. With (z, z1, . . . , zm) ∈ (∞ 0m) there
are a number of additional simplifications: W
(1−m)
m (I) = 0 and W
(1)
1 (z) = −1. Solving for
W
(−m)
m+1 in terms of W
(1−m)
m , using the Koebe solution (4.12) for W
(0)
2 and simplifying, we
deduce (4.14).
The results of our calculations undertaken using the solution scheme in figure 1 are
given, in the case of W2 to order N
−9, in the following proposition.
Proposition 4.5. Let s1, s2 be the first two elementary symmetric functions of z1, z2.
Furthermore z1, z2 are strictly bounded away from the unit circle. The two-point resolvent
function W2 in the ∞, 0 domain has the expansion as N →∞
W2
(
∞, 0
z1, z2
)
= −4
κ
s2
(z1 − z2)2
− 4(κ− 1)
κ2N
s1s2
(z1 − z2)3 − 4
(κ− 1)2
κ3N2
s2(s
2
1 + 2s2)
(z1 − z2)4
− 4(κ− 1)
κ4N3
s1s2
(z1 − z2)5
[
(κ− 1)2s21 + 2
(
4κ2 − 7κ+ 4) s2]
− 4(κ− 1)
2
κ5N4
s2
(z1 − z2)6
× [(κ− 1)2s41 + 2 (11κ2 − 16κ+ 11) s2s21 + 4 (4κ2 − 5κ+ 4) s22]
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(1, 1)
(1, 0) (2, 0)
(1,−1) (2,−1) (3,−1)
(1,−2) (2,−2) (3,−2) (4,−2)
(1,−3) (2,−3) (3,−3) (4,−3) (5,−3)
(1,−4) (2,−4) (3,−4) (4,−4)
(1,−5) (2,−5) (3,−5) (2 + L,−M + L)
(2,−6) ·
(4,−M + 2)
(1,−M + 1) (3,−M + 1)
(2,−M)
Figure 1. Solution schema plan labeled by indices (l,m) where the solved variable is W
(m)
l .
− 4(κ− 1)
κ6N5
s1s2
(z1 − z2)7
[
(κ−1)4s41+2
(
26κ4−81κ3+111κ2−81κ+26) s2s21
+4
(
34κ4 − 95κ3 + 126κ2 − 95κ+ 34) s22]
− 4(κ−1)
2
κ7N6
s2
(z1−z2)8
[
(κ−1)4s61+6
(
19κ4−52κ3+69κ2−52κ+19) s2s41
+ 72
(
10κ4 − 23κ3 + 30κ2 − 23κ+ 10) s22s21
+4
(
68κ4 − 140κ3 + 183κ2 − 140κ+ 68) s32]
− 4(κ− 1)
κ8N7
s1s2
(z1 − z2)9
[
(κ− 1)6s61
+ 2
(
120κ6 − 519κ5 + 1044κ4 − 1289κ3 + 1044κ2 − 519κ+ 120) s2s41
+ 8
(
384κ6 − 1449κ5 + 2688κ4 − 3233κ3 + 2688κ2 − 1449κ+ 384) s22s21
+8
(
496κ6 − 1722κ5 + 3051κ4 − 3616κ3 + 3051κ2 − 1722κ+ 496) s32]
− 4(κ− 1)
2
κ9N8
s2
(z1 − z2)10
[
(κ− 1)6s81
+ 2
(
247κ6 − 960κ5 + 1815κ4 − 2192κ3 + 1815κ2 − 960κ+ 247) s2s61
+ 12
(
968κ6 − 3117κ5 + 5390κ4 − 6311κ3 + 5390κ2 − 3117κ+ 968) s22s41
+ 8
(
4288κ6−12264κ5+20319κ4−23309κ3+20319κ2−12264κ+4288) s32s21
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+8
(
992κ6 − 2604κ5 + 4212κ4 − 4753κ3 + 4212κ2 − 2604κ+ 992) s42]
− 4(κ− 1)
κ10N9
s1s2
(z1 − z2)11
[
(κ− 1)8s81
+ 2
(
502κ8 − 2725κ7 + 7009κ6 − 11461κ5 + 13351κ4
−11461κ3 + 7009κ2 − 2725κ+ 502) s2s61
+ 12
(
3398κ8 − 15783κ7 + 36212κ6 − 55308κ5 + 63002κ4
−55308κ3 + 36212κ2 − 15783κ+ 3398) s22s41
+ 16
(
14384κ8 − 60814κ7 + 130739κ6 − 192346κ5 + 216458κ4
−192346κ3 + 130739κ2 − 60814κ+ 14384) s32s21
+ 16
(
11056κ8 − 43750κ7 + 90025κ6 − 129211κ5 + 144256κ4
−129211κ3 + 90025κ2 − 43750κ+ 11056) s42] . (4.15)
Remark 4.2. The leading terms of W2 in the global regime as N →∞, displayed in (4.15)
of proposition 4.5, have hermitian analogues in the large N expansions of a number of
ensembles. One of the simplest examples would be the one-point resolvent of the Gaussian
β ensembles: explicit expansions have been given for these in eq. (2.60) of [7], eq. (24)
of [35] and eqs. (3.1) to (3.9) of [44] (where corrections to the two earlier results can be
found in the third).
Corollary 4.1. The moments mk, k ≥ 0 with k = o(N), possess the large N → ∞
expansion
mk(N,κ) +N =
1
κ
k +
(κ− 1)
Nκ2
k2 +
(κ− 1)2
N2κ3
k3
+
(κ−1)
6N3κ4
k2
[−κ+(6κ2−11κ+6) k2]+ (κ−1)2
2N4κ5
k3
[−κ+(2κ2−3κ+2) k2]
+
(κ− 1)
30N5κ6
k2
[
κ3 + κ2 + κ+
(−30κ3 + 55κ2 − 30κ) k2
+
(
30κ4 − 91κ3 + 124κ2 − 91κ+ 30) k4]
+
(κ− 1)2
60N6κ7
k3
[
8κ3 + 15κ2 + 8κ+
(−100κ3 + 150κ2 − 100κ) k2
+
(
60κ4 − 148κ3 + 195κ2 − 148κ+ 60) k4]
+
(κ− 1)
840N7κ8
k2
[−20κ (κ4 + κ3 + κ2 + κ+ 1)
+7κ
(
42κ4 + 31κ3 − 116κ2 + 31κ+ 42) k2
−70κ (30κ4 − 91κ3 + 124κ2 − 91κ+ 30) k4
+
(
840κ6 − 3214κ5 + 6033κ4 − 7288κ3 +6033κ2 − 3214κ+ 840) k6]
+
(κ− 1)2
5040N8κ9
k3
[−600κ5 − 1112κ4 − 1180κ3 − 1112κ2 − 600κ
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+
(
3780κ5 + 6048κ4 − 10605κ3 + 6048κ2 + 3780κ) k2
+
(−17640κ5 + 43512κ4 − 57330κ3 + 43512κ2 − 17640κ) k4
+
(
5040κ6−15780κ5+27152κ4−31685κ3 +27152κ2−15780κ+5040) k6]
+
(κ− 1)
7560N9κ10
k2
[
252κ
(
κ6 + κ5 + κ4 + κ3 + κ2 + κ+ 1
)
−2κ (1470κ6 + 1049κ5 − 888κ4 − 1162κ3 −888κ2 + 1049κ+ 1470) k2
+21κ
(
510κ6 + 235κ5 − 2937κ4 + 4552κ3 −2937κ2 + 235κ+ 510) k4
−42κ (840κ6 − 3214κ5 + 6033κ4 − 7288κ3 +6033κ2 − 3214κ+ 840) k6
+
(
7560κ8 − 33222κ7 + 73603κ6 − 110325κ5 + 124936κ4
−110325κ3 + 73603κ2 − 33222κ+ 7560) k8] . (4.16)
Proof. Using a partial fraction decomposition of (4.15) with respect to ζ = z2/z1 and then
making the substitutions (ζ−1)−m 7→ (−1)m (m)kk! for m = 2, 3, . . . we directly deduce (4.16).
Remark 4.3. If one examines the coefficient of the highest k monomial in each of the
expansion terms of (4.16), as per the scaling (4.1), then one recovers the sequence of κ
polynomials first reported in eq. (8.1) of [23] (recall (1.7))
1− 11κ
6
+ κ2, 1− 3κ
2
+ κ2,
1− 91κ
30
+
62κ2
15
− 91κ
3
30
+ κ4, 1− 37κ
15
+
13κ2
4
− 37κ
3
15
+ κ4,
1− 1607κ
420
+
2011κ2
280
− 911κ
3
105
+
2011κ4
280
− 1607κ
5
420
+ κ6,
1− 263κ
84
+
1697κ2
315
− 6337κ
3
1008
+
1697κ4
315
− 263κ
5
84
+ κ6,
1− 791κ
180
+
73603κ2
7560
− 7355κ
3
504
+
2231κ4
135
− 7355κ
5
504
+
73603κ6
7560
− 791κ
7
180
+ κ8,
where in their work we identify x 7→ κ, y 7→ 1/Nκ.
Proposition 4.6. The low index moments have the exact rational evaluations
m0(N,κ) = −N, (4.17)
m1(N,κ) = −N + 1
κ
+
(κ− 1)
κ(κN + 1− κ) = −N +
N
κN + 1− κ, (4.18)
m2(N,κ) = −N + 2
κ
(4.19)
+
(κ− 1)
κ
[
2
κN + 1− κ −
2(κ− 2)
(κ+ 1)(κN + 2− κ) +
2(2κ− 1)
(κ+ 1)(κN + 1− 2κ)
]
.
Proof. Given that we have at hand 10 orders in the expansion of mk in (4.16) we investigate
a [j; j+1] Pade´ analysis of the low index k examples ofmk+N−k/κ with respect toN about
N =∞. The reason for this type of Pade´ approximant is that degN (den) = degN (num)+1.
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For m1 + N − 1/κ we find the [1; 2] approximant yields a rational function of N which
agrees with all terms in the expansion (4.16). Another signature of this fit is that higher
approximants yield an indeterminate situation, i.e. vanishing of all subsequent Hankel
determinants. This is (4.18). For m2 +N − 2/κ we find the same situation in the case of
the [3; 4] approximant, and [4; 5] and higher approximants are indeterminate. The result
is (4.19). For k ≥ 3 we expect a [5; 6] approximant would be sufficient however we do not
have enough terms in the expansion for this.
In case the reader may doubt the veracity of the formulae (4.17)–(4.19) one can in fact
directly prove these claims. If one takes the second Loop Equation (3.19) with z ∈ D¯ and
z1 ∈ D¯ then terms with W2(z, z1), W3(z, z, z1) vanish and W1(z) = W1(z1) = −N , so that
it reduces to
2N
z1
+
1
2
[κ(N − 1) + 1] ∂z0W2(z0, z1)|z0=0 = 0.
However from (4.7) ∂z0W2(z0, z1)|z0=0 = −4(m1 +N)/z1 and we deduce (4.18).
Remark 4.4. As we will see in the next section the formulae (4.17)–(4.19) agree with
κ = 2 CSE result (5.5) and the κ = 1/2 COE result (5.8) for all N , and with the N = 2
cases (5.14), (5.15) and the N = 3 cases (5.21), (5.22) for all even, positive β. One might
speculate that the form for general k begins with
mk(N,κ) = −N + k
κ
+
k(κ− 1)
κ
1
κN + 1− κ+?. (4.20)
Remark 4.5. The exact rational forms of the low moments given in proposition 4.6 are the
analogue of the polynomial form of the Gaussian β ensemble moments, and these moments
have been enumerated for low index on pg. 9 of [16], in eq. (24) of [35] and where the most
extensive set is given in eqs. (3.27)–(3.33) and eqs. (A4)–(A7) of [44].
In the context of the circular Dyson ensembles we observe the following duality for-
mulae are valid.
Proposition 4.7. The moments satisfy the duality relation, where both sides are non-zero
and κ 6= 0,∞
κ−2(mk +N)(−κN, κ−1) = (mk +N)(N,κ). (4.21)
The resolvent functions in the global regime satisfy the duality relations κ 6= 0,∞, l ∈ N
(−1)lκ−lWl(z1, . . . , zl,−κN, κ−1) = Wl(z1, . . . , zl, N, κ). (4.22)
Remark 4.6. Analogous dualities for the moments in the Gaussian β ensemble were
established using Jack polynomial theory in the study of Dimitriu and Edelman [16], and
the corresponding results for the generating functions were given in [44].
5 Special exact cases of the Dyson circular ensembles
5.1 General N and β = 1, 2, 4 circular ensembles
We recount and extend some of the well-known results for the two-point correlations in
the β = 1, 2, 4 cases for the purposes of comparison to and checking against the results
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found for general β in the preceding section. These special cases also serve as illustrations
of some key properties of the two-point resolvents for general β. At the same time we also
highlight some of the differences between the exact results and those found within the global
expansion regime, which will arise from contributions to mk(N,κ) when k = O(N) and a
failure of analyticity. We should point out that our formulation has differing normalisation
conventions to those of Mehta [34], Chapter 10. Let us define [34], eq. (10.1.6) and (10.1.3)
SN (θ) =
∑
p∈AN
eipθ, (5.1)
where AN = {12(1−N), 12(3−N), . . . , 12(N−3), 12(N−1)} and has the properties SN (−θ) =
SN (θ), SN (θ + 2pi) = (−1)N−1SN (θ), SN (0) = N . Alternatively one has an evaluation in
terms of the second Chebyshev polynomials
SN (θ) =
sin 12Nθ
sin 12θ
= UN−1
(
cos
1
2
θ
)
,
In addition we require the definition of the angular derivative [34], eq. (10.3.6)
DSN (θ) :=
d
dθ
SN (θ), (5.2)
which can be expressed in terms of the first and second Chebyshev polynomials
DSN (θ) =
1
2
N cosec
1
2
θ TN
(
cos
1
2
θ
)
− 1
2
cot
1
2
θ UN−1
(
cos
1
2
θ
)
.
Furthermore we make the definition of the indefinite integral [34], eq. (10.3.7)
ISN (θ) :=
∫ θ
0
dθ′ SN (θ′),
which has the trigonometric series representation
ISN (θ) =
4
∑
p=1,3,...,N−1
sin 1
2
pθ
p , N ∈ 2Z
4
∑
p=2,4,...,N−1
sin 1
2
pθ
p + θ, N ∈ 2Z+ 1
. (5.3)
A related quantity to the above, is [34], eq. (10.3.10) and (10.3.11)
JSN (θ) := −1
i
∑
q∈RN
q−1eiqθ,
where the summation is unbounded over the index set RN = {±12(N + 1), ±12(N + 3), . . .}.
Similarly one has the alternative expression
JSN (θ) = −4
∑
p=N+1,N+3,...
sin 12pθ
p
. (5.4)
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Lastly we define N (θ) := ISN (θ)− JSN (θ) which has either a “saw-tooth” profile
N∈2Z(θ) =
{
(−1)mpi, 2pim < θ < 2pi(m+ 1)
0, θ = 2pim
, m ∈ Z,
or a “step” profile
N∈2Z+1(θ) =
{
(2m+ 1)pi, 2pim < θ < 2pi(m+ 1)
2mpi, θ = 2pim
, m ∈ Z.
5.2 β = 2 CUE
A standard result gives, see [34] pg. 196 eq. (10.1.13),
ρ(2)C(θ) = − (SN (θ))2 = −
(1− zN )(1− z−N )
(1− z)(1− z−1) .
From its Fourier decomposition the moments are
mk = −(N − |k|)Θ(N − |k|),
and we note that this is not analytic at k = N . One can readily see that this has an exact
large N continuum limit
m(x) = −(1− |x|)Θ(1− |x|).
The two-point resolvent function is readily computed and found to be given by
W2(z1, z2) =
−4ζ
1−ζN
(1−ζ)2 , ζ =
z2
z1
, z1 ∈ D¯, z2 ∈ D or vice versa
0, otherwise
.
This differs from the leading, universal term of (4.15) by the term ζN in the numerator,
which is not accessible in the global regime. It is interesting to observe that W2(ζ) satisfies
the Bieberbach property |mk +N | ≤ |k| for all k,N .
5.3 β = 4 CSE
Again from [34], pg. 211 eq. (10.5.6) and pg. 212 eq. (10.5.15), we have
ρ(2)C(θ) = −
1
4
[
(S2N (θ))
2 −DS2N (θ)IS2N (θ)
]
.
Proposition 5.1. The moments of the two-point resolvent function for the CSE are given
by |k| ≤ 2N − 2
mk = −1
2
2N − k −
1
2k
[
ψ
(
N + 12
)− ψ (−N + k + 12)] , k > 0
2N + k − 12k
[
ψ
(
N + k + 12
)− ψ (−N + 12)] , k ≤ 0 .
For |k| ≥ 2N − 1, mk = 0. Here ψ(x) is the standard di-gamma function, see eq. (5.2.2),
http://dlmf.nist.gov/5.2.E2 in [41].
Proof. Employing the definitions (5.1) and (5.2) we find
mk = −1
2
2N−1+min(0,k)∑
l=max(0,k)
2l − 2N + 1− k
2l − 2N + 1 ,
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or without loss of generality the partial fraction sum formula valid for k > 0
mk = −N + k
2
+
k
2
[
1
2N − 1 +
1
2N − 3 + . . .+
1
2N − (2k − 1)
]
. (5.5)
There are a couple of observations to note here — as well as terminating at |k| = 2N−2,
mk +N has a maximum at k = N of
1
2N +
1
4N
[
ψ(N + 12)− ψ(12)
]
. Thus W2, in this case,
violates the Bieberbach inequality and fails to be univalent. The large N continuum limit is
m(x) = −1 + 1
2
x− 1
4
x log |1− x|,
which exhibits a weak non-analyticity at x = 1.
Proposition 5.2. The second resolvent function for the CSE in the 0,∞ domain is given
by ζ = z1/z2 < 1
W2(ζ) = 2(1− ζ)−1(1− ζ2N−1)
+ (1− ζ)−2
[
ζ2(1− ζ2N−2)− 2(1− ζ2N−1)− 2
2N − 1ζ(1− ζ
2N−1)
]
− [2ζ(1− ζ)−2 + (2N + 1)(1− ζ)−1]
×
[
ζ2
2N − 32F1
(
1,
3
2
−N ; 5
2
−N ; ζ
)
+
ζ2N
2N − 12F1
(
1, N − 1
2
;N +
1
2
; ζ
)]
.
(5.6)
In the global asymptotic regime we have as N →∞
W2(ζ) ∼ − 2ζ
(ζ − 1)2 +
1
N(ζ − 1)3 ζ (1 + ζ)−
1
2N2(ζ − 1)4 ζ
(
1 + 4ζ + ζ2
)
+
1
4N3(ζ − 1)5 ζ
(
1 + 15ζ + 15ζ2 + ζ3
)
− 1
8N4(ζ − 1)6 ζ
(
1 + 50ζ + 138ζ2 + 50ζ3 + ζ4
)
+
1
16N5(ζ − 1)7 ζ
(
1 + 157ζ + 994ζ2 + 994ζ3 + 157ζ4 + ζ5
)
− 1
32N6(ζ − 1)8 ζ
(
1 + 480ζ + 6231ζ2 + 13456ζ3 + 6231ζ4 + 480ζ5 + ζ6
)
+
1
64N7(ζ − 1)9 ζ
(
1 + 1451ζ + 35961ζ2 + 146907ζ3 + 146907ζ4
+35961ζ5 + 1451ζ6 + ζ7
)
− 1
128N8(ζ − 1)10 ζ
(
1 + 4366ζ + 197224ζ2 + 1402834ζ3 + 2597230ζ4
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+1402834ζ5 + 197224ζ6 + 4366ζ7 + ζ8
)
+
1
256N9(ζ − 1)11 ζ
(
1 + 13113ζ + 1047252ζ2 + 12262436ζ3 + 38286798ζ4
+38286798ζ5 + 12262436ζ6 + 1047252ζ7 + 13113ζ8 + ζ9
)
. (5.7)
Proof. For details we refer the reader to the proof of Proposition 5.4 as entirely identical
methods apply to both cases.
5.4 β = 1 COE
From [34], pg. 201 eq. (10.3.16) and pg. 205 eq. (10.3.42), we have
ρ(2)C(θ) = −
[
(SN (θ))
2 −DSN (θ)JSN (θ)
]
.
Proposition 5.3. The moments of the COE two-point resolvent function are given by
mk = −(N − |k|)Θ(N − |k|)
−

−min(k,N)
+k
[
ψ
(
1
2(N + 1) + k
)− ψ (12(N + 1) + max(0, k −N))] , k > 1
−min(−k,N)
−k [ψ (12(N + 1)− k)− ψ (12(N + 1) + max(0,−k −N))] , k ≤ −1
.
Note that mk is non-zero for all k.
Proof. In this case we need to employ the formulae (5.2) and (5.4) from which we compute
mk = −
N − |k|+
k−1∑
l=max(0,k−N)
k − 1− l + 12(1−N)
l + 12(N + 1)
−
−k−1∑
l=max(0,−k−N)
k +N + l + 12(1−N)
l + 12(N + 1)
 ,
or in form of the partial-fraction sum, when k > 0
mk = −N + 2k − 2k
[
1
N + 1
+
1
N + 3
+ . . .+
1
N + 2k − 1
]
. (5.8)
The moment mk does not have a maximum for finite k but approaches zero as k →∞.
The large N continuum limit of mk is now
m(x) =
−1 + 2x− x log(2x+ 1), 0 < x < 11− x log 2x+12x−1 , x > 1 ,
and is not analytic at x = 1 (very weakly though, as the difference between either side of
x = 1 first appears at the third order).
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Proposition 5.4. The second resolvent function for the COE in the 0,∞ domain is given
by ζ = z1/z2 < 1
W2(ζ) = 4(1− ζ)−1ζN + 4(1− ζ)−2
[−2ζ(1− ζN ) + ζ − ζN]
+
4
N + 1
[
2ζ2(1− ζ)−2(1− ζN )− ζ(1− ζ)−1(N − 1 + (N + 1)ζN )]
× 2F1
(
1,
1
2
N +
1
2
;
1
2
N +
3
2
; ζ
)
. (5.9)
In the global asymptotic regime we have as N →∞
W2(ζ) ∼ − 8ζ
(ζ − 1)2 −
8
N(ζ − 1)3 ζ(1 + ζ)−
8
N2(ζ − 1)4 ζ
(
1 + 4ζ + ζ2
)
− 8
N3(ζ − 1)5 ζ
(
1 + 15ζ + 15ζ2 + ζ3
)
− 8
N4(ζ − 1)6 ζ
(
1 + 50ζ + 138ζ2 + 50ζ3 + ζ4
)
− 8
N5(ζ − 1)7 ζ
(
1 + 157ζ + 994ζ2 + 994ζ3 + 157ζ4 + ζ5
)
− 8
N6(ζ − 1)8 ζ
(
1 + 480ζ + 6231ζ2 + 13456ζ3 + 6231ζ4 + 480ζ5 + ζ6
)
− 8
N7(ζ − 1)9 ζ
(
1 + 1451ζ + 35961ζ2 + 146907ζ3
+146907ζ4 + 35961ζ5 + 1451ζ6 + ζ7
)
− 8
N8(ζ − 1)10 ζ
(
1 + 4366ζ + 197224ζ2 + 1402834ζ3 + 2597230ζ4
+1402834ζ5 + 197224ζ6 + 4366ζ7 + ζ8
)
− 8
N9(ζ − 1)11 ζ
(
1 + 13113ζ + 1047252ζ2 + 12262436ζ3 + 38286798ζ4
+38286798ζ5 + 12262436ζ6 + 1047252ζ7 + 13113ζ8 + ζ9
)
. (5.10)
Proof. A rather tedious exercise left for the reader. In the simplification of the Gauß
hypergeometric functions we have employed the identity
2F1(1, b+ 1; c+ 1; z) =
c
bz
[2F1(1, b; c; z)− 1] ,
which is valid for b, z 6= 0. In addition we have the special case c = b + 1. For the global
expansions we have used the identity
2F1(a, b+ λ; c+ λ; z) = (1− z)−a2F1(a, c− b; c+ λ; z(z − 1)−1),
and expanded the resulting Gauß hypergeometric functions term-wise.
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Remark 5.1. The direct evaluations of the global expansions of W2 for β = 4, 1,
namely (5.7) and (5.10) respectively, agree with the appropriate specialisations of (4.15).
In respect of the moments we can readily verify from (5.8) and (5.5) that they satisfy
(mk +N)
(
−2N, 1
2
)
= 4(mk +N)(N, 2), |k| ≤ 2N − 2, (5.11)
and that in the global regime we have W2(ζ;−2N, 12) = 4W2(ζ;N, 2) as is evident by
comparing (5.7) and (5.10). Thus there is consistency with proposition 4.7. However
the exact forms (5.6) and (5.9) do not satisfy this latter relation because the symplectic
moments terminate whilst the orthogonal ones do not even though the first set of 2N − 2
moments are related by (5.11).
Remark 5.2. In computing the large N expansions of the resolvent functions W2 for
these special β’s we employed explicit and elementary function representations of the cor-
responding densities, without the need of other methods and in particular the use of skew-
orthogonal polynomials. The asymptotics of skew-orthogonal polynomials has been studied
in [20] where one can find the leading order asymptotics for the skew-orthogonal polynomi-
als for a polynomial potential and then applied to the kernels and the two-point correlations,
for β = 1, 2, 4. However we have the exact forms from which the large N expansions are
readily and systematically constructed to any order of approximation.
5.5 Even β ∈ 2Z and small N Dyson circular ensembles
Further insight can be provided by the special cases of β ∈ 2Z through the duality property.
The duality formula of proposition 13.2.2 pg. 603 [22], or eqs. (3.9), (3.13) and (3.14) of [21]
for the unconnected two-point correlation states
ρ(2)(θ;N) = N(N − 1)
Γ(κ(N + 1) + 1)Γ(κ+ 1)3
Γ(κ(N − 1) + 1)Γ(3κ+ 1)Γ(2κ+ 1)
×
β∏
j=1
Γ(2 + jκ−1)Γ(1 + κ−1)
Γ(jκ−1)2Γ(1 + jκ−1)
|eiθ − 1|2κe−iκ(N−2)θ×
∫
[0,1]β
dx1 . . . dxβ
β∏
j=1
[xj(1− xj)]
1
κ−1
[
1− (1− eiθ)xj
]N−2 ∏
1≤j<k≤β
|xj − xk|
2
κ .
(5.12)
Evaluating (5.12) when N = 2 is just an instance of the Selberg integral, see eqs. (4.1)
and (4.3) of [22] and yields
ρ(2)C(θ; 2) = 2
Γ(κ+ 1)Γ(1/2)
Γ(κ+ 1/2)
∣∣∣∣sin 12θ
∣∣∣∣β − 4.
To compute the Fourier decomposition of this density we require the integral, valid for
Re β > −1, k ∈ Z∫ 2pi
0
dθ
2pi
eikθ
(
sin
1
2
θ
)β
= (−1)k2−β Γ(1 + 2κ)
Γ(1 + κ+ k)Γ(1 + κ− k) , (5.13)
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and from this we read off
mk = −4δk,0 + 2(−1)k Γ
2(1 + κ)
Γ(1 + k + κ)Γ(1− k + κ) .
Some low index examples, for which one can make comparisons with our other results, are
m1 + 2 =
2
1 + κ
, (5.14)
m2 + 2 = 4 +
4
1 + κ
− 12
2 + κ
, (5.15)
m3 + 2 =
6
1 + κ
− 48
2 + κ
+
60
3 + κ
, (5.16)
m4 + 2 = 4 +
8
1 + κ
− 120
2 + κ
+
360
3 + κ
− 280
4 + κ
. (5.17)
An evaluation of (5.12) is also possible for N = 3, however this task is a little more
involved.
Lemma 5.1. For N = 3 and β ∈ 2N the connected two-point correlation function is
ρ(2)C(θ; 3) = −9 + 6
Γ(κ+ 1)3Γ(4κ+ 1)
Γ(3κ+ 1)Γ(2κ+ 1)2
e−
1
2
iβθ
∣∣∣∣2 sin 12θ
∣∣∣∣β 2F1(−β,−β;−2β; 1− eiθ).
(5.18)
Proof. For this case we expand the additional factor
∏β
j=1
[
1− (1− eiθ)xj
]
in (5.12) as a
polynomial in (1−eiθ) with elementary symmetric function coefficients. Aomoto’s extension
of the Selberg integral allows us to calculate this via a recurrence relation (see eq. (4.130)
of [22]), and thus with
Iα=1m :=
∫
[0,1]β
dx1 . . . dxβ
β∏
j=1
[xj(1− xj)]κ
−1−1 x1 · · ·xm
∏
1≤j<k≤β
|xj − xk|2κ−1 ,
we find Iα=1m =
(−β)m
(−2β)m I
α=1
0 where I
α=1
0 is the standard Selberg integral. Applying this
evaluation into the polynomial and resumming we deduce the result (5.18).
Proposition 5.5. In the β ∈ 2N case with N = 3 the moments are given by
mk = −9δk,0 + 6(−1)k cospiκΓ(κ+ 1)
3Γ(4κ+ 1)
Γ(3κ+ 1)Γ(2κ+ 1)
× 1
Γ(1 + 2κ− k)Γ(1 + k)3F2(−β,−β, 1 + β;−2β, k + 1; 1). (5.19)
Some care needs to be exercised in interpreting this hypergeometric function with negative
integer numerator parameters, and here we simply mean the terminating sum implied by
– 35 –
J
H
E
P
0
2
(
2
0
1
5
)
1
7
3
the first parameter with β = 2M , M ∈ N. Alternatively this can be expressed as a 2k-sum
mk = −9δk,0 + 6(−1)k cospiκ 2
4κΓ(κ+ 1)3
Γ(3κ+ 1)Γ(2κ+ 1 + k)Γ(2κ+ 1− k)
×
2k∑
i=0
(−1)i
(
2k
i
)
4κ+ 1 + 2k − 2i
4κ+ 1 + 2k − i
(−2κ)i(1 + 2κ)2k−i
(1 + 4κ− i)2k
× Γ
(
1
2(1 + i) + κ
)
Γ
(
1 + 3κ+ k − 12 i
)
Γ
(
1
2(1 + i)− κ
)
Γ
(
1 + κ+ k − 12 i
) . (5.20)
Proof. In order to compute the moments mk we expand the hypergeometric sum, integrate
term-by-term and find an integral of the form (5.13), but with the replacements M 7→
M + l/2 and k 7→ k −M + l/2 for some l ∈ Z≥0. Resumming this again we have (5.19).
This hypergeometric function with unit argument is an integer extension of a terminating
Watson’s Sum (see eq. (16.4.6) of [41]) for which alternative sums have recently become
available — i.e. are 2k-fold sums rather than 2M -fold sums. From eq. (24) of [12] we see that
what we seek is W2k,0(a, b, c) with a = −2M, b = 1 + β, c = −β (of course β = 2M but we
only apply the termination through one parameter initially). Thus we can utilise Theorem
5, pg. 474, of that work with the above specialisations and employing a terminating form
of Watson’s Sum we arrive at (5.20).
As an alternative to this one can generate the moments recursively by using the con-
tiguous relation for the 3F2 with unit argument, given by eq. (16.4.12) of [41], where we
employ the abbreviation F (k + 1) := 3F2(−β,−β, 1 + β;−2β, k + 1; 1)
(β + k)2(1 + β − k) [F (k + 1)− F (k)]
+β2(1 + β)F (k)− k(k − 1)(2 + β − k) [F (k)− F (k − 1)] = 0,
with the initial values
F (1) = cospiκ
Γ(3κ+ 1)Γ(2κ+ 1)2
Γ(κ+ 1)3Γ(4κ+ 1)
, F (2) =
1
2(2κ+ 1)
F (1).
Finally we display some of the low moments for the purposes of checking and comparison
m1 + 3 =
3
1 + 2κ
, (5.21)
m2 + 3 =
6
1 + 2κ
− 6
(1 + κ)2
+
3
1 + κ
, (5.22)
m3 + 3 = 9 +
9
1 + 2κ
− 36
(1 + κ)2
+
126
1 + κ
− 315
3 + 2κ
, (5.23)
m4 + 3 =
12
1 + 2κ
− 120
(1 + κ)2
+
654
1 + κ
− 3780
3 + 2κ
+
360
(2 + κ)2
+
1254
2 + κ
, (5.24)
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m5 + 3 =
15
1 + 2κ
− 300
(1 + κ)2
+
2070
1 + κ
− 21735
3 + 2κ
+
7200
(2 + κ)2
+
1320
2 + κ
+
15015
5 + 2κ
, (5.25)
m6 + 3 = 9 +
18
1 + 2κ
− 630
(1 + κ)2
+
5076
1 + κ
− 85680
3 + 2κ
+
62640
(2 + κ)2
− 104724
2 + κ
+
450450
5 + 2κ
− 15120
(3 + κ)2
− 82854
3 + κ
. (5.26)
6 A brief literature survey on loop equations for circular ensembles
In conclusion we have given a self contained and complete proof of a hierarchy of loop
equations for circular β ensembles. We did this for the purpose of setting up a formalism to
give a systematic derivation of the sequence of degree k polynomials in the coupling κ = β/2
occurring as the coefficients in the small k expansion of the bulk scaled structure function
piβS(k;β)/|k| (1.7). To derive the loop equations, our starting point is an adaptation
of what in the theory of Selberg integrals (see e.g. [22], chapter 4) is known as Aomoto’s
method, and in particular we work directly and specifically with the circular ensemble PDF.
Our work differs from previous literature relating to loop equations for circular ensembles
in its motivation, methodology and technical achievements, as we will indicate by giving a
brief survey of some relevant literature.
As remarked in section 2, the loop equation formalism for circular ensembles can be
traced back to the study of (1.4) in the particular case β = 2 and V (θ) = t cos θ. The
corresponding partition function is a special case of the so called Brezin-Gross-Witten
unitary matrix model
Z(M = J†J) =
∫
[dU ]e
− 1
g2
Tr (J†U+JU†)
, (6.1)
where [dU ] is the normalised Haar measure on U(N). The work [8] deduced that (6.1),
upon the replacement g2 7→ g2N satisfies the Schwinger-Dyson equation
1
g4N2
∑
i=1
xiZ =
 1
N
∑
i
xi
∂
∂xi
+
1
N2
∑
i
x2i
∂2
∂x2i
+
∑
i 6=j
xixj
xi − xj
(
∂
∂xi
− ∂
∂xj
)Z,
where the eigenvalues of J†J are {xj}Nj=1. With the exponent in (6.1) replaced by V =∑∞
k=−∞ tkTrU
k, the studies [5, 25] deduced the Schwinger-Dyson equations L±nZ = 0,
where L±n are the Virasoro operators
L+n =
∞∑
k=−∞
ktk
(
∂
∂tk+n
− ∂
∂tk−n
)
+
∑
1≤k≤n
(
∂2
∂tk∂tn−k
+
∂2
∂t−k∂tk−n
)
, n ≥ 1,
L−n =
∞∑
k=−∞
ktk
(
∂
∂tk+n
+
∂
∂tk−n
)
+
∑
1≤k≤n
(
∂2
∂tk∂tn−k
− ∂
2
∂t−k∂tk−n
)
, n ≥ 0,
A highlight of this line of investigation, which includes [37–40, 42], was the work of
Hisakado [28–30]. In the latter, for the potential V (θ) = t cos θ, both the Toda lattice
equation and Virasoro constraints were used to characterise the corresponding partition
function in terms of a solution of the Painleve´ III equation.
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In the Introduction, we recalled some results relating to the global scaling limit of
the Gaussian β-ensembles, which for β = 2 is a particular Hermitian matrix model. In
a paper published in 2005, Mizoguchi [36] made use of the Cayley transformation U =
(I + iH)/(I − iH) between unitary and Hermitian matrices to initiate a study of unitary
matrix integrals with the aim of obtaining genus expansions of the free energy. By way
of motivation, he writes: “The recent use of matrix models for the study of gauge theory
and string theory requires not only the knowledge of their critical behaviours but also their
individual higher genus corrections away from criticality; the technology to compute them
has been less developed in unitary one-matrix models than in Hermitian ones.”
In 2006 Chekhov and Eynard [10] undertook a loop equation analysis of a class of β-
generalised matrix models defined by (1.1), with V (x) analytic in x and the the eigenvalues
restricted to a given contour in the complex plane. It is also required that the absolute
value signs in the product of differences be removed. Formally at least, this includes a
class of circular ensembles. However, the correlation functions are not based on the Riesz-
Herglotz kernel (2.8), but rather the resolvent kernel 1/(ζ − z) familiar in the study of
Hermitian matrix models. Various extensions of this study are given in [2, 9, 11]; none
treat specifically the circular ensembles nor arrange for the correlation functions to be based
on the kernel (2.8). Analytic features particular to circular ensembles (or more generally
closed contours), such as the need to consider the domain inside, and the domain outside,
the unit circle on equal footing do not show themselves.
Thus, by treating the circular ensemble directly, we have been able to make stronger
analytic statements than hold for a β ensemble on a general curve. By way of application,
we have been able to provide a computational scheme for the problem at hand, namely the
systematic derivation of the polynomials in (1.7), and this in turn has lead to the discovery
of some new rational function structures for the moments mk in expansion (4.6) as given
in Proposition 4.6.
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