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Abstract 
ESTIMATION OF CORRELATION FUNCTIONS 
BY THE RANDOM DEC TECHNIQUE 
Rune Brincker, Steen Krenk and Jakob Laigaard Jensen 
University of Aalborg 
Sohngaardsholmsvej 57, DK-9000 Aalborg, Denmark 
The Random Dec Technique is a versatile technique for characterization of random 
signals in the time domain. In this paper a short review of the most important 
properties of the technique is given. The review is mainly based on recently 
achieved results that are still unpublished (15], or that has just been published 
(14]. In the review theoretical results are given, including results for general trig 
conditions, fundamental solutions for the case of Gaussian processes, and closed 
form solutions for the variance of the Random Dec signature. The potential of 
the technique is illustrated by application of the level trig condition on simulated 
data. The technique proves to be accurate and fast compared to traditional FFT 
analysis. 
1. Introduction 
The Random Dec Technique was developped at NASA in the late sixties and 
early seventies by Henry Cole and eo-workers (1-4]. The purpose was to develop 
a simple data analysis algorithm for the characterization of stochasic response of 
space stuctures and aeroelastic systems and to identify damage in such systems 
by identifying system changes. 
The technique has been used for system identification of large structures, Ibrahim 
(5], for structural damage detection and determination of fluid damping, Yang, (6-
8], and for vehicle system identification and damping measurements of soil (9-10]. 
The basic idea of the technique is to estimate a eo-called Random Dec signature 
which can be used to characterize stochastic time series. If the time series x( t) is 
given the Random Dec signature D( T) is formed by averaging N segments of the 
time series 
' I 
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1 N 
Dxx(r) = - """"x(r- ti) 
N~ 
1=1 
(1) 
where the time series at the times ti satisfies a certain condition, the so-called trig 
condition. The condition might be that x(ti) =a (the level crossing condition), or 
that x(ti) = Ot\:i:(ti) > 0 (the zero crossing condition with positive slope) or some 
similar condition. In eq. (1) an auto signature is estimated since the accumulated 
average and the condition is applied to the same time series. If for instance the 
data segments are taken from a time series Xi and the trig condition is applied to 
a correlated time series Yi the cross signature Dxy(r) is estimed. 
The advantage of the technique is that is establishes a basis for simple and fast on-
line system identification. Because of the simple algorithm it is possible to make 
on-line measurements using simple equipment, and because the method works in 
the time domain it translates the irregular time series into a form that is intuitively 
meaningful to the observer - a form that is often more usefull when identifying 
changes in damping ratio than power spectra estimated by the FFT technique. 
However, one of the problems of the technique is that a sound theoretical basis has 
not been fully established yet. In all the references mentioned above, the authors 
argue on a more or less heuristic basis that the Random Dec signature formed by 
averaging time series segments from the output of a stochasic loaded system should 
describe system proporties only. This was shown to be incorrect by Vandiver et 
al, [11), who proved that under certain conditions (applying the level crossing trig 
condition to a Gausian process) the Random Dec signature is simply proportional 
to the correlation function. 
In Brincker et al [15) the results of Vandiver are generalized to the case of cross 
signatures, and general trig conditions. Furthermore in [15) some relations are 
given for general processes and general trig conditions, and solutions for variance 
and bias introduced by finite size trig windows are allso derived in [15). In the 
following these results are reviewed and the potential of the technique is illustrated 
by application of the level trig conditions on simulated time series. 
2. Theoretical Basis 
In the general case the Random Dec (RDD) signature is a function in the time 
domain characterizing the stationary stochastic processes Xi(t) and Xj(t) defined 
in the following way 
(2) 
where Cxi(t) is some condition on the process Xj(t) at time t. For intance the 
' 
J 
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condition Cxi(t) might be the level crossing condition Cxj(t) {::} Xj(t) = a or 
it might be the zero crossing condition with positive slope Cxi(t) {::} Xj(t) = 
o" Xj(t) > o. 
2.1 The level crossing condition 
One of the most important trig conditions is the level-crossing condition for wich 
the Random Dec signatures are defined by 
(3) 
Where the event Xj(t) =a is interpreted as out-crossing through a vertical win-
dow. This special condition is important of two reasons. First it is one of the most 
used conditions in practical applications of the Randon Dec principle, and second, 
in this case there exsists a simple relation between the correlation functions and 
the Random Dec signatures, Brincker et al [15] 
(4) 
where fxi(.) is the marginal distribution of Xj(t). This relation shows that if 
the shape of the signature is invariant to changes in the trigger level a, then the 
signatures may be written as a product of a shape function dx;Xi ( r) and a function 
of the trigger level ex;Xi (a) 
(5) 
and eq. ( 4) yields 
(6) 
which means that the Random Dec signature is simply proportional to the corre-
lation function. In practical application of the Random Dec Technique it should 
allways be investigated to what degree the shape invarianse of the signature is 
preserved. If the shape invarianse is not preserved, i.e. eq. (5) is not satisfied, 
then the technique should be used with care. 
It can be shown, Brincker et al [15] that if X(t) is a system input and Y(t) is a 
system output and if the input signatures Dxx and Dxy are shape invariant, then 
the corresponding output signatures Dy x and Dyy will also be shape invariant. 
Furthermore if the processes X 1 ( t) and X 2 ( t) are uncorrelated and each satisfy 
the shape invariance condition, then it can be shown that the product U(t) -
X 1(t)X2 (t) will also satisfy the shape invariance condition. 
I 
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2.2 Gaussian processes 
Vandiver et al, [11], but also Papoulis, ([13], paragraph 11-3) have shown that 
if X(t) is a stationary zero mean Gaussian process with variance u 2 and auto 
correlation function Rx x ( T ), then the auto signatureD x x( T) for the level trigging 
condition is given by 
Rxx(r) 
Dxx(r, a) = 2 a (J 
(7) 
In these derivations the joints normal density function was used directly to arrive 
at eq. (7). The result is not difficult to generalize to the case of correlated prosseses 
using the joint normal density function. 
However, a different approach can be followed that does not involve the normal 
density function, but only the proporties of Gaussian prosseses. Furthermore the 
results of this approach, which are presented in the following, are not restricted 
to the level crossing condition, but can be generalized by the use of the total 
representation theorem, se e.g. Ditlevsen [16] p 56. 
Let us consider two stationary zero mean Gaussian prosesses Xi(t) and Xj(t). 
Then by forming the covariance matrix 
(8) 
and using the results given in appendix A, the signature (the conditional mean) 
Dx;x;(r) is found to 
(9) 
and the variance of the estimate (conditional varianse for the sum of N identical 
prosesses) 
N 
1 ~ k • 
N ~Xi (t + r)l Xj(t) =a 1\ Xj(t) = v 
k=l 
(10) 
is found to 
I 
j 
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(11) 
where R'x;xi ( r) is the derivative of the correlation function. The equations (9) and 
(11) are a kind fundamental solutions for the Random Dec Technique. They are 
not used in that form in practical applications, since in practical applications one 
would not condition on both X(t) and X(t), but use a trig condition allowing for 
a suitable munber of triggings in the time series. However, from the fundamental 
solutions (9) and (11) closed form solutions for the Random Dec Signature and 
the variance on the signature can easily be derived for the most common trig 
conditions. Two cases will be considered here, the level trigging condition allready 
considered in the previous section, and another popular condition, the condition 
of zero crossing with positive slope. 
If the level crossing condition is considered, that is Cx(t) {:::? X(t) =a, then we have 
no condition on X(t) and since the processes are Gaussian Xj(t) is indepentend 
of Xj(t) 
which is the generalized form of eq. (7). The variance on the signature is found as 
the variance given by eq. (11) plus an additional term caused by the randomization 
of Xj(t) 
u~; (1 _ ( Rx;Xj ( r) )2 _ ( R'x;x/ r) )2 ) + 
N O"X;O"Xj . O"X;O"j(j 
1 R'x. x. ( r) . 
+ N Var[ ~2.' Xj(t)j Xj(t) =a] 
Xj 
(13) 
u~; (1 - (Rx;xi(r)?) 
N O"X;O"Xj 
Note that the variance is independend of the trig level, and that for auto signatures 
the variance is zero for r = 0. However, this is expected since all the averaged 
data segments are forced to have the same initial value. 
If the zero crossing condition with positive slope is considered, that is Cx(t) {:::? 
X(t) = 0 A X(t) > 0, then we have the similar results 
:I 
:I 
il 
I 
I 
'i 
,j 
I
ll 
.! 
I 
i 
I 
' 
' '' 
j, 
I i 
! : 
I 
i: 
I 
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(15) 
As a main result we can conclude that for stationary Gaussian prosesses the Ran-
dom Dec signature will allways be a linear combination of the corresponding cor-
relation function and its first derivative. The level crossing condition picks out the 
correlation function itself and the zero crossing condition with positive slope picks 
out the derivative of the correlation function. 
3. Implementation problems 
Even though the basic idea and the algorithm of the Random Dec Technique is 
very simple, there is some problems in implementing the technique. Only a very 
short review will be given here, but the problems of implementation are discussed 
in detail in Brincker et al [15). 
The basic problem is how to implement the trig conditions without introducing 
to much variance and more important: without introducing bias. An additional 
problem is the selection of trig points. Some times it is not possible to use all the 
trig points in a time series, and excluding some of the trig points might bias the 
Random Dec estimate of the correlation functions. These problems are illustrated 
in Brincker et al [14) where some numerical results are given, and in the next 
section where the numerical results are reviwed. 
First of all the condition Cx(t) <=? X(t) =a is not well defined. A precise definition 
of the event X(t) =a is given by outcrossing through a window in the limit where 
the size of the window approaches zero. However the window might be vertical, 
horizontal or even a general slanted window, and the meaning of the condition 
Cx(t) <=? X(t) =a will depend upon the slope of the window. 
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However, in practical applications, it is not possible to use any of the definitions 
given above, since finite size windows must be applied. 
The simplest case of a finite size window is the vertical window with height 8a 
introduced by the condition X(t) E I where I= [a ; a+ 8a]. In this case we only 
h~ve that P[X(t) E I] '"'"' fx(a)8a, and the earlier results for the interpretation 
af the signature, eq. (12) and the variance on the signature, eq. (13) must be 
modified. 
However, it is not difficult to show that for the finite height window the signature 
can be interpreted just as given by eq. (12) if only the trig level a is substituted 
by the expectation value a = E[Xj(t)l Xj(t) E I] and that the varianse on the 
estimate is given by eq. (13) plus an additional term aw introduced by the window 
given by 
(16) 
where er] = V ar [Xi ( t) I Xi ( t) E I]. If the processes are G aussian, the conditional 
distribution fx!Xei(x) is a truncated normal distribution. If the window height 8a 
is small compared to the standard deviation a xi, then the conditional distribution 
will be approximately uniform, and therefore the quantities a and ffj may be 
approximated by 
8a2 -2 
0" · =-
J 12 
(17) 
Using a horizontal window the level crossing condition (assuming positive slope) 
c~t) <::} X(t) =a A X(t) > 0 is defined by c~t) <::} limot-+o(X(t) <a) A (X(t + 
8t) > a), and for Gaussian processes results similar to those for the vertical window 
now are 
(18) 
Results for the general slanted window can also be given, Brincker et al [15]. 
However, the most important from an application point of view is to avoid bias. 
It turns out that the bias problems are connected with the loss of information due 
to the sampling. The problem is illustrated by the following simple example. 
It is assumed that Random Dec Signatures are estimated on stationary, zero mean 
Gaussian processes, and that the continous processes X( t), Y( t) are mapped on the 
discrete time series Xi, Yi E { ai }; ai - aj-l = 6a by analog to digital convertion, 
where 6a is the resolution of the analog to digital converter and where the time 
spacing 6t between sample points is determined by the user. 
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Let us consider the case of detecting level crossings by a horizontal window. The 
triggings axe detected on a time series Yi that is a realization of the process Y(t) 
and the data segments axe taken from a time series Xi that is a realization of the 
process X(t) and the up-crossings and the down-crossings axe detected by separate 
· d eH+ d eH-win ows y; an y; 
e~+ {::> Yi < a 1\ Yi+w > a 
e~- {::> Yi>a 1\ Yi+w<a; aE{aj} 
(19) 
where wilt is the width of the window. The resultant window is e~ {::> e~+vc~­
and the Random Dec signature is estimated by 
1 N 
N LSw~t;dxm-dl C~; -M~ m~ M 
i=l 
(20) 
where S{.} is the shift operator defined by ST{f(t)} = f(t- r) and N is the 
number of trig points. 
Note that by eq. (20) the trig point (corresponding to the points ti in eq. (1)) is 
placed in the midle of the window. 
In the case of simultanous sampling the total symmetry of the problem ensures that 
the statistical proporties of the up-crossing and the down-crossings are identical, 
and thus the estimate given by eq. (20) will be unbiased, i.e. the expectation of 
the estimator will be given by eq. (12). 
However, in an application one would try to minimize the variance introduced by 
the window, se eq. (18), and therefore it is tempting to use a horizontal window 
with the minimum possible width At and then move the trig point to the end of 
the window. In this case symmetriy is lost (the distribution of xd e~ will be 
different for the up-crossings and the down-crossing), and therefore the estimate 
becomes biased. Moving the trig point to the end of the window simply shifts the 
signature, and thus 
Dxy(mL:::.t) 
Rxy(mllt + Llt/2) 
a 
(21) 
Some numerical results for this case is given in Brincker et al, [14] and in the next 
section . As expected from the results in section 2.2, se eq. (9), the bias term is 
proportional to the derivative of the correlation function. 
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4. Numerical results 
In the following some numerical results are given for the estimation of auto cor-
relation functions for the response of a single degree of freedom system loaded 
by Gaussian white noise. The investigated is reported in Brincker et al [14]. By 
simulating the response X( t) of the system using a ARMA (2,1) model the exact 
autocorrelation function Rx x ( r) and estimates Rx x ( r) of the autocorrelation 
function could be compared directly and the mean square error could be calcu-
lated without influence from the sampling. 
The acuracy and speed of the RDD technique was compared to traditional FFT 
analysis. The cyclic egenfrequency of the system was Wo = 12.57 rad/s, the time 
spacing D..t between sample points was 0.051 seconds, the length of the time series 
was 4000 points and the damping ratio was varied trough the values 1 %, 5 % 
and 25 %. The FFT estimates were obtained by averaging FFT power spectral 
estimates and finally transform to the time domain by inverse FFT . . The RDD 
signatures where estimated as prescribed by eq. (1) using the level trig condition 
implemented by a horisontal window and restricting the time paramater to the 
discrete values r = mD..t; -M~ m~ M. Some typical results are shown in figure 
1 and the speed and accuracy of the two technologies are illustrated in figure 2. 
From these results it is seen that the errors on the RDD estimates are generally 
smaller than the errors on the FFT estimates. Especially in the case were M 
is small (short estimates) the RDD estimates are substantially better than the 
FFT estimates. The accuracy of the FFT might be improved by introduction of 
a spectral window. However, that will be at the expense of the speed. 
The speed of the RDD technique is also high compared to the FFT technique; 
again the great advantage of the RDD technique is when M is small- for the FFT 
technique the CPU-time increases as M approches zero, whereas for the RDD 
technique the CPU-time is approximately proportional to M. The RDD algorithm 
was implemented as a floating point implementation. However, because of the 
simplicity of the RDD algorithm it is possible to implement the RDD algorithm 
as an integer implementation making the algorithm much faster. Therefore, the 
absolute speed results only show that it is not difficult to make the RDD algorithm 
faster than an FFT algorithm. 
The problems of implementing the technique without introducing bias as men-
tioned in the preceeding section are illustrated in figure 3 and 4. 
Figure 3 illustrates bias introduced by the trig window. As mentioned in section 
3, when signals are sampled, a finite length window must be applied. A horizontal 
window was used as given by eq. (20) with the minimum lenght w = 1. If the trig 
point is placed at one of the end points of the trig window; bias is introduced as 
' 
' 
! 
' '· 
' '' 
'' I
~ I 
I 
I 
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Figure 1. Autocorelation functions estimated by FFT and RDD technique for M = 32. 
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Figure 2. Errors and CPU-times when estimating autocorrelation functions by FFT .and RDD. 
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Figure 4. Bias introduced by selection of trig points. 
explained in section 3. In figure 3 the even and the odd part of an RRD estimate 
of the auto covarianse function is shown, and as explained in section 3 the bias 
I: 
1: 
1." 
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term (the odd part of the RRD estimate) is proportional to the derivative of the 
auto correlation function , figure 3.A and 3.B. However if both end points of the 
trig window are used as trig points, the resulting trig point falls in the midle of 
the window, and the bias disappears, figure 3.C 
As mentioned in section 3 the exclusion of information by excluding trig points 
might allso introduce bias. This is illustrated by the following example. A time 
series of the usual length of 4000 points was divided into smaller series of 40 points 
each. Then the RDD estimate was found in the usual way (no window bias) except 
that trig points were searched in the small time series, and only the first trig point 
in each of the small time series was used. As it appears from the result shown in 
figure 4 the estimate is heavily biased. 
In this case there are two resons for the bias. First, if the trig level is large 
(here equal to 1.5ux) the first trig point will typically be an upcrossing (since the 
probability that X > a at the first point in the time series is small). This will 
shift the estimate to the right along the time axis. Second, the first crossing of the 
envelope process will allso typically be an upcrossing (for the same reason), and 
therefore the system energy will be inreasing, causing the right part of the RDD 
estimate to get too large amplitudes (damping is underestimated) and the left part 
of the estimate to get too small amplitudes (the damping is overestimated). Both 
effects are significant in the example shown in figure 4. 
In order avoid bias caused by exclusion of trig points, the time series should be 
large enough to hold a number of trig points that is large compared to the typical 
number of trig points between an upcrossing and a downcrossing of the envelope 
process, and all the detected trig points should be used. 
5. Conclusions 
The RDD technique is a versatile very simple non parametric technique for esti-
mation of correlation functions. The theoretical basis of the technique has been 
established including fundamental solutions for Gaussian prosesses showing that 
RDD signatures allways will by a mixture of the corresponding correlation func-
tion and its derivative depending upon the the type of trig window used. Closed 
form solutions for the varianse of the estimate including contributions from finite 
size windows has been derived and bias problems has been illustrated. 
Numerical investigations has shown that the techniue is fast and accurate com-
pared to traditional FFT analysis especially for short estimates. 
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APPENDIX A. Condition on Gaussian variables via regression 
Let X and y be Gaussian vectors, i.e. the elements XI' x2' ... Xn; yl' y2; ... Ym are 
jointly normal distributed and are therefore completely described by the expecta-
tion and the covariance 
(A.l) 
We now define the vector 
Z=X-BY (A.2) 
Since all the variables are Gaussian, Z will be independent of Y if and only if 
~ 
(A.3) 
B = CXY c;~ 
and we find the conditional expectation and covariance using that Z is independent 
ofY 
l:xjY - E[Xi Y] 
- E[Z + B Yi Y = JL] 
E[Z]+BJL 
(A.4) 
- l:x + B(JL- t:y) 
C XXIY Cov[X XTI Y] 
- Cov[(Z +BY) (Z + B Y)Ti Y] 
- Cov[Z zTj Y] (A.5) 
- Cov[Z zT] 
References 
[1] Cole, A. Henry: "On-the-line Analysis of Random vibrations". AIAA/ ASME 9th Struc-
tures, Structural and Materials Conference, Palm Springs, California, april 1-3, 1968. 
[2] Cole, A. Henry: "Failure Detection of a Space Shuttle Wing Flutter by Random Decre-
ment" . NASA, TMX-62,041, may 1971. 
[3] Cole, A. Henry: "On-line Failure Detection and damping Measurement of Space Structures 
by Random Decrement Signatures". NASA, CR-2205, March 1973. 
[4] Chang, C .S.: "Study of Dynamic Characteristics of Aerodynamic Systems Utilizing Ran-
domdec Signatures". NASA, CR-132563, febr. 1975. 
[5] lbrahim, S.R.: "Random Decrement Technique for Modal Identification of Structures". J. 
Spacecraft, Vol. 14, No. 11, nov. 1977. 
[6] Yang, J.C.S., J. Chen and N.G. Dagalakis: "Damage Detection in Offshore Structures by 
the Random Decrement Technique". ASME, Vol. 106, March 1984. 
[7] Yang, J .C.S., N. Dagalakis and M. Hirt: "Application of the Random Decrement Technique 
in the Detection of a Induced Crack on an Offshore Platform Model". Comput. Methods 
for Offshore Struct. Winter Annu. Meet. of ASME, nov. 16-21, 1980. 
[8] Yang, J.C.S., C.H. Marks, J. Jiang, D. Chen, A. Elahi and W-H Tsai: "Determination of 
Fluid Damping Using Random Excitation". ASME, Vol. 107, june 1985. 
[9] Siviter, R. and M .G. Pollard: "Measurement of Railway Vehicle Kinetic Behaviour Using 
the Random Decrement Technique". Vehicle System Dynamics, Vol. 14, No 1-3, june 1985. 
[10] Al-Sanad, A.A., M.S. Aggour and M.l. Amer: "Use of Random Loading in Soil Testing. 
Indian Geotechnical Journal, Vol. 16, No.2, 1986. 
[11] Vandiver, J.K., A.B. Dunwoody, R.B. Campbell and M.F. Cook : "A Mathematical Basis for 
the Random Decrement Vibration Signature Analysis Technique". J. Mechanical Design, 
Vol. 104, april 1982. 
[12] Brigham, E.O.: "the Fast Fourier Transform". Prentice-Hall, Inc., 1974. 
[13] Papoulis, Athanasios: "Probability, Random Variables, and Stochastic Processes". McGraw-
Hill, 1984. 
[14] Brincker, R., J.L. Jensen and S. Krenk: "Spectral Estimation by the Random Dec Tech-
nique." Proc. 9th Int. conf. on Experimental Mechanics, Cobenhagen August 20-24, 1990. 
[15] Brincker, R., S. Krenk and J .1. Jensen: "Theory of the Random Dec Technique." To be 
published. 
[16] Ditlevsen, 0.: "Uncertainty modeling", McGraw - Hill, New York, 1981. 
. · !PAPER W'@. 1,: iJ. D. $~re~~~ & 'iFtua.e !B!l:~~cker: 
. ·. ~ fo.r :Fa·tigw.e fEzper,iment3. ~SSN 6!l)02-7'Sil.3 !ij,87l~. 
PAiP.ER .N.Q. _2: fit. nnn~er ·~ J. iD. S~Femsen: High-Speed Stockastic Pati:gru;e · 
· Testing·. ISS.N 09.62-7\5il3 R88())9. -
PAPER N.O. 3• il. D. Sr611e:nsen: fPSSrJP: ~'POY:'Ira.m fo·r , $imwlation oJj St,ationqry 
{]au~'S~.an Prac~3'Se(t. ISS(NJil9@2-~5ll.3 R8Sll0. 
PAPER NQ: ~k Jalkoh La.lgaaDd ~e:nsen; f!Jynamic Analy-sis ~la Mo.nop.it.€ Model. 
lSSN m902-7all3 R8_824. . 
' J 
50-2, s.e1iie 1 
PAP®:a, NQ. 7·: Lise G8illlste& Ratigue of'.$-teel:; State-of-t'ke-A'd ' 1lepo1it: TSSN 
0902-15iJ:.3 B;S$26·, . 
. . FAPER NO. ·luQ.: J akQb Laigaalid J ep.seR: 'Syste1m l den•tijicatia.nJ: A R!Nf A ModelJs .. 
I$S!N 09@2-7'513 RfS9(:)8.. " ~ 
PAPER NO. 12f Lise Ganste<).; Rl.\m~ Brincker & L~rs Filegaard H~sen: !N'If,rp,er'-
ical C'umwlat_i'IJe .. JJamage.: TR.e FM~·Mode.Z. ,lS$N (}90~,. i:51,3 R8~2G .  ~ 
:\ ' .... ~ . . 
PAPER NO. 1.3: . Lise Ga:nsted~ Eatigue qf S.teel: :l!Jete~minis.tic Loaff/ing.~ p.n OT-' · 
. Siea'ime.ns. _ 
•• - ' l •\ 
·pARER _JNl). 1~: .Ja;koh LaJg~d Jensea, it~e :Brin'cker & Ander~ Rytter: lilen-
tificatiQ.n of' Light Damp~n.g 'n S.t'T'uciures. I$8~ 0.9@2;. 7513 R8928. · 
" I " 
FRACT·URE AN~D DYNAMICS PAPERS · . ·• - . ' - '. 
,. ' 
JDAPER NO. 16: . Jens Peder Ulfkjrer~ - Brud i beton ·- State-of.the~A-rt. 1. del, 
br:udf<Jr}~b og brudirwd,eller. ISSN fJ9f!)2~ 75.13 R9001. . 
FAPER NO . . 17: Jakob Laigaar<d: Jensen,: Full~Scale Mea.mrements of: Offshore 
Platforms. IS$N 6902-7513 R9002. . ' ·' '. · 
'PAPER :N0. -18:- Jakob Laigaar:~ J;enseR, Rune Bri11cker & Anders Rytter: Unce~­
tainty of Modal Param~ter~ ~st'ima·ted by ARMA Mod~ls. ISSN 090!2-75-13 R9006. 
J:»~PER NO. 1~: Rune Brincker: Cr.ack . Tip Paramete-r:s ' fo·r Growzn$ Crac'ks in 
Linear Viscoelast-ic Materials .. ISSN tl90'tl-7513 R9007. · , 
' -.. ''· 
PAPER NO. 20: :Run~ Brincl<:er, Ja,kob L. J~nsen & Steen Krenk: Spectral Esti-
mdion. by the Ra~ilQm Dec .. :Techn1que. , ISSN 0902-75l3 R9008. 
. ,j . . . ." . 
P'f'\PER NO. 21: P. H. Kifkegjaarel, J. D. S~rensen & ·Ruae Brincker: Optimiza-
#tm of Mea~urements on. f!ynamicaUy Sensitive Struoture-s Ysing ci Reliab~lity .Ap-
, 11. h ISSN ~"'02 '!'llr::13 ° ;90'09 .. .. . . .· .. Pj'9ac . . . v'h . - I "" r . : ' . . . ' ' .. ·' . ' . . 
:P.A:PER NO. 22.; Jakob rLaigaard Jensen: ·Sy-stem Identification o/ Offshor,e .Flat-
forms. 'ISSN 090~·.'1513' 'R9011. · · 
,· 
FAPER NO .. 2,3:· Ja.ni!s Lyngbye &, Rune Brincker: Cra:ck L(mg,th Detection by 
- I ' 
Digital Image Proce~sing. ISSN 0902.:7513 n90l8. . 
PAPER NO 24: Jehs Peder Ulfjkrer, Rune Brinker & Steen Krep.k: Analytical . 
· Model for CoT(tplete Mome.n.t-Rotation Curves of Concrete Beams in bending. lSSN 
0902-7513 R9021. -
PAPER NO-25: Leo .Thesb~erg: A9ti:ve Vibr,atian Control of Civil Engineering 
Str?;,-ctures und·er Earthquake .Ex'citatio.n. ISSN 0902-: 7lH3· R9027. 
·PAPER NO. 2G: R~ne Drincker, Steen Krenk .& Ja:kob La.iga'ard Jensen: Elsti-
tnatlo.n Qj eorrel.atio·n Runetions by the Random Dec· Technique. ISSN 0902-7513 
' . . : , , 
lt9028. . . . ' ' ' ' 
I 
