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ABSTRACT 
Transition from depreciation to appreciation of exchange rate is one of regime switching 
that ignored by classic time series model, such as ARIMA, ARCH, or GARCH. Therefore, 
economic variables are modeled by Markov Switching Autoregressive (MSAR) which 
consider the regime switching. MLE is not applicable to parameters estimation because 
regime is an unobservable variable. So that filtering and smoothing process are applied to 
see the regime probabilities of observation. Using this model, transition probabilities and 
duration of the regime can be informed. In this case conducted exchange rate of Rupiah to 
US Dollar modeling with MSAR. The best model is MS(2)-AR(1) with transition 
probabilities from depreciation to appreciation is 0,052494 and appreciation to depreciation 
is 0,746716. Duration of the depreciation state is 19,04986 days and appreciation state is 
1,339198 days. 
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1. PENDAHULUAN 
Pada umumnya pemodelan runtun waktu dilakukan dengan model klasik seperti 
Autoregressive Integrated Moving Average (ARIMA), Autoregressive Conditional 
Heteroskedastic (ARCH) dan Generalized Autoregressive Conditional Heteroscedasticity 
(GARCH). Namun, ketiga model tersebut tidak memperhitungkan adanya perubahan 
kondisi pada variabel ekonomi yang disebabkan oleh krisis ekonomi, perang, maupun 
sebab lain yang mengakibatkan nilai data berubah secara signifikan. Hamilton (1989) 
memperkenalkan model Markov Switching yang juga dikenal dengan model Regime 
Switching sebagai alternatif pemodelan data runtun waktu yang didalamnya terdapat 
perubahan kondisi atau regime. 
Pada model ARIMA, ARCH maupun GARCH perubahan kondisi yang terjadi pada 
data diabaikan, namun pada model Markov Switching perubahan kondisi dianggap sebagai 
suatu variabel tak teramati (unobservable variable) yang dalam literatur sering disebut 
dengan state atau regime. Dengan memperhatikan adanya perubahan kondisi, model 
Markov Switching dapat menangkap dinamika yang lebih kompleks dari pergerakan data. 
Selain itu, dengan model ini juga dapat diketahui probabilitas dari perubahan kondisi dan 
durasi dari masing-masing kondisi. Selanjutnya model Markov Switching dikombinasikan 
dengan model Autoregressive yang kemudian dikenal dengan model Markov Switching 
Autoregressive (MSAR). Model tersebut terbukti efektif diterapkan pada runtun waktu 
Autoregressive yang didalamnya terdapat perubahan kondisi. 
Metode Maximum Likelihood Estimation (MLE) merupakan metode yang populer 
digunakan untuk mengestimasi nilai parameter. Namun dalam model Markov Switching 
MLE tidak dapat digunakan secara langsung karena terdapat variabel state yang tidak 
diketahui nilainya. Untuk itu, Hamilton (1989) menggunakan algoritma filtering dan 
smoothing untuk mengetahui peluang suatu data pengamatan berada pada state tertentu, 
kemudian mengkombinasikannya dengan metode MLE. 
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Dalam penulisan Tugas Akhir ini akan dibahas pemodelan Markov Switching 
Autoregressive dan pendugaan parameter menggunakan Maximum Likelihood Estimation 
(MLE) yang diombinasikan dengan algoritma filtering dan smoothing dari Hamilton 
(1989). Pemodelan tersebut diterapkan pada data nilai tukar Rupiah terhadap Dollar 
Amerika tanggal 03 Februari hingga 30 April 2014. Data tersebut diasumsikan mengikuti 
proses Autoregressive dan didalamnya terdapat perubahan sruktur. 
 
 
2. TINJAUAN PUSTAKA 
Perubahan atau switching dapat terjadi pada rataan, maupun rataan dan varian. Model 
dengan switching pada nilai rataan dan varian dituliskan oleh Hamilton (1996) dengan: 
         ,               
    
Peubah acak tidak teramati yang sering disebut dengan state atau regime disimbolkan 
dengan   , dimana              dan M adalah banyaknya state. Dalam penelitian 
dengan variabel kurs, diasumsikan terdapat dua state (M=2), yaitu apresiasi dan depresiasi. 
Sesuai dengan karakteristik rantai markov, bahwa nilai sekarang dipengaruhi oleh nilai di 
masa lalu, maka besarnya peluang nilai    dituliskan Hamilton (1994) dengan: 
                                           
              
 
   , dimana i,j=1,2  
Dengan     merupakan peluang transisi atau besarnya kemungkinan perubahan dari state i 
ke j. Kemudian nilai peluang transisi tersebut dikumpulkan kedalam matriks peluang 
transisi sebagai berikut: 
   
          
          
 
   
 
   
  
    
    
Kombinasi paling sederhana dari Markov Switching dengan model runtun waktu 
adalah Markov Switching Autoregressive (MSAR), yaitu kombinasi antara Markov 
Switching dengan model Autoregressive. Misalkan    adalah runtun waktu AR orde r yang 
nilai rataan dan variannya dipengaruhi perubahan regime sebanyak 2, maka Kim dan 
Nelson (1999) menuliskan model MS(2)-AR(r) sebagai berikut: 
                
   -          - -   -          - -   -         
Dengan               
  , serta    dan    
  bernilai   dan   
  jika proses berada pada state 1 
dan bernilai   dan   
  jika proses berada pada state 2. 
Keterangan: 
yt, yt-1, ,yt-r : data pengamatan 
            : koefisien autoregressive 
       -       -  : rataan pada saat t yang dipengaruhi perubahan state 
   
   : varian pada saat t yang dipengaruhi perubahan state 
     : residual pada saat t 
Untuk menentukan suatu state adalah apresiasi atau depresiasi Hamilton (1994) 
mempertimbangkan melalui nilai  
  
, dengan ketentuan bahwa  
 
  
 
. Dimana dalam 
penelitinan ini      merupakan state saat rupiah mengalami apresiasi, sedangkan      
merupakan state saat rupiah mengalami depresiasi. 
Asumsi yang harus dipenuhi dalam analisis runtun waktu adalah stasioneritas. Suatu 
runtun waktu dikatakan stasioner jika         dan          
 , konstan untuk semua t. 
Stasioneritas terbagi menjadi stasioneritas dalam mean dan stasioneritas dalam varian. 
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Pengujian stasioneritas secara visual dapat dilakukan dengan membuat plot, sedangkan 
secara statistik pengujian dilakukan dengan uji Bartlett dan uji akar unit Augmented 
Dickey Fuller. 
Uji Bartlett merupakan pengujian formal untuk mengetahui homogenitas varian dari a 
kelompok sampel yang diuji. Dalam analisis runtun waktu, varian yang homogen diartikan 
sebagai varian yang nilainya bersifat konstan, sehingga data dikatakan stasioner dalam 
varian. Montgomery (2005) merumuskan H0:   
    
       
  (varian homogen) dan     
H1: paling sedikit ada satu   
  yang berbeda untuk i = 1,2, ,  (varian tidak ). H0 ditolak 
(varian tidak homogen) pada  ingka   ignifikan i α jika   
        
 .  
  
         
 
 
 
    -       
 -     -       
  
     
    
 
   -  
     -  
- -  -  
- 
       
  
  
       
 
     
 
   
  
Keterangan : 
  
  : varian sampel kelompok i     : banyaknya sampel pada kelompok i 
   : banyaknya seluruh sampel   
  : varian gabungan 
Dalam uji Augmented Dickey Fuller, stasioneritas diperiksa dengan menentukan 
apakah polinomial autoregressive memiliki sebuah akar tepat pada lingkaran unit atau di 
dekat lingkaran unit. Brockwell dan Davis (2002) merumuskan H0: ϕ =   (da a  idak 
stasioner) dan H1: ϕ     (da a   a ioner). H0 ditolak (data stasioner) jika   < t* atau jika 
nilai probabilitas <  . 
   
   
 
      
  
  
  (   
               
 
   
 
       
               
     
       
         
Untuk variabel ekonomi agar diperoleh data yang stasioner dapat digunakan alternatif 
yaitu dengan menggunakan nilai return. Salah satu rumus yang digunakan untuk 
menghitung nilai return adalah: 
      
  
    
    
Keterangan : 
Rt : nilai return pada periode t 
yt : nilai data pada periiode t 
yt-1 : nilai data pada 1 periode sebelum t 
Untuk menduga nilai dari masing-masing parameter pada model dilakukan estimasi 
parameter dengan metode Maksimum Likelihood Estimation (MLE). Langkah yang 
dilakukan adalah menentukan fungsi densitas untuk kemudian dibentuk menjadi fungsi 
log-likelihood. Untuk analisa yang sederhana, digunakan model MS(2)-AR(1). Fungsi 
densitas dari model tersebut dituliskan sebagai berikut: 
                    
 
      
     
                         
 
    
    
Keterangan: 
  -     -    -    -       : populasi data pengamatan 
           
    
              : populasi parameter model MS(2)-AR(1) 
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Fungsi densitas    bergantung pada nilai    dan   - , sedangkan kedua nilai tersebut 
nilainya tidak diketahui secara langsung melainkan diketahui berdasarkan karakteristik 
data pengamatan. Maka langkah pertama yang dilakukan adalah membentuk fungsi 
densitas bersama dari   ,    dan      sebagai berikut: 
                                                           
Langkah selanjutnya adalah menghitung peluang nilai suatu state pada saat t 
berdasarkan informasi data pengamatan hingga saat t-1, dituliskan dengan: 
                                                   
Dengan nilai     =    - = ) merupakan probabilitas transisi dari rantai markov dengan 2 
state. Fungsi densitas y
 
 diperoleh dengan menghitung kemudian menjumlahkan fungsi 
densitas bersama untuk setiap kemungkinan nilai    dan   -  sebagai berikut: 
          -   -                   -      -    
 
   
 
     
             -   -       
 
   
 
          -      -       
Proses Filtering 
Proses filtering dijalankan untuk mendapatkan peluang nilai suatu state pada saat t 
berdasarkan data pengamatan hingga saat t. Proses ini dijalankan secara iteratif dari 
 = , , ,T. Ha il dari pro e  filtering adalah nilai filtered state probabilitiy yang 
dinotasikan dengan             . Berikut adalah persamaan yang dituliskan oleh Kim dan 
Nelson (1999) untuk proses filtering: 
         -          
            -     -                   -    
              -     -       
 
   
 
          -      -    
  
Sehingga nilai filtered state probability suatu state dapat dihitung dengan:  
                       -         
 
    untuk i,j = 1,2. 
Nilai yang digunakan untuk memulai proses filtering pada saat t=1 adalah: 
           
              
     
         
              
     
         
   
Proses Smoothing 
Untuk mendapatkan nilai estimasi yang lebih baik, dilakukan proses smoothing 
dimana peluang nilai state dihitung berdasarkan informasi dari seluruh data pengamatan. 
Proses ini dijalankan secara iteratif dari t = T-1,T- , ,  . Ha il dari pro e  smoothing 
adalah nilai smoothed state probabilities yang dinotasikan dengan             . Berikut 
adalah persamaan yang dituliskan oleh Kim dan Nelson (1999) untuk proses smoothing: 
                    
                                              
              
  
Persamaan diatas dihitung untuk setiap kemungkinan nilai k, kemudian diperoleh besarnya 
peluang    bernilai j berdasarkan pengamaatan hingga t=T, sebagai berikut: 
                                 
 
               
Setelah mendapatkan nilai peluang    melalui proses filtering dan smoothing maka 
dapat diperoleh fungsi densitas dari    sebagai berikut: 
          -                   -         
 
   
 
          -           
Dengan demikian fungsi likelihood dan log-likelihood dituliskan sebagai berikut: 
                -      
 
     
                  -      
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Karena terdapat fungsi pembatas, yaitu    dan    pada awal proses filtering, Hamilton 
(1994) mendefinisikan fungsi Lagrange dari log-likelihood dengan: 
                        
Untuk mendapatkan nilai maksimum sebagai estimator, fungsi tersebut dideferensialkan 
terhadap masing-masing parameter dalam            
    
              dan 
menyamakannya dengan nol. Sehingga diperoleh estimator sebagai berikut: 
  
               
 
   
             
 
   
                   
  
    -   
              
 
   
              
 
   
  
   
          -        
      
     -        
      
           
      -                
   
    
 
   
               
   
    
 
   
  
Selain dapat menangkap dinamika dari transisi kondisi, dengan model MSAR juga 
dapat dihitung durasi masing-masing state. Durasi dari state j dihitung dengan persamaan 
E(D) =  
 
     
  
Untuk mendapatkan orde AR yang tepat, estimasi parameter model MS(2)-AR(r) 
dilakukan untuk model AR orde 1 hingga 5. Menurut Hamilton (1994) pemilihan orde 
hingga 5 dalam AR(r) sudah cukup layak dalam pemodelan karena runtun waktu AR 
merupakan proses short memory, sehingga orde yang terlalu besar akan mengakibatkan 
model menjadi tidak efisien. 
Jika nilai dari masing-masing parameter telah diketahui, maka langkah selanjutnya 
adalah uji diagnostik (diagnostic checking) untuk mengetahui kelayakan model. Pengujian 
terdiri dari uji signifikansi parameter dan normalitas residual. Pengujian signifikansi 
parameter dilakukan dengan uji parsial terhadap masing-masing parameter. Aswi dan 
Sukarna (2006) merumuskan H0:       (parameter tidak signifikan) dan        H1:       
(parameter signifikan). H0 ditolak (parameter signifikan) jika |t| > tα/ ;              df = n – np 
dimana np adalah banyaknya parameter atau nilai probabilitas <  . 
  
   
       
 k =  ,  , , p 
Pengujian normalitas residual dapat dilakukan dengan uji Jarque-Bera. Rosadi (2010) 
merumuskan H0: residual berdistribusi normal dan H1: residual tidak berdistribusi normal. 
H0 ditolak jika JB >       
  atau nilai probabilitas <  . 
   
 
 
    
  -  
 
 
   
S: skewness 
 
 
    -  
  
   
 
 
 
    -   
 
    
   
 dan K: kurtosis 
 
 
    -  
  
   
 
 
 
    -   
 
    
 
 
Keterangan : 
n  : banyaknya data pengamatan 
et : residual pada saat t 
Jika terdapat lebih dari satu model yang lolos uji diagnostik maka dilakukan pemilihan 
model terbaik dengan membandingkan nilai Akaike Information Criterion (AIC). AIC 
adalah ukuran kebaikan dari model statistik. yang menunjukkan seberapa tepat suatu model 
dengan data. Nilai AIC mempresentasikan keseimbangan optimum antara kecocokan 
model dengan banyaknya parameter, sehingga model yang lebih baik adalah model dengan 
nilai AIC minimum. Akaike (1977) menuliskan bentuk umum AIC sebagai berikut: 
AIC = (-2) log(L) + 2k 
Keterangan : 
L : nilai maksimal dari fungsi likelihood untuk estimasi model 
k : banyaknya koefisien dugaan dalam model 
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3. METODOLOGI PENELITIAN 
Penulisan tugas akhir ini menggunakan data sekunder yang diperoleh dari website 
Bank Indonesia (www.bi.go.id). Data berupa nilai tukar (kurs) beli dari transaksi Bank 
Indonesia untuk mata uang Rupiah terhadap Dollar Amerika pada tanggal 03 Februari 
hingga 30 April 2014 sebanyak 60 data. Adapun langkah-langkah untuk mencapai tujuan 
penelitian ini adalah: 
1. Menguji stasioneritas data dengan membuat plot time series, uji Bartlett dan uji akar 
unit. Jika data tidak stasioner dilanjutkan dengan menghitung return dan menguji 
kestasionerannya kembali. 
2. Melakukan estimasi parameter. Untuk memperoleh orde yang sesuai, estimasi 
dilakukan secara iteratif untuk proses AR orde 1 hingga 5. 
3. Melakukan uji diagnostik model. Signifikansi parameter diketahui melalui nilai 
probabilitas parameter pada model sedangkan pengujian normalitas residual digunakan 
uji Jarque-Bera. 
4. Pemilihan model terbaik. Dipilih model terbaik dengan nilai AIC terkecil dari model 
yang telah lolos uji diagnostik 
 
 
4. HASIL DAN PEMBAHASAN 
 
 
 
 
 
 
 
 
 
 
 
 
 
Langkah pertama adalah membentuk statistik deskriptif untuk menyajikan data dalam 
bentuk yang lebih mudah dipahami. Dari output dapat disimpulkan bahwa rata-rata dari 60 
data kurs adalah Rp.11.541,32; dengan nilai tertinggi mencapai Rp.12.190,00 dan nilai 
terendah Rp.11.215,00. Dari grafik, data dikatakan tidak normal karena baik kemencengan 
maupun keruncingan jauh dari distribusi normal yang kemencengan dan keruncingannya 
menyerupai bentuk lonceng. 
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Probability  0.006029
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Selanjutnya dilakukan pengujian asumsi stasioneritas dari runtun waktu nilai tukar 
Rupiah terhadap Dollar Amerika dengan uji Bartlett dan uji Augmented Dickey Fuller. 
Pada uji Bartlett, 60 nilai kurs dibagi kedalam 6 kelompok dengan masing-masing 
kelompok terdiri dari 10 nilai dan nilai Chi Square tabel untuk  = 5% adalah       
  
       , maka diperoleh nilai statistik uji   
   ,     . H0 diterima (varian homogen) 
karena   
        
 . Uji akar unit Augmented Dickey Fuller menghasilkan nilai statistik uji 
  =-2,449774 dan probabilitas = 0,1330, sehingga H0 diterima (data tidak stasioner) karena 
nilai   > t* dan nilai probabilitas > α. Dimana  * un uk da a  ebanyak 6  adalah -2,911730. 
Dapat disimpulkan bahwa data stasioner dalam varian namun tidak stasioner dalam mean 
pada tingkat signifikansi 5%. 
 
Untuk mendapatkan data yang stasioner digunakan alternatif dengan menghitung nilai 
return. Pada uji bartlett nilai return kurs, 59 data dibagi ke dalam 6 kelompok dengan 
kelompok pertama terdiri dari 9 data dan 5 kelompok lainnya terdiri dari 10 data, dan nilai 
Chi Square tabel tabel untuk  = 5%  adalah        
         , maka diperoleh nilai 
statistik uji   
 =5,14563. H0 diterima (varian homogen) karena   
        
 . Uji akar unit 
Augmented Dickey Fuller menghasilkan nilai statistik uji          = -7,321193 dan 
probabilitas = 0,0000, sehingga H0 ditolak (data stasioner) karena nilai   < t* dan nilai 
probabili a    α. Dimana t* untuk data sebanyak 59 adalah -2,911730. Dapat disimpulkan 
bahwa data return stasioner dalam varian dan mean pada tingkat signifikansi 5%. Dengan 
begitu pemodelan dilakukan menggunkan data return dengan  = ,3, ,6 . 
Setelah data dinyatakan stasioner, maka langkah selanjutnya adalah estimasi 
parameter. Untuk pemodelan MSAR, estimasi parameter dilakukan untuk model Markov 
Switching dengan Autoregressvie orde 1 hingga 5. Dengan Eviews8 diperoleh hasil sebagai 
berikut: 
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Untuk mengetahui model mana yang layak digunakan untuk pemodelan, dilakukan 
uji Diagnostik. Pengujian terbagi ke dalam signifikansi parameter dan normalitas residual. 
Pengujian signifikansi parameter dilakukan secara parsial untuk mengetahui parameter 
mana sajakah yang secara signifikan berpengaruh terhadap model, sedangkan pengujian 
normalitas residual dilakukan dengan uji Jarque-Bera. 
Dari tabel diperoleh informasi bahwa model yang semua parameternya signifikan 
berpengaruh terhadap model adalah MS(2)-AR(1). Pada model tersebut masing-masing 
estimator dari parameter         
       
              memiliki nilai probabili a    α pada 
tingkat signifikansi 5%. Selain itu, model MS(2)-AR(1) memiliki residual yang 
berdistribusi normal. Hal tersebut dapat dilihat dari nilai JB kurang dari       
  dan nilai 
probabili a  lebih dari α pada  ingka   ignifikan i  %. 
Karena hanya ada satu model yang lolos uji diagnostik, yaitu model MS(2)-AR(1), 
maka dapat dikatakan bahwa model terbaik adalah MS(2)-AR(1) dengan nilai AIC sebesar 
-7,665474. Berikut adalah matriks transisi dan hasil estimasi parameter model MS(2)-
AR(1) :  
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    = -0.000845     = -0.000892     = 0.034699 
   
  = (antilog(-5.147363))
2 
= 5,0731 . 10
-11
 
   
  = (antilog(-11.87777))
2
 = 1,7355 . 10
-24
 
Sehingga dapat dituliskan model sebagai berikut : 
                                ,             
    
dengan : 
     
            
              
  dan     
  
  
               
  
               
  
5. KESIMPULAN 
Berdasarkan analisis yang telah dilakukan dapat diambil kesimpulan bahwa: 
1. Data kurs Rupiah terhadap Dollar Amerika tidak stasioner dalam mean namun 
stasioner dalam varian. Untuk memperoleh data yang stasioner dalam mean dan varian 
digunakan data return. Selanjutnya penelitian dilakukan dengan data return, yaitu 
sebanyak 59 data. 
2. Model Markov Switching Autoregressive yang paling sesuai adalah MS(2)-AR(1). 
                                ,             
   
dengan : 
     
            
              
  dan    
  
  
               
  
               
  
3. Jika diketahui saat t-1 return Rupiah mengalami apresiasi, maka peluang return 
Rupiah pada saat t mengalami apresiasi adalah (p11) =  .     6, dan peluang return 
Rupiah pada saat t mengalami depresiasi adalah (p12) =  .      . Jika diketahui saat 
t-1 return rupiah mengalami depresiasi, maka peluang return Rupiah pada saat t 
mengalami depresiasi adalah (p22) = 0,253284, dan peluang return Rupiah pada saat t 
mengalami apresiasi adalah (p21) = 0,746716. 
4. Durasi return Rupiah mengalami apresiasi adalah 19,04986 hari, dan durasi return 
Rupiah mengalami depresiasi adalah 1,339198 hari. 
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