Abstract. The Papanicolaou test is used for early prediction of cervical cancer. Computer vision techniques for automating the microscopy analysis of cervical cells in this test have received great attention. Cell segmentation is needed here in order to obtain appropriate features for classification of abnormal cells. However, accurate segmentation of the cell cytoplasm is difficult, due to cell overlapping and variability of color and intensity. This has determined a growing interest in classifying cells using only features from the nuclei, which are easier to segment. In this work, we classified cells in the pap-smear test using a combination of morphometric and Haralick texture features, obtained from the nucleus gray-level co-occurrence matrix. A comparison was made among various classifiers using these features and data dimensionality reduction through PCA. The results obtained showed that this combination can be a promising alternative in order to automate the analysis of cervical cells.
Introduction
Cervical cancer is, after breast cancer, the most common form of this disease among the female population. Early detection of this has contributed to a considerable reduction of the associated mortality rate. The Papanicolaou test [1] is the standard procedure currently used for early prediction of cervical cancer. In this test, microscopy analysis of the so-called pap-smear, a sample of cervical cells appropriately stained, is analyzed in a microscope to detect abnormal cells, which can be considered precursors of the disease. However, there are some drawbacks associated to microscopy analysis of the pap-smear by human experts: some rate of false negatives appears due to subjectivity, routine and tiredness of the analysts. This has determined a growing interest in developing automated analysis procedures using computer vision techniques. A typical image from the standard Papanicolaou test is shown in Figure 1 . The analysis of pap-smears through computer vision requires prior image segmentation, in order to extract appropriate features to classify the cells. A set of 20 morphometric features, half of them related to cells' cytoplasm have been used to classify the cervical cells in seven well defined classes, from which a benchmark database has been built [2] . Three out of the seven cervical cells classes are considered as normal and four of them are abnormal, thus raising two problems: classification in seven classes, and binary classification in normal-abnormal. This work addresses the latter.
A formal attempt to classify cervical cells using different classifiers and the previously mentioned features from nuclei and cytoplasm, with feature selection using genetic algorithms, is shown in [3] . Other classification approaches can be found in [4] and [5] , using features that are mostly associated to cells' morphometry, and the latter using also four textural features, in this case applied to a technique called liquidbased cervical smears, that differ from the standard pap test to which the present work is devoted. In regard to segmentation, some works address the problem of finding an appropriate way to segment the cytoplasm [6] , however, it has been found that the cell cytoplasm is very difficult to segment with good accuracy, due to overlapping of cells and their variability of color and intensity. On the other hand, the cell nuclei usually appear better defined in the images, and this allows improving segmentation accuracy. Therefore, some works have been devoted to nuclei segmentation in pap-smears [7] , [8] . This situation has led to conduct research on the possibility of classifying cells using only features obtained from their nuclei as in [9] , where nine nuclei morphometric features were used.
In this work, we explore the possibility of improving classification of cells in the pap-smear using information from the nuclei only, but additionally including texture features. This was motivated by the fact that staining in pap smears makes visible the chromatin textural patterns in the nuclei and this information is used by cytopathologists to classify the cells [10] .
Here a method using morphological image processing [11] was employed to calculate, from a given nucleus image, its gray-level co-occurrence matrix (GLCM) and the associated Haralick features associated to texture [12] . These features were used, together with the previously known morphometric ones, to construct a combined feature matrix. Dimensionality reduction using principal components analysis (PCA) was also employed, given the relatively large amount of features obtained. Four classifiers were used: linear, Mahalanobis distance, K-nearest-neighbors (KNN) and support vector machines (SVM). Comparison among classifiers' performance was made through statistical methods [13] and results showed that using this combination of features, the binary classification results can be improved. This article is organized as follows: in section 2, the main characteristics of the cells used in the experiments are described, as well as the methods used to calculate the texture features and the experiments to test the classifiers' performance. We summarize and discuss the main results in section 3, and conclusions are exposed in section 4.
Materials and Methods
The cervical microscopy cell images used in this work were obtained from the Herlev database [2] , which contains 917 annotated images, each with a manually segmented version that can be used as ground-truth. The different classes to which they belong are shown in Table 1 . 
Texture Analysis
The set of features employed for classification is shown in Table 2 , which included both morphometric and Haralick texture features. In order to obtain the latter, the GLCM from the cell nuclei was calculated. Once the nuclei had been segmented (an operation that is out of the scope of this paper), an image represented by a square matrix containing the texture pattern of the nucleus region was obtained. The problem associated to acquiring this matrix was formulated in terms of obtaining the largest xy oriented square that can be inscribed in the nucleus region. This operation was performed through morphological image processing in the following way:
1. Obtain a binary mask which represents the location of the segmented nucleus. 2. Successively erode the nucleus mask with a square structuring element (SE) increasing its side length one pixel per iteration, until the nucleus mask disappears. 3. Go back one step and obtain the square SE that, when its side is enlarged just one pixel, completely erodes the nucleus mask. Using the erosion of the nucleus mask with this SE, pick one pixel from the resulting binary image. 4. With the same SE used in step (3), perform a dilation of this pixel. The result will be a largest inscribed square in the selected nucleus. 5. Use this binary square as a mask and perform an array multiplication with the nucleus image to obtain a square matrix in grayscale containing the nucleus texture. 6. Expand linearly the intensity of this image to the maximum interval allowed, in order to enhance its contrast.
This process is illustrated in Figure 2 . The co-occurrence matrix of this image [12] was calculated for three pixel offset values (1, 4, 7) and four spatial orientations (0, π/4, π/2, 3π/4), forming a three dimensional array in which the spatial orientation corresponds to dimension 3. A final co-occurrence matrix was obtained by selecting the maximum along dimension 3, as we are interested in the most significant cooccurrence values independently of their associated spatial orientation. After this, the set of Haralick features was calculated, finally forming a feature matrix of size N c × (22+9), where N c is the amount of cells contained in each class in Table 1 .
Cell Classification
The cell classification process had two purposes: determining if using texture features meant a statistically significant improvement in classification accuracy and comparing the performance of various classifiers. Classes 3 and 4 from the Herlev database (see Table 1 ) were used to perform an abridged evaluation. The indexes of classifiers' effectiveness used were: sensitivity (se), specificity (sp), positive and negative predictive values (pp and np) and the F-measure (harmonic mean of se and sp) with emphasis in the last two. The classifiers evaluated were: linear, Mahalanobis distance, k nearest neighbors (KNN) and (after testing some SVM options), a Gaussian radial basis function kernel SVM with σ=2. In all cases, dimensionality reduction (DR) by principal components analysis (PCA) was employed. Several values of DR were employed and the best among them was used when comparing the classifiers. An m-fold cross-validation (m=20) was performed in which the indexes of effectiveness were calculated. The series of indexes values were used for determining, using the Friedman test [13] , if there was a statistically significant difference in two situations: (1) among the alternatives of features used: morphometric only, texture only or both, with various alternatives of dimensionality reduction, and (2) among the various classifier algorithms employed.
3
Results and Discussion
Classification Performance for Different Alternatives of Features
After performing several tests, we determined the most favorable values for PCA data reduction as well as the classifier with best performance. Table 3 shows the values of the indexes of effectiveness for the Mahalanobis classifier, with morphometric features only, without PCA data reduction and with DR to seven features, as well as using texture only and all the features, the latter two with 17 features after DR. Notice that the highest pn and F-measure values were obtained using all features with DR to 17 features. The Friedman test was realized using results from a 20-fold crossvalidation, with the four data reduction alternatives as related samples. The result for the Mahalanobis classifier is shown in Table 4 , in which the higher rank was obtained for the all-features case, DR to 17, for the F-measure (p<0.05). Further pair-wise analysis using the Wilcoxon signed rank test tended to confirm the superiority of this alternative, although this result is somewhat limited due to correlation in the training data. Results were similar for the np index, and for the rest of the classifiers, the best performance in most cases appeared when using all features with DR to 17, regarding F-measure and np. Image resolution and offset values could also affect these results.
Determining the Best Classifier
After performing the previous experiments, we made a comparative evaluation of the various classifiers, again with an m-fold cross-validation with m=20, now using the best alternative, i. e., both morphometric and texture features with PCA and 17 features after DR. The Friedman test was used again, for which we made the classification using for all the classifiers the same grouping of cells in training and test sets in the cross-validation. The corresponding results are shown in Table 5 . The ranks obtained suggest that the SVM classifier was the best. However, further pairwise Wilcoxon test showed that the statistically significant differences are among SVM-Mahalanobis and KNN-linear, the former pair being better in comparison to the second, with no statistically significant difference between the paired methods. However, there is an important difference in terms of computer time, as shown in Table 6 . A binary classification for the whole Herlev database was made, and its results, although inferior, were consistent with those from the abridged experiment. 
Conclusions
In this work, binary classification of cells in the Papanicolaou test was performed using features from the cells' nuclei only. Morphometric features of the nuclei were calculated firstly. Then a square sub-image from each cell nucleus was extracted using morphological image processing, and its GLCM and the associated Haralick features were calculated. These were combined with the morphometric data to build a feature matrix, whose dimensionality was reduced through PCA. An abridged m-fold cross-validation experiment using classes 3 and 4 described in Table 1 was made.
Results showed a more accurate classification in terms of the negative predictive value and the F-measure in comparison to using morphometric data only. From the classifiers tested: linear, KNN, Mahalanobis and SVM, the latter two showed better results. Classification results using the whole database, although inferior compared to the abridged experiment, tended to confirm the advantages of using also nuclei texture features. Evaluation of the classifiers was made using statistical hypothesis testing. The results obtained showed advantages from using also texture features when classifying cells in the Papanicolaou test using data from the nuclei only. This suggests a number of alternatives to be evaluated in future work, for example: exhaustive search for the best offsets in the GLCM, new methods to extract texture features like morphological granulometry, using kernel PCA or feature selection methods for dimensionality reduction, and trying other classifying algorithms.
