We study the TQFT mapping class group representations for surfaces with boundary associated with the SU(2) gauge group, or equivalently the quantum group U q (sl(2)). We show that at a prime root of unity, these representations are all irreducible. We also examine braid group representations for transcendental values of the quantum parameter, where we show that the image of every mapping class group is Zariski dense.
total colors on the boundary. We have the following denseness theorem which generalize an earlier result [14] of the first author.
Theorem 1.2. Let A be a transcendental complex number. The image of PB n is Zariski dense in the algebraic group SL(V 0,n; c ).
The structure of this paper is the following. In section 2, we discuss the background for SU(2)-TQFT representations. In section 3 to 6, we prove the irreducibility theorem. In section 7, we devolope a set of tools for studying group homomorphisms. In section 8, we prove the Zariski denseness theorem.
Background
In this section, we give a short introduction to the background of SU(2)-TQFT representations. One can find full explanation in [2] .
The space V p,g,b; c
Given an integer p ≥ 3, let A ∈ C be a primitive 4p-th root of unity. Using the Kauffman skein relation(see picture below), we can associate a link L ∈ S 3 an complex number < L > p .
Choose a handlebody of genus g and let C g be the vector space spanned by the isotopy classes of framed links together with empty links. We fix two of such genus g handlebody H 1 g , H 2 g and a glueing:
This gives us a bilinear form (., .) H g,p : C g × C g → C by composing with the evaluation <> p in S 3 . We define the space V p,g as C g mod out by the kernel of < ., . >. It was proved in [2] that the spaces V p,g are finite-dimensional, and a set of basis can be given as following.
We choose a trivalent graph Γ such that the handlebody H g retracts to Γ, and color the edges from the set {0, 1, .., p − 2}. We say a coloring is admissible if at each trivalent vertex, the color of the adjacent edges (i, j, k) satisfies:
A representative of such a colored graph in C g is given by Jone-Wenzl's idempotent. At each edges colored by c, we put c parallel string with an idempotent f c . At vertices colored by (i, j, k), we connect the projectors with the link below. This set of basis can be generalize to the surfaces with non-empty boundary. Let V p,g,b; c be the vector space generated by the coloring of a fixed connected uni-trivalent graph Γ g,b satisfying the following three conditions.
1) The uni-trivalent graph Γ g,b is the retraction of H g and have b univalent vertexes.
2) The colors of the edges connected to the univalent vertexes are c.
3) At each trivalent vertexes, the coloring are admissible.
For example, V p, 4;1,1,3,3 is spaned by the following set of basis. 
By the point of remark above, given a punctured surface Σ g,b and p, we say a coloring c is admissible if the dimension of V p,g,b; c is positive.
Mapping class group
Let S be the surface with or without boundary. The mapping class group of S is defined to be
In this section, we define an action of MCG(Σ g,b ) on vector space V p,g,b, c .
We first view V p,g,b, c as vector space spanned by the skeins in handlebody H g , with strands and clasps on the boundary if b = 0. Mapping class groups are generated by Dehn twists. We define the mapping class group action by defining actions of Dehn twists.
Here we introduce a new color Ω, which is defined to be
where φ i is the strand colored by i. Consider a single closed curve γ on Σ g,b . The action of the Dehn twist D γ on the skein space is by adding a curve γ colored by Ω with (−1) framing along the boundary of H g . This action turns out to be projective.
In particular, if γ is the boundary of a disc perpendicular to a strand colored by i, then 
Notations and conventions
p is a fixed prime number throughout section 3 to section 6. The index p in the vector space V p,g,b; c will be hided for notational simplicity.
Let [i] be the i-th quantum integer, i.e. Note that decompositions in Lemma 4 do not depend on the choice of central extensions. Thus, when proving irreducibility, G andG will not be distinguished. As discussed in [16] , central extension does not affect the irreducibility.
With the setting of Lemma 3.1, each W j (resp. V i ) is connected with some V i (resp. W j ) since W j (resp. V i ) is not {0} as a set. Thus, to prove irreducibility, we just need to prove one side of this bipartite graph is connected. We formulate it in the following corollary. 
Two base cases
In this section, we discuss two base cases, where the surfaces are sphere with 4 punctures and one-holed torus. By lemma 3.1, the irreducibility of the representation ofPB 4 is equivalent to the connectivity of the graph
Sphere with 4 punctures
Before we proceed, we give the change of basis formula [1] for {v i } and {w j } below. Without loss of generality, we assume a − b ≥ |c − d|(otherwise, we rotate the symbols), write v a−b as summation of w j :
If j is admissible, < b, c, j > and < a, d, j > are nonzero, so we just need to check the tetrahedron symbols. Theorem 2 of [1] gives an explicit formula for the tetrahedron symbol. As in [1] , Let
In general, the tetrahedron symbol is a summation over z for all max t n t ≤ z ≤ min s m s . In our case, we only have one summand because max t n t = z = min s m s . which is
Then we need to check the q-factorials in the above formula are less than p to make sure all factors are nonzero. Note that 2(n s − m t ) can be realized as summation of two labels of an admissible triple subtracting the other one, which is always less than 2(p − 2). 
One-holed torus
This case has been studied by G. Patrick and G. Masbaum [8] . They proved irreducibiliy of V g,1;2a for any g when p is an odd prime. In our case, we just need g = 1 to start the induction. For completeness, we put a more elementary proof here, and we would like to thank Julien Korinman [13] for teaching us the proof. Proof. In [7] , their computation showed that the Hopf pairing (see figure below) <, > of V 1,1;2a is a nondegenerate bilinear form. 
We compute the Hopf pairing of w i and v j , where 0 ≤ i, j ≤ p − a − 2:
Page 100), so the product of the two matrices is invertible, which implies w i spans V 1,1;2a .
Consider the bipartite graph 
The induction
In this section, we will develope the induction steps. The idea is the following: We can decompose the representation by restricting it to a mapping class group of a subsurface S ′ ⊂ S. Usually S − S ′ is a cylinder α × I. The decomposition depends on the choice of α on S. Given two different such decompositions, we study the connectivity of the bipartite graph described in Lemma 3.1 to conclude the irreducibility.
The following three lemmas provide us the tools for the induction on genus g and the number of boundaries b. Proof. Let S be a representative of surface Σ g,b as above. We restrict V g,2;a,b to the action of the image of MCG(S − α × I) → MCG(S) and the image of MCG(S − (β ∪ γ) × I) → MCG(S) respectively. According to Theorem 3, the kernels factor though the corresponding representations. Notice
. Thus, with the assumptions in this lemma, V g,2;a,b has the following two irreducible decompositions accordingly.
where A c and B i, j are invariant spaces of D α and D β × D γ respectively. They are spanned by the graphs shown below.
When p is odd prime, these invariant spaces have different eigenvalues for the Dehn twists, so the decompositions are multiplicity free for all central extensions. According to Lemma 3.1, we just need to prove the bipartite graph 
α β
Proof. Let S be a representative of Σ g,0 as above. We restrict V g,0 to the representation of subgroups of the image of MCG(S − α × I) and the image of MCG(S − β × I) in MCG(S) respectively. According to Theorem 2.2, the kernels factor though the corresponding representations. Notice that both MCG(S −α ×I) and MCG(S −β ×I) are isomorphic to MCG(Σ g−1,2 ). Thus, with the assumptions in this lemma, V g,0 has the following two irreducible decompositions accordingly.
Where A i and B j are invariant spaces of D α and D β respectively. They are spanned by the graphs shown below:
When p is odd prime, these invariant spaces have different eigenvalues under the action of D α and D β respectively, so the decompositions are multiplicity free for all central extension of MCG(Σ g ). Notice the following element is in the intersection of A i and B j :
Argument above showed that the bipartite graph < V g,0 ; MCG(S − α × I), MCG(S − β × I) > is complete. Thus, the representation is irreducible by Lemma 3.1.
Before we introduce the next lemma, we define ≺ to be the lexicographical order on pair (g, b). 
where i(resp. j) run through all colors such that both of their tensor factor have positive dimension. That is, if both g 1 and g 2 are positive, i and j run through all colors satisfying the parity condition. If g 1 or g 2 is zero, then we have extra inequality constraints for i and j, but these constraints always reduce to an interval. By the assumption, V = ⊕ i A i (resp.V = ⊕ j B j ) is an irreducible and multiplicity free(by checking eigenvalues of the Dehn twist around the circle in the graph) decomposition under the group action of MCG(
, and we noticed that if (i, j, a) is an admissible triple, A i and B j are connected because the following element is in the intersection:
Now we proves the following claim: Suppose i ≥ i ′ and there exist j, j ′ such that (i, j, a) and (i ′ , j ′ , a) are admissible triples, then there exist some j ′′ such that (i, j ′′ , a) and (i − 2, j ′′ , a) are admissible triples. If (i − 2, j, a) is admissible, we are done. Otherwise, one of the inequality conditions must fail, so we have either i + j = a or j − i = a: 6 Proof of the theorem 1.1
In this section, we prove the theorem 1.1.
Proof. We are going to do induction on the lexicographical order ≺ of pairs (g, b). We just need to show that for all V g,b; c where
We first consider the case that one of the boundary is colored by p − 2. Because summation on colors on the boundary should be an even number, so b ≥ 2. Pick another boundary that colored by i. We have the following isomorphism of MCG(Σ g,b−1 ) representations: • (g, b) = (1, 0). This is Weil representation, and it is irreducible.
• (g, b) = (0, 4) and (1, 1). We proved them in section 4.
The above induction proves V g,b; c is irreducible for all g, b and all coloring c.
Tools for prove denseness
In the section, we introduce some tools to study images of group homomorphisms that originate with Goursat's Lemma.
In generic q case, we no longer have the Hermitian form on the skein spaces. Thus, we rephrase lemma 3.1. 1. V is G-irreducible.
At most one of W i is of dimension 2 and at most one of W i is of dimension 1.

For every j = k, the summands W j and W k are neither isomorphic nor dual as projective representation of H.
For each j, H surjects onto PSL(W j ).
Then G surjects onto PSL(V ).
Proof. Let L be the Lie algebra of G, K ⊂ L be the corresponding Lie algebra of H. Then we have the splitting
The non-commutative Chinese remainder theorem for Lie algebra gives us that H is jointly surjective:
Meanwhile we have the partial decomposition
Together with the 3rd assumption in the theorem, W i ⊗ W * j and W j ⊗ W * i are both unique in the decomposition in the sense that they are not isomorphic to each other and all other summands as a representation of H. That is, The off-diagonal blocks are multiplicity free if and only if at most one of W i satisfying dimW i ≤ 2. In the rest of the proof, we discuss it case by case. Without lose of generality, we assume the dimW i ≤ dimW j if i ≤ j.
As we discussed above, the off diagonal summands are multiplicity free in this case. so the image of L in sl(V ) contains a subset of the off-diagonal blocks W j ⊗W * k and some subspace of C n−1 . We can make a directed graph Γ with a directed edge k → j for every off-diagonal block V j ⊗ V * k which is in the image of L. We claim Γ is complete.
First, we prove Γ is strongly connected. Assuming otherwise, Γ would have a strongly connected component C with no outward edges. In this case k∈C W k would be a non-trivial subrepresentation of L. G is connected, so k∈C W k is also a subrepresentation of G, contradicting the hypothesis that V is irreducible. Second, we prove that Γ is transitively closed. Suppose that i → k → j is a path of length two using three distinct vertices. Choose two operators
The image of L thus contains some elements of W j ⊗ W * l , and therefore it contains all of them and Γ is transitively closed. If Γ is both strongly connected and transitively close, then it is the complete directed graph. In the final step, choose some basis of V that refines the decomposition of V | H . In this basis, the image of L contains all offdiagonal elementary matrices, so there commutators gives us all of sl(V ) Case 2 n ≥ 3 and dimW 2 = 2, dimW 1 = 1.
The decomposition is multiplicity free since dimV ′ ≥ 3. V is irreducible as L representation, so The image of L contains both V and V * . The commutators will give us all of sl(V ).
Case 3 n = 2 and dimW 2 = 2, dimW 1 = 1.
In this case, the V is a 3-dimensional representation. we list all the Lie subalgebra of sl(V ). Only sl(V ) itself makes V irreducible.
Before we get to the last section, we introduce a lemma conjectured by the first author and supported by David Speyer. It is useful for analyzing weight diagrams. Proof. Let R be the set of positive roots of g. • The representation is irreducible.
We adapt the notations of section 4.1 and claim the graph
We still have the change of basis formula (1) in section 4.1. To prove the v i have a non-zero component in W j , need to show coefficient
Notice that when consider it as a rational function of A, the degree is different among its summands. Thus, the leading term only appeared in one of the summands. Since A transcendental, it is not a root of any rational function, so the coefficient is not zero. We proved the graph is complete and the representation is irreducible.
• The image is infinite.
Consider two consecutive colors v i and v i+2 . Let λ i and λ i+1 be the eigenvalues of D γ 1 respectively. λ i+1 /λ i = −A 4i+8 . A is not a root of unity. Thus, the image is infinite.
• The closure of the image is SL (V 0,4;a,b,c,d ).
Assume the Zariski closure of the image is a semisimple lie algebra G. the action of D γ 1 have the following eigenvalue set under some central extension:
Let's assume i start at i 0 and end at i n , There exist an element a ∈ g = Lie(G), the eigenvalues for a acting on
We claim g is sl n+1 . Notice in the weight space h * , λ 0 is the highest weight under some choice of simple roots. λ 0 − λ 1 satisfying the following properties: Then we prove for all k, λ 0 − λ k is indecomposable. Assume otherwise, say λ 0 − λ k = ∑ t α t (λ 0 − λ t ). the decomposition is perserved by the Weyl group action. We have λ 1 − λ k = ∑ t α t (λ 1 − λ t ). These two equation together implies ∑ t α t = 1. Thus λ 0 − λ k is indecomposable for all k.
Use Speyer's lemma again, we know all λ 0 − λ k are roots. Consider the action of W λ 0 −λ k . It interchanges λ 0 and λ k . Otherwise, λ 0 − W λ 0 −λ k (λ 0 ) will be multiple of λ 0 − λ k . The action also have to fix all other λ i . Assume otherwise, it send λ i to λ j . then λ 0 − λ j = λ 0 − λ i + (λ i − λ j ) which is equal to λ 0 − λ i plus multiple of λ 0 − λ k , so the indecomposable condition is contradicted.
The lie algebra g have an (n + 1)-dimensional irreducible representation and has S n+1 as a quotient of a subgroup of its Weyl group. g have to be sl n+1 .
To apply theorem 7.4, we need the following proposition about irreducibility. Proof. The proof is identical to lemma 5.3. Notice that we find a element in the intersection of V i and W j . In transcendental case, this means we have directed edges of both direction.
The following lemma gives a criterion that for some specific decomposition, the components is not isomorphic nor dual to each other. Lemma 8.3. Let A be a transcendental number, and c 1 , c 2 ...c n be a sequence of fixed non-decreasing Proof. Consider the Dehn twist around the curve γ that bounds the first two boundaries. The eigenvalue set will be E a = {A i 2 | max{c n − ∑ n−1 k=2 c k , |a − c 1 |} ≤ i ≤ min{a + c 1 , ∑ n k=2 c k }} up to some central extension. For different a, we claim either the cardinality of the eigenvalue set will be different or the set of ratios of eigenvalues are different. Set of ratios of eigenvalues is an invariant of central extensions, so the claim implies the lemma.
Suppose a, a ′ ≤ c 1 such that E a and E ′ a have the same cardinality. Then the interval for i will be of the same length. To make the set of ratios of eigenvalues the same, the interval should start and end at the same place. Since we assumed a, a ′ ≤ 2c 1 ≤ 2c 2 , so at least one of the boundary of the interval is determined by a or a ′ . Thus we proved the claim. Now we can give the proof of theorem 1.2 by induction:
Proof. The case number of boundary components b = 4 is proved in lemma 8.1.
Suppose the Zariski closure of the image of PB i in PSL(V 0,i; c ) is surjective for all i ≤ n and coloring c. we prove PB n+1 has a dense image in PSL(V 0,n+1; c ′ ) for any c ′ .
Let G be the Zariski closure of PB n+1 . G contains elements of infinite order, so G must be of positive dimension. G is generated by 1-dimensional subgroups that densely generated by Dehn twists, so G is connected.
Without Next, we consider the 2-dimensional summands. We fix a uni-trivalent tree Γ with n boundary vertex colored by c. If dimV 0,n; c = 2, then we have 2 admissible coloring for Γ. Fix an edge e that have different colors a and a + 2 in the two different admissible colorings. Cut the tree at e, the tree Γ split to Γ 1 and Γ 2 , and coloring e by a and a + 2 both give unique admissible coloring for Γ 1 and Γ 2 . This implies Γ 1 and Γ 2 can only have 3 boundary vertices and n = 4. When n = 4, we can check by hand that at most for only one i ≤ c 0 + c 1 , dimV 0,n;i,c 2 ,c 3 ,...c n = 2.
By theorem 7.4, G surjects onto PSL(V 0,n+1; c ′ ).
