Abstract-Many mobile ad hoc network protocols use simple flooding, in order to adapt to changes in time varying network topology. Most of the times, a network-wide flood results in redundant packets and increases network congestion, probability of packet collision, low utilization of available bandwidth, and most important, higher power consumption. In this paper, we propose a new cross-layer broadcast scheme to minimize broadcast traffic in mobile ad hoc networks. Our scheme is based on use of received signal strength indicator, RSSI, value to reduce the number of broadcast packets. The effectiveness of the proposed technique is verified using simulations.
I. INTRODUCTION
roadcasting is most widely used technique within mobile ad hoc networks for network-wide information dissemination. Many protocols for mobile ad hoc networks rely on broadcasting for their successful operation, e.g., ondemand routing protocols flood entire network for route discovery and maintenance [1] .
The efficiency of broadcast implementation determines routing protocols scalability, which in turn determines capacity of mobile ad hoc networks. In a simplest broadcast implementation, the entire mobile ad hoc network search space is explored by network-wide flooding of broadcast packets. In general, routing protocols for mobile ad hoc networks, e.g., Ad Hoc On-demand Distance Vector, AODV, and Dynamic Source Routing, DSR, flood the entire network with broadcast packets during route discovery [2, 3, 12] .
However, flooding often results redundant packets and increases network congestion, probability of packet collisions and power consumption [6] . Further, in mobile ad hoc networks utilizing IEEE 802.11 MAC, broadcast packets may stymied unicast packets transmissions due to lack of exponential backoff policy for broadcast packets [5] . Therefore, broadcast overhead limits capacity of mobile ad hoc networks, operating in resource constrained environment.
A number of techniques have been proposed to reduce broadcast overhead [7, 8] . Recently cross-layer protocol designs for mobile ad hoc networks have drawn significant interest among researchers because of their improved performance. The cross-layer design exploits information available on different layers of network stack [7] .
In this paper, we propose a new cross-layer approach for the reduction of broadcast traffic in mobile ad hoc networks. In particular, we focus on ad hoc networks where nodes exhibit high degree of mobility, all the times. As a proof of concept, we have implemented and studied our proposed theory on on-demand routing protocol AODV [3, 12] . This allows us to measure effectiveness of the proposed method, when embedded into a particular ad hoc network protocol.
The rest of the paper is organized as follows. Section 2 gives an overview of route discovery process in on-demand routing protocols, followed by proposed technique in detail. Section 3, presents performance evaluation of proposed technique and finally, Section 4 concludes the paper.
II. BROADCAST TRAFFIC REDUCTION
This section gives a concise introduction to route discovery process used in on-demand routing protocols on which we base and study our proposed broadcast reduction framework. After presenting summary of route discovery, we present motivation behind this work and proposed theory in details.
A. Application of Broadcast in on-demand routing protocols
In on-demand routing protocols, AODV and DSR, a route is discovered by flooding route request, RREQ, packets throughout the network [2, 3, 12] . A node in such a protocol after receiving RREQ, replies to originator of RREQ, if it has route in its route cache, otherwise rebroadcasts RREQ further in the network, if it does not have a cached route. This simple flooding often results in redundant RREQ messages and therefore, increases network congestion. In these protocols RREQ broadcast overhead is reduced by utilizing expanding ring search, however, possible only when some node in route request propagation path has the desired route in its route cache [12] .
In [9] , authors have shown that RREQs dominate AODV's routing load and routing overhead is substantially higher (about 75 percent) in AODV than in DSR. Further, in the presence of high node mobility, the frequency of route discoveries in AODV is directly proportional to the number of route breaks [9] . Taking these results into account, we have The IEEE 802.11 standard specifies implementation of RSSI as an optional entity [5] . However, all the wireless network interface cards, to the best of our knowledge, implement this and provide access to observed RSSI values of the received packets, through device driver API calls.
Assuming that all nodes use same transmit power for packet transmission, we have observed that the received signal strength information, RSSI, values of the received packets vary as a function of distance, d, between transmitter and the receiver. The RSSI value, P r , associated with received packet, follows the following propagation model:
where P t represents transmit power used by nodes which is constant and same for all the nodes, d represents distance between receiving node and the node that has transmitted the packet, α is a constant (depends on antenna characteristics, system loss factor and carrier wavelength), and path loss exponent n satisfies 1.6 ≤ n ≤ 6 [11] . Equation (1) does not take into account imperfect channel conditions due to multipath fading and other transient interferences.
As nodes move, the distance between them varies and therefore RSSI, P r , values. We define a threshold value for P r , hereinafter called P thr . When a node receives a broadcast RREQ, it checks received P r against P thr . If a RREQ packet is received with P r less than P thr , the packet is dropped silently. However, when a RREQ packet is received with P r more than or equal to P thr , the packet is processed according to underlying routing protocol.
The value of RREQ drop threshold P thr shall be decided based on given ad hoc network configuration. In general, the distribution of P r is of logarithmic nature, and majority of broadcast packets are received with P r close to minimum value of observed P r values. Therefore, in many situations, the value of P thr shall be close to minimum P r . This value represents the case when receiving node is on the boundary of the communication range of transmitter node.
Dropping broadcast RREQ packets based on P thr will certainly reduce network traffic but at the same time may degrade underlying protocol performance. Further, in certain cases, it may even increase network load and congestion due to reactive nature of on-demand routing protocols. We will prove here and also with simulation that the above does not hold true in general, and proposed method decreases broadcast traffic and improves underlying protocol performance.
Assuming at any particular instant of time, there are two moving nodes within communication range of each other with distance between them d t , such that first node has transmitted a RREQ, and second node has received it. This point of time receiving node compares received P r against P thr and suppose found it less than P thr and drops the packet. In the next time instant one of the following three cases will occur assuming the distance between these nodes is now d t+1 . We define
In this case nodes are moving away of each other and therefore, probability is high that they will soon move out of communication range of each other, if not already, and dropping RREQ, therefore, will improve underlying protocol.
2) ∆ < 0
This is the case when two nodes are moving close to each other and proposed protocol has been already dropped the received RREQ packet. In this case, the decision of dropping packet was wrong. However, this will not degrade underlying protocol performance as long as node, which has originated RREQ, gets a reply of RREQ from some other node. If the source of RREQ, however, does not get any response of RREQ previously sent, it will rebroadcast RREQ and as nodes are now close to each other, received RREQ will be processed and not dropped.
3) ∆ = 0
To handle such a case, the proposed framework maintains a list of RREQ packets that were dropped by the framework in past. This list is searched and updated with the address of the RREQ sender node and broadcast ID of RREQ. When a packet is dropped it is entered into this list and in future when a node receives same RREQ that is present in this list, it forwards the received RREQ to underlying protocol and delete the RREQ entry from dropped packet list. Dropped packet list entries should be kept for at least the time, it takes a message to traverse entire mobile ad hoc network. This mechanism ensures that in case a node accidentally drops the RREQ packet, it should not repeat the same mistake in future.
III. PERFORMANCE EVALUATION
We have used simulations, using ns-2.29 with CMU Monarch wireless extensions, to study effectiveness of our proposed framework [4] . All simulation results were obtained without dropped packet list implementation. In the following, we describe the simulation environment and the performance metrics used, followed by simulation results.
A. Simulation environment
We executed the experiments with ns-2.29 network simulator with CMU Monarch wireless extensions [4] . All simulations carried out with 50 nodes and simulated 1000 seconds of real time. The radio model for each node was similar to Lucent Technologies WaveLAN product, which is a shared-media radio with a raw capacity of 2 Mbit/s and a 250m nominal communication range. The distributed coordination function (DCF) protocol of the IEEE 802.11 for wireless LANs was used as the MAC layer [5] . Link or node failure was detected by the feedback from the MAC layer. In case of failing to deliver a packet to the next hop, the MAC layer informs the routing layer of the failure. The nodes communications were modeled using constant bit rate (CBR) traffic sources sending data in 512 byte packets at a rate of four packets/s. A total of 20 CBR connections were used, with each node being the source of zero, one, or two connections, and a total of 14 different originating nodes. Random Waypoint mobility model was used and nodes were spread in a square region, having dimension of 670m x 670m. In this model each node picks a random location in the simulated area and proceeds there at a speed chosen uniformly from [1, 20] m/s [10] . When the node reaches this point, it remains stationary for a fixed time --pause time--, after that picks another location to move to and repeats the cycle. Pause time controls the degree of mobility by making each node remain stationary for a definite period of time, before it moves to the next position. The pause time was kept low in our simulation, therefore, allows us to study the behavior of the proposed mechanism under high node mobility.
We have performed all the studies with two thresholds P thr equal to 6.0e-10 and P thr equal to 1.0e-09. We have implemented our scheme as a MAC layer filter driver, which dropped all the RREQ packets received with P r less than P thr . All packets that were received with P r more than or equal to P thr , were passed to underlying routing protocol for further processing. The selection of P thr was done by studying the distribution of received P r values of RREQ packets.
B. Performance metrics
We have used standard metrics to evaluate performance of routing protocol and broadcast traffic reduction. The performance of proposed framework is evaluated on the following metrics: 1. Average end-to-end Delay: total delay experienced by data packets including interface queuing delays, route discovery delays, retransmission delays at the MAC, propagation delays and transfer delay.
Packet delivery ratio:
ratio of the packets delivered to the final destination to those generated by the CBR sources.
The above two metrics capture overall routing protocol performance including end-to-end delay and loss rate seen by higher layer protocols, in the presence of proposed framework. However, to measure effectiveness of proposed framework on broadcast traffic reduction, the following metrics are used. 3. Total RREQ transmissions: total number of RREQ transmissions for a given simulation run. This metric measures network congestion. A low value of this metric is desired.
Total MAC collisions:
defined as total number of packet collisions at MAC layer. This is an ideal metric to capture MAC overhead including power consumption due to MAC retries. Smaller value of this metric is desired.
C. Simulation results
We have performed simulations under high mobility scenarios. First, we present results of routing protocol performance, followed by broadcast traffic metrics. In all of the following figures, 'AODV-R1' refers to all-optimized standard AODV protocol incorporating our broadcast reduction mechanism with P thr set to 6.0e-10. Similarly, 'AODV-R2' refers to AODV protocol with P thr set to 1.0e-09. The results obtained with modified AODVs are compared with original AODV protocol. Each data point in simulation results represents an average of ten runs. Fig. 1 , presents average end-to-end delay. The proposed framework significantly improves average end-to-end delays when node mobility is high. This is because of frequent link breaks due to node movements. In general, AODV-R1 performs on average more than 16 percent better than the original AODV. However, AODV-R2 does not give better results over AODV-R1. As P thr increases, in AODV-R2, more RREQ packets are dropped. This may result in longer path and therefore, may increase average end-to-end delay. Fig. 2 , presents packet delivery ratio of AODV-R1, AODV-R2 and original AODV. The proposed broadcast reduction mechanism improves packet delivery ratio of AODV-R1 and AODV-R2. The improved average end-to-end delay and packet delivery ratio are due to reduced multiple access interferences and network congestion. Fig. 3 , gives total RREQ transmissions per simulation run. The modified AODV-R1 and AODV-R2 generate lesser number of RREQ requests than the original AODV. In general, AODV-R1 reduces broadcast traffic on average by more than 18 percent, whereas AODV-R2 reduces broadcast traffic by more than 22 percent. Fig. 4 , gives number of collisions experienced by MAC layer. In general, AODV-R1 reduces MAC collisions by more than 20 percent, whereas AODV-R2 reduces MAC collisions by more than 30 percent. In summary, proposed broadcast reduction mechanism significantly reduces network congestion and reduces power consumption.
We have observed that when P thr is close to minimum value of received P r values, routing protocol performance increases while network traffic decreases. This is the ideal case when nodes are on the boundary of the communication range of each other. However, as P thr increases, due to reactive nature of the underlying routing protocol, the network traffic may even increase. It is observed that increasing P thr value does not improve protocol performance. The idea of maintaining dropped packet list per node can be used in such cases. consumption in mobile ad hoc networks. The proposed technique can be implemented as a simple MAC layer filter driver, and has zero overhead. The simulation results show significant performance improvement for the broadcast traffic reduction and underlying protocol performance. The proposed technique can be easily generalized to other ad hoc network protocols. Deriving optimal value of P thr and performance study with more number of nodes and network traffic are part of future work. We would also like to do experiments under noisy, fading and multipath effects, channel conditions. 
