Figure 1: Given a synthetic dataset, which has part segmentation labels but limited variations, and a real dataset which has rich variations but no part segmentation labels, our complementary learning technique learns a neural network model for multi-person part segmentation. We use human pose estimation as an auxiliary task to bridge the synthetic and real domains. Without using human-annotated part segmentation labels, the resultant model works well on real world images.
Introduction
Human body part segmentation [9, 10, 11, 57] aims at partitioning persons in the image to multiple semantically consistent regions (e.g., head, arms, legs), which is important to many human analysis applications [20, 21, 24] .
Supervised training with deep Convolutional Neural Networks (CNNs) significantly improves the performance of various visual recognition tasks [10, 25, 33, 62] . However, it requires large amount of training data. Data labeling, especially at pixel level, is labor intensive and the acquisition of such annotations in large scale is prohibitively expensive.
A promising solution to address this problem is to take advantage of the graphics simulator to generate ground truths automatically [35, 44, 45] . However, recent studies [48, 50, 53, 54] show that the discrepancies between real and synthetic data, so called the reality gap, makes it challenging to transfer knowledge from simulation data to real data. We observe that real data and synthetic data are actually complementary. For synthetic data, it is easy to generate precise and consistent labels but it is difficult to synthesize images that match real image quality and statistics. On the other hand, real data come with rich coverage of pixel variations, but it is expensive to collect ground truth labels especially at pixel level. How to take advantage of the rich variations of real data and the easy availability of synthetic labels is an important problem in practice.
In this paper, we propose an effective deep learning framework to leverage real and synthetic data for the task of multi-person part segmentation. As shown in Figure 1 , we have part segmentation labels from synthetic data, but we do not have part segmentation labels from real data. We would like to learn a part segmentation function that works well on real data. Our idea is inspired by the human brain's complementary learning system [36, 38] where the fast learning component, called hippocampus, encodes a crisp and episodic memory, while the neocortex component extracts a highly generalized gist representation that integrates over many different episodes. In the proposed framework, the learning from synthetic data with part segmentation labels behaves like the brain's fast learning system while the learning from the real data performs generalization. Since the real data do not have part segmentation labels, we use the pose labels, which are common to both the synthetic and real data, and introduce an auxiliary task of human pose estimation to bridge the two domains. Because pose labels are already available on large scale datasets like COCO Keypoint dataset [32] and are less expensive to obtain than part segmentation labels, our strategy has the advantage of saving labeling efforts in practice.
Another advantage of our technique is that we can easily extend our model to predict a new set of keypoints, for example, to include keypoints on hands and feet. We just need to generate new labels from synthetic data, and the knowledge will be transferred from synthetic domain to real domain.
In summary, the main contributions of this paper include:
• We introduce an effective framework, cross-domain complementary learning, to leverage the real and the synthetic data for multi-person part segmentation.
• Without any human-annotated part segmentation label, our method achieves a comparable or better performance than several state-of-the-art approaches on Pascal-Person-Parts and COCO-DensePose datasets.
• Our method can be easily extended to predict new keypoints such as those on hands and feet.
Related Work
Synthetic data for computer vision tasks.
There has been a long-standing history of exploring the use of 3D synthetic data for computer vision problems [30, 37, 47] . Recent studies use 3D CAD models for visual recognition tasks, such as 3D model repository [8, 56] , object recognition [40, 42, 50] , human analysis applications [24, 35, 53, 54] , and semantic segmentation for urban scenes [45] . Among the literature, Varol et al. [53] proposed to estimate human poses by learning with synthetic data. Specifically, they render a single-person avatar on top of a static background image, and generate ground truths for training deep CNNs. Though effective, they focus on a well-controlled environment and single-person scenario in an image. In contrast, we address a more challenging and more general scenario, where multiple people with interactions and occlusions are considered. In the experiments, we show that our method, which learns to bridge the reality gap, performs more favorably against those proposed in previous studies [53] . In addition, as demonstrated in the experiments, our technique reduces the requirement on the synthetic data quality because it effectively learns from real data. Domain adaptation. Domain adaptation is a special case of transfer learning [39] that aims to learn a single task from a source domain, so that it performs well on a target domain. Many approaches have been proposed to address the visual dataset bias [49] for domain adaptation, including active learning with human-in-the-loop [54] , training deep CNNs with reverse gradient [17] , learning with auxiliary tasks to reduce domain variations [6, 60] , and matching feature distributions of two domains by adversarial training [43, 51, 52] . In particular, Ren and Lee [43] proposed to learn image classifiers and object detectors using synthetic images with adversarial training. Instead of adversarial training, our approach uses an auxiliary task of human pose estimation to bridge synthetic and real domains which is shown to be more effective from our experiments.
Multi-task learning. Prior works [14, 18, 22, 27, 39, 41, 63] have shown that multi-task learning is effective for many vision problems. Given multiple different tasks, where a subset of these tasks are related, multi-task learning aims to improve the learning of the original task by using knowledge from all or some of the other tasks [46, 61] . However, most of the previous studies assume that, for all the tasks, the labeled data have to be available for training [39] . Different from previous works, our method learns without any human-annotated segmentation labels in a cross-domain scenario, and learns to bridge the domain gap between real and synthetic data.
Pose guided part segmentation. Recent studies [13, 19, 26, 58, 59] have shown that human pose provides rich struc- We render multiple avatars performing different actions in a 3D room, and capture the animations from multiple different viewpoints.
tured human body information, and is promising for regularizing human part segmentation. Though effective, previous studies have mainly focused on training with strong supervision. Among the literature, Fang et al. [16] proposed a semi-supervised approach that aims to augment training samples by transferring the knowledge of part annotations to the unlabeled data based on the pose similarity. Specifically, they transfer the human-labeled part segmentation from an existing dataset, which has both part and pose annotations, to another dataset which only has pose annotations. Our method differs from theirs in that our method does not require any human-labeled part segmentation dataset at all.
Synthetic Data
It is a common belief that high-quality synthetic data should be created as similar as possible to the real-world scenarios. For example, in generating single-person synthetic data [53] , the authors composed their synthetically generated human images with a variety of real world background images. An advantage of our technique is that we reduce the requirement on the synthetic data quality. In particular, we use a simple empty room as the background for all of our synthetic data. The reason why our technique works well even with such a simple synthetic background is that our technique learns about the background from the real data.
We have 20 3D human models with different body shapes and clothing. These avatars are randomly placed at different positions in the virtual room, and they are animated to perform a variety of actions such as walking, jumping, crawling, etc. To create realistic human motions, we retarget the motion capture data from CMU MoCap database [4] to the avatars. We use a ray-tracing based rendering engine [2, 3] to render the scene.
Multiple virtual cameras are set up at different positions in the environment to capture the scene from a variety of viewpoints. Figure 3 shows the layout of our simulation environment. The virtual camera model we used is a pinhole camera with a 90 degree FoV. The exposure of the camera is 1/30-th of a second. The focal length is 35 mm. Figure 2 shows the examples of our synthetic data and the ground truths. Our graphics simulator generates different types of per-pixel ground truth labels for the animations. Following the common definitions of body parts and human pose [21, 32] , we generate 14 categories of body part ground truth labels, and 17 types of keypoint ground truth labels. It is worth noting that the labels for the synthetic data can be freely extended depending on user preferences, and are more flexible than those in the conventional real datasets. For example, as shown in Section 5.6, we generate a new set of keypoints including hands and feet from synthetic data thus allowing our model to predict new keypoints.
Another advantage of the graphics simulation is that we can easily generate large amount of data. In this work, we Figure 4: An overview of the proposed framework. Our framework consists of two main components. The first is the synthetic input training to learn body parts and human poses on the synthetic domain. In the second component for real input training, we share the network parameters of the backbone, keypoint map head, and part affinity field head with the first component. During learning, we train our network using two modules within a mini-batch, and optimize the network using back-propagation.
generate a total of 17, 211 frames and their corresponding ground truths for model training.
Method
Assume we have a set of synthetic data with human part segmentation labels. We would like to learn a function that performs human part segmentation on real world data. If we directly train a neural network with synthetic data labels, it does not generalize well to real data due to the reality gap. Unlike existing methods [43] that try to transform the synthetic data to real data domain to make them look similar to each other, we use a complementary learning strategy that effectively leverages the rich variation of the real data and the part segmentation labels of the synthetic data. To make sure the synthetic data and real data are aligned in a common latent space, we use an auxiliary task, pose estimation, to bridge the two domains. In summary, our training data consist of part segmentation labels and pose labels from synthetic data, and pose labels from real data. We learn a part segmentation function without any part segmentation labels from real data. 
Learning objective
where L pose is the loss function for pose estimation, and L part is the loss function for part segmentation. The first two terms together form the objective function for learning the auxiliary task of pose estimation from both real and synthetic data. The third term learns part segmentation from synthetic data.
Following the common definition of pose labels [7, 32] , we use the annotations of keypoints and Part Affinity Fields (PAFs) [7] for learning pose estimation. In particular, let
, where M is the total number of real images, I r ∈ R w×h×3 denotes a real RGB image, K r ∈ R w×h×J denotes a real keypoint ground truth, which has J different maps, one per keypoint,P r ∈ R w×h×C denotes a real part affinity ground truth, which has C affinity vector fields. Also, we have a synthetic dataset with pose labels D pose s
, where N is the total number of images in the synthetic data. Furthermore, we have a synthetic dataset with part segmentation labels D
, whereB s ∈ R w×h×Z is the synthetic body part segmentation ground truth and Z is the total number of body part categories. Note that it is convenient to assume D 
where L kpts (·) and L paf (·) are the Euclidean loss functions minimizing the differences between the predictions and the ground truths, and they are defined below:
where K and P denote the predicted keypoint confident map and the predicted part affinity field, respectively, and K andP denote the ground truths. M is a binary mask, where M(θ) = 0 if the ground truth is missing at the location θ of the image. The mask is used to avoid penalizing the correct predictions as discussed in the literature [7] .
The loss function of learning part segmentation is denoted as L part (D part ) = L part (I, B,B) which is defined to be the categorical cross entropy loss for classifying pixels to different human parts, that is:
where B denotes the predicted body part maps,B denotes the synthetic part segmentation ground truths.
In summary, the overall objective function is
4.2. Network architecture Figure 4 illustrates the proposed network. Our network takes an image of arbitrary size as input, and predicts three different outputs including (1) a set of body part segmentation maps B, (2) a set of confidence keypoint maps K, and (3) a set of Part Affinity Fields (PAFs) P [7] . For clarity, we describe our network in two components: backbone and head networks.
Backbone network. The backbone network is for extracting feature maps from the input. In this paper, all the results are obtained by using ResNet101 [23] with pyramid connections [31] as our backbone network. We denote f as our backbone network, and the output of our backbone is F = f (I), where I is an input image.
Head networks. We detect multi-person body parts and human poses in a bottom-up strategy, which is in spirit similar to OpenPose [7] . Our network predicts three target outputs in parallel, which are B, K, and P . Each head network is a fully convolutional network. Note that this is different from prior studies [7, 55] that have a cascaded multi-stage head architecture. Our head networks do not have such a cascaded design, and can be seen as a single-stage network compared to prior works. Finally, we denote the three head networks as α, β, and γ, respectively. The body part segmentation maps B are computed by B = α(F ), where F is the output of our backbone. The confidence keypoint maps K are computed by K = β(F ), and the Part Affinity Fields [7] P are computed by P = γ(F ).
Training
During training, we randomly pick an equal number of real and synthetic images to form a mini-batch, and feed it to the network. Then, we compute the loss using Eq(5), and update the network parameters via Adam optimizer. The training batch size is set to 10.
Inference
During testing, we only predict the part segmentation. Our model predicts 14 body part score maps and one background score map. Following DeepLab [10] , we run multiscale inference and perform max-pooling to obtain the final part score maps. The part segmentation is derived by using the argmax value from the final part score maps.
Experiments
We trained our model with COCO Keypoint dataset [32] and our synthetic dataset. We then evaluated the performance of the resulting model on two public benchmarks, the Pascal-Person-Parts [12] , and the COCO-DensePose [21] .
Evaluation benchmarks
Pascal-Person-Parts [12] is a challenging dataset for multi-person body part segmentation. It consists of 1, 716 training and 1, 817 test images, where the human body is split into 6 different parts including head, torso, upper and lower arms, as well as upper and lower legs.
COCO-DensePose [21] is a manually annotated dataset with the body part annotations. We evaluate multi-person body part segmentation on its body part annotations. The dataset contains 26, 151 training images, and the minival has 1, 508 validation images.
Main results
We compare our technique with several state-of-theart supervised approaches, including HAZN [57] , Attention [11] , LG-LSTM [29] , LIP [19] , Graph LSTM [28] , DeepLab [10, 9] , and WSHP [16] . Note that all these approaches use Pascal-Person-Parts dataset including the part segmentation labels as the training data while our network does not need to use any of the data from PascalPerson-Parts at all. Following the settings of PascalPerson-Parts [12] , we predict 6 body parts and measure the prediction results using the mean Intersection of Union (mIOU) [15] . Table 1 shows the performance comparison with different state-of-the-art methods, and Figure 5 shows our prediction results. Without the segmentation training data provided by Pascal-Person-Parts, the proposed method CDCL achieves 65.02% mIOU, which is comparable to or better than several state-of-the-art supervised approaches, such as DeepLab v2 [10] and Graph LSTM [28] .
We further compare our method with the state-of-theart approach [16] on COCO-DensePose. For a fair comparison, we follow the body part settings of WSHP [16] , and measure mIOU for the 6 different body parts and background. As shown on the second row CDCL of Table 2 , our result is slightly better than WSHP [16] which used real segmentation training data from both Pascal-Person-Parts and AIC [1] .
Adding real data with part segmentation labels
To obtain the performance upper bound of our technique, we evaluate our method when real data with part segmentation labels are used during training. The bottom row CDCL+Pascal of Table 1 Table 1 : Performance comparison of human body part segmentation (mIOU, %) on Pascal-Person-Parts dataset [12] . Note that WSHP [16] used an additional real dataset with human-annotated segmentation labels.
Method
Real Seg. GT Syn Seg. GT Head Torso U-arms L-arms U-legs L-legs Bkg Avg Table 2 : Performance comparison of human body part segmentation (mIOU, %) on COCO-DensePose human body masks [21] . Note that WSHP [16] used additional real dataset with human-annotated segmentation labels.
The same model is evaluated on the COCO-DensePose test data and the result is shown on the third row CDCL+Pascal of Table 2 . Again it outperforms WSHP by a large margin.
If we use COCO-DensePose training data instead, and evaluate on COCO-DensePose test data, we obtain an additional gain and the result is shown on the fourth row CDCL+COCO of Table 2 .
Comparison with adversarial learning
Recent studies [43, 51] used adversarial training to align the feature spaces of the synthetic and real images. Thus, we compare the performance of our method with the adversarial training strategy. Since the model presented in [43] cannot be directly used for part segmentation, we implemented our own network similar to [43] . Our network has a backbone (ResNet101) and two head networks, one for the part segmentation head and the other for the discriminator. Table 3 shows the performance comparison on two datasets. We can see that adversarial training (ADV) achieves better performance than that of training with synthetic data only without adversarial training (SYN), but it does not perform as well as our complementary learning technique.
Ablation study
Synthetic pose labels. Since our approach uses both synthetic poses and real poses, one interesting question is whether the synthetic pose is useful. To answer this question, we have trained our network without the synthetic poses (i.e. with synthetic parts and real poses). This configuration is denoted as NO-SP, and the results on PascalPerson-Parts and COCO-DensePose are shown in Table 4 . For completeness, we also show the results of SYN (synthetic parts + synthetic poses), and CDCL (synthetic parts + synthetic poses + real poses). We can see that NO-SP outperforms SYN by a large margin thanks to the knowledge learned from the real data, and adding synthetic poses further boosts the performance. Figure 6 shows a qualitative comparison of the three configurations. SYN has trouble handling the background, NO-SP performs much better, and CDCL further improves upon NO-SP. 
CDCL
Real Rkne Synthetic Rkne Figure 7 : t-SNE visualization [34] of the feature spaces of the real and synthetic body parts.
of two different models (SYN and CDCL) from the real and synthetic images using the t-SNE visualization technique [34] . In Figure 7 , the left column shows the features extracted with the model SYN (trained with synthetic data only), and the right column are from the model CDCL. The first row shows the features extracted at the left elbow position, and the second row shows the features extracted at the right knee position. In each plot, the red dots indicate the real data while the purple dots indicate the synthetic data.
We can see that the red and purple dots in the right column are aligned very well, but they do not align well in the left column. This indicates that our complementary learning technique is effective at aligning the feature space of the real data with that of the synthetic data.
Synthetic training data analysis. Since our method learns part segmentation from synthetic data, one may wonder what elements of the synthetic data are essential to be rendered. To answer the question, we ablate our synthetic training data by gradually removing the background, colors, and the human texture, and train our model with these configu- rations, respectively. Figure 8 shows the examples of different configurations of the synthetic training data, and Table 5 shows the performance comparison. Firstly, we observe that removing the background from the synthetic data causes only a small drop on the segmentation performance. This is an indication that our framework is learning the background from the real data. Secondly, after we further remove the color of the synthetic data (Gray-scale), we again only see a small drop on the performance. Finally, when we degrade our synthetic data to the extreme by just using binary masks, our framework still works reasonably well. These studies indicate that our framework mainly requires the pose variations in the foreground data and the rendering quality is not as critical compared to the conventional approach of directly training from synthetic data.
Novel keypoint detection
Since our approach can easily create arbitrary annotations on synthetic data and transfer the knowledge to real domain, our method is highly scalable and flexible to users needs. For example, suppose we want to predict a new set of keypoints including hands and feet, it would be difficult to re-label the entire COCO dataset. With our technique, we can simply generate new labels on the synthetic data. We have performed an experiment to demonstrate this capability.
We create 30 novel keypoints for each avatar in the graphics simulator, and use the proposed method to learn the new set of keypoints. Figure 10 shows the definition of the novel keypoints. To enable our existing network to learn such a new task, we add two additional head networks in our framework to learn the newly created 30 keypoints and their Part Affinity Fields, resulting in a total of 5 head networks in our network architecture. Figure 9 shows the qualitative results of our novel keypoint detection. With small modifications of the existing network, our method learns the novel skeleton representations from the synthetic data and transfers the knowledge to the real domain. It eliminates the needs of ground truth labeling of the additional joints on the real data.
Conclusion
We presented a cross-domain complementary learning framework for multi-person part segmentation. Without using any real data part segmentation labels, our method is able to achieve a comparable or better performance than several state-of-the-art techniques that use real part segmentation data for training. We further demonstrated that our technique can also be used to learn novel keypoint detection from synthetic data. 
Abstract
We have presented the cross-domain complementary learning for multi-person part segmentation. Without using any real part segmentation labels for training, the proposed method achieves comparable or better performance than the supervised state-of-the-art approaches on PascalPerson-Parts and COCO-DensePose datasets. Our method outperforms the supervised state-of-the-art methods by a large margin when real part segmentation labels are also available for training. In this supplementary material, we further provide qualitative comparisons with the recent study [53] on MPII dataset.
A. Qualitative comparisons on MPII
Recent study [53] proposed to estimate body part segmentation by learning with synthetic data, which is closely related to our method. Since MPII dataset [5] does not have part segmentation labels for quantitative evaluation, [53] showed qualitative results on selected images from MPII. Given a test image, [53] used additional preprocessing to normalize the input. From their results on MPII dataset with multiple people, it appears that they cropped each image centered at a specific person before feeding to their network. In contrast, our method does not require such preprocessing. Furthermore, our method produces better results as shown in Figure 11 , 12, 13 and 14. For each example, we show the original image from MPII dataset [5] , our part segmentation result on the original image, the cropped version which was used as the network input in [53] , and the part segmentation result of [53] . It is worth noting that our model does not use any real part segmentation labels for training in this experiment.
