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Abstract
We consider a class of random perturbations of Hamiltonian systems with many degrees of
freedom. We assume that the perturbations consist of two components: a larger one which pre-
serves the energy and destroys all other 2rst integrals, and a smaller one which is a non-degenerate
white noise type process. Under these assumptions, we show that the long time behavior of such
a perturbed system is described by a di4usion process on a graph corresponding to the Hamil-
tonian of the system. The graph is homeomorphic to the set of all connected components of the
level sets of the Hamiltonian. We calculate the di4erential operators which govern the process
inside the edges of the graph and the gluing conditions at the vertices. c© 2001 Elsevier Science
B.V. All rights reserved.
MSC: 60H10; 34C29; 35B20
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1. Introduction
Consider a Hamiltonian system with d degrees of freedom
X˙ t = =∇H (Xt); X0 = x ∈ R2d; x = (p; q) = (p1; : : : ; pd; q1; : : : ; qd);
=∇H (x) =
(
−@H
@q1
; : : : ;− @H
@qd
;
@H
@p1
; : : : ;
@H
@pd
)∗
: (1.1)
We assume that H (x) is a generic C∞-function and lim|x|→∞H (x) =∞. As is well
known, H (x) is a 2rst integral for the system (1.1): H (Xt) ≡ H (x). In general, the
system (1.1) may have more 2rst integrals H1 = H;H2; : : : ; Hl.
Consider white-noise type perturbations of this system:
˙˜X
;
t = =∇H (X˜
; 
t ) +
√
1(X˜
; 
t ) ◦ W˙
(1)
t +
√
2(X˜
; 
t ) ◦ W˙
(2)
t ;
X˜
; 
0 = x: (1.2)
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Here W (1)t ; W
(2)
t are independent 2d-dimensional Wiener processes, 1(x) and 2(x) are
matrices of the corresponding size with smooth bounded entries, ; ¿ 0: The stochastic
terms in (1.2) are understood in the Stratonovich sense. Put a1(x)=1(x)∗1 (x), a2(x)=
2(x)∗2 (x). The di4usion process X˜
; 
t in R
2d is governed by the operator
L˜
; 
= =∇H∇+ 
2
div(a1(x)∇) + 2div(a2(x)∇):
First, let =0, and the matrix a2(x) be non-degenerate. The process X˜

t = X˜
0; 
t has two
components when 0¡1: a fast component and a slow one. The fast component is,
roughly speaking, the motion along the trajectory of the non-perturbed system (1.1)
on the energy level C(z) = {y ∈ R2d: H (y) = z} where z = H (x). More precisely, the
non-perturbed trajectory moves on a connected component Ck(z) ⊆ C(z) containing the
initial point x. Suppose system (1.1) has a unique invariant measure on any set Ck(z).
The slow component of X˜

t in this case is the motion transversal to Ck(z). The set of
all connected components of the level sets of the Hamiltonian H (x) is homeomorphic
in the natural topology to a graph , and the slow motion is a stochastic process on .
One can expect that in an appropriate time scale, the slow motion converges as  ↓ 0
to a di4usion process on  which is the result of an averaging with respect to the
fast motion. This idea was realized for systems with one degree of freedom in Freidlin
and Wentzell (1993) and Freidlin and Wentzell (1994). See also Freidlin and Weber
(1998) and Freidlin and Weber (1999), where degenerate perturbations of Hamiltonian
systems with one degree of freedom were considered.
The problem is, that the assumption that the non-perturbed system has a unique
invariant measure on each Ck(z) is too strong in the case of many degrees of freedom.
Probably, it can be replaced by less restrictive assumptions that still allow application
of the averaging principle. But if system (1.1) has additional 2rst integrals H2; : : : ; Hl
besides H1 = H , then the slow component will not be any more a one-dimensional
process: In the best case, when dynamical system (1.1) has good mixing properties on
each component of the sets
Cˆ(z) = {x ∈ R2d: H1(x) = z1; : : : ; Hl(x) = zl} for z = (z1; : : : ; zl) ∈ Rl;
the slow motion is a stochastic process Y t on a complex K consisting of glued
l-dimensional pieces. The complex K is homeomorphic to the set of connected compo-
nents of the level sets Cˆ(z) for z ∈ Rl: One can expect that the process Y t converges
to a di4usion process on K as  ↓ 0.
In this paper we consider a special class of random perturbations for which the
slow component is still a process on the graph  corresponding to H (x). To this
end we assume that the noise that preserves the energy (the 2rst integral H (x)) is
stronger than the noise that changes the energy. The stronger noise destroys all the
2rst integrals besides the energy integral, and provides good ergodic properties on the
connected components Ck(z) of C(z).
More precisely, assume that 0¡, and let 1(x)∗1 (x) = a1(x) satisfy
a1(x)∇H (x) = 0 for x ∈ R2d and e∗a1(x)e¿ (x)|e|2 for any e⊥∇H (x):
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Here (x)¿ 0 if ∇H (x) = 0, and if x0 is a critical point of H (x), then (x) → 0
as x → x0 in a generic way, (x)¿0|x − x0|2. The matrix a2(x) is assumed to be
non-degenerate.
These assumptions on a1(x) guarantee that the process
˙˜X

t = =∇H (X˜

t ) +
√
1(X˜

t ) ◦ W˙
(1)
t ; X˜

0 = x;
never leaves the set Ck(x)(H (x)) containing the initial point x (see Section 3). If consid-
ered on a non-singular Ck(x)(H (x)), the process X˜

t is a non-degenerate di4usion process
on a compact manifold. Such a process has a unique invariant density mz;k(y); y ∈
Ck(z); which is independent of the matrix a1(x) and can be written explicitly (see
Section 3). Due to the ergodicity of X˜

t on the manifolds Ck(z), the slow component
of X˜
; 
t is the projection of X˜
; 
t on the graph  corresponding to H (x). We show here
that this slow component converges in an appropriate time scale to a di4usion process
on  as  ↓ 0.
To be more precise, introduce a global coordinate system (z; k) on the graph 
homeomorphic to the set of connected components Ck(z) of the level sets C(z) of
H (x): A point y ∈  has coordinates (z; k) if y ∈ Ik ⊂ , where Ik is an edge of
 (we assume that all the edges are numbered), and z is the value of H (x) on the
component corresponding to y. Each point x ∈ R2d belongs to a level set component
Ck(x)(H (x)). De2ne the mapping
Y: R2d → ; Y(x) = (H (x); k(x)) ∈ :
The slow component Y˜
; 
t of the process X˜
; 
t de2ned by (1.2) is, actually, the projection
of X˜
; 
t on : Y˜
; 
t =Y(X˜
; 
t ). We re-scale the time so that the displacements in 2nite
time are of order 1 as  ↓ 0 : Y ;t =Y(X˜ ; t= ). The main result of this paper is that the
processes Y ;t on  converge weakly in any 2nite time interval [0; T ] to a di4usion
process Yt on . This process is independent of the “strong perturbations”, i.e. of the
matrix a1(x), and can be described as follows: Put
vk(z) =
∮
Ck (z)
ds
|∇H (x)| ; (1.3)
uk(z) =
∮
Ck (z)
∇H∗(x)a2(x)∇H (x) ds
|∇H (x)| =
∫
Gk (z)
div(a2(x)∇H (x)) dx; (1.4)
where ds is the volume on Ck(z), and Gk(z) is the domain in R2d bounded by Ck(z).
The limiting process Yt on , inside an edge Ik ⊂ , is governed by the di4erential
operator
Lk =
1
2vk(z)
d
dz
(
uk(z)
d
dz
)
:
To fully describe Yt , we should add some gluing conditions at the vertices. There are
three types of vertices in the graph : exterior vertices corresponding to the critical
points (extrema) at which H (x) can be written in appropriate coordinates x1; : : : ; x2d in
the form H (x) =±∑i(xi)2; interior vertices of type 1 corresponding to critical points
where H (x) =±(−(x1)2 + (x2)2 + · · ·+ (x2d)2); and interior vertices of type 2 where
H (x) has more than one square with sign “+” and more than one square with sign “–”
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in such representation. As in the case of one degree of freedom, the exterior vertices are
inaccessible for Yt . No special conditions should be imposed at such vertices besides
the continuity of the functions from the domain of the generator. Just two edges are
attached to any interior vertex of type 2. Either two or three edges are attached to
any interior vertex of type 1. (We assume that H (x) is generic.) Functions from the
domain of the generator of the limiting process should be continuous together with
their 2rst derivative at any interior vertex that connects just two edges. The situation is
more interesting at interior vertices that connect three edges. We write Ii ∼ Ok if the
vertex Ok is an end of the edge Ii. A function fi(z) that is smooth inside the edges and
continuous on  belongs to the domain of the generator of the limiting slow motion
Yt , i4 the function has continuous derivatives at interior vertices that connect just two
edges, and satis2es a condition
∑
i: Ii∼Ok
)kiDifi(Ok) = 0;
at any vertex that connects three edges. Here Difi(Ok) means the derivative of fi(z)
along Ii ∼ Ok at the point Ok . The coeQcients )ki are explicitly expressed through
the Hamiltonian H (x) and the matrix a2(x). The operators Lk together with the gluing
conditions at the vertices de2ne the process Yt on  in a unique way (see Freidlin and
Wentzell, 1993 where the description of di4usion processes on graphs is given). Note
that the limiting process is independent of  and of the matrix a1(x). In particular, we
can consider the double limit of Y(X ;t ); 06 t 6 T , as, 2rst,  ↓ 0, and then  ↓ 0,
and this double limit is Yt .
If the non-perturbed system has good enough mixing properties on each connected
component of non-singular level sets (in this case the system has no smooth 2rst inte-
grals independent of H (x)), then one can expect that, even without the additional per-
turbations 1(x)◦Wt , the limiting slow motion is de2ned by the averaging with respect
to the same density const:=|∇H (x)|, since this density is invariant for the di4usions on
the level sets obtained from the dynamical system by the white noise perturbations.
This is why the problem considered in this paper, which we believe is of interest by
itself, is also the 2rst step to solve the problem when all the perturbations are of the
same order.
Finally, we would like to mention, that our results imply certain results for parabolic
and elliptic partial di4erential equations with a small parameter. Consider, for example,
the Cauchy problem
@u;(t; x)
@t
=
1

=∇H (x)∇xu; + 2div(a1(x)∇xu
;) +
1
2
div(a2(x)∇xu;);
u; (0; x) = g(x); t ¿ 0; x ∈ R2d:
Assume that the Hamiltonian H (x) and the matrices a1(x) and a2(x) satisfy the condi-
tions mentioned above, and let g(x) be bounded and continuous. Then lim↓0 u;(t; x)=
u(t; x) exists, and u(t; x) = v(t;Y(x)) where Y is the above mentioned map R2d → ,
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and v(t; y); t ¿ 0; y ∈ , is the solution of the Cauchy problem on :
@v(t; y)
@t
= Lkv(t; y); y = (z; k) ∈ \{O1; : : : ; Om};
v(0; y) = =g(y) =
1
vk(z)
∮
Ck (z)
g(x) ds
|∇H (x)| ;
∑
i: Ii∼Ol
)liDiv(t; Ol) = 0 (1.5)
for any vertex Ol that connects three edges. Here  = {I1; : : : ; In;O1; : : : ; Om} is the
graph corresponding to H (x) with the edges Ik and the vertices Ol. The coeQcients
)li are de2ned in the theorem below.
Problem (1.5) has a solution which is continuous on  and has continuous derivatives
at all interior vertices that connect just two edges. Such a solution is unique.
A similar result holds for the Dirichlet problem. Let G be a bounded domain in
R2d, and let the boundary @G consist of several connected components of level sets of
H (x): @G1 = Ck1 (z1); : : : ; @Gl = Ckl(zl). Consider the Dirichlet problem
=∇H (x) · ∇u;(x) + 
2
div(a1(x)∇u;(x)) + 2div(a2(x)∇u
;(x)) = 0;
x ∈ G; u;(x)|@Gk =  k(x); k = 1; : : : ; l: (1.6)
Then lim↓0 u;(x) exists and is equal to v(Y(x)), where v(y) is the solution of a
Dirichlet problem on . Let Gˆ = Y(G) ⊂ . The boundary of Gˆ consists of l points
yi =Y(Cki(zi)); i = 1; : : : ; l. Then v(y) satis2es the equations
Lkv(y) = 0; y = (z; k);
inside the edges belonging to Gˆ, it satis2es the boundary conditions
v(yi) =
1
uki(zi)
∮
Cki (zi)
 (x)(∇H∗a2∇H)(x)
|∇H (x)| ds; i = 1; : : : ; l
(See also Khas’minskii, 1968) and the gluing conditions∑
j: Ij∼Ok
)kjDjv(Ok)
for any Ok ∈ Gˆ that connects three edges. v(y) is continuous on Gˆ, and its derivative
is continuous at any vertex Ok ∈ Gˆ that connects just two edges. The coeQcients )kj
are given in the theorem below. Actually, the function v(y) can be found explicitly.
We prove the following result.
Theorem. Let the Hamiltonian H (x); x = (p; q) ∈ R2d; be such that
(i) H (x) ∈ C∞(R2d);
(ii) H (x) ¿ A1|x|2; |∇H (x)| ¿ A2|x|; UH (x) ¿ A3 for su6ciently large |x|; where
A1; A2; A3 are positive constants,
(iii) H (x) has a 7nite number of critical points x1; : : : ; xm; at which the Hessian is
non-degenerate,
(iv) each connected level set component of H contains at most one critical point.
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Let a1(x) be a nonnegative de7nite, symmetric, 2d × 2d-matrix with three times
continuously di9erentiable entries such that
(v) a1(x)∇H (x) = 0 for x ∈ R2d;
(vi) 1(x)|e|2 6 e∗a1(x)e6 2(x)|e|2 for any e⊥∇H (x) where 1(x)¿ 0 if ∇H (x) =
0; 2(x)¡K for all x from a bounded domain D ⊂ R2d containing all critical
points of H (x), and, if x0 is a critical point of H (x), then there exist constants
k1; k2 ¿ 0 such that
1(x)¿ k1|x − x0|2; 2(x)6 k2|x − x0|2
for all x from a neighborhood of x0.
Let k; i; i=1; : : : ; 2d; be the eigenvalues of the Hessian of H (x) at the critical points
xk ; k = 1; : : : ; m, and ∗ =maxk; ik; i : Assume that
(vii) ¡ (K∗)−1:
Let a2(x) be a symmetric, positive de7nite, 2d × 2d-matrix with smooth bounded
entries.
Let (X ;t ;P;x ) be the di9usion process on R
2d corresponding to the di9erential
operator
L; =
1

=∇H · ∇+ 
2
div(a1(x)∇) + 12div(a2(x)∇):
Then the distributions of the processes Y(X ;t ) in the space of continuous functions
on [0; T ] with values in =Y(R2d) with respect to Px converge weakly for any T ¿ 0
as  ↓ 0 to the probability measure PY(x); where (y(t); Py) is the process on the graph
de7ned by operators Lk :
Lk =
1
2vk(z)
d
dz
(
uk(z)
d
dz
)
; (1.7)
on each edge Ik ; where vk(z) and uk(z) are given by formulas (1:3) and (1:4); and a
gluing condition∑
i: Ii∼Ok
)kiDifi(Ok) = 0; )ki =
∮
Cki
(∇H∗a2∇H)(x)
|∇H (x)| ds; (1.8)
at each interior vertex Ok =Y(xk) that connects three edges.
Here Cki = {x: Y(x) = Ok} ∩ @{x: Y(x) ∈ Ii}. The function (z; i) → fk(z) should
be a continuous function on  as well as the function Lkfk(z); and fk(z) should have
a continuous derivative at any vertex that connects just two edges.
Proof. The theorem can be proved following the lines of the proof of Theorem 8:2:2 of
Freidlin and Wentzell (1998). The proof consists in showing the following statements:
1. There exists a continuous limiting process Yt .
This follows from the tightness of the family of distributions of Y(X ;t ) with respect
to the measure P;x in the space C[0;∞) with small nonzero . This can be shown
by the same arguments as in the proof of the respective Lemma 8:3:2 of Freidlin and
Wentzell (1998).
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2. Yt is the di9usion process corresponding to the operator Li until it leaves the
interior of the segment Ii.
The shape of the operators governing the limiting di4usion processes inside the edges
follows from Lemmas 3.4 and 3.8 in Section 3,
3. Yt spends time of Lebesgue measure zero at the vertices Ok .
This is proved by Lemma 5.1 for interior vertices, and by Lemma 5.6 for exterior
vertices.
4. The behavior of the process after it reaches a vertex Ok does not depend on where
it came from.
The statement that is to prove is formulated in Lemma 4.1 in Section 4. It is needed
in this form in the proof of Lemma 5.5 that gives the gluing conditions. The result
implies the Markov property of the limiting process.
5. The gluing conditions are given by formulas (1.8).
For the limiting di4usion process on any edge Ii ∼ Ok of  the point Ok is a regular
boundary point if Ok is an inner vertex of , and it is an inaccessible boundary point
if Ok is an exterior vertex. Here we make use of Feller’s classi2cation of boundary
points (see Feller, 1954). We thus have to pose gluing conditions for each inner vertex
of the graph, but we need not pose boundary conditions at the exterior vertices for
the functions belonging to the domain of the in2nitesimal generator of the limiting
di4usion process.
To show that the interior vertices are regular, and the exterior vertices are inacces-
sible, we write the operator Li as DmiDsi (see Feller, 1954; Dynkin, 1965), and we
observe that
m′i(z) = 2vi(z) = 2
d
dz
Vi(z); s′i(z) = (ui(z))
−1; (1.9)
where Vi(z) denotes the volume of the domain Gi(z) in R2d bounded by Ci(z):
Let Ok be an interior vertex. We have lim(z; i)→OkVi(z)¡∞ and 0¡ lim(z; i)→Ok |ui(z)|
¡∞. Thus, si(z) and mi(z) have 2nite limits if (z; i)→ Ok; and Ok is regular.
If Ok is an exterior vertex of  corresponding to an extremal point xk of the
Hamiltonian H (x), then the process Yt has a bounded drift coeQcient Bi(z), |Bi(z)|¿
1
4 |div(a2∇H)(xk)| = A1 ¿ 0; for z close to H (xk), and the sign of the drift is such
that the di4usion is driven away from the vertex. The di4usion coeQcient Ai(z) can
be estimated by Ai(z)¡A2|z − H (xk)|; A2 ¿ 0, for x ∈ Ck(z); z close to H (xk). The
inaccessibility of the exterior vertex follows now from the respective property of the
di4usion process governed by the operator =Lif(z)=A2|z−H (xk)|f′′(z)±A1f′(z) with
the sign ‘+’ or ‘−’ so that the di4usion is driven away from the vertex.
The form of the gluing conditions follows from Lemmas 5.1 and 5.5 in Section 5.
It is easy to check that the gluing condition (1.8) at a vertex that connects just
two edges is to require the continuity of the 2rst derivative at such a vertex for any
function from the domain of the generator of the limiting process.
Remark. For purely technical reasons we restrict ourselves to small ¿ 0 (see con-
dition (vii) of the theorem), to shorten the proof of Lemma 5.2 in Section 5. The
statement of the theorem can also be proved without this assumption.
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Fig. 1. Level sets of H .
Fig. 2. The graph .
Finally, we would like to mention that the results of this paper hold not just for
Hamiltonian systems. They can be extended to any divergence free dynamical system
with a smooth generic 2rst integral, if the perturbations have the same structure as in
this paper. We will address this problem elsewhere.
Example. Consider two independent oscillators:
Wp1 =−4p1, a linear oscillator, and
Wp2 =−4p2(2p22 − 1), a non-linear oscillator.
This system can be written in the Hamiltonian form with Hamiltonian
H (p1; p2; q1; q2) = p21 + p
2
2(p
2
2 − 1) + q21 + q22:
The critical points of the Hamiltonian are x1 = (0; 0; 0; 0), a saddle point, and x2=3 =
(0;±2−1=2; 0; 0), minima. With r2 =p21 + q21 + q22 we get the following pictures for the
image of the level sets Ck(z) of H in the variables p2 and r, and of the graph .
(Figs. 1 and 2). We consider perturbations of this system by pure white noise, i.e. we
choose the matrix a2(x) = id:, x = (p1; p2; q1; q2). The function u1(z); z ¿ 0, is then
u1(z) =
∫
G1(z)
div(a2(x)∇H (x)) dx =
∫
G1(z)
UH (x) dx = 4
∫
G1(z)
(1 + 3p22) dx;
where G1(z) is the domain in R4 bounded by the level set C1(z) of H . To describe
G1(z), z¿ 0, we observe that b1(z) 6 p2 6 b2(z), b1=2(z) = ±
√
1
2 +
√
1
4 + z, and
that for 2xed p2 ∈ (b1; b2) the set p21 + q21 + q22 = z−p22(p22 − 1) describes a ball with
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radius r(z; p2) =
√
z − p22(p22 − 1). Using symmetry we get
u1(z) =
32
3
7
∫ b2(z)
0
r(z; p2)3=2(1 + 3p22) dp2 =
32
3
7
[
4
5 z
2 − 115 z
4
√
4z + 1
K(h(z))
+
(
4
5
z2 + z +
2
15
)(
4
√
4z + 1E(h(z)) +
1−√4z + 1
2 4
√
4z + 1
K(h(z))
) ]
;
where E and K are the elliptic integrals
K(z) =
∫ 1
0
[(1− t2)(1− z2t2)]−1=2 dt; E(z) =
∫ 1
0
(1− t2)−1=2(1− z2t2)1=2 dt;
and h(t)= 2−1=2(1+ (4z+1)−1=2)1=2. It is easy to check that vk(z)= dVk(z)=dz, where
Vk(z) is the volume in R4 bonded by Ck(z); k = 1; 2; 3. We get for k = 1 and z¿ 0:
v1(z) =
d
dz
[
8
3
7
∫ b2(z)
0
r3=2(z; p2) dp2
]
=
2
3
7(4z + 1)−1=4[(4z + 1−√4z + 1)K(h(z)) + 2
√
(4z + 1)E(h(z))]:
For z¡ 0 we have by symmetry that u2(z) = u3(z), and v2(z) = v3(z). We get with
c1=2(z) =
√
1=2∓√1=4 + z:
u2(z)
=
16
3
7
∫ c2(z)
c1(z)
r(z; p2)3=2(1 + 3p22) dp2
=
167
3
( 85 z
2 +2z+ 415)K(1=h(z))+(
4
5 z
2 + z+ 215)(1−
√
1+4z)P(
√
2=h(z); 1=h(z))√
2+2
√
1+4z
;
v2(z) =
47
3
2zK(1=h(z)) + 12 (1−
√
1 + 4z)P(
√
2=h(z); 1=h(z))√
2 + 2
√
1 + 4z
:
Here P is the elliptic integral
P(z1; z2) =
∫ 1
0
[(1− z1t2)(1− t2)(1− z22 t2)]−1=2 dt:
We mention that u2(−0:25)=u3(−0:25)=0. This implies that the di4usion coeQcients
of the limiting di4usion at O2 and O3 are equal to zero. These points are inaccessible.
The coeQcients in the gluing conditions can be chosen )11 = 2; )12 = )13 = 1. Fig. 3
shows the di4usion coeQcients u2(z)=v2(z) if z¡ 0, and u1(z)=v1(z) if z¿ 0, Fig. 4
shows the drift coeQcients u′2(z)=v2(z) if z¡ 0, and u
′
1(z)=v1(z) if z¿ 0.
2. Description of the graph
Let xk be a critical point of H , and assume without loss of generality that H (xk) =
0: Then, by the Morse Lemma (see, e.g., BWattig and KnWorrer, 1991), there exists a
neighborhood Uk of xk where H (x) can be written as
;21 + · · ·+ ;2m − <21 − · · · − <2l
208 M. Freidlin, M. Weber / Stochastic Processes and their Applications 94 (2001) 199–239
Fig. 3. The di4usion coeQcients.
Fig. 4. The drift coeQcients.
with local coordinates ;i; i = 1; : : : ; m; and <i; i = 1; : : : ; l; m + l = 2d; as the critical
points are non-degenerate.
All sets Ci(z) = {x ∈ C(z): Y(x) ∈ Ii} ⊂ C(z) with i such that Ii ∼ Ok have
the property that Ci(z) ∩ Uk = ∅ for small |z|. Denote Ck(z) =
⋃
Ii∼Ok Ci(z); CU (z) =
Ck(z) ∩ Uk: We have to distinguish between di4erent cases:
Case 1: m= 2d or l= 2d.
The critical point evidently corresponds to a minimum or maximum, respectively, of
H; and thus Ok is an exterior vertex of the graph .
To get the next cases we consider a sphere Sk(
√
) with center xk and radius√
; ¿ 0; small. The intersection of Sk(
√
) with the level set
CU (z) =
{
x ∈ Uk :
m∑
1
;2j −
l∑
1
<2j = z
}
is the solution of the system
m∑
1
;2j +
l∑
1
<2j = ;
m∑
1
;2j −
l∑
1
<2j = z:
This system is equivalent to
m∑
1
;2j =
+ z
2
;
l∑
1
<2j =
− z
2
:
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If both right hand sides are positive this is the product of an (m − 1)-dimensional
sphere Sm−1k (
√
(+ z)=2) and an (l− 1)-dimensional sphere Sl−1k (
√
(− z)=2)
Qk(; z) = Sm−1k
(√
+ z
2
)
× Sl−1k
(√
− z
2
)
:
Case 2: m¿ 1 and l¿ 1:
Qk(; z) is a connected set for any |z|¡; and therefore the set CU (z) and, conse-
quently, also Ck(z) consist of only one connected component. Thus, Ok is an interior
vertex that connects two edges, one corresponding to values z¿ 0; and one correspond-
ing to values z¡ 0:
Case 3: m= 1:
We get l= 2d− 1, and
CU (z) =
{
x ∈ Uk : ;21 −
∑
<2j = z
}
; CU (0) =
{
x ∈ Uk : ;1 =±
√∑
<2j
}
:
Thus, CU (0) forms a cone. We mention that the two parts of the cone may meet each
other far from xk .
Let 2rst z¿ 0: Then |;1|¿ |<j|; j=1; : : : ; l; and therefore the components of CU (z)
are located inside the cone CU (0). For any small
√
z¡ |;1| the set CU (z) is formed
by the sphere
∑
<2j = ;
2
1 − z. Thus, CU (z) has exactly two components. This implies
that Ck(z), for small z¿ 0, has at most two connected components. There is only one
connected component if the level sets containing the two parts of the cone CU (0) meet
each other far from xk :
Now let z¡ 0 and |z| small. For any small ;1 the set CU (z) is formed by the sphere∑
<2j = ;
2
1 + |z| depending continuously on ;1. This implies that Ck(z); z ¡ 0; has just
one component in the case under consideration.
Thus, Ok connects either two or three edges.
Case 4: l= 1:
This case is analogous to Case 3, and therefore Ok connects either two or three
edges.
3. Averaging outside the singularities
We assume that the matrix a1(x) = 1(x)∗1 (x) has bounded three times di4er-
entiable entries, a1(x)∇H (x) = 0 for x ∈ R2d; and e∗a1(x)e ¿ (x)|e|2 for any
e⊥∇H (x); (x)¿ 0 if ∇H (x) = 0; and 1|x − x0|2 6 (x) 6 2|x − x0|2; 1; 2
¿ 0, if ∇H (x0) = 0:
Consider the process X˜

t in R
2d de2ned by the equation
˙˜X

t = =∇H (X˜

t ) +
√
1(X˜

t ) ◦ W˙t ; X˜

0 = x: (3.1)
Put
L1 =

2
div (a1(x)∇) + =∇H (x)∇:
L1 is the di4erential operator corresponding to X˜

t (see, for example, Freidlin, 1985).
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Lemma 3.1. Let x ∈ Ck(z). Then
Px{X˜ t ∈ Ck(z) for all t ¿ 0}= 1:
Proof. Applying Ito’s formula, we get
H (X˜

t )− H (x) =
√

∫ t
0
∇H (X˜ s )1(X˜

s ) dWs +
1
2
∫ t
0
L1H (X˜

s ) ds: (3.2)
Since
Ex
(∫ t
0
∇H (X˜ s )1(X˜

s ) dWs
)2
=
∫ t
0
Ex(∇H∗a1∇H)(X˜ s ) ds= 0;
the 2rst term on the right hand side of (3.2) is equal to zero with probability 1. The
second term is equal to zero since a1(x)∇H (x) ≡ 0: Taking into account the continuity
of X˜

t , we conclude that X˜

t belongs to the same component of C(z) as the initial point
for all t ¿ 0:
Lemma 3.2. The process X˜

t ; X˜

0 =x ∈ Ck(z); restricted to Ck(z) has a unique invari-
ant measure Mz;k on Ck(z). If the point (z; k) ∈  is not a vertex; the measure Mz;k
has the density
mz;k =
const:
|∇H (x)|
with respect to the volume on Ck(z). The measure Mz;k on Ck(z) is the limiting
distribution for X˜

t as t →∞: there exists @=@(z; k)¿ 0 such that for any bounded
measurable function f(x); x ∈ Ck(z);∣∣∣∣Exf(X˜ t )−
∮
Ck (z)
f(x)Mz;k(dx)
∣∣∣∣6 2‖f‖e−@t ; (3.3)
x ∈ Ck(z); ‖f‖= supx∈R2d |f(x)|:
Proof. Existence and uniqueness of the invariant measure and the estimate (3.3) are
simple corollaries of the Doeblin theorem, and we omit the details (compare, for
example, with Section 3:7 in Freidlin, 1985).
To prove that mz;k=const:=|∇H (x)| for non-singular Ck(z), 2rst note that the uniform
distribution is invariant for the process X˜

t in the whole space R
2d. To check this, one
should calculate the adjoint operator L∗1 of L1. Since div( =∇H (x)) = 0,
L∗1 =

2
div(a1(x)∇)− =∇H (x)∇:
Thus, any constant solves the stationary forward Kolmogorov equation, and therefore
the uniform distribution is invariant.
Consider the domain Dh ⊂ R2d that is bounded by Ck(z) and Ck(z + h) for (z; k)
inside an edge and h¿ 0 small enough. The domain Dh is invariant for the process
X˜

t : if x ∈ Dh then Px{X˜

t ∈ Dh}=1 for all t ¿ 0. Since the volume in R2d is invariant
for X˜

t , we have for any continuous function f(x); x ∈ R2d:∫
Dh
f(x) dV =
∫
Dh
Exf(X˜

t ) dV; x ∈ Dh; t ¿ 0; (3.4)
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where dV is the volume element in R2d: Let ds be the volume element on Ck(z). Note
that the distance between a point x ∈ Ck(z) and Ck(z + h) is equal to
h
|∇H (x)| + o(h) as h ↓ 0:
Then, using that f(x) is continuous, we derive from (3.4)
h
∮
Ck (z)
f(x) ds
|∇H (x)| = h
∮
Ck (z)
Exf(X˜

t ) ds
|∇H (x)| + o(h); h ↓ 0:
The last identity implies that∮
Ck (z)
f(x) ds
|∇H (x)| =
∮
Ck (z)
Exf(X˜

t ) ds
|∇H (x)|
for any continuous function f(x) on Ck(z): Thus const:=|∇H (x)| is the unique invariant
density of the process X˜

t on Ck(z).
Remark. Similar arguments show that mz;k=const:=|∇H (x)| is also an invariant density
for the dynamical system X˙ t = =∇H (Xt) restricted to Ck(z) as well as for the process
on Ck(z) governed by the operator Lˆ

= (=2) div(a1(x)∇).
For any continuous function f(x); x ∈ R2d, de2ne
=f(z; k) =
1
vk(z)
∮
Ck (z)
f(x) ds
|∇H (x)| ; vk(z) =
∮
Ck (z)
ds
|∇H (x)| ;
if (z; k) is not a vertex of . If O= (z; k) is a vertex corresponding to a critical point
x0 ∈ R2d, then put =f(z; k) = f(x0). It is easy to see that this averaging procedure
transforms a continuous function f(x); x ∈ R2d; into a continuous function =f on the
graph .
Let f(x); x ∈ R2d, be a bounded continuous function such that =f(z; k) ≡ 0; (z; k) ∈
. Let (z; k) be any point that is not a vertex. Consider the problem
L1u(x) =−f(x); x ∈ Ck(z): (3.5)
This problem is solvable if =f(z; k) ≡ 0. The solution is de2ned in a unique way up to
an additive constant. Choose the constant such that =u(z; k)= 0. Such a solution can be
written as follows:
u(x) =
∫ ∞
0
Exf(X˜

t ) dt; x ∈ Ck(z): (3.6)
The integral in (3.6) converges because of (3.3) and the assumption that =f(z; k) = 0.
It follows from (3.3) that
|u(x)|6 2
@
‖f‖: (3.7)
Let X ;t be the process corresponding to the operator
L; =
1

L1 + L2; L2 =
1
2
div(a2(x)∇):
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The trajectories of X ;t satisfy the equation
X˙
; 
t − x=
1

∫ t
0
=∇H (X ;s ) ds+
√


∫ t
0
1(X ;s ) ◦ dW (1)s
+
∫ t
0
2(X ;s ) ◦ dW (2)s : (3.8)
Lemma 3.3. Let f(x) ∈ C2; x ∈ R2d; and =f(z; k) = 0 for (z; k) ∈ Ik ⊂ . For small
)¿ 0 put I)k = {y ∈ Ik : the distance from y to the ends of Ik is greater than )};
A=min{t: Y(X ;t ) ∈ I)k }. Let B= B()¿ 0 be such that lim↓0 B−2() = 0. Then for
any T ¿ 0 and any compact F belonging to the interior of Ik ,
lim
↓0
Px
{
max
06t6T
∣∣∣∣
∫ t∧A
0
f(X ;s ) ds
∣∣∣∣¿B
}
= 0;
uniformly in x ∈ R2d such that Y(x) ∈ F .
Proof. Let u(x) be the solution of (3.5), given by (3.6). Applying Ito’s formula, we
have
u(X ;t )− u(x) =
1

∫ t
0
L1u(X ;s ) ds+
√


∫ t
0
∇u(X ;s )1(X ;s ) dW (1)s
+
∫ t
0
∇u(X ;s )2(X ;s ) dW (2)s +
∫ t
0
L2u(X ;s ) ds: (3.9)
Taking into account that L1u=−f, we derive from (3.9) that
Px
{
max
06t6T
∣∣∣∣
∫ t∧A
0
f(X ;s ) ds
∣∣∣∣¿B
}
6 Px
{
max|u(X ;t )− u(x)|¿
B
4
}
+Px
{
max
06t6T
∣∣∣∣
∫ t∧A
0
√
∇u(X ;s )1(X ;s ) dW (1)s
∣∣∣∣¿ B4√
}
+Px
{
max
06t6T
∣∣∣∣
∫ t∧A
0
∇u(X ;s )2(X ;s ) dW (2)s
∣∣∣∣¿ B4
}
+Px
{∫ T
0
|L2u(X ;s )| ds¿
B
4
}
: (3.10)
First, note that the constant @= @(z; k) in (3.3) can be chosen uniformly greater than
@0 for all (z; k) ∈ I)k . This follows from Lemma 3.5. Therefore, using the bound (3.7),
we conclude that the 2rst term in the right hand side of (3.10) is equal to zero for
¿ 0 small enough. From the boundness of |L2u|, which follows from Lemma 3.6, we
derive that the last term in (3.10) is equal to zero for ¿ 0 small enough. Using the
Kolmogorov–Doob inequality and Lemma 3.5 we can check that the second term on
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the right hand side of (3.10) is bounded from above by
16
B2
∫ T
0
ExI{s¡A}(∇u∗a1∇u)(X ;s ) ds6
16T
B2
max
x:Y(x)∈I)k
(∇u∗a1∇u)(x)
6
M
B2
; (3.11)
where M is a constant. The third term on the right hand side of (3.10) is bounded
from above by
16T2
B2
max
x:Y(x)∈I)k
(∇u∗a2∇u)(x): (3.12)
Combining (3.10) through (3.12), we have the statement of the Lemma 3.3, if
lim↓0 B−2() = 0:
The next lemma describes the limiting behavior of the slow component of the process
X ;t as  ↓ 0, when it belongs to I)k . Put Ht = H (X ;t ), and (see (1.4))
=2k(z) = (∇H∗a2∇H)(x) =
1
vk(z)
∮
Ck (z)
(∇H∗a2∇H)(x) ds
|∇H (x)|
=
1
vk(z)
∫
Gk (z)
div(a2(x)H (x)) dx;
=bk(z) =
1
vk(z)
∮
Ck (z)
div(a2(x)H (x)) ds
|∇H (x)| :
Lemma 3.4. Let X ;0 = x; Y(x) ∈ I)k ; and let A be de7ned as in Lemma 3:3. Then for
any B;M; T ¿ 0 there exists a one-dimensional Wiener process =Wt such that
Px
{
max
06t6T∧ =A
|Ht − Zt |¿B
}
→ 0 as  ↓ 0
uniformly in x ∈ R2d; such that Y(x) ∈ I)k ; H (x)6 M: Zt denotes the di9usion process
in I)k de7ned by the equation
Z˙ t = =k(Zt) =˙Wt + =bk(Zt); z0 = Y(x); (3.13)
for t ¡ A˜=min{t: Zt ∈ I)k }; =A= A ∧ A˜:
For any B1 ¿ 0 we have lim↓0Px{|A− A˜|¿B1}= 0:
Proof. Apply Ito’s formula to H (X ;t ):
Ht∧A − H0 =
∫ t∧A
0
∇H (X ;s )2(X ;s ) dW (2)s +
∫ t∧A
0
(L2H)(X ;s ) ds: (3.14)
Here we used that a1(x)∇H (x) ≡ 0. By the selfsimilarity of the Wiener process we
can 2nd a one-dimensional Wiener process W˜t such that∫ t∧A
0
∇H (X ;s )2(X ;s ) dW (2)s = W˜
(∫ t∧A
0
(∇H∗a2∇H)(X ;s ) ds
)
:
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We can now rewrite (3.14) as
Ht∧A − H0 = W˜
(∫ t∧A
0
=2k(H

s ) ds+
∫ t∧A
0
[(∇H∗a2∇H)(X ;s )− =2k(Hs )] ds
)
+
∫ t∧A
0
=bk(Hs ) ds+
∫ t∧A
0
[(L2H)(X ;s )− =bk(Hs )] ds: (3.15)
Taking into account that (∇H∗a2∇H)(x) = =2k(z); L2H (x) = =bk(z); x ∈ Ck(z); and
applying Lemma 3.3, we derive from (3.15) that
Ht∧A − H0 = W˜
(∫ t∧A
0
=2k(H

s ) ds
)
+
∫ t∧A
0
=bk(Hs ) ds+ E(t):
Here E(t) is such that max06t6T∧A |E(t)|→ 0 as  ↓ 0 in probability, and
Emax06t6T∧A |E(t)|2 → 0 as  ↓ 0: To derive these properties of E(t) one should
use P. Levy’s result on the HWolder continuity of the Wiener process (see Ito and
McKean, 1965, Section 1:9). Again, by selfsimilarity of W˜t , there exists a Wiener
process =Wt such that
W˜
(∫ t∧A
0
=2k(H

s ) ds
)
=
∫ t∧A
0
=k(Hs ) d =Ws:
Thus, Ht satis2es the equation
Ht∧A − H0 =
∫ t∧A
0
=k(Hs ) d =Ws +
∫ t∧A
0
=bk(Hs ) ds+ E(t): (3.16)
Since =k(z) and =bk(z) are Lipschitz continuous, the statement of the lemma follows
from (3.13) and (3.16) using standard techniques. The last statement of the lemma is
a corollary of the 2rst one, the strong Markov property and the non-degenerancy of
the matrix a2(x).
Remark. It is easy to check that
d[ =2k(z)vk(z)]
dz
=
d
dz
∫
Gk (z)
div(a2(x)∇H (x)) dx
=
∮
Ck (z)
div(a2(x)∇H (x)) dx
|∇H (x)| =
=bk(x)vk(x):
Therefore the di4erential operator of the process Zt in Ik is
Lk = (2vk(z))−1
d
dz
(
uk(z)
d
dz
)
;
where uk(z) =
∫
Gk (z)
div(a2(x)∇H (x)) dx:
Actually, we need a slightly stronger result as given by Lemma 3.4.: We need the
convergence of the slow motion as  ↓ 0 to the process Zt in I)k when )= )() ↓ 0 as
 ↓ 0. The next three lemmas allow to obtain such a result.
Lemma 3.5. Let O ∈  be a vertex and Ik ∼ O; O = Y(x0); H (x0) = 0. Let @(z; k)
be the rate of convergence to the limiting distribution for the process X˜

t on Ck(z)
(see Lemma 3:2).
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There exists m¿ 0; such that @(z; k) can be chosen greater than |z|m for |z| small
enough.
Proof. If O is an exterior vertex (a vertex corresponding to an extremum), the proof
is simple, and we omit it. We sketch the proof just for the case of interior vertices.
The bound for @(z; k) in this case can be obtained from Doeblin’s theorem in a way
similar to Lemma 3:7:1 of Freidlin (1985):
Suppose we have a di4usion process Xt on a smooth compact manifold S. Assume
that there exist a domain E ⊂ S and a t0 ¿ 0, such that Px {Xt0 ∈ E } ¿ h¿ 0 for
any x ∈ S. Let EB denote the B-neighborhood of E, let qB(t; x; y); t ¿ 0; x; y ∈ S, be
the transition density (with respect to the volume V on S) for the process obtained
from Xt by stopping on the boundary of EB, and let F = inf{ qB(t; x; y); t0 6 t 6 2t0;
x; y ∈ E }¿ 0. Then the rate of convergence to the limiting distribution for the process
Xt is greater than −(1=2t0) ln(1−h F V (E)): This follows from Doeblin’s theorem (see
Freidlin, 1985, Lemma 3:7:1).
Let SG be the sphere of radius G with center at x0, where O =Y(x0). Let G¿ 0 be
small enough such that the part of Ck(z) outside of this sphere is not empty for all |z|
small enough. Let E(z) be such a part of Ck(z) outside of the sphere. The set E(z) is
close to E(0) ⊂ Ck(0) as 0¡ |z|1:
Let qzB(t; x; y); t ¿ 0; x; y ∈ EB(z), be the density of the process Xˆ

t obtained from
X˜

t by stopping it at the boundary of EB(z) (B¿ 0 is small enough and independent of
z). Then one can check that for any t0 ¿ 0
inf
t06t62t0;x;y∈E(z)
qzB(t; x; y) = Ft0 ¿ 0
for small enough z.
The volume of E(z) is close to the volume of E(0) as |z|1, and therefore it is
bounded from below by a positive constant V0 independent of z.
To obtain the lower bound for @(z; k) we should show that there exist h; t0 ¿ 0 such
that
Px{X˜ t0 ∈ E}¿h¿ 0; x ∈ Ck(z);
for |z| small enough.
According to the Morse lemma, in a neighborhood of the saddle point x0 one can
introduce coordinates x1; : : : ; x2d such that H (x)= (x1)2 + · · ·+ (xk)2 − (xk+1)− · · · −
(x2d)2. Let, say, z¿ 0. Consider the projection of the process X˜

t on the subspace Rˆ
spanned by the axes xk+1; : : : ; x2d. This subspace has no common point with Ck(z). Put
R(x) =
(
2d∑
i=k+1
(xi)2
)1=2
; x = (x1; : : : ; xk ; xk+1; : : : ; x2d) ∈ R2d:
Applying Ito’s formula to R(X t ) (this is, roughly speaking, equivalent to a transition
to cylindrical coordinates in the di4erential equation) we get
R(X˜

t )− R(x) =
∫ t
0
u(X˜

s ) dW˜ s +
∫ t
0
v(X˜

s ) ds;
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where W˜t is an appropriate Wiener process. It follows from our assumptions on a1(x)
and H (x) that
v(x)¿ −c1(z + R(x)); |u(x)|2 ¿ c2(z + R(x))2; c1; c2 ¿ 0: (3.17)
One can make a random time change t → t′ such that the process R(X t′ )=Rt′ satis2es
the equation
Rt′ − R(x) = W˜ t′ +
∫ t′
0
v
u2
(X˜

s ) ds:
Taking into account (3.17) and applying the comparison theorem, one can see that the
process Rt′ reaches the point R= G before that point is reached by the process
=Rt′ − R(x) = W˜ t′ −
∫ t′
0
c3
z + =Rs
ds;
with instantaneous reXection at =R = 0. Here c3 ¿ 0 is an appropriate constant. Let
=A=min{s: =Rs=G}. The function g(r)=Er =A; 06 r 6 G, is the solution of the problem
1
2
g′′(r)− c3
z + r
g′(r) =−1; 0¡r¡ 1; g′(0) = 0; g(1) = 0: (3.18)
The problem (3.18) can be solved explicitly, and one can see that g(r) 6 g(0) ≈
c4 ln (1=z); z ↓ 0: Recalling that we made a random time change, we derive from this
bound that the exit time AG =min{t: |X t |¿ G} satis2es the inequality
ExAG 6
c5
z2
ln
1
z
6 z−5=2 (3.19)
for z¿ 0 small enough. Using (3.19) and the Chebyshev inequality we get
P{AG ¿a}6 EAGa 6
z−5=2
a
:
Thus, choosing a = z−11=4, we have P{AG ¡a}¿ 12 for z¿ 0 small enough. From
the last inequality and the fact that the process X˜

t on Ck(z) has no degenerations
outside SG, we derive that one can choose t0 = z−11=4 and Px{X˜ t0 ∈ E(z)} ¿ h¿ 0
for all z¿ 0 small enough. Combining all our bounds, we conclude that the rate of
convergence @(z; k) can be chosen greater than z3 for z¿ 0 small enough.
Remark. It follows from the proof of Lemma 3.5 that @(z; k)¿ constant ·zm for some
m¿ 0 uniformly for |z|6 H0 ¡∞:
Consider the solution u(x) of Eq. (3.5) on Ck(z) satisfying the condition∮
Ck (z)
u(x)=|∇H (x)| ds=0: Such a solution is given by (3.6). Let H(z) be the Euclidean
distance between the manifold Ck(z) and the closest critical point of H (x). Denote
by ‖g‖2;) the norm of g(x); x ∈ R2d, in the space C2;); )¿ 0:
Lemma 3.6. Let f ∈ C2;); )¿ 0: There exists n¿ 0 such that the function u(x)
satis7es the following estimate:
‖u‖2;)′ 6 cHn(z)
(
max
x∈Ck (z)
|u(x)|+ ‖f‖2;)
)
; (3.20)
where 0¡)′¡). The constant c can be chosen independently of Ck(z); |z| 6
H0 ¡∞:
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Proof. Let a 2B-neighborhood E2B of a point x ∈ Ck(z) be covered by a coordinate
system: x1; : : : ; x2d−1, and let the axis x2d be orthogonal to Ck(z): The bound (3.20)
for derivatives of u(x) with respect to x1; : : : ; x2d−1 in EB follows from the Schauder
estimates. One can even for those estimates replace ‖f‖2;) by ‖f‖0;). But bounds for
the C2;)
′
-norms of derivatives that include di4erentiation with respect to x2d do not
follow from these estimates. To obtain bounds for derivatives in x2d, let us di4erentiate
the equation (3.5) with respect to x2d:
L1
@u
@x2d
+ L′1u=
@f
@x2d
: (3.21)
Here L′1 is the operator that appears if we di4erentiate the coeQcients of L1 with
respect to x2d. The term L′1u contains derivatives of the coeQcients of L1 and the
derivatives of u with respect to x1; : : : ; x2d−1. These derivatives are bounded in C0;).
Therefore, applying the Schauder estimate again, we obtain from (3.21) bounds for
@u=@x2d in C2;)
′
. Now, already having the bounds for the 2rst derivatives of u, we can
di4erentiate the equation (3.21) once more with respect to x2d, and we obtain bounds
for the HWolder norm of the second derivatives of u.
Now we are able to prove a counterpart of Lemma 8:4:1 of Freidlin and Wentzell
(1998).
Let H1 ¡H2, and (H1; k); (H2; k)∈ Ik : Let Dk(H1; H2) = Y−1({(z; k)∈ Ik ;
H1 6 z 6 H2}); A=min{t: X ;t ∈ Dk(H1; H2)}. Denote by AkH1 ;H2 the set of functions
f(x) ∈ C2;); )¿ 0, such that
=f(z; k) =
1
vk(z)
∮
Ck (z)
f(x) ds
|∇H (x)| = 0
for any z ∈ [H1; H2]. Let B(H); (H; k) ∈ Ik , be the distance from (H; k) to the closest
end of Ik .
Lemma 3.7. There exist small positive constants A1 and A2; such that for every
A3 ¿ 0 and H1; H2 ∈ {H : H 6 A3; (H; k) ∈ Ik}; [B(H1)∧B(H2)]¿A1 ; for every ¿ 0;
for su6ciently small ¿ 0; for every f ∈AkH1 ;H2 ; and for every x ∈ Dk(H1; H2)∣∣∣∣∣Ex
∫ A
0
e−tf(X ;t ) dt
∣∣∣∣∣6 ‖f‖2;)A2 :
Proof. Let u(x) be the solution of problem (3.5) such that u(x) = 0. Such a solution
can be written in form (3.6). Applying Ito’s formula to exp(−t)u(X ;t ) and putting
t = A we get
e−A

u(X ;A )− u(x)
=− 
∫ A
0
e−su(X ;s ) ds+
1

∫ A
0
e−sL1u(X ;s ) ds+
∫ A
0
e−sL2u(X ;s ) ds
+
√


∫ A
0
e−s∇u(X ;s )1(X ;s ) dW (1)s ds
+
∫ A
0
e−s∇u(X ;s )2(X ;s ) dW (2)s ds: (3.22)
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Taking into account that L1u(x) =−f(x), we derive from (3.22)∣∣∣∣∣Ex
∫ A
0
e−sf(X ;s ) ds
∣∣∣∣∣6 
[
3‖u‖(0)H1 ;H2 + ‖L2u‖
(0)
H1 ;H2
1

]
: (3.23)
Here ‖ : ‖(0)H1 ; H2 is the uniform norm on Dk(H1; H2).
Since [B(H1) ∧ B(H2)]¿A1 ; it follows from (3.7) and Lemma 3.5 that there exist
m¿ 0; 1 ¿ 0 such that
‖u‖(0)H1 ; H1 6
‖f‖(0)H1 ; H1
mA1
(3.24)
for 0¡¡1. The bound (3.24) together with Lemma 3.6 imply that there exist
n¿ 0; 2 ¿ 0 such that
‖L2u‖(0)H1 ; H1 6
‖f‖2;)H1 ; H1
nA1
(3.25)
for 0¡¡2, where ‖ : ‖2;)H1 ;H2 is the C2;)-norm in Dk(H1; H2).
Combining the bounds (3.23) through (3.25), we conclude the statement of the
lemma if we take A1 = (4(n ∧ m))−1; A2 = 12 and ¿ 0 small enough.
Using Lemma 3.7 the following lemma is easy to prove (compare with the proof of
Lemma 8:4:2 from Freidlin and Wentzell, 1998).
Lemma 3.8. Under the conditions of the previous lemma there exist positive constants
A4 and A5 such that for su6ciently small ¿ 0; for every H1; H2 ∈ {H : H 6 A3; (H; k)
∈ Ik}; [B(H1)∧B(H2)]¿A4 for every ¿ 0; and for every smooth function f on the
interval [H1; H2]∣∣∣∣∣Ex
[
e−A

f(H (X ;A )) +
∫ A
0
e−t[f(H (X ;t ))− Lkf(H (X ;t ))] dt
]
− f(H (x))
∣∣∣∣∣
6 A5
4∑
I=1
sup
H16H≤H2
|f(I)(H)| where f(I) denotes the Ith derivative of f:
4. Markov property of the limiting process
It is the aim of this section to prove Lemma 4.1. This result is important for the
proof of Lemma 5.5 in the next section that gives the gluing conditions.
Consider an interior vertex Ok = Y(xk): Without loss of generality we suppose that
the edges meeting at Ok are I1; I2 (and I3, if there are 3 edges). Let E¿ 0 be a small
number, Dk(±E) be the connected component of {x: H (xk)− E¡H (x)¡H (xk) + E}
that contains xk ; Ak(±E) = A(Dk(±E)); Ckj(E) = {x ∈ Dj: H (x) = H (xk)± E}:
Lemma 4.1. For any B¿ 0 and 0¡E′¡E there exists 0 ¿ 0 such that for i; j =
1; 2; (3 if there are three edges meeting at Ok); 0¡¡0:
sup
x1 ; x2∈Cki(E′)
∣∣∣Px1 {X ;Ak (±E) ∈ Ckj(E)
}
− Px2
{
X ;Ak (±E) ∈ Ckj(E)
}∣∣∣¡B:
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The lemma states, roughly speaking, that for any interior vertex Ok the probability
that the process Y(X ;t ) started in a neighborhood of Ok leaves this neighborhood
through a certain point depends, in the limit as  ↓ 0, just on the H -value of the
starting point.
The proof of Lemma 4.1 needs two further lemmas to be prepared now. Let Ik ⊂ 
be 2xed, and let H1 ¡H0 ¡H2; B1 ¿ 0; B2 ¿ 0 be such that H2 − H1; B1 and B2 are
small, and such that H1 − 3B1 and H2 + 4B2 belong to the set of values of H (x) for
x ∈ Dk . Let Dk(H1; H2) be de2ned as in the last section. Let X t be the di4usion
process given by
X˙

t =
1

=∇H (X t ) +
√


1(X t ) ◦ W˙t ; X 0 = x0 ∈ Ck(H2):
It follows from Lemma 3.1 that
Px0{X t ∈ Ck(H2) for all t ¿ 0}= 1:
On the manifold Ck(H2) (locally) we introduce new orthogonal coordinates
F = (F1; : : : ; F2d−1), such that for a system S1; : : : ; Sm of coordinate patches the
di4usion process X t on Ck(H2) has an operator of the form
LF =
1


2d−1∑
i; j=1
a˜ij0 (F)
@2
@Fi@Fj
+
2d−1∑
i=1
b˜
i
0(F)
@
@Fi


with uniformly elliptic (a˜ij0 )i; j=1; :::;2d−1 in any Sl: We suppress the factor  in this
section. Note that the coeQcients in LF depend on . De2ne
Hi;jk = [H1 − iB1; H2 + jB2]; Di; jk = Dk(H1 − iB1; H2 + jB2);
i = 1; 2; 3; j = 1; : : : ; 4. In D3;4k we introduce orthogonal coordinates (F; h˜) ∈ Sl × H 3;4k
where h˜ is such that h˜(x) = H2 − H (x): With the new coordinates the operators L;
corresponding to the di4usion processes X ;t given by (3.8) become
LF =
1


2d−1∑
i; j=1
a˜ij(F; h˜)
@2
@Fi@Fj
+
2d−1∑
i=1
b˜
i
(F; h˜)
@
@Fi


+
2d−1∑
i; j=1
aˆij(F; h˜)
@2
@Fi@Fj
+ 2
2d−1∑
i=1
aˆi 2d(F; h˜)
@2
@Fi@h˜
+ a˜2d 2d(F; h˜)
@2
@h˜
2 +
2d−1∑
i=1
bˆ
i
(F; h˜)
@
@Fi
+ bˆ
2d
(F; h˜)
@
@h˜
; (4.1)
F ∈ Sl; h˜ ∈ [ − 4B2; H2 − H1 + 3B1]: Here a˜ij(F; 0) = a˜ij0 (F) and b˜
i
(F; 0) = b˜
i
0(F): All
coeQcients are smooth, and
(
a˜ij
)
i; j=1;:::;2d−1 is uniformly elliptic for any Sl × H 3;4k as
well as
(
aˆij
)
i; j=1;:::;2d−1 :
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Now we change the coordinate h˜ to (1=
√
) h˜ (and divide by (2=)a˜2d 2d ¿ 0) as
follows: Let
Hi;jk;  =
[
− jB2√

;
H2 − H1 + iB1√

]
:
De2ne operators LF; for smooth functions on Ck(H2)× H 3;4k;  :
LF; =
2d−1∑
i; j=1
aij (F; h)
@2
@Fi@Fj
+
2d−1∑
i=1
bi(F; h)
@
@Fi
+ 
2d−1∑
i; j=1
aˆij (F; h)
@2
@Fi@Fj
+ 2
√

2d−1∑
i=1
aˆi 2d (F; h)
@2
@Fi@h
+
1
2
@2
@h2
+ 
2d−1∑
i=1
bˆ
i
(F; h)
@
@Fi
+
√
bˆ
2d
 (F; h)
@
@h
; (4.2)
where any coeQcient in (4.2) at a point (F; h); F ∈ Sl; h ∈ H 3;4k;  , is equal to the
respective coeQcient in (4.1) at the point (F;
√
h) divided by 2 a˜2d 2d(F;
√
h). For
instance,
aij (F; h) =
a˜ij(F;
√
h)
2a˜2d 2d(F;
√
h)
; i; j = 1; : : : ; 2d− 1:
It is easy to check that for any function u with LFu = 0 in a domain K ⊂ Sl × H 3;4k ,
the function u de2ned by u(F; h) = u(F;
√
 h) solves the equation LF;u = 0 in the
respective domain in Sl × H 3;4k;  .
For D ⊂ R2d let A(D) = inf{t ¿ 0: X ;t ∈ D}.
Lemma 4.2. Let D = Dk(H1; H2) and H1 ¡H0 ¡H2: For any connected Borel set
S ⊂ Ck(H2) and any B¿ 0 there exists an 0 ¿ 0 such that
sup
x1 ; x2∈Ck (H0)
|Px1{X ;A(D) ∈ S} − Px2{X ;A(D) ∈ S}|¡B
for all ¡ 0.
The proof of Lemma 4.2 can be found at the end of this section. It is easy to check
that the statement of Lemma 4.2 is also valid for S ⊂ Ck(H1).
We will need an a priori estimate that can be found in Krylov (1987, IV, Section
3), and is formulated here for our purpose as follows:
Lemma 4.3. Let D be a domain in Sl × H 3;4k;  and u ∈ W 22d(D); |u| 6 K; a solution
of LF;u = 0 in D. Then there exist constants @ ∈ (0; 1) and N ¡∞ such that for
(F; h); (F′; h) in D
|u(F; h)− u(F′; h)|6 N |F− F′|@:
The constants depend only on K; d; l; on the (uniform in  for small ) estimates
of ellipticity of (aij ) +  (aˆij ); and on bounds for |(bi)| and for |(bˆ
i
)|: N additionally
depends on the distance of D to the boundary of Sl × H 3;4k;  .
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Proof of Lemma 4.1. Let C′′ki=Cki(E
′=2)∪Cki((E+E′)=2): By the strong Markov property
we get for x1; x2 ∈ Cki(E′):∣∣∣Px1{X ;Ak (±E) ∈ Ckj(E)} − Px2{X ;Ak (±E) ∈ Ckj(E)}
∣∣∣
=
∣∣∣∣∣
∫
C′′ki
g(;) (p(x1; d;)− p(x2; d;))
∣∣∣∣∣ (4.3)
where g(;) = P;{X ;Ak (±E) ∈ Ckj(E)} and p
(x; B) = Px{X ;A(D′′ki ) ∈ B}; B ⊂ C
′′
ki ; and D
′′
ki
is the domain bounded by Cki(E′=2) and Cki((E+ E′)=2).
Choose an arbitrary component of C′′ki, denote it by C
′′, and let H2 be the value
such that C′′ ⊂ C(H2). The function g considered in a neighborhood of C′′ solves
the equation written in local coordinates
LF g
(F; h˜) = 0:
Thus the function g(F; h) = g(F;
√
 h) solves LF; g = 0, and using Lemma 4.3 we
get that there exist constants AD ¿ 0 and @D ∈ (0; 1) such that
|g(F; 0)− g(F′; 0)|6 AD |F− F′|@D for all F; F′ ∈ D ⊂ Sl:
This implies the existence of partitions S˜1; : : : ; S˜nl of any Sl and therefore the existence
of a partition S˜1; : : : ; S˜m˜ of the set C
′′
ki such that for points yl ∈ S˜l for small 
|g(yl)− g(;)|¡B=4; ; ∈ S˜l; l= 1; : : : ; m˜: (4.4)
As 06 g 6 1, the right hand side of (4.3) is not greater than
m˜∑
l=1
∣∣∣∣
∫
S˜l
(p(x1; d;)− p(x2; d;))
∣∣∣∣
+
m˜∑
l=1
{∫
S˜l
|g(yl)− g(;)| p(x1; d;) +
∫
S˜l
|g(yl)− g(;)| p(x2; d;)
}
:
We can 2nd 0 ¿ 0 such that for 0¡¡0 the 2rst term of this sum is less than B=2
by Lemma 4.2, and the second term is less than B=2 by (4.4).
Now we prepare the proof of Lemma 4.2. Let again Ik ⊂ , and let H0; H1; H2; B1; B2;
and LF; be as in the beginning of this section.
We write the operator LF; as
LF; = LF;0 +
√
 L˜F; ; (4.5)
LF;0 =
2d−1∑
i; j=1
aij0 (F)
@2
@Fi@Fj
+
2d−1∑
i=1
bi0(F)
@
@Fi
+
1
2
@2
@h2
; (4.6)
aij0 (F) = a
ij
 (F; 0) =
a˜ij0 (F)
2a˜2d 2d0 (F)
; i; j = 1; : : : ; 2d− 1;
bi0(F) = b
i
(F; 0) =
b˜
i
0(F)
2a˜2d 2d0 (F)
; i = 1; : : : ; 2d− 1;
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L˜F;  =
2d−1∑
i; j=1
a˜ij (F; h)
@2
@Fi @Fj
+ 2
2d−1∑
i=1
a˜i 2d (F; h)
@2
@Fi @h
+
2d−1∑
i=1
b˜
i
(F; h)
@
@Fi
+ b˜
2d
 (F; h)
@
@h
: (4.7)
Then, for instance,
a˜ij (F; h) =
1√

(aij (F; h)− aij0 (F)) +
√
 aˆij (F; h)
=
1
2
√

(
a˜ij(F;
√
h)
a˜2d 2d(F;
√
h)
− a˜
ij(F; 0)
a˜2d 2d(F; 0)
)
+
√
 aˆij (F; h); (4.8)
i; j = 1; : : : ; 2d − 1; is uniformly in  bounded for small  by Taylor’s formula. The
same holds for the other coeQcients in (4.7).
As long as we consider the processes only until they leave D1;2k for the 2rst time,
nothing will change if we modify the coeQcients of the operators outside this domain.
So, let us change the original problem outside a neighborhood of D1;2k :
Let ’˜1 be a smooth function in D
3;4
k such that 0 6 ’˜1(x) 6 1; ’˜1(x) = 1; if
x ∈ D1;2k ; and ’˜1(x) = 0; if x ∈ D2;3k : By ’1 we denote the same function in the
coordinates (F; h): ’1(F(x); −1=2(H2 − H (x))) = ’˜1(x): Replace the operators L˜F;  by
’1L˜F;  + (1− ’1) 12 M; (4.9)
without change of notation. M denotes the Laplace operator. Now the coeQcients in
(4.7) do not depend on h if h ∈ H 3;4k;  \H 2;3k;  . Thus we can extend these coeQcients to
bounded and smooth functions on Sl × R1 (without changing notation). We get now
the operators LF;0; LF; ; and L˜F;  de2ned for smooth functions on Ck(H2)× R1:
The next step is an embedding of Ck(H2)× R1 in R2d+1: De2ne the vectors
b˜ = (b˜
1
 ; : : : b˜
2d−1
 )
∗; b0 = (b10; : : : ; b
2d−1
0 )
∗
and let  = (
ij
 )i; j=1; :::;2d and 0 = (
ij
0 )i; j=1; :::;2d−1 be matrices such that
∗ = 2((a
ij
0 )i; j=1; :::;2d +
√
(a˜ij )i; j=1; :::;2d); 0
∗
0 = 2(a
ij
0 )i; j=1; :::;2d−1; (4.10)
where a2d 2d0 = 1; a
i 2d
0 = a
2d i
0 = 0; a˜
2d 2d
 =0: The operators LF; and LF;0 correspond to
processes (locally) given by(
F˙

t
h˙

t
)
=
(
b0(Ft ) +
√
b˜(Ft ; h

t )
√
 b˜
2d
 (F

t ; h

t )
)
(Ft ; ht) W˙t ;(
F˙
0
t
h˙
0
t
)
=
(
b0(F0t )
0
)
+
(
0(F0t ) 0
0 1
)
W˙t ;
where W˙t is white noise in R2d:
Introducing an additional process h˜t = h˜0 ∈ H 1;2k ; t ¿ 0; we get the processes
(Ft ; h˜t ; h

t ) and (F
0
t ; h˜t ; h
0
t ) with (F

0; h˜0; h

0) = (F
0
0; h˜0; h
0
0) = (F0; h˜0; h0) as processes in
Ck(H2)× H 1;2k × R1 = D1;2k × R1:
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These processes can be written in the coordinates (x; h) as
Y t :=
(
x(Ft ; h˜t)
∗
ht
)
; Y 0t :=
(
x(F0t ; h˜t)
∗
h0t
)
; Y 0 = Y
0
0 =
(
x(F0; h˜0)∗
h0
)
:
It is convenient to write x ∈ R2d in coordinates (x1; x2; : : : ; x2d) in what follows. By
Ito’s formula we get for l= 1; : : : ; 2d:
dY  (l)t = ((∇F xl)(Ft ; ht))∗ dFt +
2d−1∑
i; j=1
@2xl
@Fi Fj
(aij0 (F

t ) +
√
a˜ij (F

t ; ht)) dt
=
(
((∇F xl)(Ft ; ht))∗(b0(Ft ) +
√
 b˜(Ft ; ht))
+
2d−1∑
i; j=1
@2xl
@Fi Fj
(aij0 (F

t ) +
√
 a˜ij (F

t ; ht))
)
dt
+
(
(∇F xl)(Ft ; ht)∗
(
ij (F

t ; ht)
)
i=1;:::;2d−1
j=1;:::;2d
)
dWt; (4.11)
and a respective formula for Y 0t . Here ∇F denotes the gradient with respect to F. The
di4usion matrix D of the di4usion process Y

t
dY t = b
D
 (Y

t ) dt + 
D
 (Y

t ) dWt (4.12)
can be written as
D = N; N=
(
c 0
0 1
)
; c =
(
@xi
@Fj
)
i=1;:::;2d
j=1;:::;2d−1
:
The matrix aD of coeQcients of the second order derivatives in the operator L
;D
x;h that
corresponds to the di4usion process Y t can be written as
aD =
1
2N (N)
∗ = 12N
∗
 N
∗ = N(a0 +
√
 a˜)N∗ = aD0 +
√
 a˜D : (4.13)
Respectively, we get from (4.11) a representation
bD = b
D
0 +
√
b˜
D
 :
Thus, the operators L;Dx;h ; L
0;D
x;h corresponding to the processes Y

t and Y
0
t applied to
functions from C20 (D
1;2
k × R1) are di4erential operators and can be written as
L;Dx;h = L
0;D
x;h +
√
L˜

x;h: (4.14)
L˜

x;h is also a di4erential operator, and all operators have smooth and bounded coeQ-
cients uniformly in  for small . Extending the coeQcients of these operators in an
arbitrary way continuously to R2d+1, we extend these operators to di4erential operators
acting on C2(R2d+1) without change of notation. To get an elliptic operator we make a
further change. Let ’2 be a smooth function in R2d such that 06 ’2(x)6 1; ’2(x)=1,
if x ∈ Dk(H1; H2 + B2), and ’2(x) = 0, if x ∈ D1;2k . We de2ne the following operators
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for smooth functions in R2d+1:
Lx;h = ’2L
;D
x;h + (1− ’2) 12M; (4.15)
L0x;h = ’2L
0;D
x;h + (1− ’2) 12M; (4.16)
L˜

x;h = L

x;h − L0x;h: (4.17)
Let a(x; h); a0(x); a˜(x; h), and b(x; h); b0(x); b˜(x; h) be the coeQcients in these
di4erential operators with notations according to (4.12)–(4.14) (we omit the index
D now).
Let the processes =Z
0
t and =Z

t be solutions of
d =Z
0
t = b0( =Z
0
t ) dt + 0( =Z
0
t ) dWt; d =Z

t = b( =Z

t ) dt + ( =Z

t ) dWt; =Z
0
0 = =Z

0 = z0
with matrices  and 0 such that ∗ = 2a; 0
∗
0 = 2a0, and with the same Wiener
process Wt in both equations. The matrices  and 0 can be chosen as
 =
1
27i
∮
C
√
z(a − zI)−1 dz; (4.18)
 ¿ 0, where C is a loop in the right complex half-plane containing all eigenvalues
of a for all small  ¿ 0 (see Freidlin, 1985, Section 3:2). The formula for 0 is
respective.
Lemma 4.4. There exists a bounded function A(t) such that for any T ¿ 0; <¿0;
¿ 0; z ∈ Ck(H2)× R :
Pz
{
sup
06t6T
| =Zt − =Z0t |¿<
}
6 A(T )

<2
:
Proof. Applying Ito’s formula to | =Zt − =Z0t |2 we get
Ez| =Zt − =Z0t |2
=2
∫ t
0
Ez[( =Z
0
s − =Zs)(b0( =Z0s )− b0( =Zs)) + ( =Z0s − =Zs)(b0( =Zs)− b( =Zs))] ds
+
∫ t
0
Ez
2d+1∑
i; j=1
(ij0 ( =Z
0
s )− ij ( =Zs))2 ds
6 2Lb
∫ t
0
Ez| =Z0s − =Zs|2 ds+ 2
∫ t
0
Ez(1 + | =Z0s − =Zs|2)
√
|b˜( =Zs)| ds
+2
∫ t
0
Ez
2d+1∑
i; j=1
(ij0 ( =Z
0
s )− ij0 ( =Z

s))
2 ds+ 2
∫ t
0
Ez
2d+1∑
i; j=1
(ij0 ( =Z

s)− ij ( =Zs))2 ds
6 2(Lb + L2 + Bb)
∫ t
0
Ez| =Z0s − =Zs|2 ds+ 2
√
Bb t
+2
∫ t
0
Ez
2d+1∑
i; j=1
(ij0 ( =Z

s)− ij ( =Zs))2 ds;
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where Lb and Bb are a Lipschitz constant and a bound for b˜, respectively, and L
depends on the Lipschitz constants of the aij0 .
From (4.18) we get
‖ − 0‖6K sup
z∈C
‖(zI − a)−1 − (zI − a0)−1‖
= K sup
z∈C
‖(zI − a)−1(a0 − a)(zI − a0)−1‖
6
√
‖a˜‖K sup
z∈C
‖(zI − a)−1(zI − a0)−1‖:
Thus, the last term in the above estimate tends to 0 if  ↓ 0, and we get
Ez| =Zt − =Z0t |2 6 K1
∫ t
0
Ez| =Z0s − =Zs|2 ds+ K2
√
t
with suitable positive constants K1 and K2.
Now the statement of the lemma follows from the Gronwall–Bellman inequality and
the Kolmogorov inequality.
For x ∈ Dk(H1; H2 + B2) let p2(x) ∈ Ck(H2) denote the point of Ck(H2) with the
same F-coordinates, and we use the same notation for points (x; h) ∈ Dk(H1; H2+B2)×
R1, that means p2(x; h):=p2(x). The di4usion processes =Z
0
t and =Z

t in R
2d+1 stay in
Ck(H (x0))×R1 if started in (x0; h) ∈ Dk(H1; H2+B2)×R1. On Dk(H1; H2+B2)×R1 the
distributions of the process (p2( =Z

t ); =Z
(2d+1)
t ) with starting point (p2(x0); h) coincide
with the distributions of the process governed by LF; with the same starting point. For
=Z

0 = =Z
0
0 = (x0; h0) ∈ Dk(H1; H2 + B2) we de2ne
Z0t = (p2( =Z
0
t ); h
0
t ); Z

t = (p2( =Z

t ); h

t ):
These are processes in Ck(H2)× R1 with operators LF;0 and LF;, respectively, if they
are written in local coordinates, and the statement of Lemma 4.4 also holds for these
processes. As mentioned above, the original operator L and the operator LF; are related
to respective Dirichlet problems. Thus, we get that
Px0 (X
;
A(H1 ;H2) ∈ S) = P(p2(x0);h0)(ZAD ∈ S × {0}); (4.19)
S ⊂ Ck(H2); x0 ∈ Dk(H1; H2); h0 = −1=2(H2 − H (x0));
AD = inf{t ¿ 0: ht ∈ [0; −1=2(H2 − H1)]}:
The process p2(Z0t ) is a di4usion process on the compact manifold Ck(H2) having a
unique invariant measure MH2 ;k , and
|Pz(p2(Z0t ) ∈ S)−MH2 ;k(S)|¡Ae−@t ; (4.20)
C1; k
∫
S
dy¡MH2 ; k(S)¡C2; k
∫
S
dy (4.21)
with constants A; @; C1; k ; C2; k ¿ 0 for all z ∈ Ck(H2); S ⊂ Ck(H2); t ¿ 0 (see e.g.
Freidlin, 1985).
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Proof of Lemma 4.2. Without loss of generality assume that B¡ 1. Let B0 = B=25.
As shown in Section 3 the processes H (X ;t ); X
;
0 = x ∈ Dk(H1; H2), stopped at the
moment when they 2rst leave (H1; H2), converge weakly on any time interval [0; T0]
as  → 0 to a non-degenerate di4usion process, the same for all x ∈ Dk(H1; H2). Using
this fact we can 2nd 1 ¿ 0 and d0 ¿ 0 such that with Ad = A
(Dk(H1 + d;H2 − d))
Px3{H (X ;A(D)) = H2}¡B0 for all x3 ∈ Dk(H1; H1 + d0); ¡ 1; (4.22)
|Px1{H (X ;Ad ) = Hj ± d} − Px2{H (X
;
Ad
) = Hj ± d}|¡B0 (4.23)
for all x1; x2 ∈ Ck(H0); ¡ 1 and d¡d0; j = 1; 2, where + is taken if j = 1;− is
taken if j = 2.
(i) De2ne A0 = inf{t ¿ 0 : h0t =0}. As the last component h0t of Z0t moves independent
of the other components p2(Z0t ) of Z
0
t , we can 2nd T ¿ 0 and h0 = h0(T )¿ 0 large
enough such that by (4.20) the following estimates hold:
sup
x1 ; x2∈Ck (H2)
|P(x1 ; h0){p2(Z0A0 ) ∈ S˜} − P(x2 ; h0){p2(Z0A0 ) ∈ S˜}|
6 2 sup
x∈Ck (H2)
|P(x;h0){p2(Z0A0 ) ∈ S˜ ; A0 ¿ T} −MH2 ; k(S˜)|
+2 sup
x∈Ck (H2)
P(x;h0){A0 ¡T}
6 2Ae−@T + 2 sup
x∈Ck (H2)
P(x;h0){A0 ¡T}6 B0
for all sets S˜ ∈ Ck(H2).
(ii) Let S1 ⊂ S ⊂ S2 ⊂ Ck(H2) be domains such that each has positive distance to the
boundary of the larger one and such that S2\S1 is small enough in that sense that by
similar calculations as above using (4.21) the following estimates hold:
sup
x∈Ck (H2)
P(x;h0){p2(Z0A0 ) ∈ S2\S1}
¡Ae−@T +MH2 ;k(S2\S1) + sup
x∈Ck (H2)
P(x;h0){A0 ¡T}¡B0:
Denote by < the minimal distance between the boundaries of S1; S; S2.
(iii) Fix d¡d0 and let 0 ¡1 be small enough such that h0 ¡ d
−1=2
0 , 1¡B2
−1=2
0 ,
(iv) by Lemma 4.4 supx∈Ck (H2) P(x;h0){sup06t6T |Zt − Z0t |¿<}¡B0, for 0¡ 6 0,
and
(v) supx∈Ck (H2) P(x;h0){h0A0(−1; −1=2(H2−H1)) = −1}¡B0; 0¡¡0, where A0(a; b) =
inf{t ¿ 0 : h0t ∈ (a; b)}.
Let Dd = Dk(H1 + d;H2 − d). Using the strong Markov property we get by (4.22)
and (4.23) for x1; x2 ∈ Ck(H0),
|Px1{X ;A(D) ∈ S} − Px2{X ;A(D) ∈ S}|
=|Px1{X ;A(D) ∈ S|H (X ;A(Dd)) = H2 − d}
×(Px1{H (X ;A(Dd)) = H2 − d} − Px2{H (X
;
A(Dd)
) = H2 − d})
+ (Px1{X ;A(D) ∈ S|H (X ;A(Dd)) = H2 − d}
−Px2{X ;A(D) ∈ S|H (X ;A(Dd)) = H2 − d})Px2{H (X
;
A(Dd)
) = H2 − d}
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+Px1{X ;A(D) ∈ S|H (X ;A(Dd)) = H1 + d}Px1{H (X
;
A(Dd)
) = H1 + d}
−Px2{X ;A(D) ∈ S|H (X ;A(Dd)) = H1 + d}Px2{H (X
;
A(Dd)
) = H1 + d}|
6 B0 + |Px1{X ;A(D) ∈ S|H (X ;A(Dd)) = H2 − d}:
−Px2{X ;A(D) ∈ S|H (X ;A(Dd)) = H2 − d}|+ sup
x∈Ck (H1+d)
Px{X ;A(D) ∈ S}
6 2B0 + sup
x3 ; x4∈Ck (H2−d)
|Px3{X ;A(D) ∈ S} − Px4{X ;A(D) ∈ S}|: (4.24)
Using the strong Markov property and the fact that (comp. (4.19))
Px{X ;A(D˜) ∈ S˜}= P(p2(x); −1=2(H2−H (x)))
{
ZAh(D˜)
∈ S˜ ×
{
H2 − Hl√

}}
(4.25)
for any D˜ of the form D˜=Dk(H3; H4); H1 6 H3 ¡H4 6 H2+B2; S˜ ⊂ Ck(H3) (or S˜ ⊂
Ck(H4)); l= 3 (or l= 4),
Ah(D˜) = inf{t ¿ 0 : ht ∈ [−1=2(H2 − H4); −1=2(H2 − H3)]};
we can bound the supremum on the right hand side of the above estimate from
above by
sup
x3 ; x4∈Ck (H2)
|P(x3 ; h0){ZAh(D) ∈ S × {0}} − P(x4 ; h0){Z

Ah(D)
∈ S × {0}}|
as h0 ¡ d−1=2. We get by (i) and (v)
|P(x3 ; h0){ZAh(D) ∈ S × {0}} − P(x4 ; h0){Z

Ah(D)
∈ S × {0}}|
6 2 sup
x∈Ck (H2)
|P(x;h0){ZAh(D) ∈ S × {0}} − P(x;h0){Z
0
A0h(D)
∈ S1 × {0}}|
+ sup
x3 ; x4∈Ck (H2)
|P(x3 ; h0){Z0A0h(D) ∈ S1 × {0}} − P(x4 ; h0){Z
0
A0h(D)
∈ S1 × {0}}|
6 2 sup
x∈Ck (H2)
|P(x;h0){ZAh(D) ∈ S × {0}} − P(x;h0){Z
0
A0h(D)
∈ S1 × {0}}|
+ sup
x3 ; x4∈Ck (H2)
|P(x3 ; h0){Z0A0 ∈ S1 × {0}} − P(x4 ; h0){Z0A0 ∈ S1 × {0}}|
+2 sup
x3∈Ck (H2)
|P(x3 ; h0){Z0A0h(D) ∈ S1 × {0}} − P(x3 ; h0){Z
0
A0 ∈ S1 × {0}}|
6 2 sup
x∈Ck (H2)
|P(x;h0){ZAh(D) ∈ S × {0}} − P(x;h0){Z
0
A0h(D)
∈ S1 × {0}}|+ 3B0:
Now
|P(x;h0){ZAh(D) ∈ S × {0}} − P(x;h0){Z
0
A0h(D)
∈ S1 × {0}}|
6 P(x;h0){ZAh(D) ∈ S × {0}; Z
0
A0h(D)
∈ S1 × {0}}
+P(x;h0){ZAh(D) ∈ S × {0}; Z
0
A0h(D)
∈ S1 × {0}}
6 P(x;h0){ZAh(D) ∈ S × {0}; Z
0
A0h(D)
∈ S2 × {0}}
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+P(x;h0){Z0A0h(D) ∈ (S2\S1)× {0}}
+P(x;h0){h0A0(−1; −1=2(H2−H1)) = −1}
+P(x;h0)
{
sup
06t6A0(−1;∞)
|Zt − Z0t |¿<
∣∣∣∣∣ h0A0(−1; −1=2(H2−H1)) =−1
}
:
By (ii) this is not greater than
2B0 + 2P(x;h0)
{
sup
06t6A0(−1;∞)
|Zt − Z0t |¿<
∣∣∣∣∣ h0A0(−1; −1=2(H2−H1)) =−1
}
+2P(x;h0){h0A0(−1; −1=2(H2−H1)) = −1};
and by (iii), (iv) and (v) this can be estimated by
4B0 + 3P(x0 ; h0)
{
sup
06t6A0(−1;∞)
|Zt − Z0t |¿<; A0(−1;∞)¡T
}
+3P(x0 ; h0){A0(−1;∞)¿T}6 10B0:
Combining these estimates we get the statement of the lemma.
5. Gluing conditions
We start with a lemma that implies that the limiting process spends no time at the
inner vertices. For small B′ let Ak(±B′) be the time of 2rst exit from Dk(±B′) for the
process X ;t .
Lemma 5.1. Let Ok be an interior vertex. For every positive  and < there exists
B1 ¿ 0 such that for any 0¡B6 B1
Ex
∫ Ak (±B)
0
e−t dt ¡<B
for su6ciently small  and all x ∈ Dk(±B).
The proof of this lemma is divided into several steps. First, we consider a small
neighborhood Uk(A1) = { x ∈ R2d: |x − xk |¡A1} ⊂ Uk of the critical point xk for a
small enough positive constant A1. We consider the slow processes X˜
; 
t and denote
A˜A1 = inf{t ¿ 0: X˜
; 
t ∈ Uk(A1)}.
Lemma 5.2. There exists A′1 such that for any 0¡A1 ¡A
′
1
ExA˜

A1 = O(ln );
uniformly in x ∈ Uk(A1) for  ↓ 0.
Proof. As xk is a saddle point of the Hamiltonian H , we have m = 0 and l = 0 for
the local coordinates at xk introduced in Section 2. Let us assume that, without loss of
generality, m 6 l. One can change the local coordinates to get new orthogonal local
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coordinates ;˜1; : : : ; ;˜2d such that with these new coordinates the operator L˜
; 
has the
form
L˜
; 
=

2

 2d∑
i; j=1
aij(x)
@2
@;˜i @;˜j
+
2d∑
i=1
bi(x)
@
@;˜i

+ 2;˜1 @
@;˜1
+
2d∑
i=2
Bi(x)
@
@;˜i
+

2

a˜11(x);˜21 @2
@;˜
2
1
+
2d∑
i; j=1; i·j =1
a˜ij(x)
@2
@;˜i @;˜j

 (5.1)
in Uk , where the coeQcients aij(x); a˜
ij(x); Bi(x); bi(x) are smooth, and the symmetric
matrix (aij(x)) is positive de2nite.
It follows from condition (vii) of the theorem, that  a˜11(xk) 6 1=2. As a˜
11 is
continuous, there exists A′1 such that
a˜11(x)6 34 for all x ∈ Uk(A′1):
The coeQcients in (5.1) are de2ned in a neighborhood of the point xk . Let us extend
these functions to the whole R2d such that they remain bounded, and
aii(;)¿ a0 ¿ 0; a˜
11(;)¿ a0; a˜
11(;)6 1: (5.2)
Let ;˜

t = (;˜
 (1)
t ; : : : ; ;˜
 (2d)
t ) be the di4usion process in R
2d governed by the operator
(5.1) with coeQcients extended as described previously. ;˜
 (i)
t is the ;˜i-coordinate of
X˜
; 
t until the process leaves Uk .
In what follows A2; A3; : : : denote positive constants. There exist constants c; C; 0¡
c¡C ¡∞ such that |;˜1|6 c A1 for all ;˜ ∈ Uk(A1), and such that |;˜1|¿C A1 implies
;˜ ∈ Uk(A1) for all (small) A1. Thus, the statement of the lemma follows if we show
that for any (small) A2 ¿ 0
E
;˜
A˜(A2) = O(ln ) where A˜
(A2) = inf{t ¿ 0: |;˜ (1)t |¿ A2 }:
In a 2rst step we consider the 2rst exit of the process ;˜
 (1)
t from a domain of order√
. Let
A˜0 = inf{ t ¿ 0: |;˜
 (1)
t |¿ A3
√
 };
where A3 ¿ 2 is chosen such that for A4 = A3 − 1 we have for small enough 
sup a11(x)
2 (A4)2
+
√

A4
sup|b1(x)|6 1
2
: (5.3)
Thus, we consider the 2rst exit time of the process ;˜t from the domain D0={;˜: |;˜1|6
A3
√
}. We introduce the function
F(z) =
∫ z
0
e−y
2
∫ y
0
es
2
ds dy;
that has the property that F(z) ∼ 12 ln z as z →∞. Let B0 ¿ 0 be such that
2
√
B0A3 supF ′(z)6 1; B0 sup a11(x)6 2:
Let the function u0(;˜1) be de2ned as
u0(;˜1) = 2B
−1
0 [F(
√
B0=A2)− F(
√
B0=;˜1)]:
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The operator L˜
; 
applied to the function u0 in R
2d depending only on the ;˜1-coordinate
gives
L˜
; 
u0(;˜) =
[ 
2
a11(x) +

2
a˜11(x);˜
2
1
] [ 4
3=2
√
B0 ;˜1F
′(
√
B0= ;˜1)−
2

]
+
[ 
2
b1(x) + 2 ;˜1
] [
− 2√
 B0
F ′(
√
B0= ;˜1)
]
=−a11(x)− a˜11 ;˜
2
1

(1− 2
√
B0=;˜1F
′(
√
B0=;˜1))
+2F ′(
√
B0=;˜1)
;˜1√

(a11(x)
√
B0 − 2=
√
B0)
−
√
=B0b1(x)F ′(
√
B0=;˜1)6 −
a0
2
for suQciently small  and ;˜1 ∈ [ − A3
√
; A3
√
]. We get (see Freidlin, 1985,
Section 3:3)
E
;˜
A˜0 6
u0(;˜1)
a0=2
6 A5|ln | for ;˜ with |;˜1|¡A3
√
: (5.4)
In the second step we consider the 2rst exit from the domains D+={A4
√
6 ;˜1 6 A2}
and D− = {−A2 6 ;˜1 6 −A4
√
} if the process starts in A3
√
 = (A4 + 1)
√
 or in
−A3
√
, respectively. We start with the time
A˜1 = inf{ t ¿ 0: ;˜
 (1)
t ∈ [A4
√
; A2]}:
Let B1 ¿ 0 be large enough such that
a0 (1 + B1)¿ 6:
We now consider the function
u1(;˜1) = B
−1
1 ln(A2=;˜1) + B
−2
1 ((
√
=A2)B1 − (
√
=;˜1)
B1 ):
The operator L˜
; 
applied to the function u1 depending only on the ;˜1-coordinate gives
(after using (5.3) and (5.2))
L˜
; 
u1(;˜)
=
[ 
2
a11(x) +

2
a˜11(x);˜
2
1
]
(B1;˜
2
1)
−1[1− (1 + B1)(
√
=;˜1)
B1 ]
+
[ 
2
b1(x) + 2;˜1
]
(B1;˜1)
−1
[
(
√
=;˜1)
B1 − 1
]
=B1
[
(
√
=;˜1)
B1
[
−
(

;˜
2
1
a11(x)
2
+
a˜11(x)
2
)
(1 + B1) +
(√

;˜1
√
 b1(x) + 2
)]
+
(

;˜
2
1
a11(x)
2
+
a˜11(x)
2
)
−
√

;˜1
√
 b1(x)− 2
]
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6 B1
[
(
√
=;˜1)
B1
[
−a0
2
+ (1 + B1) + 3
]
+
sup a11(x)
2(A4)2
+
 sup a˜11(x)
2
+
√

A4
sup|b1(x)| − 2
]
6 −B1
for small . Thus,
E
(A3
√
; ;˜2 ;:::;;˜2d)
A˜1 6
u1(A3
√
)
B1
6 A′5|ln |: (5.5)
Obviously, the same arguments can be used for the 2rst exit from D− if the process
starts from −A3
√
.
In the third step we show that there exists 0¡A6 6 1, such that the probability that
the process ;˜
 (1)
t hits the point A2 before it hits A4
√
 if it is started in A3
√
= (A4 +
1)
√
 is greater than A6 uniformly in  for small : Again, the respective considerations
can be done for D−. Let
A7 =
√
sup a11(x) and u2(;˜1) =
arctan(;˜1=(A7
√
))− arctan(A4=A7)
arctan(A2=(A7
√
))− arctan(A4=A7)
and denote by B2 the denominator of the right-hand side of the last identity. The
operator L˜
; 
applied to the function u2 depending only on the ;˜1-coordinate gives
L˜
; 
u2(;˜) =
[ 
2
a11(x) +

2
a˜11(x);˜
2
1
] −2A7√;˜1
B2 (A27 + ;˜
2
1)2
+
[ 
2
b1(x) + 2;˜1
] A7√
B2(A27+ ;˜
2
1)
=
A7
√

B2(A27+ ;˜
2
1)
[

2
b1(x) + 2;˜1 −
a11(x) + a˜11(x);˜
2
1
 A27 + ;˜
2
1
;˜1
]
¿ 0
for small enough  and for ;˜ ∈ D+ by (5.2) and by the choice of A7. As the
function u2 considered as a function in R
2d satis2es the boundary conditions
u2(A4
√
) = 0; u2(A2) = 1; (5.6)
at the boundaries of D+, we have for any ;˜ ∈ D+ that
P
;˜
(;˜
(1)
A˜1
= A2) = E;˜ 1;˜1=A2 (;˜

A˜1
) = u2(;˜1) + E

;˜
∫ A˜1
0
L˜
; 
u2(;˜

t ) dt ¿ u

2(;˜1)
as L˜
; 
u2 ¿ 0 in D

+: Thus,
P
(A3
√
; ;˜2 ;:::; ;˜2d)
(;˜
(1)
A˜1
= A2)¿ u2((A4 + 1)
√
)
=
arctan((A4 + 1)=A7)− arctan(A4=A7)
arctan(A2=(A7
√
))− arctan(A4=A7)
¿
arctan((A4 +1)=A7)−arctan(A4=A7)
7=2−arctan(A4=A7) =A6: (5.7)
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Now we are able to prove the statement of the lemma. We de2ne series of Markov
times as follows:
0 = A˜

0;
Ai = inf{t ¿i−1: |;˜ (1)t | ∈ [A4
√
; A2]};
i = inf{t ¿ Ai: |;˜ (1)t |¿ A3
√
}; i = 1; 2; : : : :
We get for ;˜ ∈ Uk(A1)
E
;˜
A˜(A2)6 sup
|;˜1|¡A3
√

E
;˜
A˜0 +
∞∑
i=1
sup
;˜1=±A3
√

E
;˜
{Ai · 1{i−1¡A˜(A2)}}
+
∞∑
i=1
sup
;˜1=±A4
√

E
;˜
{i · 1{Ai¡A˜(A2)}}: (5.8)
Using the strong Markov property and (5.5) we obtain that
E
;˜
{Ai · 1{i−1¡A˜(A2)}}
6 sup
;˜
0
1=±A3
√

E
;˜
0A1P;˜{i−1 ¡A˜(A2)}6 A5|ln |P;˜{i−1 ¡A˜(A2)}:
By (5.7) and the strong Markov property we see that for i ∈ N
P
;˜
{i−1 ¡A˜(A2)}6 sup
;˜1=±A3
√

P
;˜
{Ai−1 ¡A˜(A2)}6 (1− A6)i−1:
The strong Markov property, (5.4), and (5.7) yield the respective estimate for the last
sum in (5.8):
E
;˜
{i · 1{Ai¡A˜(A2)}}6 sup
;˜
0
1=±A4
√

E
;˜
01P;˜{Ai ¡ A˜(A2)}
6 A′5|ln |(1− A6)i :
Combining the above estimates, we get in (5.8) that
E
;˜
A˜(A2)6 A5|ln |+ A5|ln |
∞∑
i=1
(1− A6)i−1 + A′5|ln |
∞∑
i=1
(1− A6)i :
This proves the lemma.
Lemma 5.3. Let Ok be an interior vertex corresponding to a critical point xk . There
exists a positive constant A8 ¡ 1=4 such that for B = B() with B()ln  → 0 as  →
0; B()¿ A8 we have
ExA

k(±B) = O(B2|ln |)
as  → 0; uniformly in x ∈ Dk(±B).
Proof. By Ito’s formula and the self-similarity of the Wiener process we see that
H (X ;t ) =H (X
;
0 ) +W
(∫ t
0
(∇H (X ;s )∗a2(X ;s )∇H (X ;s ) ds
)
+
1
2
∫ t
0
2d∑
i; j=1
@
@xi
(
aij2 (X
;
s )
@
@xj
H (X ;s )
)
ds: (5.9)
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If 9B2 6
∫ t
0 (∇H∗a2∇H)(X ;s ) ds then
max
06t6t0
∣∣∣∣W
(∫ t
0
(∇H∗a2∇H)(X ;s ) ds
)∣∣∣∣¿ |W (9 B2)|:
We use that the time Ak(±B) is less or equal to the time when |H (X ;t ) − H (X ;0 )|
reaches the level 2B. This occurs, in particular, if the last integral in (5.9) is small in ab-
solute value, while the stochastic integral, i.e. the value of W (
∫ t
0 (∇H∗a2∇H)(X ;s ) ds)
is large{∫ t0
0
|(L2H)(X ;s )| ds¡B; max06t6t0
∣∣∣∣W
(∫ t
0
(∇H∗a2∇H)(X ;s ) ds
)∣∣∣∣¿ 3B
}
⊆ {Ak(±B)¡t0}:
We have
{Ak(±B)¿ t0}
⊆
{
Ak(±B)¿ t0;
∫ t0
0
(∇H∗a2∇H)(X ;s ) ds¡ 9 B2
}
∪
{
Ak(±B)¿ t0;
∫ t0
0
(∇H∗a2∇H)(X ;s ) ds¿ 9B2; |W (9 B2)|¿ 3 B
}
∪
{
Ak(±B)¿ t0;
∫ t0
0
(∇H∗a2∇H)(X ;s ) ds¿ 9B2; |W (9 B2)|¡ 3 B
}
: (5.10)
As L2H = 1=2 div(a2∇)H is bounded in Dk(±B) we can choose t0 ¡A9 B such that∫ t0
0
|(L2H)(X ;s )| ds¡B
for all trajectories of X ;t with Ak(±B)¿ t0. Then the second event on the right-hand
side of (5.10) cannot occur. The third one is a part of the event {W (9B2)¡ 3B}. Using
the normal distribution, we have for all x ∈ Dk(±B):
Px{Ak(±B)¿ t0}6 Px
{
Ak(±B)¿ t0;
∫ t0
0
(∇H∗a2∇H)(X ;s ) ds¡ 9B2
}
+
∫ 1
−1
1√
27
e−y
2=2 dy: (5.1l)
The last integral is less than 0.69.
To estimate the 2rst summand on the right-hand side of (5:11) we consider the
cycles between reaching two spheres Sk(A10) and Sk(A11) with centers in xk and radius
A10 and A11, respectively, where 2
√
B=c¡A10 ¡A11 ¡A′1 with c from the proof of
Lemma 5.2. Let us consider the “slow” process X˜
; 
t .
De2ne Markov times 0 = A˜0 ¡˜1 ¡A˜1 ¡˜2 ¡ · · · by
˜i =min{t ¿ A˜i−1: X˜ ; t ∈ Sk(A11)}; A˜i =min{t ¿ ˜i: X˜
; 
t ∈ Sk(A10)}:
The 2rst summand on the right-hand side of (5:11) does not exceed
Px
{
A˜n ¡ t0=6 A˜

k(±B);
∫ A˜n
0
(∇H∗a2∇H)(X˜ ; s ) ds¡ 9B2=
}
+Px{A˜n ∧ A˜k(±B)¿ t0=} (5.12)
for any natural n.
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The second probability in (5.12) can be estimated by Chebyshev’s inequality:
Px{A˜n ∧ A˜k(±B)¿ t0=}6
Ex(A˜n ∧ A˜k(±B))
t0=
: (5.13)
As Dk(±B)\Sk(A10) is a compact set where the di4usion processes X˜ ; t are strictly
non-degenerate and have bounded drift terms uniformly in  for small , we have
sup
x∈Dk (±B)\Sk (A11)
Ex (A˜1 ∧ A˜k(±B))¡A12:
Using the strong Markov property with respect to the Markov times A˜i ; ˜i we obtain
with Lemma 5.2 for suQciently small :
Ex(A˜n ∧ A˜k(±B))6 n
[
A12 + sup
z∈Sk (A10)
{Ez A˜A11}
]
6 nA13|ln |: (5.14)
Let A14 = inf x∈Dk (±B)\Sk (A10)|∇H (x)|2. To estimate the 2rst probability in (5.12) we use
the exponential Chebyshev inequality, the strong Markov property, and the positive
de2niteness of the matrix a2, i.e. (∇H∗a2∇H)(x)¿ a0A14 = A15 for all x ∈ Dk(±B)\
Sk(A10). We get with E= 1=A15
Px
{
A˜n ¡ t0=6 A˜
(±B); exp
{
−E
∫ A˜n
0
(∇H∗a2∇H)(X˜ ; s ) ds
}
¿ e−9EB
2=
}
6 e9EB
2=Ex
{
5{A˜n¡A˜(±B)}exp
{
−E
∫ A˜n
0
(∇H∗a2∇H)(X˜ ; s ) ds
}}
6 e9EB
2=Ex
{
5{A˜n¡A˜(±B)}
n∏
i=1
e−EA15 A˜i
}
6 e9EB
2=
[
sup
z∈Sk (A11)∩Dk (±B)
Ez
{
5{A˜1¡A˜(±B)}e−A˜1
}]n
6 e9EB
2=
[
sup
z∈Sk (A11)
Ez{e−A˜
(Sk (A10))}
]n
6 e9EB
2=(A16)n = exp{9EB2=− n|ln A16|}
with 0¡A16 ¡ 1 as all the processes X˜
; 
t have uniformly bounded drift and di4usion
terms for all ¿ 0 in Uk . The last expression in the above estimate tends to 0 if  ↓ 0,
if we choose
n= ent
{
10E
|ln A16|
B2

}
+ 1;
where ent(x) denotes the largest integer that is less then x. Now let
t0 =
100A13
|ln A16|EB
2|ln |
and  be small enough such that t0 ¡A9 B. (Recall that by our assumptions B()ln  →
0.) Then it follows from (5.14) that the right-hand side of estimate (5.13) tends to 0.1
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as  ↓ 0. Thus, we can 2nd 0 ¿ 0 such that the 2rst term on the right-hand side of
the estimate of (5:11) is less than 0.11 for all 0¡¡0.
Using (5:11), we obtain
Px{Ak(±B)¿ t0}6 0:8
for suQciently small  and x ∈ Dk(±B). Application of the Markov property yields
Px{Ak(±B)¿ nt0}6 0:8n; and
ExA

k(±B)6
t0
1− 0:8 =
500
|ln A16|A13E B
2|ln |:
This proves the lemma.
Proof of Lemma 5.1. We show that there exist positive constants A17; A18; A19 such
that
Ex
∫ Ak (±B)
0
e−t dt 6 A17B2|ln B| (5.15)
for all suQciently small , A18 6 B 6 A19; and x ∈ Dk(±B). Let B0 = B0() = A18 =3,
and consider the cycles between the Markov times A0 6 1 6 A1 6 2 6 · · · ; where
A0 = 0, and
n =min{t ¿ An−1: X ;t ∈ Dk(±2 B0)};
An =min
{
t ¿ n: X
;
t ∈
(⋃
i
Cki(B0)
)
∪
(⋃
i
Cki(B)
)}
:
The expectation in (5.15) is equal to
∞∑
n=0
Ex
{
5{An¡Ak (±B)}
∫ n+1
An
e−t dt
}
+
∞∑
n=1
Ex
{
5{n¡Ak (±B)}
∫ An
n
e−t dt
}
6
∞∑
n=0
Ex{5{An¡Ak (±B)}e−An}sup {Ez Ak(±2B0): z ∈ Dk(±2B0)}
+
∞∑
n=1
Ex{5{n¡Ak (±B)}e−n}sup
{
Ez
∫ A1
0
e−t dt: z ∈
⋃
i
Cki(2B0)
}
by the strong Markov property. By Lemma 5.3 the 2rst supremum is less than
A20B0B|ln B|. For a path starting in z ∈ Cki(2 B0) we can estimate EzA1 using the
solution of the boundary-value problem
fi(H)− Lifi(H) = 1; fi(H (xk)± B0) = fi(H (xk)± B) = 0:
The di4usion coeQcient Ai(z) of the limiting di4usion process on Ii can be estimated
0¡A21 ¡Ai(H)¡A22, and the drift coeQcient of this process is bounded. This im-
plies that ‖fi‖ and ‖f(I)i ‖; I = 1; : : : ; 4, are bounded, and fi(H (xk)± 2 B0) 6 A23B0B.
Here ‖ : ‖ denotes the sup-norm on [H (xk); H (xk)±B], and the bounds are independent
of B for small B. By Lemma 3.8 we have:
Ez
∫ A1
0
e−t dt 6 fi(H (z)) + A5
4∑
I=1
‖f(I)i ‖6 A24B0B
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if we choose A18 small enough. Now, using the strong Markov property, we obtain:
∞∑
n=1
Ex{5{n¡Ak (±B)}e−n}6
∞∑
n=0
Ex{5{An¡Ak (±B)}e−An}
6
∞∑
n=0
[supEz{5{X ; A1 ∈⋃i Cki(B0)}e−A1}]n:
Let Fi be the solution of the boundary-value problem
Fi(H)− LiFi(H) = 0; Fi(H (xk)± B0) = 1; Fi(H (xk)± B) = 0:
For this solution Fi(H (xk) ± 2 B0) 6 1 − AkiB0=B. Applying Lemma 3.8, we get for
suQciently small  and for z ∈ Cki(2 B0)
Ez{5{X ; A1 ∈⋃i Cki(B0)}e−A1}6 1− AkiB0=(2B)
and the above sum does not exceed 2B=(B0 mini Aki).
Corollary 5.4. There exist constants A25; A26; A27 such that
ExA

k(±B)6 A25B2|ln B|
for su6ciently small ; A26 6 B6 A27; and x ∈ Dk(±B).
Lemma 5.5. For any <¿ 0 there exists B0 ¿ 0 such that for 0¡B¡B0 there exists
B′0 = B
′
0(B) such that for su6ciently small 
|Px{X ;Ak (±B) ∈ Ckj(B)} − pkj|¡<; pkj =
)kj∑
i: Ii∼Ok )ki
for all x ∈ Dk(±B′0):
Proof. The main idea of the proof is to use the fact that the invariant measure for
the process (X ;t ; P;x ) is the Lebesgue measure and can be written as an integral with
respect to the invariant measure of an embedded Markov chain. The lemma can be
shown as the corresponding Lemma 8:3:6 of Freidlin and Wentzell (1998). Therefore
we only sketch the proof.
For B¿ 0 let H0 be greater than all H (xk) + 2 B, let CB =
⋃
k; i Cki(B) ∪
C(H0− B); CB′ =
⋃
k; i Cki(B
′)∪C(H0− B′) for 0¡B′¡B. Introduce the random times
0 = A0 6 0 ¡A1 ¡1 ¡ · · ·¡An ¡n ¡ · · ·
k =min{t ¿ Ak : X ;t ∈ CB}; Ak =min{t ¿ k−1: X ;t ∈ CB′}:
The sequence X ;Ak ; k = 0; 1; 2; : : :, is a Markov chain. If X
;
0 ∈ CB, the sequence
X ;k , k = 0; 1; 2; : : :, is also a Markov chain. Every invariant measure H of the process
(X ;t ; Px) can be represented in the form
H(A) =
∫
CB
I(dx)Ex
∫ 1
0
OA(X
;
t ) dt =
∫
CB′
I′(dx)Ex
∫ A1
0
OA(X
;
t ) dt; (5.16)
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where I; I′ are measures on CB; CB′ satisfying the system of integral equations
I(B) =
∫
CB′
I′(dx)Px{X ;0 ∈ B}; I′(C) =
∫
CB
I(dx)Px{X ;A1 ∈ C}; (5.17)
(see Khas’minskii, 1960). These measures are invariant measures of the Markov
chains X ;k ; X
;
Ak , they are nonzero, and for every Ii ∼ Ok we have I (Cki(B))¿ 0;
I′ (Cki(B′))¿ 0. We introduce the averages:
pkj =
(
I′
( ⋃
i: Ii∼Ok
Cki(B′)
))−1 ∫
⋃
i: Ii∼Ok
Cki(B′)
I′(dx)Px{X ;Ak (±B) ∈ Ckj(B)}:
(5.18)
Lemma 4.1 states that Px {X ;Ak (±B) ∈ Ckj(B)} has almost the same value for all x ∈ Ck(z)
for 2xed z ∈ H (Dk(±B′)). Using this and the strong Markov property one can show
that the same holds true for all x ∈ Dk(±B′) (see Freidlin and Wentzell, 1998, p. 399
for the details). Evidently these probabilities are close to pkj. More exactly, one can
show that for any <˜
Px{X ;Ak (±B) ∈ Ckj(B)} − p

kj|¡<˜ for all x ∈ Dk(±B′) (5.19)
and suQciently small B′ and small . If the process X ;t starts in the set CB′ , it
cannot be in Ckj(B) at time A1 unless it started in
⋃
i: Ii∼Ok Cki(B
′). Therefore, by the
2rst equation in (5.17), I(
⋃
i: Ii∼Ok Cki(B))=I
′(
⋃
i: Ii∼Ok Cki(B
′)); and the numerator in
(5.18) is I
(
Ckj(B)
)
. Thus, (5.19) can be rewritten as∣∣∣∣∣Px{X ;Ak (±B) ∈ Ckj(B)} − I
(Ckj(B))∑
i: Ii∼Ok I
(Cki(B))
∣∣∣∣∣¡<˜ (5.20)
for suQciently small positive B′¡B, suQciently small , and x ∈ Dk(±B′).
Recall that the invariant measure H is the Lebesgue measure. If a function G(x) is
integrable, equal to 0 in the region {x: H (x)¿H0 − B} and in all regions Dk(±B),
then
∫ 1
A1
G(X ;t ) dt = 0, and it follows from (5.16) that∫
R2d
G(x) dx =
∫
CB
I(dx)Ex
∫ A1
0
G(X ;t ) dt: (5.21)
Consider an arbitrary edge Ij of the graph with ends Oki = Y(xki), and denote Hki =
H (xki); i = 1; 2, except if the vertex Ok2 corresponds to the point at in2nity. In this
case we take Hk2 = H0. Let g(H) ∈ C(Hk1 ; Hk2 ); g(H) = 0 if H ∈ (Hk1 + B; Hk2 − B),
and G(x) such that G(x) = g(H (x)) in Dj, and 0 outside Dj.
The left-hand side of (5.21) can be rewritten as∫
Dj
g(H (x)) dx =
∫ Hk2−B
Hk1+B
g(H) dmj(H); (5.22)
where dmj(H) is the speed measure of the limiting di4usion in the edge Ij (see (1.9)).
Let sj = 2=u′j denote the scale function of this di4usion. Using Lemma 3.8 it is easy
to check (compare Freidlin and Wentzell, 1998, Lemma 8:4:6) that the right-hand side
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of (5.22) can be written for  ↓ 0:
I(Ck1j(B))
[
sj(Hk1 + B)− sj(Hk1 + B′)
sj(Hk2 − B′)− sj(Hk1 + B′)
∫ Hk2−B
Hk1+B
(sj(Hk2 − B′)
− sj(H))g(H) dmj(H)
]
+ I(Ck2j(B))
[
sj(Hk2 − B′)− sj(Hk2 − B)
sj(Hk2 − B′)− sj(Hk1 + B′)
∫ Hk2−B
Hk1+B
(sj(H)− sj(Hk1 + B′))g(H) dmj(H)
]
+ o(1):
This formula holds for all g ∈ C0(Hk1 + B; Hk2 − B). Therefore:
1 = I(Ck1j(B))
[
sj(Hk1 + B)− sj(Hk1 + B′)
sj(Hk2 − B′)− sj(Hk1 + B′)
(sj(Hk2 − B′)− sj(H))
]
+ I
(
Ck2j(B)
) [ sj(Hk2 − B′)− sj(Hk2 − B)
sj(Hk2 − B′)− sj(Hk1 + B′)
(sj(H)− sj(Hk1 + B′))
]
+ o(1);
mj-a.e., as  ↓ 0, and the limits of I(Ck1j(B)), I(Ck2j(B)) must exist as  ↓ 0.
As all functions are continuous and dmj=dH ¿ 0, the above identity holds every-
where. For H = Hk1 + B and H = Hk2 − B, we get
lim
→0
I(Ck1j(B)) = (sj(Hk1 + B)− sj(Hk1 + B′))−1;
lim
→0
I(Ck2j(B)) = (sj(Hk2 − B′)− sj(Hk2 − B))−1:
Observing that )kj = 2=s′j(Hk), we get that for suQciently small B and ,∣∣∣∣I(Ckj(B))− )kj2(B− B′)
∣∣∣∣¡ <˜B− B′ :
Together with (5.20), this yields |Px{X ;Ak (±B) ∈ Ckj(B)} − pkj|¡A28<˜:
Lemma 5.6. Let Ok be an exterior vertex of the graph . Then for every <¿ 0 there
exists B¿ 0 such that for su6ciently small  for all x ∈ Dk(±B)
Ex A

k(±B)¡<:
Proof. Let H (xk) be a local minimum of H . We have
ExH (X
;
Ak (±B)) = H (xk) + B;
L2H (x)¿ 12 L2H (xk)¿A29; x ∈ Dk(±B);
A29 ¿ 0; if B is small enough, as the extremum is non-degenerate. Ito’s formula gives
for Ex H (X
;
Ak (±B)); x ∈ Dk(±B):
H (xk) + B− H (x) = Ex
∫ Ak (±B)
0
L2H (X
;
t ) dt ¿ E

x A

k(±B)A29
and we have
ExA

k(±B)6
B
A29
:
If H (xk) is a local maximum of H , respective arguments can be used.
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