This article "endogenizes" the copper supply, incorporating demand for mining-sector inputs represented by other goods in the economy (specifically, intermediate goods) and also energy into a dynamic stochastic general equilibrium (dsge) model for a sample of the 2003-2013 period. The model estimation reveals that a rise of 1% in the copper price leads to a 0.16% increase in gross domestic product (gdp) over five years. The main contribution of the study is to show that, if the mining sector is treated as integrated into the rest of the economy rather than being assumed to be an enclave, as it usually is, the effects of the copper price on the Chilean economy at least double.
I
Introduction must be modelled, not just the country concerned, and as a result the first alternative has been more popular than the second in the literature of recent years.
As an alternative to what has been described, there has been little literature endogenizing the production of a mining commodity in a dsge model. Two seminal articles are those of Gross and Hansen (2013) and Veroude (2012) , who introduce elements of the vast literature on optimal extraction into a simple dsge model that is calibrated but has no frictions and no external sector. 2 Both articles start by assuming a production function for ore extraction that depends on labour, capital K and ore reserves R. Thus, mining firms are subject to two constraints, capital formation and the depletion of ore reserves, which can be expanded by new finds of ore. However, the most salient point in these articles is that endogenizing production opens up the possibility of the mining sector drawing in resources from the wider economy. In other words, the mining sector ceases to be an "enclave" and is "integrated" with the other sectors of the economy, so that the effects of mining on the economy are multiplied.
This article synthesizes the two approaches. First, it takes a full dsge model where the external sector and short-term nominal and real frictions are modelled. Second, it endogenizes supply in the production of copper, incorporating demand for mining-sector inputs in the rest of the economy. In addition, the model is estimated using Bayesian econometrics with a view to obtaining an empirical measure of the contribution of the mining sector to the Chilean economy over the last 10 years (quarterly information for [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] , focusing the analysis on two key variables: gross domestic product (gdp) growth and the real exchange rate.
The present article is organized as follows: section II summarizes the correlation between mining and the business cycle, section III presents the dsge model, section IV gives the results and section V presents the conclusions of the study.
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II
The copper mining sector and the Chilean business cycle
This section presents evidence for the dynamic correlations between the mining sector and the business cycle in the Chilean economy. The sample used depended on the availability of data. Ideally, though, it was quarterly, covering the period from 2000 to 2013.
The correlation-type analysis indicated was chosen because: it can be used to examine the interaction between the mining sector and the business cycle in Chile over the last decade; it provides information additional to that yielded by the studies cited earlier about the impact of the mining sector on the economy; and, most importantly, it provides a way into the analysis to be carried out in estimating the dsge model, with mining-sector output being incorporated endogenously.
The cross-correlations between the economic series representing the mining sector m (copper price, mining gdp or both) and the macroeconomic series y (gdp, consumption, real exchange rate, investment, etc.) are measured as follows: What equation (1) can estimate is whether the variables representing the mining sector "anticipate" movements in the macroeconomic series, coincide with them or are simply unrelated. Thus, it is established that the mining variable m precedes the cycle of a macroeconomic variable by T-l periods (quarters or years) if this correlation is significant (positive or negative) for T-l >0 (García, Jaramillo and Selaive, 2007) . The statistical significance of a specific correlation, i.e., whether this correlation is different from zero, is measured by analysing whether the value of the correlation is or is not outside a confidence band of two standard deviations, represented by:
where N is the number of observations. Table 1 measures the dynamic correlations between the copper price and macroeconomic aggregates: private consumption, private investment, exports and imports, all measured in real terms. All the variables were expressed in quarterly growth rates. 3 These correlations indicate that future consumption growth, gdp, investment and imports covary positively with present changes in the copper price. Nonetheless, it is important to stress that the analysis in this area only deals with comovement between variables and not causality. Thus, it is illustrative to confirm that the copper price weakly but positively "anticipates" 4 variables such as aggregate investment.
Conversely, total exports do not evince any kind of future comovement with the copper price. This is an important fact because not only is there no positive dynamic correlation, but there is no negative one, which would be indicative for example of symptoms of Dutch disease, i.e., a situation in which a very high copper price could be causing real exchange-rate appreciation and thereby undermining the competitiveness of the industrial sector. Table 2 shows the results of dynamic correlations between the copper price and levels of gdp by branch of economic activity. This price covaries positively with the commerce sector in the first place, and then with the industrial sector, although it is important to note that the correlation with the industrial and commerce sectors does not necessarily indicate a positive causal influence from the mining sector, as there could also be a third variable or economic force (such as the international business cycle) that is affecting all the variables in the same direction. Lastly, there is no evidence of the copper price covarying either with construction or with agriculture. Table 3 uses annual data to show the dynamic correlations between the copper price and fiscal spending and revenue, expressed as percentages of gdp. As was to be expected, there is a contemporary correlation between the copper price and fiscal revenue from copper. One finding that stands out, though, is that changes in the copper price anticipate increases in the different fiscal expenditure items as shares of gdp. This outcome is consistent with a fiscal rule whereby copper revenues are to be spent over time (García, Jaramillo and Selaive, 2007) and not immediately. Table 4 uses quarterly data to show dynamic correlations between the copper price and external-sector variables, measured as percentages of gdp (current account and foreign investment), together with dollardenominated export growth rates. All the variables were measured in each year's dollars, including the current account and foreign investment, and then divided by gdp in dollars. The results indicate that the copper price anticipates foreign investment as a share of gdp by many periods. Furthermore, this price coincides in time with a current account surplus. Both findings are consistent with the fact that the higher copper prices of recent years have attracted foreign investment, and with the evidence that a good price enables a current account surplus to be achieved because of its effect on the trade balance. Source: Prepared by the authors. Note: The current account and foreign investment are expressed as percentages of gdp and exports as quarterly growth rates. The copper price was expressed in different ways. The trend of the Hodrick-Prescott (hp) filter was used for the correlation with foreign investment, the cyclical part of the hp filter for the current account, and the quarterly growth rate for exports. a Significant and greater than two standard errors.
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As already mentioned, the positive dynamic correlation between the copper price and dollardenominated agricultural and industrial export growth may be signalling that a third variable or economic force has pushed up (or down) not only the copper price, but exports of all kinds. In this context, it seems reasonable to assume that fluctuations in the international economy might be this third variable or force, represented first by the long growth cycle up until 2007, and then by the sharp contraction resulting from the international financial crisis that began in 2008 (and the subsequent recovery). Table 5 shows the dynamic correlations between the copper price and labour-market and real exchangerate (rer) variables. The results clearly indicate that the correlations between labour market variables and the copper price are statistically equal to zero or counterintuitive (the correlation with real wages is zero or negative). This evidence is in line with the weight of mining-sector employment in total employment. The mining sector is marginal, accounting for about 3%, a very small share by comparison with the major non-mining sectors of the economy (industry, commerce and construction), which between them account for almost 55% of total employment in the Chilean economy. Consequently, it is very likely that the mining sector does not have direct effects on employment, the unemployment rate and the evolution of real wages nationally.
Furthermore, as was to be expected, table 5 shows that there is a negative correlation between the copper price and the real exchange rate, although this comovement is very weak and strictly contemporary. This finding is consistent with systematic evidence in Chile and internationally that commodity prices do not predict exchange-rate fluctuations (Meese and Rogoff, 1983; Chen, Rogoff and Rossi, 2010; García, González and Moncado, 2013) . In conclusion, the stylized facts in this section indicate a number of elements that need to be considered when the mining sector is modelled in a dsge macro model: • The copper price seems to be the key variable encapsulating the effects of the mining sector on the rest of the economy.
•
The copper price anticipates changes in gdp, private investment, consumption and imports. • This price also anticipates increases in fiscal spending, although this occurs three years after the increase in the copper price.
The copper price also anticipates foreign investment.
• The mining sector does not greatly affect the labour market nationally. In this respect, the sector can be seen as an enclave with its own workforce concentrated in regions i, ii, iii and iv.
The effects on the real exchange rate are negative, but there is no evidence that copper price variations anticipate changes in the real exchange rate. • Although real exchange-rate appreciation could reduce the competitiveness of the non-mining export sector, the evidence found in this study does not indicate that mining activity is the explanation for major episodes of exchangerate appreciation. Conversely, the standard model only emphasizes the direct fiscal contribution of the mining sector, discounting profit remittances by mining firms of foreign origin. Accordingly, the standard dsge model was modified in two ways as set out below.
The mining sector
Unlike the standard dsge model, this one assumed that copper production was not exogenous. On the contrary, it assumed that the production of copper QCU t depended on labour L t CU , capital K t CU and energy E t .
where A cu t represents the availability of ore; for example, longer haulage distances and lower ore grades. Thus, a drop in this variable also leads to a reduction in mining gdp unless production inputs are increased. In logarithmic terms, this variable is assumed to take the following form:
The incorporation of these three inputs ( L t CU , K t CU and E t CU ) makes modelling the dsge more difficult in a number of respects. A number of assumptions thus had to be made to simplify the modelling. 5 Annex 1 details the equations of the model employed.
First, it was assumed that the mining sector used a mix of energy comprising fuel (oil) and electricity. The mining sector was assumed to be a price taker for both inputs.
where oil is the fuel and EE t is electricity. Thus, given a certain level of production and thence total energy (E t ), the demand for fuel and for electricity can be obtained separately from their prices. The electricity-sector model is simplified, and it is assumed that the mining sector cannot affect the electricity price. It is acknowledged that a more realistic (but also more complex) model would consider the possibility that the mining sector could affect the electricity price, and thence the cost of all production activities in the country, because of its relative size within the Chilean economy. It has been left for future research to spell out this additional channel from mining to the rest of the economy. In logarithmic terms, the electricity price is assumed to have the following form:
Notwithstanding, to improve the fit of the dsge model there were also assumed to be lags in the response of demand for both energy and all other inputs to their respective prices. 6 Thus, demand for a generic input J, termed input J,t , measured in log-linearized terms, depends positively on the level of output as defined by output t , negatively on the real-terms price of the input as defined by P J,t , and on a lag defined by input J,t-1 :
Secondly, copper-producing firms purchase capital from other firms in each period t. Although in point of fact some firms may also produce some of their own capital goods, this study assumes, purely for simplicity's sake, that these are separate firms. For the same reason, it is also assumed that at the end of each period t copper-producing firms can resell the capital purchased from capital goodsproducing firms.
Thus, the copper-producing firm's target function is:
where , 
where f is an increasing function that represents investment adjustment costs and (8) yields the supply of capital, which together with the demand for capital (equation (7)) can be used to determine the price of capital and the amount of capital available for the next period.
Third, as in the rest of the economy, there is assumed to be partial wage rigidity (in accordance with Calvo; see also by way of example the details in García and González, 2014) . In other words, wages change exogenously over time as a result of two factors: the portion of wages adjusted directly because of changes in contracts (defined by xi_w_copper) and the portion of wages (defined by index_w_copper) that remain current but are adjusted for past inflation.
A labour supply can be derived from the modelling of wages. Thus, taking this assumption about wages and adding in the labour demand equation derived from equation (8) yields mining-sector employment and wages. Purely for simplicity's sake, it is assumed that the marginal utility of consumption by families working in the mining sector is equal to the marginal utility of all other families in the economy. This assumption is innocuous if it is considered that the mining labour market has only marginal effects on the aggregate labour market in the Chilean economy (see section II).
The mining sector and the general equilibrium of the economy
In standard dsge models that take mining output as exogenous (see, for example, García and González, 2014) , the only connection between the mining sector and the rest of the economy is expressed through the fiscal sector: a portion of copper gdp is set down directly as fiscal revenue, the rest as remittances abroad.
In the present study, conversely, a wider connection is allowed, as it is further assumed that the mining sector draws in goods from the rest of the economy, in addition to electricity. To illustrate this point, equation (9) represents the goods market equilibrium when mining output is assumed to be exogenous:
P Y P C P I P G P X , m t t t t t t t t t t
where I t is investment in domestic or (non-commodity) intermediate goods, Y t is output of these goods, C t is household consumption, X t is exports (external demand) and G t is government spending on these goods. By contrast, the present article assumes that mining-sector investment I t cu takes place in the domestic goods market:
t t t t t t t t REST OF THE ECONOMY t t t t cu MINING
Although integration of the mining sector into the rest of the economy is an assumption of the model, this is based on the production structure of the Chilean economy. Table 6 shows the percentage of inputs that the copper mining sector draws from the wider economy; this was about 70% in 2008-2011, a figure obtained from the input-output matrix (Central Bank of Chile, 2013) . While serving to simplify the analysis, though, this assumption produces limitations in the study, since assuming that the only connection between the mining sector and the rest of the economy is through investmentrelated purchases underestimates the ultimate impact of mining on the rest of the economy. It will be for future research to explore the wider connections between the copper sector and other sectors of the economy. Lastly, once all the family and firm constraints have been aggregated, discounting the production of electricity for mining and considering that mining gdp (QCU t ) is wholly exported, the total constraint in the economy is obtained: u the external interest rate adjusted for the risk premium and CAJ t the total (i.e., both mining and non-mining) investment adjustment costs.
In sum, spending in the economy, including investment adjustment costs, must be financed from the output of intermediate goods, net of imports of both intermediate goods inputs and fuel (including the portion for copper), plus the change in external financing (changes in external debt) and copper revenue (copper's contribution to gdp minus remittances abroad).
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IV
Model estimation and main results
This section will show the details of the results of the estimations and simulations serving to measure not only the impact of copper mining on the rest of the economy but also the way this sector in particular is affected by key variables such as the copper price, the electricity price and wages.
The exercises carried out are of three kinds. First, we analyse how a shock of 1% in the copper price affects the macroeconomic variables of the Chilean economy (mining-sector elasticity). Second, we measure the contribution of different economic shocks to variance in gdp growth, including the copper price and the availability of ore. Lastly, we examine what impact the copper price would have on the rest of the economy if mining were an enclave, i.e., if this sector were not integrated into the rest of the economy and thus did not draw in intermediate goods from it.
Results of the estimation using the dsge model 7
The dsge macro model is estimated using Bayesian econometrics, meaning that the distribution of the parameter needs to be established using prior values, after which standard econometric techniques (maximum likelihood) and repetitions (simulation) are used to obtain the distributions of the final or posterior estimates. The prior values of the parameters estimated were taken from the traditional macro model literature (see García and González, 2014; and García, González and Moncado, 2013) . 8 Two independent estimations were carried out with a large number of repetitions to ensure quality, and the distribution of the parameters was found to converge on similar values in both (see figure A.3.1 of annex 3). There were two parts to the macro model estimation strategy, one where the parameters relating to the stationary state were calibrated, and one where only the parameters relating to the model dynamic were estimated (i.e., the way the model converges on the stationary state after a shock).
The calibration replicated the long-term equilibrium or stationary state of the Chilean economy, measured by ratios such as consumption to gdp, investment to gdp or government spending to gdp. In the calibration process, it is crucial to obtain values for the parameters of the mining-sector output function (equation (2)). 9 These parameters represent the share of each of the inputs in copper production. To calibrate these parameters, use was made of information from the Chilean Copper Commission (cochilco), the National Energy Commission (cne) and the Central Bank of Chile. The results of the calibration are shown in table 7, with the shares of capital (51%) and labour (39%) being predominant in copper output. Of the total energy used by the sector (10%), electricity makes up the bulk with 70% (see the bottom of table 7). 10 In summary, calibrating the dsge model produces the following stationary state or long-term equilibrium for the Chilean economy, which is consistent with the information available from the Central Bank of Chile (see table 8 ). The parameters associated with the impact of copper mining 11 on the economy will now be evaluated (see table 9 ). First, the standard deviations of the shocks affecting the sector will be observed. Here, the greatest volatility derives from the prices of copper itself and oil, both at around 16% (oil is a major input in copper production). It transpires that these two variables represent the most volatile shocks facing the Chilean economy in absolute terms, according to the dsge model estimation (see annex 3). Next comes the effect of the electricity 11 With regard to the estimates of the parameters determining the dynamic of the macro model, many of the values estimated are found to be in line with the values found by other studies (García and González, 2014; and García, González and Moncado, 2013) . Annex 3 presents detailed estimates of all the parameters in the macro model. price and of the shock represented by the availability of the material (copper); these are more moderate, being comparable to other shocks affecting the economy, at around 6% (see annex 3).
Next, as explained with equation (6), the parameters (MP) measure the short-term sensitivity of demand for each input to activity and prices in the mining sector. As can be seen in table 9, all the MP parameters are well below 0.5, which indicates a high degree of inertia in the copper mining sector where procurement of new inputs is concerned. Within a quarter, in other words, the decision to acquire an input is heavily influenced by the decision taken in the previous period, and the adjustment process (meaning the time taken to fully change an input demand decision because of a change in prices and output) lasts an average of five quarters. 12 Where wages in the mining sector are concerned, the model shows these remaining rigid for about three quarters, 13 and they present a level of indexation to past inflation of about 1. 14 This finding is in line with those obtained in estimating the dynamic of wages in the rest of the economy (see annex 3). Lastly, all the shocks affecting this sector have a high level of persistence (rho parameters), exceeding 0.8.
The elasticity of the copper mining sector
To measure the impact of the mining sector on the Chilean economy, the decision was taken to analyse the effect over time (quarters) of a 1% copper price shock on all the variables in that economy, assuming that no other shock was affecting it. This way of quantifying impact is known as an impulse-response function (irf).
The information will be presented using a (quarterly) chart to set out the way the copper price affects the rest of the economy, i.e., the history behind a change in the copper price. The chart comprises subcharts showing the evolution of the different macroeconomic variables after a 1% copper price shock over the quarters. For the variables to be compared, all the subcharts have the same dimensions on the vertical axis.
Then, a table will give a precise summary of the impact of the copper price on the main macroeconomic variables over the years. Given that the dsge model is linear and was estimated using percentage change data (log differences multiplied by 100), the numbers in the table can be interpreted as elasticities. Thus, they have to be multiplied by 10 to find out what effect a 10% increase in the copper price would have. With this method, it is easy to quantify any impact on the Chilean economy of a change in the copper price. Figure 1 shows the impulse responses in the economy to a 1% shock in the copper price. This shock is clearly expansionary, i.e., it leads to increased growth in gdp, investment, electricity use, employment and wages in the mining sector. The way this spreads through the Chilean economy is as follows, confirming the correlations analysis presented at the beginning of this paper.
There is a direct expansionary effect on gdp, since mining gdp is part of this, averaging a share of 17% in recent years. There is a lesser increase in consumption and a rise in mining-sector demand for intermediate goods, driving an increase in imported inputs and employment in non-copper sectors (these sectors' wages remain practically unchanged). All this contributes to an expansion in overall gdp beyond the increase in mining gdp alone.
Government spending rises moderately, as the fiscal rule is assumed to be operating in the dsge model.
Inflation rises marginally because of the increased activity level, causing the central bank to raise interest rates slightly, which has two effects: (i) the real exchange rate appreciates, so that non-copper exports fall, and (ii) non-copper investment falls, although total investment (i.e., including that in the mining sector) rises.
It can be seen that a marginal rise in the interest rate has significant effects on the real exchange rate and investment in other production activities, since these variables in the dsge model do not depend on the current level of the interest rate alone but on the whole path of this Source: Prepared by the authors, on the basis of the dynamic stochastic general equilibrium (dsge) model.
variable (long-term interest rate). The accumulation of higher marginal rates over a prolonged period ultimately reduces these two variables in the early periods.
To provide a clearer picture of all this, table 10 shows the growth values for the different macroeconomic variables resulting from a 1% copper price shock. Table 10 is constructed from the same information as figure 1, but summarizes the information in annual terms. It details the evolution of the economy until five years after the shock, while also giving cumulative results for 1, 5 and 10 years. The main changes observed are as follows. A 1% rise in the copper price causes gdp to grow by up to 0.16% five years on from the shock. Thus, mining elasticity in the event of a rise in the copper price is 0.16 = (0.16%/1%) in five years.
The past experience of the Chilean economy has been of persistent quarterly increases in the copper price over time. The calculations carried out in this study using the dsge model indicate that the impact of this on gdp has been quantitatively large: if this quarterly growth in the copper price continued for 4, 8, 12 and 16 quarters, cumulative gdp would grow by 0.67%, 1.41%, 2.18% and 2.89%, respectively. 15 Given that the copper price shows large standard deviations (up to 16%), a positive fluctuation of this size would equate to almost two points of growth in five years (2.54% = 16*0,16).
Growth in copper investment easily offsets the drop in non-copper investment the first year. Because inflation falls, though, the central bank also cuts the interest rate, so that investment partially recovers in other sectors.
Although consumption rises by 0.015% in five years, the main macro aggregate that rises is government spending (0.088%).
The rising copper price is undoubtedly associated with real exchange-rate appreciation. This amounts to 0.044%, which reduces non-copper exports by 0.036% in five years. During this period, however, employment in other sectors rises by up to 0.026% in five years.
The contribution of the copper mining sector to growth volatility
The variance of the growth observed in 2003-2013 is broken down into the macroeconomic shocks of the dsge model with a view to measuring the contribution of the copper mining sector to growth volatility. The strength of this analysis, then, is that it consider all shocks together, allowing a clearer picture to be formed of the importance of mining, and the copper price in particular, in comparison with other elements that are also drivers of the business cycle in the Chilean economy.
15 Annex 5 presents the details of this calculation.
By construction, these shocks must add up to 100% of growth variance in the Chilean economy in the period defined. Consequently, a great variety of shocks studied by the literature on economic fluctuations in open economies (monetary, fiscal, production, terms of trade, risk premium, etc.) were included in the dsge model so that the fluctuations observed in the Chilean economy were not left to be explained by just a few kinds of shock. Due to the great persistence of the shocks affecting the economy, furthermore, the growth variance decomposition was analysed from 1 quarter to 20 quarters.
The approach described puts into perspective the effect of the copper price not only on gdp growth but also on one of the key variables in the Chilean economy, the real exchange rate. Indeed, the previous section clearly showed that a rise in the copper price causes the real exchange rate to strengthen, and thus non-copper exports to fall. An important question arises for the 2003-2013 period, though: was the copper price a fundamental determinant of the evolution of the real exchange rate, or did other shocks drive this variable? Table 11 shows a key element in the country's economy: external factors are almost as important in explaining the business cycle as productivity. Among these factors, the copper price by itself accounted for about 5.8% of gdp variance in 2003-2013 and was the largest factor, ahead of the risk premium and far ahead of external activity (the weighted growth of the United States, Europe and Japan), external interest rates and the oil price.
Furthermore, table 12 indicates that the copper price has a very marginal influence on fluctuations in the real exchange rate. Conversely, the risk premium for the exchange rate itself and productivity shocks account for almost 60% of the fluctuation in this variable. Consequently, it can be said that although a higher copper price leads to real-term appreciation of the Chilean peso, exchange-rate fluctuations in the 2003-2013 period were associated with other shocks more connected with financial and production factors. Source: Prepared by the authors, on the basis of the dynamic stochastic general equilibrium (dsge) model. 
Integration versus enclave
It is important to quantify just how important to all the results presented hitherto is the key assumption that the copper mining industry is integrated with or connected to the rest of the Chilean economy via demand for intermediate inputs.
In order for the effect of this assumption on the model results to be quantified, these are compared with the results obtained using the alternative assumption that mining behaves like an "enclave", i.e., that its contribution to the economy is confined to contributing to fiscal revenues, whether directly via the Chilean National Copper Corporation (codelco), the country's State copper producer, or through profit taxes. Figure 2 illustrates the importance of properly modelling the integration of mining into the rest of the economy and not just considering the sector's fiscal effects. If the dsge model had treated the mining sector as an enclave unintegrated into the rest of the economy, the effects on gdp growth would have had to be divided by almost 2.5 (0.98/0.39).
It is worth clarifying that the distinction between integration and enclave was of basic importance in identifying the impacts of the copper price on the economy. From the point of view of the model as a whole, the improvements yielded by this distinction proved marginal. In other words, the fit (as measured by the Bayesian factors) is very much the same in both models. Nonetheless, it is important to stress that this is a common problem in the estimation of dsge models, i.e., the sample properties are not sufficient to discriminate between different models. Del Negro and Schorfheide (2008) argue that the solution to this identification problem is to look for microeconomic evidence that enables the value of the parameters concerned to be fixed. In the present case in particular, there is a fairly obvious connection between the copper sector and the rest of the economy. Going by the information in the input-output matrices since 2008 (see table 6), the copper sector systematically draws a substantial proportion of its inputs from the rest of the economy. 
V
Conclusions
When modelling the importance of copper mining in the Chilean economy, it is vital to recognize the connections this sector has with the rest of the economy as well as the resources it generates for the Government of Chile. Thus, while the sector's chief contribution is via the copper price, it is important to realize that its output depends on inputs largely supplied by the rest of the economy. Thus, copper price increases will activate a range of demand that will positively affect many other sectors in the economy.
In quantitative terms, a 1% rise in the copper price leads to a cumulative gdp increase of 0.16% in five years. When continuous increases in the copper price as seen in the past decade were modelled, the results were quantitatively important in explaining the upsurge of growth in the economy over those years.
Lastly, although copper price increases are associated with real exchange-rate appreciation, there is no evidence that the copper price accounted for the variance in the exchange rate in 2003-2013. In fact, this variable is driven mainly by risk premium and productivity shocks.
THE BUSINESS CYCLE AND COPPER MINING IN CHILE • FERNANDO FUENTES AND CARLOS J. GARCÍA
ANNEXES ANNEX 1
The dsge model
The dsge model used generally accords with what is proposed by Christiano, Eichenbaum and Evans (2005) and Smets and Wouters (2003 and . In addition to oil and copper, however, it also incorporates electricity as a production input.
Households
There is a continuum of families of unitary size, indexed by , i 0 1
There are two types of families in the model: one portion (1 -λ c ) are "Ricardian" families with access to the capital market, while another portion λ c are restricted families whose income comes entirely from earnings. The preferences of Ricardian families are given by (A1.1), where C t o is consumption and L t o is the family's supply of labour.
The coefficient σ > 0 measures risk aversion and ρ L the disutility of working; the inverse of this parameter is also the inverse of the elasticity of hours worked to the real wage; h measures the formation of habits to capture the dynamic of consumption.
The budgetary constraint on unrestricted families (explained in detail in section III) is given by: 
Financial intermediaries
Financial intermediaries lend funds S jt obtained from families to non-financial firms. These funds come from their own wealth N jt and funds obtained from families B jt .
Q S N B t jt j t j t = + (A1.4)
Financial wealth evolves via the spread between the market rate R Ft+1 , for producers of capital, and the monetary policy rate R t+1 , which is also the effective interest rate for families.
Financial intermediaries' goal is to maximize their expected wealth, given by:
Gertler and Karadi (2011) introduce moral hazard into problem (A1.6), showing that in the aggregate:
Equation (A1.7) indicates that the total availability of private credit is intermediaries' wealth multiplied by a factor ø, which indicates their degree of leverage.
Intermediate goods firms
Intermediate goods firms use capital K t , labour L t and imported goods M t to produce intermediate goods Y t . At the end of period t, intermediate goods-producing firms purchase capital K t+1 for use in production in the following period. Once the production process is over, firms have the option of selling the capital. To acquire the resources needed to fund capital purchases, firms hand over S t entitlements equal to the number of units of capital acquired K t+1 and the price of each entitlement is Q t . In other words, Q t K t+1 is the value of the capital acquired and Q t S t the value of the entitlements against capital. Then the following must be satisfied:
In each period or at each time t, the firm produces Y t using capital, labour and imported goods. Let A t be total factor productivity. Then, output is given by:
Let P m,t+k be the price of the intermediate good.
Given that the firm's decision is taken at the end of period t, the maximization problem for the firm producing intermediate goods is:
Taxes on these firms' profits t t u do not affect the demand for inputs and nor do they have fiscal effects, given the assumption of perfect competition in the production of these goods, which means zero profits.
The coefficient σ > 0 measures risk aversion and ρ L measures the disutility of working; the inverse of this parameter is also the inverse of the elasticity of hours worked to the real wage, while h measures the formation of habit to capture the dynamic of consumption. To better model the dynamic of consumption, expected earnings were aggregated ad hoc in the Euler equation for optimizers.
Capital-producing firms
Capital-producing firms purchase capital from intermediate goods-producing firms, repair depreciated capital and construct new capital with the repaired capital. If we define I t as investment, the maximization problem for capital-producing firms is:
In other words, the capital goods-producing firm obtains a profit for investing in each period of Q I 1 t t − _ i , minus adjustment costs f I I t t 1 -j. Lastly, tu are taxes on undistributed profits. The law of capital movement is given by:
Retail firms
The final product Y t is obtained using a constant elasticity of substitution (ces) 
As in Christiano, Eichenbaum and Evans (2005) , retail firms operate in conditions of Calvo pricing and partial indexation. Then, the maximization problem for a retailer j is given by:
where MC t+k are the marginal costs of the retail firm. In particular, a firm is willing to adjust its prices with probability (1 -q) in each period. Between these periods, the firm is willing to partially index its price (i.e., ,
7 A ) to the past inflation rate. With these assumptions, the price level evolves in accordance with:
The final product used by consumers and firms is assumed to be a combination between Y t and imports of oil for transport toil t .
Monetary policy
Monetary policy follows a Taylor rule that responds to changes in output, inflation and the exchange rate.
where R is the natural rate, t P is total inflation, P is the inflation target, GDP is potential gdp, E t is the real exchange rate, E is the equilibrium real exchange rate and u t R is a monetary shock. In estimating equations (A1.16) and (A1.17), gdp excluding natural resources (i.e., the copper sector) was used.
Non-mining exports
In the model, exports X t are assumed to depend on the real exchange rate E t and international economic activity gdp* t and to present a degree of inertia Ω. Then,
Country risk
To close the model, the further assumption is made, as in Schmitt-Grohé and Uribe (2003) http://www.cne.cl/estadisticas/energia/electricidad. Within any year, the mining share of electricity consumption is assumed to rise in a linear fashion to its annual share.
The energy price
The energy price relevant to mining is constructed by taking a weighted average of the price in the sic and the sing. , use was made of the data calculated by Synex, as employed in the study "Impacto macroeconómico del retraso en las inversiones de generación eléctrica en Chile" (Agurto and others, 2013) .
ANNEX 3
Convergence and parameters estimated for the dsge model 
_ i
The interest rate is calculated by assuming a subjective discount rate of 0.9865, plus a differential of 1%. The depreciation rate cu c is assumed to be 2% a quarter, the same as the depreciation rate for the rest of the economy, which in turn was set at that level to give reasonable values for the stationary state (consumption over gdp, investment over gdp and others).
In the case of energy, use is made of the average annual electricity and fuel consumption figures in terajoules (tj) published by cochilco. Then, annual consumption is transformed into barrels of oil equivalent (dividing by 5.75/1,000) and gwh (multiplying by 0.28), since peso prices exist for these units (the price of a barrel of oil is multiplied by the observed exchange rate to give the peso price).
The total values for each energy type are calculated by multiplying prices by the number of barrels and gwh, respectively. Then the respective shares are obtained by dividing the annual values by copper gdp in each year's pesos. Thus, the average of the shares for 2003-2013 is calculated. In summary, total energy represents 10% of copper gdp, with fuel accounting for 3% and electricity for 7%, so that 30% of the total energy bill is for fuel and 70% for electricity.
The labour share is obtained as a residual, once the capital and energy share has been calculated (1 -0.51 -0.1 = 0.39).
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ANNEX 5
One characteristic of the copper price is that it has had long periods of growth, rising at an average quarterly rate of 12% from 2003 to 2006, for example. Accordingly, Source: Prepared by the authors, on the basis of the dynamic stochastic general equilibrium (dsge) model.
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