AH pairs of a large set of known vertebrate DNA sequences were searched by computer for most similar segments. Analysis of this data shows that the computed similarity scores are distributed proportionally to the logarithm of the product of the lengths of the sequences involved. This distribution is closely related to recent results of Erdos and others on the longest run of heads in coin tossing. A simple rule is derived for determination of statistical significance of the similarity scores and to assist in relating statistical and biological significance.
INTRODUCTION
Identification and Interpretation of molecular sequence similarities is a fundamental problem in molecular biology. An increasing amount of nucleic acid sequence data is becoming available in such data bases as GenBank in the U.S. and the EMBL data bank in Europe. A compendium of the data has appeared as a supplement to Nucleic Acids Research (1). These data can be analyzed for relationships, both functional and evolutionary, by a variety of techniques (briefly reviewed in (2)). The recent identification (3) of a simian sarcoma viral one gene with a human growth factor is a good example of the utility of these data. Useful computer methods have been developed for this analysis, where, among other techniques, dynamic programming is employed to find best matching (most similar) regions of sequences (4-6) . Sequence comparison methods are reviewed in (7). What has been, until now, lacking in such analyses is a completely valid test to assess the statistical significance of these similarity scores observed between DNA sequences. Though the literature abounds with sequence alignments, and biological arguments based on those alignments, there is very seldom any estimate provided of the statistical significance (given the lengths and compositions of the two sequences being compared) of those alignments. This article addresses the need to provide such an estimate. Even if It were not possible to give a derivation of the statistical distribution of similarity scores from first principles, the existing nucleic acid sequence data are sufficient for an empirical investigation of the distribution. Such an Investigation is important since all known heuristic and Mjnte Carlo techniques frequently assign statistical significance where unwarranted (8). The data can be divided into subsets of sequences having similar function and taxonoraic classification. Different distributions might be anticipated for these subsets. For example, protein coding sequences might display higher similarity among themselves simply due to their similar statistical properties (base composition and nearest neighbor frequencies (9)) . Our subsets Include 204 vertebrate DNA protein coding sequences as well as eukaryotic structural RNA's, eukaryotic viruses, vertebrate non-coding sequences, and nonvertebrate eukaryotic sequences from GenBank (1). For example, we have compared vertebate DNA sequences (and their complements) and eukaryotic virus sequences to a set of 204 vertebrate DNA sequences .
We present both empirical evidence and theoretical justification for a specific statistical distribution of the similarity scores among biologically realized sequences. This leads to a simple rule for assessing statistical significance of similarities. The method developed in this paper is not only of practical value for nucleic acid sequence analyses, but is shown to be related to important recent developments in probability theory.
METHOD
All sequence data were from GenBank (I). The alignment algorithm employed in this study Incorporates genetic transformations (base substitutions and deletion/insertions) and finds the most similar or highest scoring segments between two sequences; this algorithm has been described in detail previously (4). The similarity score of two aligned segments is the number of matches minus penalties for mismatches and gaps. The algorithm finds the maximum of the scores of all such aligned pairs of segments, therefore finding the best matching segments out of all possibilities. The algorithm is a generalization of the dynamic programming algorithm introduced by Needleraan and Wunsch (9), and was designed for the specific nature of the data, which include many repeated (e.g. Alu sequences) and biologically related (e.g. mRNA and genomic sequences) segments. To simplify the problem of comparing these results, the algorithm parameters were held constant. While the ability to identify overall sequence homology among a given set of sequences is dependent on the algorithm parameters (10) and the statistical characteristics (8) (33) while AB represents the suspected (10) homology with the primate alpha-1 antltrypsin. B) Histogram obtained from the query of 423 eukaryotlcs and viral sequences using the mouse alpha hemoglobin pseudogene (19); BA represents homologies with seven other vertebrate alpha globlns; BB represents the least similar alpha globin, the human pseudogene (34); BC-BD represent the other hemoglobins ranging from the X.laevls beta globin (20) to the rabbit beta globlns (35) . C) Histogram obtained from the query of 204 vertebrate sequences using one of the mouse Bl ubiquitous repeat (21) sequences; CA-CB represent the other mouse Bl's (21), two Chinese Hamster equivalents (36) and two human Alus (22) that neighbor the epsllon globin and preprolnsulln genes; CC represents mouse and hamster RNAs (36) , presumably arising from Bl-like repeat transcription; between CC and CD are all the other unequivocal Alu/Bl-like sequences including those from rat, human, and mouse; CE includes a number of apparently unrelated short sequence similarities, but also Includes the most distant previously Identified hamster Alu-like sequence, 250 close (36) . D) Histogram obtained from the query of 160 vertebrate protein coding (spliced) sequences using the bovine growth hormone, presomatotropin (37) ; DA represents four other somatotropin sequences from human (38) and rat (39) ; DB represents the next most similar sequence found in a mouse immunoglobulln heavy chain constant region (40) . E) Histogram from the query of the vertebrate non-protein encoding sequences using the same coding sequence for a query as in D above; EA represents the most similar sequence within this data set, a rat tRNA cluster. F) the sum of 423 eukaryotic similarity histograms, solid line; and the sum of 100 similarity histograms for random sequences having nearest neighbor frequencies Identical to those found in vertebrate coding regions (3) Deriving the probability distribution of the length of the longest run of heads in a sequence of n independent coin tosses is a problem with a long history of solutions difficult to do computations with (13). In 1970, however, Erdos and Renyi found the longest run of heads to be, In the limit with probability one, log(n) where the logarithm Is to base 1/p, p=P(Heads) 
RESULTS AND DISCUSSION
To study these data from this viewpoint, the similarity scores were plotted versus the logarithm of the products of the sequence length, where log is again to the base 1/p, p = P( Mitch). A strong linear trend is observed, with essentially constant variance, and the data are shown in close but not identical to the slopes resulting from the biological sequences .
We also studied the results of querying two clearly biologically disjoint data sets -vertebrate protein coding and non-protein coding (see examples in Fig. ID and IK) . The general statistical properties of the resulting frequency distributions for similarity scores were quite close to each other and to those generated by querying the full vertebrate data set. While there was a slight (constant) increase in the distribution mean when querying the protein coding data set with protein coding sequences (as compared to querying the non-protein coding data set with protein coding sequences), the linear relationship was retained with approximately identical slope. Sensitivity to the algorithm parameters was explored by varying the algorithm weights as well as the form of the gap weights (10). The linear trends persist, with the slope decreasing as the mismatch and gap penalties increase.
To estimate statistical significance, there are two approaches. We calculate how many standard deviations a similarity score is above the mean and judge It significant if It is more than, say, 2a above the mean. It is possible to take a much more cautious approach with Chebyshev's inequality (13): The probability that a random variable exceeds its mean by more than X is less than or equal to (o/X)~. Our a » 1.5, calculated from the data in Figure 2 , so that a similarity score exceeds its (estimated) mean by more than 4.5 with probability less than or equal 1/9 » .111 by more than 6.0 with probability less than or equal 1/16 » 0.0625, etc. Both of these procedures are useful and conservative. We use the first method and calculate the number of a's a similarity score exceeds the mean.
A fit of the data displayed in Figure The score was 27.00 so that 27.00 -16.01 = 10.99 = (5.17)(1.7S) = 6.17a.
Using a highly repetitive sequence such as mouse Bl (21) There are a few cases where similarities are equal to or greater than four a's above the mean and for which no reasonable biological justification yet exists. The best example observed in these data is obtained from comparison (see Fig. IE ) of the 18S rRNA of X. laevis (26) and an intron in the IE gene of Herpes simplex virus (27), which yielded a similarity score of 37.20 otherwise by surprisingly significant alignments. Statistically significant similarities were often found when the query sequences were the complements of the 'sense 1 or published strands. As expected, the similarity value distributions were on the average equivalent to those generated by the original sequence. Structural rRNA's have the interesting property that they are more similar to their complements than to any other complemented sequence. This is no doubt the result of the secondary structure motifs in these molecules. Unexpectedly, a few cDNA sequences (from mRNA) were found to be highly self-complementary as well. For example, cDNA from rat preprorelaxln mRNA (30) In summary, Equations 1.1 and 1.2 provide a quick method of estimating the statistical significance of sequence alignments. For alignment algorithms employing the weighting parameters used here (match = 1.0, mismatch = -0.9, deletion = -2.0) the constant values in these equations are good as they stand; for alternative parameter weights, Eqs. 1.1 and 1.2 can be rederived using a fitting procedure for data such as that in Fig.   2 . Finally, we stress that the affirmation (or negation) of the biological significance of a given found similarity should be based in part, though not entirely, on the statistical significance.
