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Abstract
In this paper, we ﬁrst investigate the pentomino exclusion problem, due to Golomb. We solve this problem on the 5 × n grid and
we give some lower and upper bounds for the k × n grid for all k and n.
We then give a generalization of this problem in graphs, the-dislocation problem, which consists in ﬁnding theminimum number
of vertices to be removed from a graph so as all the remaining connected components have cardinality at most .
We investigate the algorithmic aspects of the -dislocation problem: we ﬁrst prove the problem is NP-Complete, then we give a
sublinear algorithm which solves the problem on a restricted class of graphs which includes the k × n grid graphs, provided k is not
part of the input.
© 2006 Published by Elsevier B.V.
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1. Introduction
A polyomino is a pattern formed by the connection of a speciﬁed number of equal-sized squares along common
edges. A pentomino is a polyomino composed of ﬁve squares.
Polyominoes were deﬁned by Golomb in the 1950s, and their study was ﬁrst considered as a part of so-called
“recreational mathematics”.A large number of interesting and various combinatorial problems deal with polyominoes,
among them even so-called “serious” problems, such as for instance perfect codes (see [7]) or image modeling (see
[3]).
In his book [6], Golomb proposed the following pentomino exclusion problem, denoted PEPk×n: “Find the minimum
number of unit squares to be placed on a k × n chessboard so as to exclude all pentominoes.” For convenience we
denote this number k×n.
Bosch [1,2] proposed a linear integer programming approach to compute n×n, and determined this number for
n12. In [8], the authors determined k×n for all n and all k4 (see Theorem 1) and gave some results about the
inﬁnite case Z2 (see Theorem 2).
In the second section of this paper we determine 5×n for all n and give some upper and lower bounds on this
expression for all k and n.
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In the third section, we investigate the algorithmic aspects of the -DISLOCATION problem, which is a generalization
of the pentomino exclusion problem in graphs. As a consequence of our results, we have that the task of calculating
the value of k,n has a solution with a running time which is polynomial in n, provided k is ﬁxed.
2. The pentomino exclusion problem
2.1. Prerequisites
We start by giving two preliminary results that we need in the next two subsections. These results are due to Gravier
and Payan and are taken from [8].
Theorem 1.
k×n =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⌊n
5
⌋
if k = 1,
2
⌊n
3
⌋
if k = 2,
n if k = 3 and n2,⌈
3n
2
⌉
− 1 if k = 4, n4.
Theorem 2. The density1 of an optimal solution of PEPZ2 is 37 .
2.2. Case of the grid 5 × n
In this section, we investigate the problem PEP5×n. We denote by Gk,n the k×n grid. For given k and n, C1, . . . , Cn
(respectively, R1, . . . , Rk) denote the columns (resp. the rows) of Gk,n. The squares of Gk,n are denoted by si,j , where
{si,j } = Ri ∩ Cj .
Lemma 1. 5×n2n − 2.
Proof. The proof works by induction on n. The cases n2 being obvious, assume now that n3, and let S be a
solution of PEP5×n.
If |S ∩ C1|2, then by the induction hypothesis applied on⋃i2Ci we obtain |S|2 + 2(n − 1) − 2 = 2n − 2.
Assume now that |S ∩ C1| = 1. Let j2 be the smallest integer such that |S ∩ Cj | = 2. If |S ∩ Cj |3, then
|S ∩ (C1 ∪ C2 ∪ · · · ∪ Cj )|2j , and by the induction hypothesis applied on ⋃i=j+1,...,nCi we have |S ∩ (Cj+1 ∪
Cj+2 ∪ · · · ∪ Cn)|2(n − j) − 2, so that |S|2n − 2.
Assume now that |S ∩ Cj | = 1. If j = 2, then it is easy to see that S ∩ C1 = {s3,1} and S ∩ C2 = {s3,2}. In this case
|S ∩ C3|4, hence |S|1 + 1 + 4 + 2(n − 3) − 2 = 2n − 2.
If j = n, then |S| = 1 + 2(n − 2) + 1 = 2n − 2. If 2<j <n, then we have to study the position of the element in
S ∩ Cj .
If S ∩Cj ∈ {s1,j , s5,j }, then |S ∩Cj−1|4, which is a contradiction with the deﬁnition of j . If S ∩Cj ∈ {s2,j , s4,j },
then since |S ∩Cj−1| = 2, it is easy to see that it implies that |S ∩Cj+1|4. Then by induction hypothesis applied on⋃
i j+2Ci , we obtain |S|1 + 2(j − 2) + 1 + 4 + 2(n − j − 1) − 2 = 2n − 2.
Thus, we may assume that S ∩ Cj = {s3,j }. We have |S ∩ (R1 ∪ R2) ∩ (Cj−2 ∪ Cj−1 ∪ Cj )|2 and |S ∩ (R4 ∪
R5) ∩ (Cj−2 ∪ Cj−1 ∪ Cj )|2. Since |Cj−1 ∩ S| = 2, we get also |Cj−2 ∩ S| = 2, which implies that j − 2> 1 and
(Cj−2 ∪ Cj−1) ∩ R3 = ∅.
The squares s2,j−1, s4,j−1 must belong to S, otherwise the set {s1,j , s2,j , s2,j−1, s3,j−1, s3,j−2, s4,j−1, s4,j , s5,j }
contains a pentomino. From now, by exhaustion (see Fig. 1) shows that |S ∩ Cj−3|3, which is a contradiction with
the deﬁnition of j . 
1 The density of a solution S in a ﬁnite set T is given by d(S, T )= |S ∩ T |/|T |. The density of a solution S in Z2 is the limit (when there exists
one) of d(S, T ) when T grows, T being a ball.
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Fig. 1. The case S ∩ Ck = {s3,k}.
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Fig. 2. Some solutions of PEP5×n for n5.
Since for all n we are able to exhibit solutions of PEP5×n using exactly 2n − 2 squares (see Fig. 2), we then have
from above:
Theorem 3.
5×n =
{
2n − 1 if n ∈ {1 . . . 4},
2n − 2 if n5.
Proof. The case n ∈ {1 . . . 4} holds by Theorem 1. To conclude we exhibit solutions for n5 (see Fig. 2) satisfying
|S| = 2n − 2. 
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Fig. 3. An upper-word of a periodic optimal solution of PEP
Z2 .
2.3. General bounds
In this section,we give some general bounds for PEPk×n.We use a “cut-and-paste” technique, based on the knowledge
of the optimal density of PEPZ2 .
For the upper bound, the idea is to choose a k × n grid included in an optimal solution of PEPZ2 from which we
will be able to remove some squares to obtain a solution of PEPk×n, and for the lower bound the idea is to consider an
optimal solution of PEPk×n that we will modify to obtain a periodic solution of PEPZ2 .
Theorem 4. For all k, n5 we have
3
7
kn + 3
7
(k + n) −
(⌈
4n
5
⌉
+
⌈
4k
5
⌉)
− 4
7
k×n
3
7
(k − 4)n + 22
⌈ n
14
⌉
.
Proof. For the upper bound, we know, by Theorem 2, that the optimal density of PEPZ2 is
3
7 . In Fig. 3, we give such
a solutionT. This solution is periodic and can be described as a translation of a given row. Here we will use a more
precise description. For a periodic solution S of PEPZ2 , each row Ri can be encoded by the upper-word u
i
1 . . . u
i
t
(respectively, the down-word di1 . . . dit ) where the integer uij (resp. dij ) means that the corresponding square si,j belongs
to a polyomino of size uij (resp. dij ) in
⋃
k iRk\S (resp.
⋃
k iRk\S). For instance, the solutionT in Fig. 3 admits
the upper-word UW = 01040403303301 and the down-word DW = 04010103303304.
Therefore, a square si,j belongs toS if and only if uij = dij = 0, andS is a solution of PEPZ2 if and only if for every
square si,j we have uij + dij 5.
Now, fromT, we will construct a solution of PEPk×n for any k, n5, as follows: ﬁrst replace the rows
⋃
j2Rj
by two rows corresponding to a solution of PEP2×Z where the row R2 has a down-word DW2= 10401040101040 (see
Fig. 4). The density of R1 ∪ R2 is 1114 which is better than the density ofT (equal to 1214 ).
Observe that this gives a solutionT′ of PEPZ+×Z (see Fig. 4) since each coordinate of the word UW +DW2 is less
or equal to 5.
Moreover, since for the solutionT each polyomino in Z2\T has cardinality exactly 4, then every row Rj ofT′
with j3 has a down-word for which each coordinate is less or equal to the “corresponding” coordinate of DW. More
precisely, in our solutionT′ of PEPZ+×Z, the down-word of Rj is again DW whenever j4 and the down-word of
R3 is 01010103303301.
Let k5 be an integer and let DW′ be the down-word ofT′ associated to Rk−2. Let us replace the rows
⋃
jk−2Rj
by two rows corresponding to the solution of PEP2×Z where the rowRk−1 has the upper-wordUW2=10401040101040
(see Fig. 4). This construction gives a solution S′ of PEPk×Z, since each coordinate of the word DW′ + UW2 is less
or equal to 5.
Now, to obtain a solution S∗ for PEPk×n it is enough to take n consecutive columns C1, . . . , Cn of S′ for which the
density of (R3 ∪ · · · ∪ Rk−2) ∩ (C1 ∪ · · · ∪ Cn) is less or equal to 37 .
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Fig. 4. Construction of a solution of PEPk×Z.
Fig. 5. Proof of Claim 1.
Finally, S∗ has cardinality:
• In the ﬁrst and last two rows, less or equal to 11 	n/14
.
• In (R3 ∪ · · · ∪ Rk−2) ∩ (C1 ∪ · · · ∪ Cn), less or equal to 37 (k − 4)n.
This leads to the desired upper bound:
k×n
3
7
(k − 4)n + 22
⌈ n
14
⌉
.
For the lower bound, let S be an optimal solution of PEPk×n. First we claim that:
We may assume that there are at most two consecutiveelements of S in C1, Cn, R1, and Rk . (1)
Indeed, each solution S of PEPk×n can be transformed into another solution S′ satisfying Claim 1 by the following
transformation: given three consecutive elements s1,i−1, s1,i , s1,i+1 of S ∩R1, set S′ = S ∪ {s2,i}\{s1,i}. Clearly, if we
repeat this process in C1, Cn, R1, and Rk we obtain a solution S′ of PEPk×n satisfying Claim 1 and such that |S′| |S|
(Fig. 5).
Let S be an optimal solution of PEPk×n satisfying Claim 1. We will construct a solution S∗ of PEP(2k+2)×(2n+2)
such that the set
{s + (a.(2n + 2), b.(2k + 2)) | s ∈ S∗, a, b ∈ Z}
is a solution of PEPZ2 , that is to say S
∗ is the base rectangle of a periodic solution of PEPZ2 .
We set S∗ = S ∪ S1 ∪ S2 ∪ S3 ∪ B1 ∪ B2 ∪ B3 ∪ B4 ∪ B5 ∪ B6 ∪ B7 ∪ B8 ∪ T , where (see Fig. 6):
• B1 = {si,n+1|i ∈ {1, . . . , k}, si,n /∈ S}, and B2 = {sk+1,j |j ∈ {1, . . . , n}, sk,j /∈ S}. Due to Claim 1, B1 and B2 satisfy
the pentomino exclusion property (and even the trimino exclusion property).
• S1 is symmetric to S with respect to axis B1, i.e. S1 = {si,2n+2−j |si,j ∈ S}. Analogously, deﬁne S2 symmetric to S
with respect to axis B2, i.e. S2 = {s2k+2−i,j |si,j ∈ S}.
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Fig. 6. Construction of S∗ from S.
• In the sameway,B3={sk+1,j |j ∈ {n+2, . . . , 2n+1}, sk,j /∈ S1}) andB4={si,n+1|i ∈ {k+2, . . . , 2k+1}, si,n /∈ S2}).
• S3 is symmetric to S1 with respect to axis B3, i.e., S3 ={s2k+2−i,j |si,j ∈ S1}. Notice that, by construction, S3 is also
symmetric to S2 with respect to axis B4.
• B5 = {si,2n+2|i ∈ {1, . . . , k}, si,2n+1 /∈ S1}, B6 = {si,2n+2|i ∈ {k + 2, . . . , 2k + 1}, si,2n+1 /∈ S3}, B7 = {s2k+2,j |j ∈
{1, . . . , n}, s2k+1,j /∈ S2} and B8 = {s2k+2,j |j ∈ {n + 2, . . . , 2n + 1}, s2k+1,j /∈ S3}.
• T = {sk+1,n+1, sk+1,2n+2, s2k+2,n+1, s2k+2,2n+2}.
The set S∗ is a solution of PEP(2k+2)×(2n+2). The corresponding (2k+2)× (2n+2) rectangle tiles Z2 by translation
of vectors (0, 2k + 2) and (2n + 2, 0) which leads to a solution of PEPZ2 . As the optimal density for PEPZ2 is 37 , then
the density of S∗ is greater or equal to 37 .
Since the ﬁrst and last rows and columns of S have density at least 15 , then the Bi’s have density at most
4
5 . As the
Si’s are symmetric of S then |Si | = |S| = k,n for all i. Moreover |T | = 4, so ﬁnally we have:
3
7
(2k + 2)(2n + 2) |S∗|4k,n + 4
(⌈
4n
5
⌉
+
⌈
4k
5
⌉)
+ 4.
This leads to the desired bound:
k,n
3
7
kn + 3
7
(k + n) −
(⌈
4n
5
⌉
+
⌈
4k
5
⌉)
− 4
7
.
Observe that in the proof of the lower bound we need only the assumption that k, n2. 
As a direct consequence of the previous theorem, let us mention a more explicit corollary which shows how close
are our bounds:
Corollary 1. There are two positive constants C1 and C2, such that for all k, n5 we have
3
7
kn − 26
70
(k + n) − C1k×n
3
7
kn − 5
70
(k + n) + C2.
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3. Dislocation of graphs
3.1. Introduction
In this section, we present the problem of dislocation of graphs, which is a generalization of the pentomino exclusion
problem. Roughly speaking, dislocating a graph consists in removing some vertices from it so as to break it up into
“small pieces”. Depending on our purpose, by “small pieces” we can mean connected graphs having no more than a
ﬁxed number of vertices—as in the present paper—or graphs having a small diameter, a small chromatic number, etc.
In general, if we are interested in a parameter f (G), to (f,)-dislocate G consists in removing some vertices of G so
as to obtain G′ such that f (G′).
Here by -DISLOCATION we mean (f,)-dislocation with f (G) being the maximum cardinality of a connected
component of G. More formally, given a graph G = (V ,E) and a positive integer , we say that a subset S of vertices
of G is a set of -DISLOCATION of G if and only if all the connected components of G − S have at most  vertices.
One can notice that if G is the k × n grid and = 4, then a set of -DISLOCATION of G is a solution of PEPk×n.
Since S = V (G) is always a set of -DISLOCATION of G for any , then the challenge is to ﬁnd an S of minimum
cardinality. Thus, the corresponding decision problem is the following:
-DISLOCATION
Input: a = graph G and a non-negative integer k.
Output: is there a set of -DISLOCATION of G of cardinality less or equal to k ?
Remark that for a graph G and = 1, a set S of -DISLOCATION of G is a transversal of G, i.e. the complement of
S is an independent set of G. Since the problem TRANSVERSAL is NP-Complete (see [5]), then for = 1 the problem
-DISLOCATION is NP-Complete. In the next subsection, we will prove that -DISLOCATION is NP-Complete for
all .
The problembeingNP-Complete,we then looked for efﬁcient algorithms on restricted classes of graphs. In subsection
3, we give a linear algorithm for trees. In the last subsection, we present a linear time algorithm solving the -
DISLOCATION problem in the grid graph Gk,n provided k is ﬁxed. Our algorithm still works for a larger class of graphs,
namely fasciagraphs. This algorithm was inspired by the work of Žerovnik and Klavžar on fasciagraphs [9]. Our search
for such an algorithm was motivated by the pentomino exclusion problem, since it enables us to determine k×n in
linear time whenever k is ﬁxed.
3.2. Complexity of the -DISLOCATION problem
In this section, we show that the -DISLOCATION problem is NP-Complete for all values of . To prove this, we
reduce it to TRANSVERSAL.
Theorem 5. For any , the problem -DISLOCATION is NP-Complete.
Proof. The problem is clearly NP. We will reduce it to TRANSVERSAL:
TRANSVERSAL
Input: a graph G and a non-negative integer k.
Output: is there a transversal of G of cardinality less or equal to k ?
Given a graph G, let us construct a graph G′ such that G has a transversal of cardinality less or equal to k if and
only if G′ has a set of -DISLOCATION of cardinality less or equal to k. The graph G′ is constructed in the following
way:
• To each vertex vi ∈ V (G) corresponds a clique Ki on  vertices in G′.
• In each clique Ki in G′ let us choose one vertex v∗i .• To each edge vivj ∈ E(G) corresponds one edge v∗i v∗j ∈ E(G).
If S is a subset {vi}i of V (G), then S∗ will denote the corresponding subset {v∗i }i of V (G′). Conversely for a subset
S∗ = {v∗i }i of V (G′), S will denote the subset {vi}i of V (G).
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Fig. 7. Construction of G′ from G.
Assume that G has a transversal T of size less or equal to k. Then T ∗ is a set of -DISLOCATION of G′. Indeed, as T
is a transversal of G, then the connected components of G′ are:
• the Ki − v∗i for all v∗i ∈ T ∗, of cardinality − 1;• the Kj for all v∗j /∈ T ∗, of cardinality .
This shows that T ∗ is a set of -DISLOCATION of G.
On the other hand, assume that G′ has a set S of -DISLOCATION of cardinality less or equal to k. Let us show that
G has a transversal of cardinality less or equal to k (Fig. 7).
Let us consider the set T ∗ ⊆ V (G′) deﬁned by
v∗i ∈ T ∗ ⇐⇒ Ki ∩ S = ∅.
As S has cardinality less or equal to k, then T ∗ has cardinality less or equal to k.
Consider the set T in V (G) corresponding to T ∗. Then we claim that T is a transversal of G. Indeed, if there exist
an edge v∗i v∗j ∈ E(G′) such that v∗i , v∗j /∈ T ∗, it means that Ki ∩ T = Kj ∩ T = ∅, so that Ki ∪ Kj is contained in a
connected component of G′ − T ∗ of cardinality greater or equal to 2, a contradiction. 
3.3. Dislocation of trees
In this section, we show that the problem -DISLOCATION is polynomial (and even linear) restricted to trees and we
give the corresponding algorithm.Actually we show that a more general problem, namely WEIGHTED -DISLOCATION,
is polynomial.
WEIGHTED -DISLOCATION
Input: a graph G = (V ,E), a non-negative integer k, and a mapping w : V −→ Z+.
Output: is there a set S ⊆ V , |S|k, such that for any connected component C of G− S we have∑v∈C w(v) ?
Theorem 6. Restricted to trees, the problem WEIGHTED -DISLOCATION is polynomial.
Proof. Let T = (V ,E) be a tree weighted by a function w : V −→ Z+. Let us call small leaf a leaf l of T such that
w(l), and big leaf a leaf l of T such that w(l)>.
Obviously, any set of -DISLOCATION of T must contain all the big leaves of T . Conversely, there exists a set of
-DISLOCATION of T containing none of the small leaves of T . Indeed, let S be a set of-DISLOCATION of T and let l be
a small leaf of T belonging to the set S. Then S′ := S\{l}∪{father(l)} is still a set of-DISLOCATION of T , of cardinality
smaller or equal to |S|. Moreover, let T ′ = T [V \{l}] be the tree weighted by the function w′ : V (T ′) −→ Z+ such that
w′(u) = w(u) + w(l) if u = father(l) and w′(v) = w(v) for any other vertex of T ′. Then S′ is a set of -DISLOCATION
of T ′.
To summarize, given a leaf l of T , we have that:
• If l is a big leaf of T , then S must contain l, and we may reduce the problem to ﬁnding a set of -DISLOCATION of
the tree T \{l} weighted by w|T \{l}.
S. Gravier et al. / Discrete Mathematics 307 (2007) 435–444 443
Fig. 8. An example of fasciagraph over monographs K3.
• If l is a small leaf of T , then we may assume that l /∈ S, and in this case we may reduce the problem to ﬁnding a set
of -DISLOCATION of T ′ = T \{l} weighted by w′.
This enables us to compute a set of -DISLOCATION of a tree in linear time. 
If w ≡ 1, then the weighted -DISLOCATION problem is simply the -DISLOCATION problem, hence:
Corollary 2. Restricted to trees, the problem -DISLOCATION is polynomial.
3.4. Case of the fasciagraphs
3.4.1. Fasciagraphs: deﬁnition
LetG1, . . . ,Gn be disjoints graphs andX1, . . . , Xn a sequence of sets of edges such that an edge ofXi joins a vertex
of V (Gi) with a vertex of V (Gi+1), where Gn+1 denotes the graph G1. A polygraph n(G1, . . . ,Gn;X1, . . . , Xn)
over the monographs G1, . . . ,Gn is deﬁned in the following way:
• V (n) = V (G1) ∪ V (G2) ∪ · · · ∪ V (Gn).
• E(n) = E(G1) ∪ X1 ∪ E(G2) ∪ · · · ∪ Xn−1 ∪ E(Gn) ∪ Xn.
The monographs Gj are also called the ﬁbers of the polygraph.
Assume that for all i = 1 . . . n, Gi is isomorphic to a ﬁxed graph G. In addition, let the sets Xi , i = 1 . . . n − 1 be
equal to a ﬁxed edge set X and Xn = ∅. Then we call the polygraph a fasciagraph and we denote itn(G,X) (Fig. 8).
3.4.2. Algorithm for fasciagraphs
Let G be a graph on k vertices v1, . . . , vk and let n(G,X) be a fasciagraph of ﬁber G. We will denote by vji the
vertex vi in the j th ﬁber Gj of n(G,X). In this section, we denote by j , j = 1 . . . n the subgraph of n(G,X)
induced by the j th ﬁrst ﬁbers G1, . . . ,Gj of n(G,X).
For a ﬁxed jn, a word (a1, a2, . . . , ak) of {0, . . . ,}k is said to be valid (for Gj ) if there exists a set S of
-DISLOCATION ofj such that for all i = 1, . . . , k, vij belongs to a connected component of cardinality ai ofj − S.
We will construct an auxiliary digraph G(G,X) as follows:
• The vertices of G(G,X) are the valid words of {0, . . . ,}k , plus two additional vertices B and E, that we call,
respectively, begin and end vertices of G(G,X).
• There is an arc between B and any valid word V = E for G1.
• There is an arc between any vertex V = B and E.
• There is an arc between two valid words V and W = B,E if and only if there exists a set of -DISLOCATION S and
an integer j for which V is valid for Gj and W is valid for Gj+1.
Notice that there is a one to one mapping between the sets of -DISLOCATION of n(G,X) and the paths on n + 2
vertices from B to E of G(G,X).
In addition, the arcs of G(G,X) are weighted in the following way:
• For any V and any W = E, the arc (V ,W) is weighted by the number of zeros of the vector W .
• For any V , the arc (V ,E) is weighted by 0.
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Remark that for a given path on n+2 vertices P = (B, V1, V2, . . . , Vn, E), the weight of P is the sum of the number
of zeros of V1, V2, . . . , Vn. So the weight of the path is the cardinality of the corresponding set of -DISLOCATION.
Then, to determine the minimum cardinality of a -DISLOCATION set of n(G,X) is equivalent to compute the
minimum weight of a (B,E)-path on n + 2 vertices in G(G,X). This can be done in O(K log n) time, where K
depends only on the size of G(G,X), by computing the (n + 2)th power of the distance matrix of G(G,X) (see for
example [4] or [10]).
Theorem 7. For a ﬁxed k, one can compute the -DISLOCATION number of a fasciagraphn(G,X) in O(log n) time
whenever |V (G)|k.
Proof. First observe that the size of G(G,X) depends only on k and , since G(G,X) has at most (+ 1)k vertices.
It remains, now, to prove that one can constructG(G,X) in O(log n) time. This comes from the fact that determining
if a word of {0, . . . ,}k is valid, and checking if two valid words are adjacent, can be done by computing all the
-DISLOCATION sets of (G,X). Indeed, for j >, a word w is valid for Gj in n(G,X) if and only if w is valid
for G in (G,X). 
4. Open problems
Roughly speaking, Theorem 4 shows that k×n is approximatively 37 times the area of the k × n grid minus an
improvement on the boundary (k+n). For k=5 and when 14 divides n, the upper bound of Theorem 4 gives 5×n2n.
Moreover, Theorem 3 tells us that 5×n = 2n − 2. Therefore, one may ask:
Conjecture 1. For any k and n “sufﬁciently large” (with nk), we have
k×n =
⌊
3
7
(k − 4)n
⌋
+ 22
⌈ n
14
⌉
− O(1).
From the algorithmic point of view, one may consider a weaker question related to grid graphs. Theorem 7 proves
that determining k×n for a grid graph is a polynomial task whenever k is ﬁxed. So a weaker version of Conjecture 1
is:
Conjecture 2. Restricted to grid graphs, the problem -DISLOCATION is polynomial.
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