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COUNTING ISOLATED POINTS OUTSIDE THE IMAGE OF A POLYNOMIAL MAP
BOULOS EL HILANY
ABSTRACT. Let f = (f1, f2) : C
2 → C2 be a non-proper polynomial map, and let deg f denote
the maximum degree of f1, and f2. We show that for a large family of such maps, the number of
isolated points in C2 \ f(C2) is bounded from above by 5 deg f . This improves Jelonek’s existing
upper bound (deg f − 1)2 for deg f ≥ 7. Moreover, for any n ∈ N, we construct a map f in the
above family, with deg f = 2n + 2, and having 2n isolated points in C2 \ f(C2). Both results use
recently-developed polyhedral tools for the computation of the Jelonek set.
1. INTRODUCTION
Let f : C2 → C2, x = (x1, x2) 7→ (f1(x), f2(x)), be a dominant polynomial map. The set I∅(f)
of isolated points in C2 \ f(C2) is finite, and the best known upper bounds on the number of
its elements are due to Jelonek [Jel99a]. Namely, he proved that |I∅(f)| is either equal to zero,
or it has at most deg f1 deg f2 − µ(f) − 1 points, with µ(f) being here the number of points in
C2 counted with multiplicities in a generic fiber of f . Moreover, he proved that if deg f is the
maximum of deg f1, and deg f2 then |I∅(f)| ≤ (deg f − 1)
2.
Little is known regarding the sharpness of these bounds. Nevertheless, the problem of im-
proving them, or even that of constructing maps f with large |I∅(f)|, has not yet been adressed.
We aim to tackle these two problems for all f whose corresponding I∅(f) is non-empty. Such
maps are consequently non-proper, that is, there exists a point y in C2 (possibly also outside
I∅(f)), over which f is not a local analytic covering (see [Jel93]).
Our results hold true for a family forming an open dense subset in the space of non-proper
polynomial maps of some fixed degrees. Elements in this family are called generically non-proper
maps, and we will provide a precise definition shortly.
Theorem 1.1. Let f : C2 → C2 be a generically non-proper map. Then, the number |I∅(f)| of
isolated points in C2 \ f(C2) cannot exceed any of the two values
(1.1)
2 deg f1 deg f2
µ(f)2
+ 2(deg f1 + deg f2),
and 5(deg f1 + deg f2)/2. In particular, we have |I∅(f)| ≤ 5 deg f . Moreover, for any n ∈ N, there
exists a generically non-proper map f with deg f1 = 2, deg f2 = 2n+2, and such that |I∅(f)| = 2n.
The above result constitutes the first upper bound that is linear in deg f , and is close to being
sharp for any even value of deg f . Moreover, if the fiber of a generically non-proper map f has
a large-enough number of points, then our upper bound reduces to 4 deg f .
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21.1. The Jelonek set. The proof of the first upper bound appearing in [Jel99a] uses the nu-
merical invariants of the set Sf in C
2 at which f is non-proper. We refer to it as the Jelonek
set considering that he was the first to introduce and study SF for the more general case of
dominant polynomial maps F : Cn → Cn (see [Jel93]). It has appeared in many other appli-
cations [Jel99b, Jel10, JK14, JT17] ever since, and for which numerous geometric properties
have been discovered (see e.g. [Jel02, Sta05, JL18]). One of those features is that SF is ruled
by regular rational curves in Cn, which implies that a finite union of them in C2 constitute Sf .
1.2. Relation to polytopes. Our proof uses the Jelonek set as well, however, we additionally
take into account the configuration of points in the respective supports of the polynomials f1,
and f2. That is, the sets supp f1, and supp f2, of monomial exponent vectors in N
2 appearing in
the respective polynomials f1, and f2, with non-zero coefficients. It turns out that the Newton
polytopes New f1, and New f2, play a central role in obtaining the equations of different compo-
nents of Sf (see [EH19]). These are the respective convex hulls in R
2 of supp f1, and supp f2.
We now explain how to exploit their geometry to obtain obstructions on I∅(f).
First, from [Jel93], we have Sf coincides with those y ∈ C
2, for which there exists a con-
tinuous family Xα of points in the torus T = (C
∗)2 going towards infinity, and whose image
converges to y. The subscript α is a vector in Q2 describing the asymptotic direction of the curve
Xα. This limit remains in the closure of C
2 as a point [p] = [p0 : p1 : p2] inside the projective
plane CP 2. A point in I∅(f) turns out to be the result of several such families Xα.
At the same time, the vector α determines a minimized face-couple γ = (γ1, γ2) of Newf =
(New f1,New f2). That is, each member γi is the intersection of New fi with the line, normal to
α, and minimizing a linear function on New fi.
On the other hand, each point a in the family Xα is a solution to the polynomial system
(1.2) f1 − f1(a) = f2 − f2(a) = 0,
written as f − f(a) = 0. Moreover, the limit [p] ∈ CP 2 \ C2 is a solution to the restricted system
(f − y)γ = 0 of f − y = 0 to the tuple γ above. That is, the system constructed by forgetting all
terms in fi − yi whose monomial exponent vectors do not belong to γi. We then show that this
defines a univariate parametrization of y, from which we determine the equations of Sf .
1.3. Obtaining the bound. We use the above description to show that points in I∅(f) are con-
tained in the union comprised by the nodes, complete intersections, and some other distin-
guished points of Sf . Those three conditions can be computed in terms of the number |γi ∩ N
2|
of integer points in each member γi of γ. The degrees deg f1, deg f2, appear in (1.1) for they
bound the number of integer points in the faces showing up in Newf . The denominator, how-
ever, appears as an illustration of the fact that a substantial part of I∅(f) requires at least µ
2(f)
above conditions per point. As for the second bound, the quantity µ(f) depends solely on the
polytopes in Newf for generically non-proper maps. We use this fact to show that the fraction
in Equation (1.1) can be factorized to be at most (deg f1 + deg f2)/2.
Let us define the family to which we will be restricting in Theorem 1.1. A consequence of
Bernshtein’s result in [Ber75], is that µ(f) is at most a quantity V (Newf), called the Mixed
volume (see Definition 4.10), that depends only on Newf . Moreover, we have equality if the
polynomials f1, f2 are chosen to be generic in some sense.
Definition 1.2. A non-proper map f : C2 → C2 is called generically non-proper if µ(f) =
V (Newf), and, there are finitely-many points y ∈ C2 outside C × {f2(0, 0)} ∪ {f1(0, 0)} × C
at which f−1(y) has no more than µ(f)− 2 points, counted with their multiplicities. 7
31.4. Plan of the paper. In Section 2, we identify a combinatorial type of minimized couples γ
of Newf called non-proper couple (see Definition 2.3). We show in Proposition 2.6 that this is
the only type to which one restricts the system (1.2).
We introduce in Section 3 a monomial change of variables that transforms a) the restricted
systems (f − y)γ = 0 to equations of Sf , and b) the limit [p] above into a point in C
∗ × {0}.
Section 4 contains notations and results that link the first half of the paper to its second.
The strategy to proving Theorem 1.1 consists of splitting I∅(f) ⊂ Sf into three disjoint sets
appearing in Propositions 5.1, and 6.1. The proof thus follows in Sections 5, and 6 by summing
up the upper bounds appearing in the above Propositions. Finally, the construction in our main
result is made in Example 6.3.
Remark 1.3. The upper bounds in Theorem 1.1 can be improved by a constant factor using a refined
analysis in the last two sections. This, however would make the proofs far too cumbersome.
The methods that we use in this paper can be tailored to apply for all dominant polynomial
maps. In this direction, we formulate the following conjecture.
Conjecture 1.4. There exists k ∈ N, such that for any dominant polynomial map f : C2 → C2, we
have |I∅(f)| ≤ k deg f .
2. NON-PROPER POINTS, AND NON-PROPER COUPLES
Given a dominant polynomial map f : C2 → C2, we werely translate I∅(f) whenever we
replace f by f + c for any c ∈ C2. Subsequently, we will assume without loss of generality that
f(0) ∈ T . This implies that for generic y ∈ C2, and i = 1, 2, the support supp(fi) coincides with
supp(fi − yi) and contains the origin of R
2.
2.1. Faces relating to properness. The following notion will be useful in the rest of the paper.
Definition 2.1. The Minkowski sum of any given sets A,B ⊂ Rn, is formed by adding each
vector in B to each vector in A, i.e., the set A+B = {a+ b | a ∈ A, b ∈ B} . 7
For any minimized couple γ = (γ1, γ2) of Newf as in Section 1.2, we have dim γ1+γ2 ∈ {0, 1}.
Example 2.2. The vectors α, and β in Figure 1 minimize the respective couples (γ1, γ2), and
(a,) of the couple of polytopes appearing to the left. We have dim γ1+γ2 = dim a+ = 1. 7
An origin face of any convex polytope in R2 is a (not necessarily proper) face of that polytope
that has the point (0, 0) as a vertex. The tuple γ is called an origin couple if one of its members
γi is an origin face of New fi. An origin (resp. strictly-semi origin) couple is one as above whose
both (resp. only one) of its elements are origin faces (see Example 2.4).
Definition 2.3. A non-proper couple γ ofNewf is a minimized semi-origin one such that dim(γ1+
γ2) = 1, and for i = 1, 2, if dim γi = 1, then γi is not contained in the union of the coordinate
axes of R2, and γi is the origin of R
2 otherwise. 7
Example 2.4. Below are minimized couples of Newf in the example represented in Figure 1.
• Couples (a,), (b,), and (γ1, γ2) are the only non-proper couples of Newf ,
• (N, c) is a strictly semi-origin couple,
• (⋆, d) is an origin couple,
• (N,) is not a semi-origin couple
7
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FIGURE 1. (L): the couple Newf of f in Example 4.9, together with two vectors
α, β, minimizing two corresponding non-proper couples of Newf . (R): An exam-
ple of a basis as in Section 3.1 for the Minkowski sum ∆ ⊂ R2 of the members in
Newf appearing on the left. The new basis e˜ in this example is (1, 2), (−1,−1)
(in red), and it spans non-negatively the translation of ∆ by −v = (−1, 0).
Notation 2.5. For a given couple γ ofNewf , and a point y ∈ C2, let (fi−yi)γ denote the polynomial
(2.1)
∑
a∈γi∩supp fi
c(i)a x
a − yi , or
∑
a∈γi∩supp fi
c(i)a x
a, i = 1, 2,
depending on whether 0 ∈ γi ∩ supp fi, or not. We thus write (f − y)γ =
(
(f1 − y1)γ , (f2 − y2)γ
)
.
We identify the space C2, spanned by points (x1, x2), with the set of all points [x1 : x2 : 1] belonging
to the projective space CP 2.
Proposition 2.6. Let f : C2 → C2 be a generically non-proper map (see Definition 1.2), and let y
be a point in C2 \ f(0). Then, we have y ∈ Sf if and only if there exists a non-proper couple γ of
Newf such that (f − y)γ = 0 has a solution in T .
Proof. We start with the first direction. There exists two continuous families of Puiseux series
{x(t)}t∈]0,1[ ⊂ T , and {y(t)}t∈]0,1[ ⊂ C
2 such that
[p] = lim
t→0
x(t), y = lim
t→0
y(t), and f
(
x(t)
)
− y(t) = 0 ∀ t ∈ ]0, 1[.
Using Puiseux Theorem on f(x) − y(t) = 0, regarded now as a system in variables x1, x2
having Puiseux series for coefficients, we see that the i-th coordinate xi(t), of the solution x(t)
is expressed as a univariate Laurent polynomial/series of the form
(2.2) cit
αi + higher order terms, i = 1, 2.
Now plugging the solution x(t) into the polynomials f − y(t), we deduce that there exists a
couple γ of Newf , minimized by α, such that
(2.3) t−min(
∑
αjaj | a∈supp fi) (fi(x(t))− yi(t))→ (fi(c)− yi)γ for t→ 0.
This shows that the point c ∈ T is a solution to (f − y)γ = 0.
In what follows, we prove that γ is a non-proper couple of Newf . We start by showing that γ
is a semi-origin couple of Newf . If this is not the case, we get (f − y)γ = fγ , and hence for any
5y ∈ C2, the system fγ = 0 has a solution in T . From Theorem B of [Ber75], we obtain strictly
less than µ solutions in T to f = 0 for any y ∈ C2. This is a contradiction.
Next, we show that dim γi = 0 ⇒ γi = 0 for i = 1, 2. Assume without loss of generality
that an element, say γ1, of γ is a vertex. Then (f1 − y1)γ consists of only one monomial (recall
Notation 2.5). Since none of the coordinates of c above are zero, this monomial is not a variable.
We thus obtain (f1 − y1)γ = f1(0) − y1 = 0. Note that γ cannot be the couple
(
{(0, 0}, {(0, 0}
)
since this would imply that y = f(0). This also shows that γ1 + γ2 has dimension one.
To finish this direction, assume that dim γi = 1 for some i ∈ {1, 2}. Since [p] ∈ CP
2 \ C2, one
of the coordinates αj of α ∈ Q
2 is negative (see Equation (2.2)). Therefore, the member γi does
not belong to any of the coordinate axes.
The other direction: Assume that (f − y)γ = 0 has a solution in T for some non-proper
couple γ of Newf . For i = 1, 2, and with same possibilities for γi ⊂ New fi, equations in (2.1)
can be written as ∑
a∈γi∩supp fi
c(i)a (x
κ)ra − yi, or
∑
a∈γi∩supp fi
c(i)a (x
κ)ra · xv,
where κ = (κ1, κ2) ∈ N
2 is a primitive integer vector spanning γi, {ra}a∈γi∩supp fi is a set of
positive integers, and v ∈ N2 is a vector. Note that in the latter case, we have x−v(fi−yi)γ(0) 6= 0.
Thus, a solution to (f − y)γ = 0 is of the form x
κ = s for some s ∈ C∗. We first show that
(f−y) = 0 has a solution in CP 2\C2. Write x1 = x
−κ2/κ1
2 s
1/κ1 , and plug it into the system (1.2).
For i = 1, 2, the polytope New fi belongs to the half-space H
+
i with boundary being a line,
directed by κ, and containing γi. Moreover, for some vectors λ, µ ∈ Z
2, the translated half-
spaces λ+H+1 , and µ+H
+
2 are equal and contain the origin in their boundary. Thus, both
(2.4) xλf1
(
x
−κ2/κ1
2 s
1/κ1 , x2
)
− y1, and x
µf2
(
x
−κ2/κ1
2 s
1/κ1 , x2
)
− y2
are two polynomials in one of x2, or 1/x2.
Assume without loss of generality that we get a couple of polynomials in x2, and denote by
Cκ the set {x ∈ T | x
κ = s} . For any x ∈ T , the point [p] = limx1→∞ x ∈ CP
2 \ C2 is a solution
to (f − y)γ as long as x ∈ Cκ. Moreover, if x1 → ∞, we have x2 = x
−κ1/κ2
1 s
−1/κ2 → 0. Hence,
for i = 1, 2, the couple in (2.4) converges to 0, making the point [p] a solution to (f − y) = 0.
To prove that y ∈ Sf , we assume without loss of generality that γ1 is an origin-face of New f1.
Consider the curve C2 ⊂ C
2, defined as the set of points x ∈ T forming the zero-locus of f2(x)−
y2 = 0. Since C2 is a complex curve in C
2, the point [p] ∈ CP 2 \ C2 lies in the compactification
of an irreducible component C02 ⊂ C
2 of C2 inside CP
2. Then, we either have C02 ∩ T 6= ∅, or it
forms the line {x2 = 0}.
Assume first that C02 ∩ T 6= ∅. Then, the distance between Cκ and C
0
2 converges to zero for
any x converging to [p]. The discussion above thus shows that there exists a point x(t) ∈ C02 ∩T ,
and a value ε1(t) ∈ C
∗, such that x(t)→ [p], ε1(t)→ 0 for t→ 0, and
f1,γ(x)− y1 = ε2(t), and f2(x)− y2 = 0.
Therefore, the point y belongs to Sf .
Assume now that C02 = {x2 = 0}. Then, we have f2(x)− y2 = x2P (x). Hence, for any x ∈ T ,
with x2 ∈ C
∗ converging to zero, the value ε2 = f2(x) − y2 ∈ C
∗ also converges to zero. Now,
we take the point x to be convergent to [p], which, as before creates another value ε1 ∈ C
∗ close
to zero, such that f(x) = y1 + ε1, and f2(x) = y2 + ε2. This proves that y ∈ Sf for this case.

63. TORIC CHANGE OF COORDINATES
The following notations were used in [Ber75]. Consider the change of variables, written as
x1 = z
u11wu21 , x2 = z
u12wu22
involving the integer matrix U = (uij)i,j=1,2 satisfying det(U) = ±1. This transformation is
written as x = (z, w)U , and it induces an isomorphism
U⋆ : K[x1, x2]→ K[z
±1, w±1],
taking the monomial xa to (z, w)Ua. Hence for any polynomial h ∈ C[x1, x2] we have
supp(U⋆h) = U(supph),
and the solutions in T of f − y = 0 are isomorphic to those of U⋆(f − y) = 0 in T . In particular,
if the set of solutions to f − y = 0 in T is finite, their number will be preserved.
3.1. Coordinates from couples. Let us describe a change of variables that depends on a given
non-proper couple γ = (γ1, γ2) of Newf . This will depend on the following change of basis
of R2 (see e.g. Figure 1). Let L0 ⊂ R
2 be the line containing the origin, and directed by the
segment γ1 + γ2. Since L0 passes through the positive orthant of R
2, there exists a unique
primitive integer vector e˜1 spanning it, and having non-negative entries. Then, the segment
γ1 + γ2 + {−v} contains the origin 0, and is contained in R+e˜1 for some v ∈ N
2. This point v
turns out to be the Minkowski sum γ01 + γ
0
2 , where γ
0 is the minimized 0-couple of γ such that
γ0i = 0 if γi is an origin face of New fi.
Now, define any integer vector e˜2 such that
- the translation New f1 +New f2 + {−v}, of the Minkowski sum New f1 + New f2 is con-
tained in the cone {a1e˜1 + a2e˜2 | a1, a2 ∈ R≥0} , and
- the basis e˜ = (e˜1, e˜2) spans the lattice Z
2.
We represent it as a matrix transformation U : R2 → R2 taking e˜ to e, where e = (e1, e2) is
the canonical basis of R2 represented as the identity matrix I2. The second item above guar-
antees that detU = ±1. Since the resulting base-change integer matrix U obtained using this
construction depends on the choice of γ, we call it the toric γ-transformation of Newf .
Example 3.1. Figure 1 represents an example of such basis e˜ that gives a toric γ-transformation
of Newf , where f is in Example 4.9. 7
Notation 3.2. For any toric γ-transformation U of Newf , the notation U
⋆
(f−y) refers to the tuple
consisting of element U⋆
(
x−γ
0
i (fi − yi)
)
for i = 1, 2 (see Example 4.9).
Proposition 3.3. Let f : C2 → C2 be a generically non-proper map, and let y be a point in
C2 \ f(0). Then, we have y ∈ Sf if and only if there exists a non-proper couple γ of Newf , and a
toric γ-transformation U of Newf such that U
⋆
(f − y) = 0 has a solution in C∗ × {0}.
Proof. Proposition 2.6 shows that if y ∈ Sf , then there exists a solution s ∈ T to (f − y)γ = 0
for some non-proper couple γ of Newf . Hence, there exists a toric γ-transformation U of Newf
such that the point r = (r1, r2) ∈ T , satisfying s = r
U , is a solution to U
⋆
(f − y)γ = 0. On the
other hand, since the segment γ1 + γ2 is directed by e˜1 (from the construction of U), we have
(3.1) U
⋆
(f − y)γ(z, w) = U
⋆
(f − y)γ(z, 0).
Therefore, the point ρ = (r1, 0) is a solution to U
⋆
(f − y)γ = 0, and thus to U
⋆
(f − y) = 0. The
other direction follows the same arguments in reverse order. 
7Remark 3.4. Proposition 3.3 gives a method to find the equations of Sf for any generically non-
proper map f . The details can be found in [EH19] for the more general case of maps Cn → Cn.
4. INTERMEDIATE RESULTS AND NOTATIONS
For a generically non-proper map f : C2 → C2, write Sf as the disjoint union S
0
f ⊔ S
1
f , with
S1f = Sf
⋂ {
y ∈ C2
∣∣ y1 = f1(0), or y2 = f2(0)} .
Let D∗f denote the set of all points y ∈ Sf such that U
⋆
(f − y) = 0 has a solution ρ ∈ C∗×{0}
that is not generic, where U is a γ-toric transformation for some non-proper couple γ of Newf .
A generic solution to a polynomial system is one at which the Jacobian matrix (evaluated using
local coordinates) has full rank.
4.1. Transformed polynomials. Fix, for the rest of this section a non-proper couple γ, and a
toric γ-transformation U of Newf . The following notation will be used in the rest of the paper.
For any y ∈ C2, denote by g, h ∈ C[z, w, y1, y2] the polynomials U
⋆
(f1 − y1), U
⋆
(f2 − y2)
respectively. The set Y ∗γ (f) of points y ∈ C
2 at which the system g = h = 0 has a solution
(z, 0, y1, y2) in C
∗ × {0} × C2 is described as follows. Write
(4.1) g(z, w) =
m∑
i=0
wigi(z)− z
awby1, and h(z, w) =
n∑
i=0
wihi(z) − z
cwdy2,
where a, b, c, d ∈ N. From the description in Section 3, each of the couples (a, b), and (c, d)
coincide with (0, 0) whenever the corresponding γi is an origin face. Two cases for Y
∗
γ (f) emerge.
(A) γ is an origin-couple of Newf . This means that (a, b) = (c, d) = 0, and thus g(z, 0) =
g0(z) − y1, and h(z, 0) = h0(z) − y1. Therefore, the set Y
∗
γ (f) coincides with the
parametrized curve
{(
g0(z), h0(z)
)
∈ C2 | z ∈ C∗
}
.
(B) γ is a strictly semi-origin couple of Newf . Then, we have Y ∗γ (f) coincides with the
union of horizontal lines C × {h0(z) ∈ C | g0(z) = 0, z ∈ C
∗} if γ2 is an origin face, and
it coincides with the union of vertical lines {g0(z) ∈ C | h0(z) = 0, z ∈ C
∗}×C otherwise.
4.2. Some useful non-proper couples. We distinguish non-proper couples as follows.
Definition 4.1. A non-proper couple γ of Newf is called fully non-proper if the element γi is an
edge of New fi for i = 1, 2. Otherwise, it is called partially non-proper. 7
Example 4.2. Couples (a,), and (b,) in Figure 1 are partially non-proper. The couple (γ1, γ2)
is the unique fully non-proper couple. 7
In the rest of the paper, we abbreviate the notation µ(f) by writing µ instead.
Lemma 4.3. Let y be a point in S0f . Then, there exists a fully non-proper couple δ of Newf such
that y and δ satisfy Proposition 3.3. Moreover, if y ∈ I∅(f) ∩ S
0
f \ D
∗
f , then there exists µ points
ρ1, . . . , ρµ ∈ C
∗ × {0} such that each ρi is a generic solution to V
⋆
(f − y) = 0.
Proof. Consider any toric δ-transformation V of Newf for a given δ. The vectors e˜1, e˜2 (see
Section 3) form the matrix V , and correspond to variables z, w respectively. Hence, we get the
relation in (3.1), with V, δ instead of U, γ. Now, assume that δ is partially non-proper. Then, one
of the two members, say, δ1, is the origin 0. This implies that the polynomial V
⋆
(f1− y1)δ(z) is a
8constant equal to f1(0)− y1. If V
⋆
(f − y) = 0 has a solution ρ ∈ C∗ × {0} for some y ∈ C2, then
y1 − f1(0) = 0. On the other hand, if δ2 is the origin 0, then we obtain y2 − f2(0) = 0. In both
cases, we get y /∈ S0f .
Now, we prove the second statement. There exists a smooth generic curve y :]0, 1] → C2, t 7→
y(t) such that f−1(y(t)) has exactly µ points in T , and limt→0 y(t) = y. The system f − y(t) = 0
has µ distinct generic solutions σ1(t), . . . , σµ(t), each of which converges to points [p] ∈ CP
2 \C2
whenever t→ 0.
On the other hand, for t ∈]0, 1[, all points ρi(t) ∈ T , satisfying ρ
V
i (t) = σi(t), are generic
solutions to V
⋆
(f − y(t)) = 0 for δ-toric transformations V of Newf corresponding to any non-
proper couple δ. Moreover, each ρi(t) converges to a point in CP
2\T . Using Lemma 4.3 for each
ρi(t), we deduce that ρi(0) ∈ C
∗×{0} is a solution to V
⋆
(f −y) = 0, where δ is fully non-proper.
Since y does not belong to D∗f , the solution ρi(0) is generic. 
Definition 4.4. The vector α = (α1, α2) ∈ Z
2 minimizing a non-proper couple of Newf satisfies
α1α2 < 0. If α1 > 0, we say that it is a left non-proper couple, and it is a right one otherwise. 7
Example 4.5. In the example of Figure 1, couples (a,), and (b,) of Newf are left non-proper.
The couple γ, on the other hand, is right non-proper. 7
Lemma 4.6. There exists at most one left fully non-proper couple of Newf , and at most one right
fully non-proper couple of Newf . Moreover, if γ is a left/right fully non-proper origin couple, then
γ is the unique (not necessarily fully) non-proper left/right couple (see Examples 4.2, and 4.5).
Proof. For the first statement, we argue by contradiction. Consider two fully non-proper couples
γ and δ, both of which are right couples. The case where both are left couples is symmetric.
Clearly, the vectors α, β ∈ Q2, minimizing γ, δ respectively, are distinct, and satisfy α2, β2 > 0.
We can assume that β2 > α2. For any positive q ∈ Q, the vector α+ (0, q) will not minimize any
1-couple with both elements being edges. Indeed, the only thing that α+ (0, q) will minimize is
the vertex 0 of New fi, where the edge γi is an origin-face of New fi, for some i ∈ {1, 2}. This is
a contradiction to the fact that there exists a positive q ∈ Q such that α+ (0, q) differs from β by
a positive scalar.
For the second statement, assume that Newf has a fully non-proper origin right couple γ.
Then, the corresponding minimizing vector α ∈ Q2 satisfies α2 > 0, and α1 < 0. Any vector
α˜ ∈ Q2 satisfying α1 = α˜1, and 0 < α˜2 < α2, minimizes a couple γ˜ of Newf , where each member
γ˜i is not an origin face of New fi. This finishes the proof. 
4.3. Segments and mixed volumes. We start with the following notation.
Notation 4.7. If σ is a bounded segment in R2 with rational slope, we denote by ℓ(σ) its integer
length |σ ∩ Z2| − 1, and by dirσ = (dir1 σ,dir2 σ) ∈ N
2 the only primitive integer vector directing
σ away from 0. We also denote by dirσ the vector dir(γ1 + γ2) if γ is a minimized couple of Newf .
Lemma 4.8. Assume that for some i ∈ {1, 2}, there exists a horizontal segment σ ⊂ R2, and a point
v ∈ Z2 such that zv1wv2
(
U⋆(fi− yi)
)
σ
is a univariate polynomial Pi in z with Pi(0) 6= 0. Then, the
γ-transformation U maps dir γ to (1, 0). Moreover, we have degPi = deg fi/(dir1 γ + dir2 γ).
Proof. The matrix transformation U : R2 → R2 maps segments to segments. Recall that U is
defined using the new basis e˜, with first coordinate being parallel to γ1 + γ2. Therefore, the
matrix U transforms e˜1 into (1, 0). This proves the first statement. As for the second statement,
note that degPi = ℓ(σ). Since detU = ±1, we get |σ ∩ Z
2| = |η ∩ Z2|, where U(η) = σ. The
result follows from the equality ℓ(σ) = deg fi/(dir1 σ + dir2 σ). 
9Example 4.9. Let U =
(
(3,−1), (−2, 1)
)
be the toric transformation matrix with respect to the
vector α = (−2, 1), minimizing a fully non-proper couple γ of Newf (see Figure 1), where
(4.2) f1(u, v) = 1 + 2uv
2 + 3u2v4 + 4uv3 + 5u2v5, and f2(u, v) = −1− 2u− 3u
2v2.
Then, the polynomials U⋆(f − y) are now written as
(4.3) 1− y1 + 2z + 3z
2 + 4z2w + 5z3w, and − 1− y2 − 2z
−1w−2 − 3w−1,
and the polynomials U
⋆
(f − y) are thus denoted by (g, h), where
(4.4) g(z, w) = 1− y1 + 2z + 3z
2 + 4z2w + 5z3w, and h(z, w) = (−1− y2)zw
2 − 2− 3zw.
Note here, that the constant −2 in h was the coefficient of u in f2. We also have γ1 =
conv
(
0, (2, 4)
)
, γ2 = conv
(
(1, 0), (2, 2)
)
, and U · (dir γ)tr = U · (1, 2)tr = (1, 0). 7
We endow R2 with a fixed translation-invariant Lebesque measure L. The volume Vol(∆) of a
convex body ∆ ⊂ R2 is its measure L(∆).
Definition 4.10. The mixed volume V (∆1,∆2) of two convex bodies∆1,∆2 ⊂ R
2 is the quantity
Vol(∆1 +∆2)−Vol(∆1)−Vol(∆2).
This is a particular case of a more general notion (see [Ber75, Kho16]). 7
Fact 4.11 (monotonicity, see [Sch14],Chapter 5.25). If L1, L2,∆1,∆2 ⊂ R
2 are convex bodies
such that L1 ⊂ ∆1, and L2 ⊂ ∆2, then V (L1, L2) ≤ V (∆1,∆2).
Lemma 4.12. Let σ, θ ⊂ R2 be two bounded segments having rational slopes. Then, we have
V (σ, θ) ≤ ℓ(σ) · ℓ(θ).
Proof. From dimσ = dim θ = 1, we have Vol(σ) = Vol(θ) = 0, and thus V (σ, θ) = Vol(σ + θ).
Let Lσ(θ) be the union of lines in R
2, parallel to σ, and intersecting θ at the points θ ∩ N2, and
Lθ(σ) be the analogous union of lines, but with σ and θ switched (see Figure 2). Then, the set
Lθ(σ)∪Lσ(θ) subdivides σ+ θ into ℓ(σ) · ℓ(θ) parallelograms Pij , i = 1, . . . , ℓ(σ), j = 1, . . . , ℓ(θ),
from which we obtain
Vol(σ + θ) =
∑
i,j
Vol(Pij).
From the construction of Pij , we get VolPij = |det(dirσ,dir θ)| for any i, j. Since latter is always
a positive integer, the result follows. 
5. POINTS CORRESPONDING TO GENERIC SOLUTIONS
Write d1, d2 for deg f1,deg f2. This section is devoted to proving the following.
Proposition 5.1. We have the two inequalities corresponding to S0f , and S
1
f :
(5.1) |I∅(f) ∩ S
0
f \ D
∗
f | ≤ min
(
2d1d2
µ2
,
d1 + d2
2
)
, and |I∅(f) ∩ S
1
f \ D
∗
f | ≤ d1 + d2.
Lemma 5.2. If µ = 1, then C2 \ f(C2) does not have isolated points.
Proof. For any y ∈ Sf , the set f
−1(y) ⊂ C2 is now either empty or has positive dimension. Since
Sf is a curve in C
2, it is enough to show that there are finitely-many points y ∈ C2 satisfying
dim f−1(y) > 0. At each point y with infinite fiber, we have x ∈ f−1(y) ⇔ fi(x) − yi =
h(x)gi(x) = 0 for i = 1, 2. Therefore, the curve C = {x ∈ C
2 | h(x) = 0} belongs to Z(J), where
J(x) = det Jacx(f) is the determinant of the Jacobian matrix Jacx(f) of f evaluated at x. Since
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f is well defined, we have f(C) = y. On the other hand, the set Z(J) consists of finitely-many
such curves C1, . . . , Cr. Therefore, the set {f(C1), . . . , f(Cr)} is finite.

Notation 5.3. The common zero-locus in C2 of a bivariate polynomial system P1 = P2 = 0, written
as P = 0, will be denoted by Z(P ). We denote by Ztor(P ) the set Z(P ) ∩ T .
5.1. Proof of first inequality of Proposition 5.1. Lemma 5.2 implies that µ ≥ 2. We apply the
following re-labeling
I∅(f) ∩ S
0
f \ D
∗
f =
⋃
i∈I
{qi1, . . . , qii},
where I is a finite subset of distinct values i in N satisfying
•
∑
i∈I i = |I∅(f) ∩ S
0
f \ D
∗
f | =: N , and
• for each i ∈ I, and y ∈ {qi1, . . . , qii}, there are exactlymi distinct points a ∈ C
∗ such that
(a, 0, y1, y2) is a simple solution to g = h = 0.
Then, for any i ∈ I the set of points {a1, . . . , ami} ⊂ C
∗ in the second item above satisfies
(5.2)
{
(ak, al) ∈ Z
tor(G) | k, l = 1, . . . ,mi
}
,
where G(r, s) = 0 is the polynomial system g0(r)− g0(s) = h0(r)− h0(s) = 0,
with notations taken from (4.1). Therefore, to any two distinct points y, y′ ∈ {qi1 , . . . , qii}
one associates two disjoint subsets of Ztor(G) respectively, each of which is of the form (5.2).
Indeed, since any such two y, y′ induce two disjoint sets {a1, . . . , ami}, {a
′
1, . . . , a
′
mi} ⊂ C
∗ whose
points satisfy (5.2). Note that the number of points in (5.2) is equal to m2i .
5.1.1. One fully non-proper couple. Assume that γ is the only fully non-proper couple. Then,
Lemma 4.3 shows that for any i ∈ I, we have mi = µ. The discussion above thus leads to
(5.3) µ2 ·N ≤ |Ztor(G)|.
Since
{(
g0(z), h0(z)
) ∣∣∣ z ∈ C∗} ⊂ C2 constitutes a nodal curve, the set Ztor(G) ⊂ T describes
its corresponding nodes. In particular, if γ is not an origin couple, the set Ztor(G) describes
the nodes at one of the coordinate axes of C2. Note that, since f is generically non-proper,
the set Ztor(G) is finite. Hence, Bézout’s theorem shows that |Ztor(G)| is bounded from above
by deg g0 deg h0. Since both g0(z), and h0(z) result from restrictions of g(z, w), and h(z, w) to
horizontal segments in R2, Lemma 4.8 shows that
(5.4) |Ztor(G)| ≤ ℓ(γ1) · ℓ(γ2) ≤ d1d2/(dir1 γ + dir2 γ).
The above denominator is greater than two, and thus the bound≤ d1d2/(2µ
2) follows from (5.3).
The second bound: Since f is generically non-proper, at least one of New f1, and New f2 has
dimension two. Indeed, otherwise New f1 = γ1, or New f2 = γ2, which implies that this couple
is dependent. Then, there exists a point ξ ∈ supp f1 ∪ supp f2 such that ξ /∈ γ1 ∪ γ2. Since
the other case is symmetric, assume without loss of generality that ξ ∈ supp f1. The segments
A = conv
(
{0, ξ}
)
, and γ2 are included in New f1, and New f2 respectively. We thus have, µ ≥
V (A, γ2) (see the Fact 4.11). In addition, Lemma 4.12 shows that V (A, γ2) ≥ ℓ(A)·ℓ(γ2) ≥ ℓ(γ2).
Combining this with equations (5.3), and (5.4), we obtain
|I∅(f) ∩ S
0
f \ D
∗
f | ≤ ℓ(γ1)ℓ(γ2)/ℓ
2(γ2) ≤ ℓ(γ1).
Lemma 4.8 finishes this case by recovering the bound ≤ d1/(dir1 γ1 + dir2 γ1) ≤ d1/2.
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5.1.2. Two fully non-proper couples. Assume in what follows that there exists another fully non-
proper couple γ′ of New f , and consider a toric γ′-transformation U ′ of New f . Lemma 4.6
shows that γ and γ′ are the only two fully non-proper couples of New f . We thus deduce from
Lemma 4.3 that for each i ∈ I, there are exactly ni = µ −mi points b ∈ C
∗ such that (b, 0) is
a simple solution to U ′
⋆
(f − y)(z, w) = 0 for any y ∈ {qi1, . . . , qii}. Similarly as in the previous
paragraph, this set of points {b1, . . . , bni} ⊂ C
∗ satisfies
(5.5)
{
(bk, bl) ∈ Z
tor(G′) | k, l = 1, . . . , ni
}
,
where G′(r, s) = 0 is the polynomial system g′0(r)− g
′
0(s) = h
′
0(r)− h
′
0(s) = 0,
with polynomials as in Equation 4.1. For each i ∈ I we conclude the following.
Any point qij induces m
2
i distinct solutions to (5.2), and n
2
i distinct ones to (5.5). Moreover,
the set {qi1, . . . , qii} consists of i points, with no two such sets have points in common. Therefore,
(5.6)
∑
i∈I
i ·m2i ≤ |Z
tor(G)|, and
∑
i∈I
i · n2i ≤ |Z
tor(G′)|.
From non-proper genericity, each of the sets Ztor(G), and Ztor(G′) is finite. The inequalities
|Ztor(G)| ≤ deg g0 degh0, and |Z
tor(G′)| ≤ deg g′0 deg h
′
0 thus follow from Bézout’s theorem.
Similarly to (5.4) above, we obtain
(5.7) |Ztor(G)| + |Ztor(G′)| ≤ ℓ(γ1) · ℓ(γ2) + ℓ(γ
′
1) · ℓ(γ
′
2) ≤ 2d1d2/2,
which implies
∑
i∈I i ·
(
m2i + (µ −mi)
2
)
≤ d1d2.
Expanding the left hand side, and dividing by µ2, use
∑
i = N , to obtain
N − 2
∑
i∈I
i
(
mi
µ
−
m2i
µ2
)
≤ d1d2/µ
2.
With mi/µ ≤ 1, we have mi/µ −m
2
i /µ
2 ≤ 1/4, and we get N − 2N/4 ≤ d1d2/µ
2, from which
the result follows.
The second bound: We distinguish two cases for the dimension.
Suppose first that dimNew f1 = dimNew f2 = 2. Since γ1, and γ
′
2 are edges of New f1, and
New f2 respectively, we have µ ≥ V (γ1, γ
′
2) (see Fact 4.11). On the other hand, the above
condition on the dimension implies that γ1 6= γ
′
1, and γ2 6= γ
′
2. This shows that µ ≥ ℓ(γ1)ℓ(γ
′
2)
(Lemma 4.12). From Equation (5.7), and the discussion following it, we have
|I∅(f) ∩ S
0
f \ D
∗
f | ≤
ℓ(γ1)ℓ(γ2) + ℓ(γ
′
1)ℓ(γ
′
2)
ℓ2(γ1)ℓ2(γ
′
2)
≤ ℓ(γ2) + ℓ(γ
′
1).
Lemma 4.8 shows that the above number is bounded by d2/(dir1 γ2 + dir2 γ2) + d1/(dir1 γ
′
1 +
dir2 γ
′
2) ≤ (d1 + d2)/2.
Suppose now that dimNew f1 = 1 (see Example 6.3). Since there are two fully non-proper
couples, this implies that dimNew f2 = 2. Note that the case where dimNew f2 = 1 is symmetric.
With the same notations as in the above paragraph, we additionally have γ1 = γ
′
1. Similarly as
before, we have µ = ℓ(γ1) · τ , where τ ∈ N is the integer width of New f2, in the same sense
that ℓ(γ2) is a lower bound on the integer length of New f2. Also here, equation (5.7), and the
discussion following it, we deduce that
(5.8) |I∅(f) ∩ S
0
f \ D
∗
f | ≤
ℓ(γ1)
(
ℓ(γ2) + ℓ(γ
′
2)
)
ℓ2(γ1)τ2
.
On the other hand, Lemma 5.2 shows that ℓ(γ1) · τ ≥ 2. Then, the bound in (5.8) is actually
lower than
(
ℓ(γ2) + ℓ(γ
′
2)
)
/2, which in turn is bounded by 2d2/4. This finishes the proof. 
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5.2. Proof of second inequality of Proposition 5.1. Proposition 3.3 shows that the number of
points y ∈ I∅(f)∩S
1
f \D
∗
f is bounded from above by the total number of solutions to U
⋆
(f−y)γ =
0 in C∗ × {0} for any toric γ-transformation of Newf corresponding to all non-proper couple γ.
First, we show that it is enough to consider above couples of Newf that are fully non-proper. Let
γ be a partially non-proper couple of Newf . Then, the system g = h = 0 has a certain number
of solutions in C∗ × {0}, for all y ∈ C2, such that either y1 = f1(0), or y2 = f2(0), depending on
which one among γ1, or γ2, is the vertex. This creates a one-dimensional family of points y ∈ C
2
such that the system U
⋆
(f−y) = 0 has a solution in C∗×{0} for any partially non-proper couple
γ. Therefore, unless y satisfies some extra condition, the above family of points y ∈ S1f does not
contribute to any isolated point in C2 \ f(C2).
Consider now a fully non-proper couple γ of Newf , and let U denote the corresponding γ-
toric transformation. Fixing y1 = f1(0), the system g = h = 0 has at most deg g0 solutions in
C∗ × {0}. Indeed, this can be checked using a case-by-case analysis with respect to Items (A),
and (B). Hence, this produces at most deg g0 possibilities for y2 ∈ C. Using Lemma 4.8, we get
deg g0 ≤ d1/2. Analogously, we have at most deg h0 possibilities for y ∈ C
2 such that y2 = f2(0),
with deg h0 ≤ d2/2. On the other hand, there are at most two such fully non-proper couples
of Newf according to Lemma 4.6. Hence, this accounts for at most 2(d1 + d2)/2 points in
I∅(f) ∩ S
1
f \ D
∗
f . 
6. POINTS CORRESPONDING TO NON-GENERIC SOLUTIONS
Before we prove the following main Proposition, we need a lemma.
Proposition 6.1. We have |D∗f | ≤ d1 + d2.
Lemma 6.2. Let γ be any non-proper couple of Newf , and let U be a γ-toric transformation. Then,
the set D∗γ of non-generic solutions in C
∗ × {0} to U
⋆
(f − y) = 0 is finite. Moreover, we have
(i) |D∗γ | ≤ (d1 + d2)/2,
(ii) |D∗γ | ≤ ℓ(γi) + dj/2 if γj is a vertex of New fj for some j ∈ {1, 2}, and
(iii) |D∗γ | ≤ ℓ(γi) if γi is not an origin face of New fi for some i ∈ {1, 2}.
Proof. We first prove finiteness for D∗γ . Similarly to the proof of Lemma 4.3, let y ∈ D
∗
γ , and
consider a smooth generic curve s : ]0, 1] → C2, t 7→ s(t) satisfying the following. The fiber
f−1(s(t)) has exactly µ points Σ(t) = {σ1(t), . . . , σµ(t)} ⊂ T, and limt→0 s(t) = y. This implies
that some of the points in Σ(t) converge to points in CP 2 \ C2. On the other hand, the set
{ρ1(t), . . . , ρµ(t)}, satisfying ρ
U
i (t) = σi(t) consists of generic solutions to U
⋆
(f − s(t)) = 0, and
U
⋆
(f − s(0)) = 0 has a non-generic one ρ ∈ C∗ × {0}. Therefore, at least two points ρi(t), ρj(t)
in the set {ρ1(t), . . . , ρµ(t)} converge to ρ. Since U is a toric transformation, at least two points
σi(t), and σj(t), converge to points in CP
2 \ C2, which in turn implies that f − s(0) = 0 has
at most µ − 2 solutions in C2. With this property for D∗γ in mind, this set is finite, since f is
generically non-proper.
We now prove the upper bounds. Assume first that γ is an origin couple. Then, the polynomi-
als g(z, w), and h(z, w), from Section 4.1 are written as
(6.1)
m∑
i=0
wigi(z)− y1, and
n∑
j=0
wjhj(z)− y2,
respectively. The determinantD(z) = det Jac(z,0)(g, h) of the Jacobian matrix of (g, h), evaluated
at (z, 0), is written as h1(z)∂zg0(z)− g1(z)∂zh0(z),
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where ∂z denotes the differentiation ∂/∂z. On the other hand, points y ∈ D
∗
γ(f) satisfy the
system
g0(z)− y1 = h0(z)− y2 = D(z) = 0,
and thus the number of solutions (y1, y2, z) to the above system is at most degD, and is an upper
bound on |D∗γ |. Since g0 (resp. h0) is a constant if γ1 (resp. γ2) is 0, we have
degD ≤


deg h1 + deg g0 − 1, if γ2 is a vertex,
deg g1 + deg h0 − 1, if γ1 is a vertex and,
max of the two above, otherwise.
For i = 0, 1, . . . ,m, each polynomial gi is the result of a restriction of f1 to the edge γ
i
1, and
a toric transformation on Newf . Thus, monomials in f1,γi correspond to integer points in γ
i
1,
which are in bijection with integer points in σi1, such that γ
i
1 =
(
σi1
)U
. This induces a bijection
between monomials in f1,γi and those in g
i
0. Hence, we have deg gi ≤ |γ
i
1∩N
2|−1, with γ01 = γ1.
The analogous description holds true for hj , and γ
j
2, for j = 0, 1, . . . , n. Lemma 4.8 shows that
|γi1 ∩N
2| − 1 ≤ d1/(κ1 + κ2), and |γ
j
2 ∩N
2| − 1 ≤ d2/(κ1 + κ2), with κ1 + κ2 being bounded from
below by two. Hence, we recover Items (i), and (ii) whenever γ is an origin-couple.
Assume now without loss of generality that γ2 is not an origin face of New f2. Then, it is an
edge, and the polynomials g, h above are written as
n∑
i=0
wigi(z)− y1, and
m∑
j=0
wjhj(z)− z
cwdy1,
respectively for some (c, d) ∈ N2, where d > 0. Then, we have
det Jacz,0(g, h) = h1(z)∂zg0 −
(
g1(z)− z
cy2 · δl1
)
∂zh0,
where δij is the Kronecker delta. If l = 1, we obtain the system
g0(z)− y1 = h0(z) = h1(z)∂zg0 −
(
g1(z)− z
cy2
)
∂zh0 = 0.
Similarly as in the above paragraph of this proof, we obtain |D∗γ | ≤ deg h0 ≤ |γ2 ∩ N
2| − 1. This
recovers the three Items (i), (ii), and (iii) if γ is strictly semi-origin, and l = 1.
Finally, note that l > 1 implies that the system
g0(z)− y1 = h0(z) = h1(z)∂zg0 − g1(z)∂zh0 = 0
does not have any solutions (z, y1) ∈ C
2. Indeed, since otherwise the set D∗γ contains lines of the
form
{
y ∈ C2 | y1 = g(α)
}
, with α ∈ C∗ being a common root of g, and h1∂zg0 − g1∂zh0. This
contradicts the finiteness property of D∗γ . 
Proof of Proposition 6.1. Using the notations of Lemma 6.2, the set D∗f is written as the union⋃
γ D
∗
γ , where γ runs through all the non-proper couples of Newf . We split this union into two
disjoint subsets Dl ∪ Dr, one formed by contributions of left couples, and the other formed by
the right ones. The result will follow by showing that each of
∣∣Dl∣∣, and |Dr|, is bounded by
(d1 + d2)/2. Since both cases are symmetric, we give an upper bound for
∣∣Dl∣∣.
Assume first that Newf has a fully non-proper left couple γ that also is an origin-couple. From
Lemma 4.6, it is a unique left non-proper couple. Hence, Item (i) shows that
∣∣Dl∣∣ ≤ (d1 + d2)/2.
Assume now that Newf does not have a fully non-proper left origin-couple γ. Then, it has a
partially non-proper couple γ0. We suppose without loss of generality that γ01 ⊂ New f1 is the
14
b1
a3
an bn
FIGURE 2. (L): A polytope subdivided by a grid as in the proof of Lemma 4.12.
(R): The Jelonek set of f appearing in Example 6.3 is represented in black, and
is the union of {y ∈ C2 | y1 = y2}, and ∪a∈C∗{y ∈ C
2 | y1 = a, P (a) = 0}. The
set formed by the union of all red dots, and blue ones, coincides with I∅(f).
edge in γ0. Using similar arguments as in the proof of Lemma 4.6, one can deduce the following
fact (see Figure 1). Each element γi in the set of all left non-proper couples {γ1, . . . , γk} of Newf
has the first member γi1 as an edge of New f1 not adjacent to the origin 0 of R
2 for i = 1, . . . , k.
Thus, Item (ii) shows that |D∗γ0 | ≤ ℓ(γ
0
1) + d2/2, and Item (iii) implies
k∑
i=1
|D∗γi | ≤
k∑
i=1
ℓ(γi1).
The set {γ0, γ1, . . . , γk} is a chain of adjacent edges, each of which having a minimizing vector
α ∈ Q2 satisfying α1 < 0, and α2 > 0. Thus, the the result follows from
∑k
i=0 ℓ(γ
i
1) ≤ d1/2. 
Example 6.3. Consider two univariate polynomials P , andQ, having same degree n, not sharing
roots, and each one of them has a constant term. Let f1 = f2 = 0 denote a system, where
(6.2) f1(u, v) = uv, and f2(u, v) = v
2P (uv) + vQ(uv) + uv.
Any point y ∈ T , satisfying f1(u, v)− y1 = f2(u, v) − y2 = 0 can thus be expressed as
(6.3) y2 = v
2P (y1) + vQ(y1) + y1.
Moreover, since uv = y1 6= 0, we get v 6= 0. Hence, if P (y1) = 0 (resp. Q(y1) = 0), then
Q(y1) 6= 0 (resp. P (y1) 6= 0), and thus y2 6= y1 since otherwise we get v = 0, a contradiction.
For any other values y ∈ T , one obtains a non-zero solution v to (6.3), for which one obtains a
non-zero value for u from y1 = uv. Therefore, if x refers to (x, x) ∈ C
2, we obtain a set
T \ f(C2) = {a}P (a)=0
⋃
{b}Q(b)=0
of isolated of points in C2, and satisfying |T \ f(C2)| = degP + degQ = 2n. Hence, the map
f : C2 → C2 satisfies deg f1 = 2, deg f2 = 2n+ 2, and has 2n isolated points in C
2 \ f(C2). 7
Contact. Boulos El Hilany, Instytut Matematyczny Polskiej Akademii Nauk, ul. S´niadeckich 8
00-656, Warsaw, Poland; boulos.hilani@gmail.com.
15
REFERENCES
[Ber75] D. N. Bernstein. The number of roots of a system of equations. Funkcional. Anal. i Priložen., 9(3):1–4, 1975.
[EH19] Boulos El Hilany. Describing the jelonek set of polynomial maps via newton polytopes. arXiv preprint
arXiv:1909.07016, 2019.
[Jel93] Zbigniew Jelonek. The set of points at which a polynomial map is not proper. In Annales Polonici Mathe-
matici, volume 58, pages 259–266. Instytut Matematyczny Polskiej Akademii Nauk, 1993.
[Jel99a] Zbigniew Jelonek. A number of points in the set C2\F (C2). Bulletin of the Polish Academy of Sciences-
Mathematics, 47(3):257–262, 1999.
[Jel99b] Zbigniew Jelonek. Testing sets for properness of polynomial mappings. Mathematische Annalen, 315(1):1–
35, 1999.
[Jel02] Zbigniew Jelonek. Geometry of real polynomial mappings. Mathematische Zeitschrift, 239(2):321–333,
2002.
[Jel10] Zbigniew Jelonek. On the russell problem. Journal of Algebra, 324(12):3666–3676, 2010.
[JK14] Zbigniew Jelonek and Krzysztof Kurdyka. Reaching generalized critical values of a polynomial. Mathema-
tische Zeitschrift, 276(1-2):557–570, 2014.
[JL18] Zbigniew Jelonek and Michał Lason´. Quantitative properties of the non-properness set of a polynomial map.
manuscripta mathematica, 156(3-4):383–397, 2018.
[JT17] Zbigniew Jelonek and Mihai Tiba˘r. Detecting asymptotic non-regular values by polar curves. International
Mathematics Research Notices, 2017(3):809–829, 2017.
[Kho16] Askold Georgievich Khovanskii. Newton polytopes and irreducible components of complete intersections.
Izvestiya: Mathematics, 80(1):263, 2016.
[Sch14] Rolf Schneider. Convex bodies: the Brunn–Minkowski theory. Number 151. Cambridge university press, 2014.
[Sta05] Anna Stasica. Geometry of the jelonek set. Journal of Pure and Applied Algebra, 198(1-3):317–327, 2005.
