Abstract: In this paper we derive the asymptotic properties of the least squares estimator (LSE) of autoregressive moving-average (ARMA) models with regime changes under the assumption that the errors are uncorrelated but not necessarily independent. Relaxing the independence assumption considerably extends the range of application of the class of ARMA models with regime changes. Conditions are given for the consistency and asymptotic normality of the LSE. A particular attention is given to the estimation of the asymptotic variance matrix, which may be very different from that obtained in the standard framework. The theoretical results are illustrated by means of Monte Carlo experiments.
Introduction
Since the works of [32, 33] and [41] , the time series models with time-varying coefficients have become increasingly popular. In statistical applications, a large part of the literature is devoted to the non-stationary autoregressive moving-average (ARMA) models with time-varying parameters (see [5, 6, 9, 15] ), see also the class of ARMA models with periodic coefficients (for instance [2, 7] ). But the most popular class deals with the treatment of regime shifts and non-linear modeling strategies. For instance, a Markov-switching model is a non-linear specification in which different states of the world affect the evolution of a time series (see, for examples, [22, 34, 36] ). The asymptotic properties of Markov-switching ARMA models are well known in the literature (see, for instance, [10, 23, 25, 26, 39] or [35] ).
The fact that changes in regimes may be very important for the evolution of interest rates has been emphasized in a number of recent studies. Our attention here is focused on the class of ARMA models with regime changes (ARMARC for short); for instance, ARMA models with recurrent but non necessarily periodic changes in regime. We consider a time series (X t ) t∈Z exhibiting changes in regime at known dates and we suppose that we have finite regimes. Contrarily to the famous Markov-switching approach, we assume that the realization of the regimes is observed. Such a situation may be realistic, and would correspond e.g. to time series with periods of harsh and mild weather which are observed in practice. This model could also be applied to economic time series whose behaviour depends on worked days and public holidays, which are known in advance. Another motivating example would be financial times series, where regimes corresponding to typical known major events leading to high and quiet (low) volatility subperiods are observed, see e.g. Figure 1 .2 p.7 in [29] where the high volatility clusters corresponds to largely famous events such as September 11th 2001 or the 2008 financial crisis. Other examples may be found for instance in [21] .
For such models, [20, 21] gave general conditions ensuring consistency and asymptotic normality of least squares (LS) and quasi-generalized least-squares (QGLS) estimators under the assumption that the innovation processes is independent. This independence assumption is often considered too restrictive by practitioners. Relaxing the independence assumption considerably extends the range of applications of the ARMARC models, and allows to cover general nonlinear processes. Indeed such nonlinearities may arise for instance when the error process follows an autoregressive conditional heteroscedasticity (ARCH) introduced by Engle [19] and extended to the generalized ARCH (GARCH) by [11] , all-pass (see [3] ) or other models displaying a second order dependence (see [1] ). Other situations where the errors are dependent can be found in [27] , see also [42] . This paper is devoted to the problem of estimating ARMARC representations under the assumption that the errors are uncorrelated but not necessarily independent. These are called weak ARMARC models in contrast to the strong ARMARC models above-cited, in which the error terms are supposed to be independent and identically distributed (iid). Thus, the main goal of our paper is to complete the above-mentioned results concerning the statistical analysis of ARMARC models, by considering the estimation problem under general error terms. We establish the asymptotic distribution of the LS estimator of weak ARMARC models, under strongly mixing assumptions.
The paper is organized as follows. Section 2 presents the ARMARC models that we consider here. In Section 3, we established the strict stationarity condition and it is shown that the LS estimator (LSE) is asymptotically normally distributed when linear innovation process (ǫ t ) satisfies mild mixing assumptions. The asymptotic variance of the LSE may be very different in the weak and strong cases. Particular attention is given to the estimation of this covariance matrix. Modified version of the Wald test is proposed for testing linear restrictions on the parameters. In Section 4, we present two examples of weak ARMARC(1, 0) models with iid and correlated realization of the regimes. Numerical experiments are presented in Section 5. The proofs of the main results are collected in the appendix.
Model and assumptions
Let (∆ t ) t∈Z be a stationary ergodic observed process with values in a finite set S of size Card(S) = K. We consider the ARMARC(p, q) process (X t ) t∈Z defined by
where the linear innovation process ǫ := (ǫ t ) t∈Z is assumed to be a stationary sequence satifies E(ǫ t ) = 0, E(ǫ t ǫ t ′ ) = σ 2 ½ [t=t ′ ] . Under the above assumptions, the process ǫ is called a weak white noise. This representation is said to be a weak ARMARC(p, q) representation under the assumption that ǫ is a weak white noise. For the statistical inference of ARMA models, the weak white noise assumption is often replaced by the strong white noise assumption, i.e. the assumption that ǫ is an iid sequence of random variables with mean 0 and common variance. Obviously the strong white noise assumption is more restrictive than the weak white noise assumption, because independence entails uncorrelatedness. Consequently weak ARMARC representation is more general than the strong one.
The unknown parameter of interest denoted θ 0 := (a 0 i (s), b 0 j (s), i = 1, . . . , p, j = 1, . . . , q, s ∈ S) lies in a compact set of the form Θ ⊂ (a i (s), b j (s), i = 1, . . . , p, j = 1, . . . , q, s ∈ S) ∈ R (p+q)×K , with non empty interior, within which we suppose that θ 0 lies. The parameter σ 2 is considered as a nuisance parameter. In order to estimate θ 0 , one thus has at our disposal observations (X t , ∆ t ), t = 1, . . . , n, from which one aims at building an strongly consistent and asymptotically normal estimatorθ n . We now introduce, the strong mixing coefficients (α Z (h)) h∈Z of a stationary process (Z t ) t∈Z defined by α Z (h) := sup
measuring the temporal dependence of the process and where F t −∞ , and F ∞ t+h be the σ-fields generated by {Z u , u ≤ t} and {Z u , u ≥ t + h}, respectively. We will make an integrability assumption on the moment of the noise and a summability condition on the strong mixing coefficients (α Z (h)) h≥0 . Let us suppose the following assumptions.
(A1) The processes (ǫ t ) t∈Z and (∆ t ) t∈Z are ergodic sequences, strictly stationary, independent from each other. (A2) For some ν > 0, the processes (ǫ t ) t∈Z and (∆ t ) t∈Z satisfy Note that the strong white noise assumption entails (A1), but the weak white noise assumption is not sufficient for (A1).
We introduce the following notation so as to emphasize dependence of unknown parameter θ 0 in (1) . For all θ = (a i (s), b j (s), i = 1, . . . , p, j = 1, . . . , q, s ∈ S) ∈ Θ, we let a i := (a i (s), s ∈ S), i = 1, . . . , p and b j := (b j (s), s ∈ S), j = 1, . . . , q. Let e(s) be the row vector of size 1 × K such that the ith component is ½ [s=i] . Then one notices that ∀t ∈ Z a i (∆ t ) =< e(∆ t ), a i >:= g a i (∆ t , θ), b j (∆ t ) =< e(∆ t ), a j >:= g b j (∆ t , θ), i = 1, . . . , p, j = 1, . . . , q, where < ·, · > denotes the scalar product between vectors of appropriate dimension. Thus (1) reads
Let us furthermore note that for all i, j and s, g a i (s, θ) and g b j (s, θ) are linear in θ. We thus introduce matrices
for all s ∈ S, θ ∈ Θ. A remark that will prove useful later on is that θ → B(s, θ) is, for all s ∈ S, an affine function. We next introduce the residuals corresponding to parameter θ ∈ Θ as the stationary process (ǫ t (θ)) t∈Z satisfying
This process is unique in L 2 , as explained in Proposition 3.1. In particular, one has (ǫ t (θ 0 )) t∈Z = (ǫ t ) t∈Z , the initial white noise. We next define the approximating residuals as the process (e t (θ)) t∈Z verifying
where values corresponding to negative indices are set to zero, i.e. processes (e t (θ)) t∈Z and (X) t∈Z verify e t (θ) = 0, t ≤ 0,
The basic idea behind definition of (e t (θ)) t∈Z is that, given a realization X 1 , X 2 , . . . , X n of length n, ǫ t (θ) is approximated, for 0 < t ≤ n, by e t (θ). Next, we define the cost function
Finally, we let for all n ∈ N the random variableθ n the least squared estimator that satisfies, almost surely,
We finish this section by giving some notation. In the following, ||.|| will denote the norm of matrices or vectors of appropriate size, depending on the context, whereas ||.|| p will denote the L p norm defined by
1/p for all random variable X admitting a p−th order moment, p ≥ 1. For all matrix M , M ′ will denote its transpose. For all three times differentiable function f :
respectively the first, second and third order derivatives with respect to the variable θ.
Case of general correlated process (∆ t ) t∈Z
In this section, we display our main results.
Stationarity
A first step consists in giving sufficient conditions such that processes (X t ) t∈Z and (ǫ t (θ)) t∈Z defined in (1) and (4) are stationary and admits moments of order 2. Let ||.|| be any norm on the set of matrices, and let us introduce the following notation
As for B(s, θ), one also notices in particular that θ → Φ(s, θ) is an affine function for all s ∈ S. One has the following result.
Proposition 3.1. Let us suppose that lim sup
then for all t ∈ Z and θ ∈ Θ, the unique stationary solution to (4) is given by
with the usual convention
) i∈N is unique in the set of sequences of random variables
Let us note that decomposition (9) is a slight generalization of the Wold decomposition of stationary processes which are squared integrable, see Theorem 5.7.1 p.187 of [14] . Also note that stability condition (8) is reminiscent of the one in [25, Theorem 1] (see also [13] ); it is however stronger as we need integrability conditions for process (ǫ t (θ)) t∈Z (as well as on its derivatives), uniformly on θ ∈ Θ. Corollary 3.2. The process (e t (θ)) t∈Z defined by (5) has the following decomposition
where the matrix M and vectors e 1 , e p+1 , are defined at the beginning of the section.
Lemma 3.3. Random coefficients c i (θ, ∆ t , . . . , ∆ t−i+1 ), i ∈ Z, t ∈ Z, verify the following properties:
are a.s. polynomial functions, • Let us assume, instead of (8), the stronger assumption
holds. Then one has lim sup i→∞
Furthemore, coefficients c
Preliminary results
We define the cost function
Similarly toθ n , let us introduce estimatorθ n the least squared estimators corresponding to the cost function O n (θ):
The following results are necessary in order to prove the asymptotic properties for the estimatorŝ θ n andθ n defined in (16) and (7). We first justify that e t (θ) asymptotically behaves as ǫ t (θ) as t → ∞ for all θ as follows:
Lemma 3.4. Let us suppose that (A1) and that Stationarity condition (8) hold. Sequences (ǫ t (θ)) t∈Z and (e t (θ)) t∈Z satisfy 1. ||sup θ∈Θ |ǫ 0 (θ)||| 4 < +∞ and sup t≥0 ||sup θ∈Θ |e t (θ)||| 4 < +∞, 2. ||sup θ∈Θ |ǫ t (θ) − e t (θ)||| 2 tends to 0 exponentially fast as t → ∞, 3. For all α > 0, t α sup θ∈Θ |ǫ t (θ) − e t (θ)| −→ 0 a.s. as t → ∞, 4. For all j = 1, 2, 3, sup θ∈Θ ||∇ j ǫ 0 (θ)|| 4 < +∞, sup t≥0 sup θ∈Θ ||∇ j e t (θ)|| 4 < +∞ and one has t α ||sup θ∈Θ ||∇(e t − ǫ t )(θ)|||| 8/5 −→ 0 , t α sup θ∈Θ ||∇ 2 (e t − ǫ t )(θ)|| 4/3 −→ 0 and
We then show that the LSE is asymptotically equivalent to Q n (θ):
Proposition 3.5. Under the same assumptions in Lemma 3.4, we have that, for all α ∈ (0, 1),
Asymptotic properties
We now turn to the main results of the paper, i.e. the strong consistency and normality of the estimatorθ n .
Proposition 3.6. Let (A1), (A4) as well as stationarity condition (8) hold. Estimatorθ n defined by (16) converges a.s. towards θ 0 .
Theorem 3.7 (Consistency of estimator). Let (A1), (A4) as well as stationarity condition (8) hold. Estimatorθ n defined by (7) converges a.s. towards θ 0 .
Theorem 3.8 (Asymptotic normality for the estimator). Let us suppose that assumptions (A1) to (A5) hold, and letθ n defined in (7) . We have the following Central Limit Theorem
matrices I and J being defined as
Remark 3.9. In the strong ARMARC case, i.e. when (A1) is replaced by the assumption that (ǫ t ) is iid, we have I = 2J, so that Ω = 2J −1 . In the general case we have I = 2J. As a consequence the ready-made software used to fit ARMARC do not provide a correct estimation for weak ARMARC processes.
Estimating the asymptotic variance matrix
Theorem 3.8 can be used to obtain confidence intervals and significance tests for the parameters. The asymptotic variance Ω must however be estimated. The matrix J can easily be estimated by its empirical counterpartĴ
In the standard strong ARMARC caseΩ = 2Ĵ
n is a strongly consistent estimator of Ω. In the general weak ARMARC case this estimator is not consistent when I = 2J (see Remark 3.9). So we need a consistent estimator of I, defined by (19) . The estimation of this long-run variance I is more complicated. In the literature, two types of estimators are generally employed: the nonparametric kernel estimator, also called Heteroskedasticity and Autocorrelation Consistent (HAC) estimators (see [4] and [40] for general references, and [28] for an application to testing strong linearity in weak ARMA models) and spectral density estimators (see e.g. [8] and [18] for a general references and [12] for estimating I when θ is not necessarily equal to θ 0 ).
In the present paper, we focus on an estimator based on a spectral density form for I. Interpreting (2π) −1 I as the spectral density of the stationary process (Υ t ) evaluated at frequency 0 (see [14] , p. 459) of the process (20) . This approach, which has been studied by [8] (see also [18] ), rests on the expression
when (Υ t ) satisfies an AR(∞) representation of the form
where u t is a (p + q)K-variate weak white noise with variance matrix Σ u . LetΥ t be the vector obtained by replacing θ 0 byθ n in Υ t andΦ r (z) = I (p+q)K + r i=1Φ r,i z i , whereΦ r,1 , . . . ,Φ r,r denote the coefficients of the least squares regression ofΥ t onΥ t−1 , . . . ,Υ t−r . Letû r,t be the residuals of this regression, and letΣû r be the empirical variance ofû r,1 , . . . ,û r,n . In the framework of linear processes with independent innovations, Berk [8] showed that the spectral density can be consistently estimated by fitting autoregressive models of order r = r(n), whenever r → ∞ and r 3 /n → 0 as n → ∞. It can be shown that this result remains valid for the linear process (Υ t ), though its innovation (u t ) is not an independent process. Another difference with [8] , is that (Υ t ) is not directly observed and is replaced by (Υ t ).
We are now able to state the following theorem.
Theorem 3.10. In addition to the assumptions of Theorem 3.8, assume that the process (Υ t ) defined in (20) admits an AR(∞) representation (22) in which the roots of det Φ(z) = 0 are outside the unit disk, Φ i = o(i −2 ), and Σ u = Var(u t ) is non-singular. Moreover we assume that E |ǫ t | 8+4ν < ∞ and in probability when r = r(n) → ∞ and r 3 /n → 0 as n → ∞.
The matrix Ω is then estimated by a "sandwich" estimator of the form
Testing linear restrictions on the parameter
It may be of interest to test s 0 linear constraints on the elements of θ 0 . Let R be a given matrix of size s 0 × (p + q)K and rank s 0 , and let r 0 and r 1 be given vectors of size s 0 such that r 1 = r 0 . Consider the testing problem
The Wald principle is employed frequently for testing (23) . We now examine if this principle remains valid in the non standard framework of weak ARMARC models. LetΩ =Ĵ −1ÎĴ −1 , whereĴ andÎ are consistent estimator of J and I, as defined in Section 3.4. Under the assumptions of Theorems 3.8 and 3.10, and the assumption that I is invertible, the modified Wald statistic
asymptotically follows a χ 
which asymptotically follows a χ 2 s0 distribution under H 0 .
Examples
In this section, we give examples of weak ARMARC(1, 0) model with iid and correlated process (∆ t ) t∈Z . 
Independent and identically distributed process
i.e. a 0 (s) = a 0 s for all s ∈ S, where a 0 = θ 0 is here the unknown (scalar) parameter and belongs to some compact set Θ ⊂ R, and the state space S is a finite subset of R. It is easy to check that, with notation defined in Section 3.1, one has that B(s, θ) is not defined (as here q = 0),
Let us note that (25) allows some interesting cases where one has |a 0 ∆ t | ≥ 1, which is a non stable state case and is somewhat a paradox to the usual stability condition in the classical AR(1) model where it is standard that process (X t ) t∈Z defined by X t = aX t−1 + ǫ t is stable iff |a| < 1. One simple example is when
, when ∆ t = 1. Furthermore, one computes easily that, for all a = θ ∈ Θ, ǫ t (a) = X t − a∆ t X t−1 , where X t has the classical decomposition obtained from (24) :
Since Assumption (A2) is trivially satisfied here, we only need suppose that (A1), (A3) and (A4) hold for some ν > 0. In that case, Theorems 3.7 and 3.8 translate as Theorem 4.1.θ n defined as (7) converges a.s. towards θ 0 = a 0 . Besides, one has the asymptotic normality
where
Proof. Strong consistency and asymptotic normality are straigtforward consequences of Theorems 3.7 and 3.8. In order to compute Ω, we need to compute J = J(a 0 ) and I = I(a 0 ) in (17) . Since ∂ ∂a ǫ t (a) = −∆ t X t−1 , and since E(X 2 t ) is equal to
thanks to (26) and the fact that (ǫ t ) t∈Z is a weak noise, independent from (∆ t ) t∈Z . Hence we have, by independence of ∆ t from X t−1 ,
.
There then remains to get I = I(a 0 ). From Theorem 3.8 we need to compute the expectation of
Using independence of processes (ǫ t ) t∈Z and (∆ t ) t∈Z , we have
where d(n, m, r) := E(ǫ 0 ǫ −n ǫ −m ǫ −r ) for all n, m, r in N, and
Since ∆ t is centered, one checks immediately that V i,i ′ ,k is non zero if and and only if k = 0
, which is also the expression for I(a 0 ), yielding (28).
Modulating Markov chain
We now give an example of process (∆ t ) t∈Z with correlated trajectories by considering a discrete time stationary ergodic Markov chain with state space S = {1, 2} and transition probabilities matrix
where p lies in (0, 1), and with stationary distribution
We also consider, as in the previous section, an ARMARC(1, 0) model of the form
where parameter θ 0 = (a 0 (1), a 0 (2)) verifies a 0 (1) = 0, in order to have nice expressions later for asymptotic normality. In order to establish the stationarity condition (8) we need to compute
so that stationarity condition (8) here reads
Here again, as in the i.i.d. case for (∆ t ) t∈Z , and since
, one can allow |a 0 (2)| to be larger than 1 so that state 2 ∈ S is non stable, although the process is stationary. Let us furthermore note that the Markov chain (∆ t ) t∈Z verifies the Doeblin condition so is geometrically ergodic, hence has exponentially fast strong mixing property (see [38] ), so that (A2) is satisfied. We furthermore suppose that (A1), (A3) and (A4) hold for some ν > 0. As in (26) , one has
and
We introduce matrices Q(l), l ∈ S = {1, 2} as well as vector π V defined by
Theorems 3.7 and 3.8 read
Besides, one has the asymptotic normality
Proof. It is not hard to check that, for all i ∈ S = {1, 2} and a = (a(1), a(2)),
, so that it suffices to compute E(½ [∆t=l] X 2 t−1 ) for all l = 1, 2, in order to compute J. By the usual argument of independence of the Markov chain from the weak white noise, and since a 0 (1) = 0, we get, for l = 1, 2,
so that those quantities along with (30) yield the expression for the for matrix J in (36) . In order to compute I, we need to take the expectation of
′ in S and k ∈ N. As in (29) in the proof of Theorem 4.1, this expectation is equal to
This quantity can be obtained straightforwardly using e.g. Lemma 1 of [20] . Remembering that Q(1), Q(2) and π V are defined by (34), we then have the following expression for V
yielding (37).
Numerical illustrations
We study numerically the behaviour of our estimator for strong and weak ARMARC models. We consider the following ARMARC(1, 1) model
where the innovation process (ǫ t ) follows a strong or a weak white noise. The process (∆ t ) is simulated (independently of (ǫ t )) according to the law of a stationary Markov chain with statespace S = {1, 2} and transition probabilities matrix
This Markov chain is geometrically ergodic, so that Condition (A2) is satisfied. We first consider the strong ARMARC case. To generate this model, we assume the innovation process (ǫ t ) in (38) is defined by an iid sequence such that
Following [42] , we propose a set of two experiments for weak ARMARC with innovation processes ǫ t in (38) defined by
where (η t ) t≥1 is a sequence of iid standard Gaussian random variable. Note that the innovation process (40) is a martingale difference, as opposed to (41) . The numerical illustrations of this section are made with the free statistical software R (see http://cran.r-project.org/). We simulated N = 1, 000 independent trajectories of size n = 2, 000 of Model (38) , first with the strong Gaussian noise (39) , second with the weak noise (40) and third with the weak noise (41) .
Recall that the regimes (∆ t ) are supposed to be known. For each of these N replications, we estimate the coefficient θ 0 = (a (1) is more accurate in the weak case with noise (40) than in the strong one. Similar simulation experiments reveal that the situation is opposite, that is the LSE is more accurate in the strong case than in the weak case, when the weak noise is defined by (41) . This is in accordance with the results of [42] who showed that, with similar noises, the asymptotic variance of the sample autocorrelations can be greater (for noise (41)) or less (for noise (40) ) than 1 as well (1 is the asymptotic variance for strong white noises). Figure 4 compares the standard estimatorΩ = 2Ĵ −1 and the sandwich estimatorΩ =Ĵ
of the LSE asymptotic variance Ω. We used the spectral estimatorÎ :=Î SP defined in Theorem 3.10, and the AR order r is automatically selected by AIC, using the function VARselect() of the vars R package. In the strong ARMARC case we know that the two estimators are consistent. In view of the two top panels of Figure 4 , it seems that the sandwich estimator is less accurate in the strong case. This is not surprising because the sandwich estimator is more robust, in the sense that this estimator continues to be consistent in the weak ARMARC case, contrary to the Table 1 displays the relative percentages of rejection of the standard and modified Wald tests (W S and W M ) proposed in Section 3.5 for testing the null hypothesis H 0 : b 0 1 (1) = 0. We simulated N = 1, 000 independent trajectories of size n = 500, n = 2, 000 and n = 10, 000 of the strong ARMARC(1, 1) model (38)-(39) and of two weak ARMARC(1, 1) model (38) with first noise (40) and second (41) . The nominal asymptotic level of the tests is α = 5% and the empirical size over the N independent replications should vary between the significant limits 3.6% and 6.4% with probability 95%. The line in bold corresponds to the null hypothesis H 0 . For the strong ARMARC model (38)-(39), the relative rejection frequencies of the W S and W M tests are close to the nominal 5% level when b 0 1 (1) = 0, and are close to 100% under the alternative when n is large. In this strong ARMARC example, the W S and W M tests have very similar powers under the alternative for all sizes. As expected, for the two weak ARMARC models (38) - (40) and (38)- (41), the relative rejection frequencies of the standard W S Wald test is definitely outside the significant limits. Thus the error of first kind is well controlled by all the tests in the strong case, but only by the W M modified version test in the weak cases (Model (38)- (40)) and (Model (38)-(41), for n large) when b 0 1 (1) = 0. Note also that for Models (38) - (40) and (38)- (41), the relative rejection frequencies of the W M test tend rapidly to 100% as n increases under the alternative. By contrast the empirical powers of the standard W S test is hardly interpretable for Models (38) - (40) and (38)- (41). This is not surprising because we have already seen in Table 1 that the standard version of the W S test does not correctly control the error of first kind in the weak ARMARC frameworks.
From these simulation experiments and from the asymptotic theory, we draw the conclusion that the standard methodology, based on the LSE, allows to fit ARMARC representations of a wide class of nonlinear time series. This standard methodology, including in particular the significance tests on the parameters, needs however to be adapted to take into account the possible lack of independence of the errors terms. In future works, we intend to study how the existing identification and diagnostic checking procedures should be adapted in the weak ARMARC framework considered in the present paper. The diamond symbols represent the mean, over the N = 1, 000 replications, of the standardized squared errors n â 0 1 (1) − 0.90 2 for (a) (0.54 in the strong case and 0.60 (resp. 0.59) in the weak 1 case (resp. weak 2 case)), n â 0 1 (2) + 0.45 2 for (b) (1.06 in the strong case and 0.91 (resp. 2.24) in the weak 1 case (resp. weak 2 case)),
for (c) (2.25 in the strong case and 1.36 (resp. 8.05) in the weak 1 case (resp. weak 2 case)) and
for (d) (1.04 in the strong case and 0.90 (resp. 1.41) in the weak 1 case (resp. weak 2 case)). Table 1 Percentages of rejection of standard WS and modified WM Wald tests for testing the null hypothesis H0 : b 0 1 (1) = 0, in the ARMARC(1, 1) model (38) . The nominal asymptotic level of the tests is α = 5%. The number of replications is N = 1, 000. The line in bold corresponds to the null hypothesis H0. n = 500 n = 2, 000 n = 10, 000 (38)- (39) 0 
for some constant C > 0 and 0 < ρ < 1 (independent from θ), and is akin to Condition (A2) in [20] . Let us first introduce processes (Z t ) t∈Z and (ω t ) t∈Z bỹ
where ǫ t in the latter is in (p + 1)th position inω t . Then it is clear that one has the following equation forZ t :Z of which a candidate for the solution of the above equation is, with the usual convention
a stationary process, provided that the series converges, which we strive to prove now. Let us pick for ||.|| a subordinate norm on the set of matrices. By independence of processes (∆ t ) t∈Z and (ǫ t ) t∈Z , and using the fact that the latter is square integrable, we easily get, for k ≥ 1,
the last inequality stemming from (42) , so that series (43) converges in L 2 . Note that one proves thatZ t (hence X t ) is in L 4 by replacing ||.|| 2 by ||.|| 4 in the above inequality, using again (42) and the fact that (ǫ) t∈Z is in L 4 , see assumption (A3). Similarly, defining
where X t in the latter is in (q + 1)th position, one also gets that Z t (θ) satisfies
A solution candidate to the above solution is
Similarly to the proof leading to (43), convergence of (45) is obtained thanks to (42) as well as stationarity of (X t ) t∈Z and the fact that X t ∈ L 4 . One checks that ω t = MZ t and ǫ t (θ) = e 1 Z t (θ), which, plugged into (43) and (45) yields (9) with coefficients c i (θ, ∆ t , . . . , ∆ t−i+1 ) given by (10) . Finally, let us verify that (c i (θ, ∆ t , . . . , ∆ t−i+1 )) i∈N is the unique sequence verifying (9) . Let us then pick a sequence of r.v.
One then gets, by independence from (ǫ t ) t∈Z as well as by the fact that the latter is a weak white noise:
2 are polynomial functions (of several variables) can be verified easily using the fact that, for all s ∈ S, θ → Φ(s, θ) and θ → Ψ(θ) are affine functions. We turn to (13) . Using Minkovski's inequality, the fact that matrix norm ||.|| is submulitplicative entails
for some constant C > 0. The Cauchy Schwartz inequality as well as (8) yields
which, plugged in (46), yields inequality (13) 
A.2. Proofs of Lemma 3.4 and Proposition 3.5
Proof of Lemma 3.4. We first prove Point 1. Using decomposition (9) of ǫ t (θ), independence of the white noise from the modulating process, as well as stationarity of the former, we obtain
which is a converging series because of (13) . As to e t (θ), we use this time decomposition (11) as well as (14) in order to get
In order to prove Point 2, we remind the following notations. From (4) and (5), we have
and Z e t (θ) = ω
where Z e t (θ) := (e t (θ), . . . , e t−q+1 (θ),X t , . . . ,X t−p+1 ) ′ , ω e t = (X t , 0, . . . ,X t , . . . , 0) ′ , so that ω e t = ω t for t ≥ r + 1 (where r = max(p, q)), ω e t (θ) = 0 p+q for t ≤ 0. We recall that processes (X t ) t∈Z and (e t (θ)) t∈Z verify (5). Note that ||sup θ∈Θ |ǫ t (θ) − e t (θ)||| 2 −→ 0 is equivalent to ||sup θ∈Θ ||Z e t (θ) − Z t (θ)|||| 2 −→ 0 as t → ∞. Now, sinceX t = X t for t ≥ 1, one easily sees that
Now, using (47) and (48) we obtain
Let us furthermore note that
< +∞ for t = 1, . . . , r as indeed X t ∈ L 4 (as proved in the proof of Proposition 3.1) and || sup θ∈Θ ǫ t (θ)|| 4 < +∞ as proved in Point 1. In view of (49), using Minkowski's and Holder's inequalities and (8), we thus have
for some constant C > 0 and 0 < ρ < 1 (independent from θ).
Let us turn to Point 3. This is due to
the last equality thanks to Point 2, and using Borel Cantelli's lemma. We now turn to Point 4. The fact that sup θ∈Θ ||∇ j ǫ 0 (θ)|| 4 and sup t≥0 sup θ∈Θ ||∇ j e t (θ)|| 4 are finite is proved similarly to Point 1 and using estimates (13) and (14) . We then pass on to the limit of t α ||sup θ∈Θ ||∇(e t − ǫ t )(θ)|||| 4/3 as t → ∞. Let i ∈ S. Deriving (47) with respect to θ i yields
hence we may write
hence, using Minkovski's and Holder's inequalities, and letting M Φ := max s∈S,θ∈Θ ∂ ∂θi Φ(s, θ) , we get
Now, since sup θ∈Θ ||
≤ κρ k for some κ > 0 and ρ < 1 thanks to (8) , and since
is uniformly bounded in t and k ≤ t, and tends to 0 as t → ∞, the dominated convergence theorem yields that
−→ 0 as t → ∞, proving t α ||sup θ∈Θ ||∇(e t − ǫ t )(θ)|||| 8/5 −→ 0 as t → ∞ in Point 4. Let us now prove that t α sup θ∈Θ ||∇ 2 (e t − ǫ t )(θ)|| 4/3 −→ 0. Deriving again (50) with respect to θ ℓ , ℓ ∈ S, we obtain
so that, in the same spirit as (50), one obtains
for some positive constant M ′ Φ . Using Point 2 (so that t α sup θ∈Θ ||Z e t−k (θ) − Z t−k (θ)|| 8/5 tends to 0 as t → ∞, since 8/5 < 2) and the previous estimate
for all i ∈ S, we conclude by a dominated convergence theorem that
, tends to 0. We finish by sketching the proof leading to t α sup θ∈Θ ||∇ 3 (e t − ǫ t )(θ)|| 1 −→ 0. The starting point is again deriving (52) with respect to θ ℓ ′ , ℓ ′ ∈ S, which yields, as in (53), the following estimate:
, for some constant M ′′ Φ , so that one concludes similarly. Proof of Proposition 3.5. Let us start with Point 1. The fact that Q n (θ) converges a.s. to O ∞ (θ) = E(ǫ 0 (θ)) as n → ∞ is a consequence of the fact that sup θ∈Θ |ǫ t (θ) − e t (θ)| 2 −→ 0 (itself a consequence of Point 3 of Lemma 3.4) and is justified by the same exact proof of Lemma 7 in [24] . We now prove that n α ||sup θ∈Θ |Q n (θ) − O n (θ)||| 1 . Let α ∈ (0, 1). Using the upper bound
. sup θ∈Θ |e t (θ) − ǫ t (θ)|, as well as Cauchy Schwartz and Minkovski's inequality, we get the following
Since ||sup θ∈Θ |e t (θ)||| 2 is upper bounded by Point 1 of Lemma 3.4, and ||sup θ∈Θ |ǫ t (θ)||| 2 is constant in t and finite, there thus exists some constant C > 0 such that
Let us write the right hand side of the above inequality in the form
which tends to 0 as t → ∞ (a consequence of Point 2 of Lemma 3.4), Toeplitz's lemma implies that the right hand side of (54) tends to 0 as n → ∞, and this proves Point 1. We now prove Point 2. One has for all θ ∈ Θ
Lemma 3.4, Points 2 and 4, along with Borel Cantelli's lemma, yields that sup θ∈Θ |ǫ t (θ) − e t (θ)| and sup θ∈Θ ||∇(ǫ t − e t )(θ)|| a.s. tend to 0 as t → ∞. The second term on the right hand side of (56) if then a.s. upper bounded thanks to Cauchy Scwhartz inequality by
, which tends to zero thanks to Cesaro's Lemma and the ergodic theorem. And since, by Minkowski's inequality,
, one has that 1 n n t=1 sup θ∈Θ |e t (θ)| 2 1/2 is a.s. upper bounded in n ≥ 1, again by a Cesaro and ergodic theorem argument. The first term on the right hand side of (56) if then again a.s. upper bounded thanks to Cauchy Scwhartz inequality by
, which tends to zero as t → ∞. Hence (56) implies that sup θ∈Θ ||∇(Q n (θ) − O n (θ))|| a.s. tends to 0 as n → ∞. Proof of a.s. convergence of sup θ∈Θ ||∇ j (Q n (θ) − O n (θ))|| to 0 for j = 2, 3 is obtained similarly, using arguments related to Points 3 and 4 from Lemma 3.4. Let us now prove Point 3. Let α ∈ (0, 1). We deduce from (55), using Minkowski and Holder inequality, that
Using Point 1 of Lemma 3.4, one has that ||sup θ∈Θ |e t (θ)||| 4 is upper bounded by some constant C. The first term in the righthandside of (57) may thus be upper bounded by
for some constant C ′ , the above expression is, similarly to the argument in (54), a quantity that tends to 0 as n → ∞ thanks to Point 4 in Lemma 3.4 coupled with Toeplitz's lemma. Hence the first term in the right hand side of (57) tends to 0 as n → ∞. Again using Point 1 and Point 2 of the same lemma, and with the same argument, one also has that the second term in the right hand side of (57) tends to 0 as n → ∞, which proves Point 2.
A.3. Proofs of Proposition 3.6 and Theorem 3.7
Proof of Proposition 3.6. Independence of processes (∆ t ) t∈Z and (ǫ t ) t∈Z as well their ergodicity yields that, for fixed j ∈ N, process ((∆ t−1 , ..., ∆ t−j , ǫ t−j )) is ergodic. One thus deduces from Expression (9), and using the fact that (ǫ t ) t∈Z is a weak white noise, that O n (θ) defined by (15) verifies
(58) as n → ∞ (remember that c 0 (θ, ∆ 0 ) = 1). By uniqueness of decomposition (9) in Proposition 3.1, and since ǫ t (θ 0 ) = ǫ t , one has that (c i (θ, ∆ t−1 , . . . , ∆ t−i )) i∈N = (1, 0, ...) if and only if θ = θ 0 , and that O ∞ (θ) given in (58) is minimum at θ = θ 0 , with minimum given by O ∞ (θ 0 ) = σ 2 . Let us then deduce that estimatorθ n defined in (16) converges a.s. towards θ 0 . For this we let a subsequence (θ n k ) k∈N converging to some θ * in the compact set Θ and we prove that θ * = θ 0 . Indeed, by definition of estimatorθ n k one has
for all k ∈ N. A Taylor expansion yields the inequality
But, using the ergodic theorem, one has
, we obtain, passing to the limit in (59), that
hence θ * = θ 0 thank to uniqueness of the minimum of O ∞ (θ). Proof of Theorem 3.7. Similarly to the proof of the previous theorem, we let a subsequence (θ n k ) k∈N converging to some θ * in the compact set Θ and we prove that θ * = θ 0 by proving that
Now, a Taylor expansion yields, for all θ ′ and θ ′′ in Θ, similarly to the argument in the proof of Proposition 3.6,
Using inequality (a+b) 2 ≤ 2(a 2 +b 2 ) for all a and b, we deduce that
Since a consequence of Point 3 of Lemma 3.4 is that sup θ∈Θ |e t (θ)−ǫ t (θ)| 2 tends to 0 as t → ∞, the ergodic theorem yields that
Thanks to (62) and Point 1 of Proposition 3.5, we thus deduce that
as k → ∞, and we conclude in the same way as in proof of Theorem 3.6.
A.4. Proofs of Theorem 3.8
Let us introduce the following matrices and vectors
Theorem 3.8 can be established using the following lemmas.
Lemma A.1 (Davydov (1968) ). Let p, q and r three positive numbers such that p −1 + q −1 + r −1 = 1. Davydov [17] showed that
where X p p = E(X p ), K 0 is an universal constant, and α {σ(X), σ(Y )} denotes the strong mixing coefficient between the σ-fields σ(X) and σ(Y ) generated by the random variables X and Y , respectively.
Lemma A.2. Let the assumptions of Theorem 3.8 be satisfied. For all l, r in 1,. . . ,(p + q)K and θ ∈ Θ we have
, k ∈ Z, the former being a convergent series.
Proof of Lemma A.2: Let us write
where ǫ t (θ) is given by (9) . The process (Y k (θ)) k is strictly stationary and ergodic. Moreover, we have
From Proposition 3.1 and Lemma 13, we have
where we recall that c i (θ, ∆ t−1 , . . . , ∆ t−i ) is defined by (10) , and
with the following upper bound holding thanks to (14):
Let
We then obtain
The Cauchy Schwarz inequality implies that
First, suppose that k ≥ 0, for all l, r in 1,. . . ,(p + q)K and θ ∈ Θ, in view of (66) it follows that
by Assumption (A3), we have It follows that
for some positive constant κ 1 . Using the same arguments we obtain that g i (i = 2, 3, 4) is bounded by κ i ρ k/2 . Furthermore, (A3) and the Cauchy Schwartz inequality yields that ǫ i ǫ i ′ 2+ν < +∞ for any i and i ′ in Z. Lemma A.1 thus entails that
we have
for some positive constant κ ′ 1 . Using the same arguments we obtain that h 2 is bounded by κ ′ 2 ρ k/2 . The α−mixing property (see Theorem 14.1 in [16] , p. 210) and Lemma A.1, along with (13) , entail that
It follows that
by Assumption (A2). The same bounds clearly holds for
which shows that
Then, the dominated convergence theorem gives
and completes the proof.
Lemma A.3. Under the assumptions of Theorem 3.8, one has convergence in distribution of the random vector
where we recall that matrix I is given by (19) .
Proof of Lemma A.3: In view of Proposition 3.5, it is easy to see that
Thus ∇Q n (θ 0 ) and ∇O n (θ 0 ) have the same asymptotic distribution. Therefore, it remains to show that
For l, in 1,. . . ,(p + q)K and θ ∈ Θ, we have
where the sequence c i,l (θ, ∆ t−1 , . . . , ∆ t−i ) is such that E sup θ∈Θ |(c i,l (θ, ∆ t−1 , . . . , ∆ t−i )) 2 → 0 at a geometric rate as i → ∞ (see Lemma 3.3). Moreover, note that
Since ∇ǫ t (θ 0 ) belongs to the Hilbert space H ǫ (t − 1), the random variables ǫ t (θ 0 ) and ∇ǫ t (θ 0 ) are orthogonal and it is easy to verify that E [ √ n∇O n (θ 0 )] = 0. Now, we have for all m
The processes (Y t,m ) t and (Z t,m ) t are stationary and centered. Moreover, under Assumption (A2) and m fixed, the process Y = (Y t,m ) t is strongly mixing (see [16] , Theorem 14.1 p. 210), with mix-
, by independence of (∆ t ) t∈Z and (ǫ t ) t∈Z . Applying the central limit theorem (CLT) for mixing processes (see [37] ) we directly obtain
As in [24] (see Lemma 3), one can show that I = lim m→∞ I m exists. Since Z t,m 2 → 0 at an exponential rate when m → ∞, using the arguments given in [24] (see Lemma 4) , one show that
for every ε > 0 (see the following lemma A.4). From a standard result (see e.g. [14] , Proposition 6.3.9), we deduce that
which completes the proof. Proof of Lemma A.4: For l = 1, . . . , (p + q)K, by stationarity we have
Consider first the case
follows from the Hölder inequality that
Note that Z h − t,m (l) belongs to the σ-field generated by {∆ t−1 , . . . ,
The α−mixing property and Lemma A.1 then entail that
By the argument used to show (69), we also have
In view of (69), (70) and (71), we obtain
We have the same bound for h < 0. The conclusion follows from (72).
Lemma A.5. Under the assumptions of Theorem 3.8, almost surely
where J exists (is given by (18)) and is invertible.
Proof of Lemma A.5: For all l, r in 1, . . . , (p + q)K, in view of Proposition 3.5, we have almost surely
Thus ∂ 2 Q n (θ 0 )/∂θ l ∂θ r and ∂ 2 O n (θ 0 )/∂θ l ∂θ r have almost surely the same asymptotic distribution. From (9) and (13), there exists a sequence (c i,l,r (θ, ∆ t−1 , . . . , ∆ t−i )) i∈N such that
This implies that ∂ 2 ǫ t (θ)/∂θ l ∂θ r belongs to L 2 . In the other hand, we have
by ergodic theorem. Using the uncorrelatedness between ǫ t (θ 0 ) and the linear past H ǫ (t − 1), ∂ǫ t (θ 0 )/∂θ l ∈ H ǫ (t − 1), and ∂ 2 ǫ t (θ 0 )/∂θ l ∂θ r ∈ H ǫ (t − 1), we have
Therefore, J is the covariance matrix of √ 2∂ǫ t (θ 0 )/∂θ. If J is singular, then there exists a vector c = (c 1 , . . . , c (p+q)K ) ′ = 0 such that c ′ Jc = 0. Thus we have
Differentiating the two sides of (4) yields
Because (75) is satisfied for all t, we have
The latter equation yields a ARMARC(p − 1, q − 1) representation at best. The identifiability assumption (see Proposition 3.1) excludes the existence of such representation. Thus
and the conclusion follows.
Proof of Theorem 3.8: For all i, j, k = 1, . . . , K(p + q) we have
Using the ergodic theorem, the Cauchy Schwarz inequality and Lemma 3.4, we obtain
In view of Proposition 3.5, we have almost surely
Thus ∂ 3 Q n (θ)/∂θ i ∂θ j ∂θ k and ∂ 2 O n (θ)/∂θ i ∂θ j ∂θ k have almost surely the same asymptotic distribution. In view of Theorem 3.6 and (A4), we have almost surelyθ n −→ θ 0 ∈
• Θ. Thus ∇Q n (θ n ) = 0 R (p+q)K for sufficiently large n, and a Taylor expansion gives for all r ∈ {1, ..., (p + q)K},
where θ * n,r lies on the segment in R (p+q)K with endpointsθ n and θ 0 . Using again a Taylor expansion, Theorem 3.7 and (76), we obtain for all l = 1, . . . , (p + q)K,
This, along with (77), implies that, as n → ∞
From Lemma A.3 and Lemma A. 4 , we obtain that √ n(θ n − θ 0 ) has a limiting normal distribution with mean 0 and covariance matrix J −1 IJ −1 .
A.5. Proofs of Theorem 3.10
The proof of Theorem 3.10 is based on a series of lemmas. Consider the regression of Υ t on Υ t−1 , . . . , Υ t−r defined by
If Υ 1 , . . . , Υ n were observed, the least squares estimators of Φ r = (Φ r,1 · · · Φ r,r ) and Σ ur = Var(u r,t ) would be given by
with by convention Υ t = 0 when t ≤ 0, and assumingΣ Υ r is non singular (which holds true asymptotically). Actually, we just observe X 1 , . . . , X n . The residualsǫ t := e t (θ n ) are then available for t = 1, . . . , n and the vectorsΥ t obtained by replacing θ 0 byθ n in (20) are available for t = 1, . . . , n. We therefore define the least squares estimators of Φ r = (Φ r,1 · · · Φ r,r ) and Σ ur = Var(u r,t ) bŷ
with by conventionΥ t = 0 when t ≤ 0, and assumingΣΥ r is non singular (which holds true asymptotically).
In the sequel, we use the multiplicative matrix norm defined by
where A is a C d1×d2 matrix, x 2 = x ′x is the Euclidean norm of the vector x ∈ C d2×1 , and ̺(·) denotes the spectral radius. This norm satisfies
with obvious notations. This choice of the norm is crucial for the following lemma to hold (with e.g. the Euclidean norm, this result is not valid). Let
In the sequel, C and ρ denote generic constant such as K > 0 and ρ ∈ (0, 1), whose exact values are unimportant.
Lemma A.6. Under the assumptions of Theorem 3.10,
Proof. The proof is an extension of Section 5.2 of [31] . We readily have
so that it suffices to prove that sup r≥1 Σ Υ r and sup r≥1 Σ −1 Υ r are finite to prove the result. Let us write matrix Σ Υ r in blockwise form
Let now f : R −→ C K(p+q)×K(p+q) be the spectral density of (Υ t ) t∈Z defined by
A direct consequence of (20) and Lemma A.2 is that f (ω) is absolutely summable, and that sup ω∈R f (ω) < +∞, for any norm . on C K(p+q)×K(p+q) (in particular, one which is independent from r ≥ 1). Another consequence is that one has the inversion formula
Last, it is easy to check that f (ω) is an hermitian matrix for all ω ∈ R, i.e. f (ω) = f (ω) ′ , wherē z is the conjugate of any vector or matrix z with entries in C. Let then
where Σ Υ r is the norm of matrix Σ Υ r defined in (79). One then checks that
the last equality a direct consequence of (81).
Ȳ defines a semi definite non negative bilinear form, hence one has for all x ∈ R and X ∈ C K(p+q)×1 :
Let us point out that sup ω∈R f (ω) is a quantity which is independent from r ≥ 1. We deduce from (83) and the previous inequality that
A short computation yields that
which, coupled with (82) and (84), yields that Σ Υ r ≤ 2π sup ω∈R f (ω) < +∞, an upper bound independent from r ≥ 1. By similar arguments, the smallest eigenvalue of Σ Υ r is greater than a positive constant independent of r. Using the fact that Σ −1 Υ r is equal to the inverse of the smallest eigenvalue of Σ Υ r , the proof is completed. The following lemma is necessary in the sequel.
Lemma A.7. Let us suppose that (A1) and that Stationarity condition (8) for ν = 6 (A6) lim sup
hold. We assume that ǫ t ∈ L 4ν+8 . Sequences (ǫ t (θ)) t∈Z and (e t (θ)) t∈Z satisfy Proof of Lemma A.7 is similar to the proofs of Lemmas 3.3 and 3.4.
Denote by Υ t (i) the i-th element of Υ t .
Lemma A.8. Let (ǫ t ) be a sequence of centered and uncorrelated variables, with E |ǫ t | 8+4ν < ∞ and ∞ h=0 [α ǫ (h)] ν/(2+ν) < ∞ for some ν > 0. Then there exits a finite constant C 1 such that for m 1 , m 2 = 1, . . . , (p + q)K and all s ∈ Z,
where c i (θ 0 , ∆ t−1 , . . . , ∆ t−i ) is defined by (10) and c i,
and with the following upper bound holding thanks to (14) :
In view of (85) and (86), we have
Without loss of generality, we can take the supremum over the integers s > 0, and consider the sum for positive h. Let m 0 = m 1 ∧ m 2 and Y t,h1 = ǫ t ǫ t−h1 − E(ǫ t ǫ t−h1 ). We first suppose that h ≥ 0. It follows that ≤ Cρ
Cov c 
Cov c , where α(U, V ) denotes the strong mixing coefficient between the σ−field generated by the random variable U and that generated by V and where
One checks easily that c 
Note also that, by the Hölder inequality,
Continuing in this way, we obtain that
|Cov (c i,m1 (θ 0 , ∆ t−1 , . . . , ∆ t−i )c j,m2 (θ 0 , ∆ t+s−1 , . . . , ∆ t+s−j ), c i ′ ,m1 (θ 0 , ∆ t+h−1 , . . . , ∆ t+h−i ′ )c j ′ ,m2 (θ 0 , ∆ t+s+h−1 , . . . , ∆ t+s+h−j ′ ))|
The same bounds clearly holds for LetΣ Υ be the matrix obtained by replacingΥ t by Υ t inΣΥ.
Lemma A.9. Under the assumptions of Theorem 3.10, √ r Σ Υ r − Σ Υ r , √ r Σ Υ − Σ Υ , and √ r Σ Υ,Υ r − Σ Υ,Υ r tend to zero in probability as n → ∞ when r = o(n 1/3 ).
Proof. For 1 ≤ m 1 , m 2 ≤ K(p+q) and 1 ≤ r 1 , r 2 ≤ r, the element of the {(r 1 − 1)(p + q)K + m 1 }-th row and {(r 2 − 1)(p + q)K + m 2 }-th column ofΣ Υ r is of the form n −1 n t=1 Z t where Z t := Z t,r1,r2 (m 1 , m 2 ) = Υ t−r1 (m 1 )Υ t−r2 (m 2 ). By stationarity of (Z t ), we have
where, by Lemma A.8, C 1 is a constant independent of r 1 , r 2 , m 1 , m 2 and r, n. Now using the Tchebychev inequality, we have
In view of (80) and (90) The proof is complete. We now show that the previous lemma applies when Υ t is replaced byΥ t .
Lemma A.10. Under the assumptions of Theorem 3.10, √ r ΣΥ r − Σ Υ r , √ r ΣΥ − Σ Υ , and √ r ΣΥ ,Υ r − Σ Υ,Υ r tend to zero in probability as n → ∞ when r = o(n 1/3 ).
Proof. We first show that the replacement of the unknown initial values {X u , u ≤ 0} by zero is asymptotically unimportant. LetΣ Υ r,n be the matrix obtained by replacing e t (θ n ) by ǫ t (θ n ) in a t−i,t−i ′ ,m1,m2 (θ n )
for i, i ′ = 1, . . . , r and m 1 , m 2 = 1, . . . , K(p + q) and where a t−i,t−i ′ ,m1,m2 (θ n ) = e t−i (θ n )e t−i ′ (θ n ) ∂e t−i (θ n ) ∂θ m1
Using (80), we have Iterating this inequality, we obtain
Thus, for every ε > 0, by Lemmas A.9 and A.6. This establishes Lemma A.12.
In the right-hand side of this inequality, the first norm is o P (1) by Lemma A.9. By Lemmas A.11 and A.13, we have Φ r − Φ * r = o P (r −1/2 ) = o P (1), and by Lemma A.9, Σ ′Υ ,Υ r − Σ ′ Υ,Υ r = o P (r −1/2 ) = o P (1). Therefore the second norm in the right-hand side of (101) tends to zero in probability. The third norm tends to zero in probability because Φ r − Φ * r = o P (1) and, by Lemma A. 6 
