The segmentation of structure from images is an inherently di cult problem in computer vision and a bottleneck to its widespread application, e.g., in medical imaging. This paper presents an approach for integrating local evidence such as regional homogeneity and edge response to form global structure for gure-ground segmentation. This approach is motivated by a shock-based morphogenetic language where the growth of four types of shocks results in a complete description of shape. Speci cally, objects are randomly hypothesized in the form of fourth-order shocks (seeds) which then grow, merge, split, shrink and in general deform under physically motivated \forces", but slow down and come to a halt near di erential structures. Two major issues arise in the segmentation of 3D images using this approach. First, it is shown that the segmentation of 3D images by 3D bubbles is superior to a slice-byslice segmentation by 2D bubbles or by \2 1 2 D bubbles" which are inherently 2D but use 3D information for their deformation. Speci cally, the advantages lie in an intrinsic treatment of the underlying geometry and accuracy of reconstruction. Second, gaps and weak edges which frequently present a signi cant problem for 2D and 3D segmentation, are regularized by curvature-dependent curve and surface deformations which constitute di usion processes. The 3D bubbles evolving in the 3D reaction-di usion space are a powerful tool in the segmentation of medical and other images, as illustrated for several realistic examples.
Introduction
A key bottleneck in the e cient and timely presentation of three-dimensional data sets, e.g., for clinical purposes, is their volumetric segmentation. The problem is fundamental in that local low-level computations must be integrated to form globally consistent high-level objects. This is di cult since low-level features are pixel-based while high-level descriptions are objectbased. One approach to resolving this di culty is to use an intuitive intermediate language which operates on pixel-based features, yet can be in uenced by and yields high-level descriptions. Active contours 9, 27], or energy minimizing snakes, were originally proposed as such a representation to provide \alternate organizations among which a high-level process may choose " 9] . Other physically motivated deformable models extend this framework to address its initialization limitations by the use of an \in ation force " 27, 5] , and its topological diculties by using a level set approach 2, 13, 24, 25, 10, 3] and also by reparametrization 14], Section 2. While the basic idea underlying these models is to automate aspects of segmentation, much interactive attention is still required, speci cally, to initialize the deformable models appropriately: one deformable model must be initialized per object of interest such that it is near and symmetric to the object's boundary. Furthermore, some deformable models do not handle gaps in the low-level edge maps and narrow regions present di culties to others.
An alternative approach that resolves some of these di culties constructs a representation for a shape directly from the image information. A complete representation of a given shape in the \shape from deformation" framework 11, 12] is obtained by detecting, classifying and grouping four types of shocks which are formed when the shape is evolved by a reactiondi usion process. The reverse-time reconstruction of shape from shocks yields a shock-based morphogenetic language which views shape dynamically: fourth-order shocks (seeds) are born and grow to join other parts at second order shocks; rst-order shocks represent boundary deformation while third-order shocks represent regional deformations. This is the description of a known shape which has already been segmented from the image. However, how can this representation be obtained prior to gure-ground segmentation? We propose to hypothesize 1 Figure 1 : Bubbles are rst randomly initialized in the homogeneous areas of the image, grow and merge to form larger bubbles, or split into smaller bubbles and deform to adhere to object boundaries under the in uence of gradients (e.g. edges) in the image. Finally, the sequence converges to two bubbles trapping the object boundaries, one from the inside and one from the outside.
simple object descriptions (bubbles) which are initialized and then evolved consistently with the image information to recover a complete description of the underlying shapes. Speci cally, we hypothesize randomly-placed fourth-order shocks to capture unknown objects and their parts. These fourth-order shocks grow, merge, split, shrink, and disappear, and in general deform unless in uenced by image information to con rm or invalidate the existence of an object and its parts, Figure 1 . Thus, initial regional homogeneities interact and combine under the constraint of boundary gradients to segment gure from ground. A dual approach propagates initial boundary gradients (orientation elements/edge map) under the constraint of regional homogeneities to form shocks for gure-ground segmentation 23].
Two major issues arise in the segmentation of 3D images by this approach. First, in analogy to 3D balloons 5], 3D images may be segmented by (i) an independent segmentation of each 2D slice; (ii) by segmenting each 2D slice with the aid of nearby slices; or (iii) by segmenting the 3D image by 3D bubbles. We examine each approach with respect to accuracy of reconstruction, e ciency, stability of segmentation to changes in the slice plane, and robustness of results in cases when gaps are present and conclude that a treatment in 3D is most appropriate, Section 4. This raises a second issue on how the bubble deformation may be regularized to bridge 3D gaps. In 2D, the addition of a curvature-driven deformation leads to \sti er" bubbles which do not penetrate gaps. A generalization of this process to 3D produces a Mean-Gaussian curvature-dependent surface ow which regularizes the ow of 3D bubbles in presence of 3D gaps, Section 5. 
Active Contours and Surfaces
In this section we brie y review the \active contour and surfaces" literature as is pertinent to this paper. Active contour, or snakes, were initially proposed as energy minimizing splines 9, 27], and were modi ed and applied to realistic applications, e.g. E int (C(s)) + E image (C(s)) + E con (C(s))] ds; (1) where E int , E image , E con are internal, image, and external forces, respectively. The internal energy controls the snake's rigidity and elasticity, while the image forces attract the snake to object boundaries. The constraint energy takes user input into account. The snake deforms to optimize this energy, thus capturing object boundary. A probabilistic model (ripple lter) was developed in 6]. Snakes perform well only if placed in the vicinity of an object. The addition of a constant in ation force overcomes this limitation 27, 5] , where closed snakes grow as \balloons" and approach image boundaries. The balloon approach faces two main di culties: one concerned with topological change, Figure 2 , and the other with an inherent trade-o in the choice of in ation force, Figure 3 . The topological problem can be solved by embedding the snake as the level set of a hyper-surface, a technique proposed by Osher and Sethian 17] for ame propagation 17], introduced to shape representation in computer vision in 11, 12] , and rst A two stage algorithm where the end result of the rst is used as the initial level set for a second stage by \momentarily relaxing the image-based speed function 13]", ignores internal boundaries as in the cast shadow of (a), or often faces asymmetric initialization for segmenting embedded objects, e.g., black squares embedded in a grey square (b).
the boundaries. If the stop function is made smaller at these points by choosing a larger m in 1 1+jrG I(x;y)j m the level set will converge slightly away from the boundary, the narrow regions will become inaccessible, any noise in the image will have a stronger e ect on the results since it would be ampli ed; see Figure 5 for the alternative approach of thresholding the speed function. (or a multistage extension of it) will not capture the underlying objects, Figure 6 . Rather,one active contour is required per object.
Multiple initialization:
In summary, a user is required to place numerous initial level sets for images of modest complexity, thus requiring extensive interaction of a knowledgeable user. It is highly desirable to remove such interaction and dependencies as much as possible. Below, we present an approach that addresses some of these di culties. First, however, we brie y point to several interesting and relevant approach that have appeared recently. Kichenassamy et al. 10] and Caselles et al. 3] independently reinterpreted the snake evolution as optimizing total gradient along the snake which then leads to a curve evolution implementation. Shah 20 ] combined preprocessing step of obtaining an edge strength functional with curve evolution in the form of a new segmentation functional. Whitaker 28] proposed a fast numerical method for these implicit models and investigated 3D surface evolution models. In contrast to level set evolution, a topologically adaptable snake was proposed by McInerney and Terzopoulos 14] which handles topological changes but also maintains the advantages of a parametric snake.
Two-Dimensional Reaction-Di usion Bubbles
The challenge in resolving some of these segmentation issues is to transform pixel-based, lowlevel image hypothesis to object-based high-level shape hypotheses. Such shape hypotheses must be described in a representation that is robust with various visual changes. The shockbased description of shape is a morphogenetic language relying on a hierarchical representation composed of four types of shocks. These shocks, which are singularities formed in the course of deformation in the reaction-di usion space @C @t = ( 0 ? 1 )Ñ; 11, 12] correspond to categories of shape elements: a group of rst-order shocks (orientation discontinuities) corresponds to protrusions; a second-order shock is a curvature discontinuity leading to a topological split and signals neck-based parts 21]; third-order shock group form when parallel boundaries collide and captures regional deformations; a fourth-order shock forms when an entire closed boundaries collapses into a point and constitutes the seed for that component. A complete scale-based system for the recovery of a shock-based representation of shape based on a shock grammar has been developed 22]. Two approaches may be followed in transforming low-level image hypotheses, such as edge elements and regional homogeneities, into object/shape hypotheses. In one approach, orientation elements are the initial hypotheses which propagate and in the process integrate regional changes to form shape hypotheses 23]. In its dual approach, regional homogeneities are the initial hypotheses and in the process of growth integrate boundary information.
The key idea underlying the latter approach is a view of shape as a dynamic, morphogenetic sequence, Figure 9 . Observe that fourth-order shocks represent the components of an object. Therefore, placing a forth-order shock is tantamount to hypothesizing an object component. Image-based information from low-level visual processes is then used to validate, annihilate, or modify these initial hypotheses during the growth process. The fourth-order shocks in their initial stage of growth resemble \bubbles" which grow, merge, split, shrink, and disappear. When a portion of the bubble boundary approaches di erential structure as indicated by high gradients of intensity, texture, stereo disparity, optical ow, etc., it slows down, while other boundary points deform without The deformation of bubbles in the reaction-di usion space involves two extremes: on the one hand, in the reaction process, the bubbles are breakable structures that can easily form singularities, grow into narrow straits, and shrink onto sharp pointed structures. On the other hand, in the di usion process, bubbles are cohesive structures that do not easily form singularities, and as such do not easily go through gaps, nor respond to small ripples or noise on the object boundaries. The full space, therefore, represents a spectrum of structures that is captured from the image: the reaction process captures detailed structure from complete information provided by low-level processes, while the di usion process regularizes the process and captures coarse boundary structure from incomplete information, e.g., boundaries with small gaps, Figure 10 . In addition, the reaction-di usion interaction also places the captured boundaries in a hierarchy of signi cance. The experimental results of Figure 10 illustrate how the bubble technique deals with problems mentioned earlier, and yields an automatic segmentation of 2D medical images.
Three Dimensional Bubbles
The generalization of this scheme to segmentation of 3D images faces two major issues. We will address the issue of gaps in the next section. In this section we will consider three approaches to applying bubbles for 3D segmentation, in analogy to 5].
3D Segmentation from 2D Bubbles: The most straightforward approach is an independent segmentation of each slice along some axis. However, we now show that 1) large gaps in boundaries of one slice lead to poor segmentation results; 2) a segmentation of a slice along a di erent axis may lead to di erent results; and 3) the reconstruction of the surface and its properties from 2D contours may lead to inaccurate results. Figure 11 illustrates that when adequate information is available, the slice-by-slice 2D segmentation is quite good and the results are satisfactory. In realistic imagery, the small gaps in imperfect edge maps are bridged by the di usion component of the reaction-di usion space, Figure 10 . While in certain 3D images, 2D di usion can accomplish also this, Figure 12 , in others where the gaps is extended in the slice plane (as maybe the case in MR images due to the interaction of nearby elements), 2D di usion is no longer su cient, Figure 13 . In addition to the gap problem, Figure 13 also points to the extrinsic nature of the segmentation: when the image data satis es the segmentation model assumptions perfectly, the 2D segmentation results are invariant to the slicing direction. However, when the image data violates some of these assumptions, it likely does so di erently in each slicing direction. Thus, three 2D segmentations of the same 3D image along x; y; and z directions is likely to produce di erent results. For example, Figure 13 Note that rst column depicts the original image and the second column shows the initialization of bubbles; the evolution is shown from left to right; the top row indicates reaction while the bottom row indicates di usion. While the reaction process captures individual surface segments, the di usion process closes gaps and captures the overall shape.
that the di usion process only captures gaps which do not lie in the slicing plane, rendering the process extrinsic. A third drawback with this approach is the reconstruction of the surface or its properties (e.g., volume) from segmented contours which is not a trivial problem; when changes between adjacent slices are large compared to the slice thickness, inaccuracies can arise from the reconstruction.
3D Segmentation from 2 1 2 D Bubbles: Independent intra-slice segmentation ignores the inter-slice continuity inherent in a 3D data set containing coherent objects. Observe that in Figure 13 the missing edge structure contained in one slice is not consistent with information in its neighboring slices. Therefore, it seems appropriate to regularize edge information by
(j) Figure 13 : 2D bubbles and gaps (II): (a) original image, (64x64x64) simulates a cylinder with many missing edges (grooves); note that slices are grossly distorted(b); (c-d) reaction and di usion of 2D bubbles cross the missing edges as shown in 3D in (e-f), respectively. However, reaction (g) and di usion (h) along a di erent slicing of the 3D image captures the detailed (i) and the overall shape (j), illustrating the extrinsic nature of this process.
using 3D edge operators, e.g., the 3D edge intensity gradient,jr 3 Ij or a 3D edge operator. Indeed, Cohen and Cohen 5] use 3D edge data to guide 2D balloons in each slice. However, regularization of edges can deal with gaps which are very limited in one dimension, i.e., depth. Even in such cases, the closing of gaps is at the expense of blurring sharp structures, as well as completely missing small structures, since large 3D edge operators do not respond to them. For example, for the \grooved cylinder" of Figure 13 , while this method would capture the overall shape, the nal surface would be rounded and the small grooves not represented. A successful segmentation should report both small and large scale regions; in this sense, this approach lacks a notion of scale in 3D, Figure 14 . In addition, the solution is extrinsic and the reconstruction problem is not resolved. The di culties associated with the extrinsic two-dimensional bubbles and di usive 2 1 2 D bubble methods lead us to use three-dimensional bubbles, as follows.
3D Segmentation from 3D bubbles: An alternative approach is to consider 3D bubbles as evolving surfaces guided by the 3D image to capture the geometry of 3D structures. eterize the surface, and x 0 ; y 0 ; z 0 are Cartesian coordinates where the subscript 0 denotes the initial surface prior to deformation. Now, let each point of this surface move by some arbitrary amount in some arbitrary direction, Figure 15 . This evolution can be described as By a reparameterization similar to the one described in 12], this can be reduced to an equivalent shape evolution deformation @ @t = ( ; ; t)Ñ, ( ; ; 0) = 0 ( ; ), where is again arbitrary, but not necessarily the same as that of the previous equation. Now, concentrate on intrinsic deformations that depend only on the local geometry of the surface at that point, hyper-surface where f (x; y; z; t) = 0g represent the surface and the evolution is @ @t = S(x; y; z)( 0 ? 1 K)jr j: (3) The stopping term S(x; y; z) is computed at the evolving surface and expanded to all level sets as in 13] . Note that in 3D the straightforward implementation of this term is computationally Figure 16 : The evolution of bubbles as they are initialized on a synthetic dumbbell shape. prohibitive, thus requiring a number of technical revisions to render the simulations practical such as the use of contour-based distance transform 18]; see also the fast-marching scheme 19]. Figure 16 illustrates the segmentation of a dumbbell in 3D.
The evolving bubbles can integrate and fuse information provided from di erent low-level process, e.g., intensity gradients, 3D texture gradients, or from a combinations of imaging modalities, e.g., MR, CT, and SPECT in 3D medical images. This is achieved by a stopping term S(x; y; z) which is a function of the combined gradient in a higher dimensional space, assuming that the two image coordinates are in register.
We now compare this approach to the previous two approaches. Clearly, in contrast to previous approaches, this method is intrinsic and does not rely on a choice of axis. In addition, since 3D bubbles result in a segmented surface, we avoid the reconstruction problem. Finally, the gap problem is dealt with through a notion of di usion based on a generalization of the curvature-dependent deformation from 2D to 3D, as follows.
3D Gaps: The Role of Di usion:
A signi cant aspect of 2D segmentation by bubbles is the regularization of gaps by the addition of a curvature-dependent deformation, Figure 17 . The generalization of an appropriate curvature deformation to 3D, however, in confounded by the interaction of two principal curvatures, 1 and 2 . The mean curvature, 1 ;+ 2 2 has been used as a natural extension 10, 3]. However, mean curvature has been shown to split narrow areas in the surface, e.g., a dumbbell, rendering it inappropriate for regularizing across gaps, e.g., a missing piece in a vein, Figure 18 . Alternative variations were proposed by Whitaker 28] . Neskovic and Kimia 16] studied necessary conditions on the direction of deformation so that it does not lead to selfintersections and found that such deformations must have zero velocity at hyperbolic and parabolic points, and must move elliptic points into their convexity. Secondly, they concluded that the magnitude of deformation must be monotonic and continuous leading to a notion of combined curvature K = sign(H) q G + jGj, referred to as Mean-Gaussian ow leading to the 3D version of the reaction-di usion space and the ow of 3D bubbles as @ @t = S(x; y; z)( 0 ? 1 sign(H) q G + jGj)jr j: (4) The mean-Gaussian ow is an appropriate regularization term since elliptic convex points are pushed in, elliptic concave points are push out, but all other points do not in uence bubble regularization. A similar result was obtained from the scale analysis of movies 1, 4] . Bubbles display two extremes of behaviors in the 3D reaction-di usion space: on the one hand, on the reaction side bubbles are \breakable" surfaces that form singularities, capture 3D edges and corners, penetrate narrow straits, and in general are faithful to the minute details of the underlying evidence. On the other hand, on the di usion side, bubbles are cohesive surfaces that do not easily \break" or form singularities, and as such do not go through small gaps, nor do they respond to small ripples or noise; they integrate local evidence to capture the overall structure.
We use a number of upwind numerical schemes to simulate the 3D bubbles evolution. x ; 0), etc. However, other schemes using Godunouv computations are also possible, leading to accurate sub-pixel implementations as used in 22] . Note that in these computations H is the mean curvature and G is the Gaussian curvature of , as speci ed below in terms of reaction di usion Figure 17 : This gure illustrates the importance of di usion in 2D. Top row illustrates a bubble moving with the reaction process and the bottom row illustrates the addition of a di usion process. In the di usion process, the bubble does not cross over the gap. 
