Efficient parallel algorithms are presented, on the CREW PRAM model, for generating a succinct encoding of all pairs shortest path information in a directed planar graph G with real-valued edge costs but no negative cycles. We assume that a planar embedding of G is given, togetber with a set of q faces that cover all the vertices. Then our algorithm runs in O(log 2 n) time and employs O{nq + M(q)) processors (where M(t) is the number of processors required to multiply two t x t matrices in O(log t) time). Let us note here that whenever q < n then our processor bound is better than the best previous one (M(n)). O(log 2 n) time, n-processor algorithms are presented for various subproblems, including that of generating all pairs shortest path information in a directed outerplanar graph. Our work is based on the fundamental hammock-decomposition technique ofG. Frederickson. We achieve this decomposition in O(log n log* n) parallel time by using O(n) processors. The hammock-decomposition seems to be a fundamental operation that may help in improving efficiency of many parallel (and sequential) graph algorithms.
Introduction
Computing shortest path information is one of the fundamental problems in digraphs. Efficient sequential algorithms for this problem have been proposed (see e.g. [5,8, 12, t0, 13] ). In some of the more recent works, the idea of exploiting topological features of the input graph (such as edge sparsity) has been emphasized. be a fundamental operation that may help in improving efficiency of many sequential and parallel graph algorithms. The hammock decomposition idea together with the use of succinct encoding (compact routing tables) of shortest paths, manages to avoid the ~(n 2) sequential time lower bound. Thus, an efficient parallelization of these techniques might lead to a number of processors much less than M(n) (i.e. the number required for multiplication of two n x n matrices in O(log n) time) and, thus tighten the processor-time tradeoff. Up to now, parallel algorithms for all pairs shortest paths in planar digraphs have been considered in e.g. [6] and led to an O(log n log d) CREW PRAM algorithm (where d is the depth of the digraph), by using M(n) processors. Let us note that d (the maximum of the diameters of the connected components) may be O(n), while the best value for M(n) up to now is O(n2'376) . Lingas (in [20] ) presents a preprocessing of planar digraphs which takes O(log 4 n) time using a CRCW PRAM with O(n 1"5) processors. After this preprocessing any single source problem can be solved in O(log 2 n) time using O(n) processors. The preprocessing algorithm runs in a probabilistic PRAM since it uses the randomized parallel algorithm for a simple cycle O(~/n) separator in planar digraphs due to Gazit and Miller (see [14] ).
Our methods manage to compute a succinct encoding of all pairs shortest path information in a planar weighted digraph G (with real edge weights but no negative cycles) in time O(log 2 n) and O(nq + M(q)) processors in the CREW PRAM. Here q is the cardinality of a face-on-vertex covering ~ for a plane embedding G of the input graph G. We note that whenever q < n, our processor bound is better than the best previous one (M(n)) and that our algorithm is efficient in the case where q _< n °'72 (since the sequential algorithm runs in O(nq) time). We note also that both and ~ are provided by the input to our techniques. (Plane embeddings of a planar n-vertex graph can be constructed in O(log 2 n) time by using O(n) processors in the CREW PRAM model (see [18] ). The problem of finding a minimum face-on-vertex covering was shown to be NP-complete in [2] . In [23] we discuss how a parallel O(log n) approximation of a face-on-vertex covering can be achieved, using the ideas of [3], but although it uses O(n) processors, it seems to need O(log 6 n) time.)
Our work efficiently parallelizes the hammock decomposition technique of [11] . A combination of algorithmic techniques (such as shunt/rake tree operations, connected components, etc.) and of graph properties of the hammock decomposition are essential in our method. The efficient parallelization of the hammock decomposition technique has been proved very useful for solving other problems in
