I. INTRODUCTION
Power system real-time modeling relies basically on two classes of data: measurements of analog quantities gathered by SCADA and phasor measurement units, and the network topology. The latter is provided by the Network Configurator, which in tum processes digital measurements related to circuit breaker statuses. Topology determination constitutes the basic step from which the various state estimation components be come able to process the analog measurements and eventually provide the state estimates.
Both analog and digital measurements may occasionally become contaminated by gross errors. In the former case, efficient methods performed at bus-branch level have been developed in the past in order to reject bad data and thus to prevent their influence on the final estimates [I] . Errors on digital measurements, although less frequent, may also occur, and their consequences tend to be more serious than those caused by analog gross measurements. Since topology errors are difficult to trace down when conventional bus-branch models are employed, generalized state estimation methods relying on network representation at the bus section level have been on the rise since the early nineties [1] . As a consequence, a number of distinct approaches to deal with
The second author acknowledges the financial support of the Brazilian National Research Council (CNPQ) uncertain topology have been proposed, such as the develop ment of new EMS functions specifically intended to perform topology estimation [2] . Other methods rely on a constrained optimization framework for state estimation in which circuit breaker statuses appear as equality constraints [3] . This paper builds on previous contributions that represent at bus section level portions of the network suspect of containing modeling errors [1] - [3] . In addition, the proposed approach re lies on the recognition that analog measurements intrinsically contain information related to the network topology. The latter observation is not usually exploited in conventional power system real-time modeling, which sees topology determination and state estimation as completely disjointed processes. The joint state & topology estimation rationale used in this paper has only recently been explored in the literature [4] - [7] .
The proposed methodology is capable of extracting topol ogy information from analog measurements while simultane ously estimating the node voltages. Such an integrated state and topology estimation framework treats the output of the Network Configurator as a priori topology information, what is made possible by modeling the relevant portion of the network at bus section level. An orthogonal estimation algo rithm able to process a priori state information is employed to solve the integrated state and topology estimation problem and to process analog bad data. An important feature of the proposed approach is that the level of uncertainty assigned to presumed topologies can be statistically characterized, thereby facilitating the conception of hypothesis testing strategies for bad data processing. This paper is organized as follows. Section II presents the background. The integrated state & topology modeling is dealt with in Section III . Topology validation and bad data processing are discussed in Sections IV and V, respectively. Numerical results from different cases simulated on the IEEE 14-bus test system are presented in Section VI. Finally, Section VII presents the concluding remarks.
II. THEORETICAL BACKGROUND

A. Modeling Power Systems at Bus Section Level
After conventional state estimation indicates the presence of modeling errors within a region of the power network, we assume that the suspect substations are modeled at bus section level, whereas the sound subnetwork remains represented at bus-branch level [2] , [3] , [5] , [7] . This implies that the state vector is augmented by taking the active and reactive power flows through circuit breakers as new state variables [1] . In this paper, the latter are referred to as flow states, as opposed to the conventional nodal states (angles and magnitudes of nodal voltage). Thus, if the suspected substations comprise nsb switching branches, 2nsb new state variables are included in the model. Since the state vector x also contains the con ventional nodes states for the N network nodes, the dimension of x becomes n = 2N + 2nsb -l.
The status of switching branches is modeled as follows: closed switching branches imply zero complex voltage drop across the branch terminals, i.e.
Vi -Vj = o.
(1)
On the other hand, an open switching branch is characterized by zero active and reactive power flows through it, i.e.
The relationships in (1) and (2) are referred to as op erational conditions, and are collectively represented by
Furthermore, zero injection nodes are modeled as equality constraints, referred to as structural constraints and repre sented by the following set of nonlinear equations:
Finally, the measurement model relates measured quantities and state variables, and is given by:
where hm(x) is an mx 1 vector of nonlinear functions and TJm is an m x 1 measurement error vector, assumed to be normally distributed, with zero mean and an m x m covariance diagonal matrix, denoted by Rm.
B. Power System State Estimation Considering A Priori State Information
A priori information on the state variables can be modeled in the state estimation problem as an extra quadratic term added to the weighted least squares criterion [8] . The equality structural constraints are inserted into the problem as pseudo measurements of high accuracy. Thus, the Power System State Estimation (PSSE) problem is formulated as:
In (6), � is the covariance matrix of the a priori state values x and Rs is the diagonal covariance matrix of the structural constraints [9] . Theoretically, Rs is a null matrix as it correspond to deterministic information. However, in order to avoid numerical problems in the convergence process, it is often convenient to make Rs equal to csI, where I stands for the identity matrix of appropriate dimension and the positive number Cs is chosen as some orders of magnitude less than typical measurement variances. Operational conditions ho(x) that model the presumed topology will be dealt with as a priori information, as discussed in Section III.
If a nonlinear model is used to represent the electric network, the solution of problem (6) can be obtained through Gauss-Newton method, which leads to the following extended version of the Normal Equation [10] :
where H is the Jacobian matrix of h(x) computed at a given point x k , az = Z -h(x k ) and ax = x -x k . The solution of (8) provides the incremental state vector ax. The estimated states are then iteratively updated as:
The iterative process goes on until ax becomes smaller than a pre-specified tolerance.
III. INTEGRATED STATE & TOPOLOGY MODELING
A. Enforcing Topology Conditions as A Priori Information: the Outer Adjustment Method
The network topology validation method proposed in this paper is aimed at extracting topology information from the analog measurements available to the state estimator. Accord ingly, results provided by the Network Processor are seen as an initially presumed topology, which must then be confirmed or revised by the proposed joint state & topology estimator. This is accomplished by translating the Network Configurator outcome into operational conditions, made available to the estimator as entries of vector x prior to the real-time mea surement processing stage. Such a process of converting the presumed topology into operational conditions is carried out at the beginning of each iteration of the nonlinear estimation solution, as follows: a) At the first iteration, a priori state information is defined as the flat start for all nodal states, and zero values for all active and reactive switching branch flow states; b) Beginning at the second iteration, switching branch statuses consistent with the Network Processor results are enforced, as detailed next: i) A closed switching branch connecting substations internal nodes i and j leads to the following definition of a a priori state values:
ii) An open status of a switching branch whose terminal nodes are i and j is taken into account by initialing the corresponding flow states in x as :
Finally a covariance matrix � must be assigned to the a priori state information. As shown in (6), the inverse of � plays the role of a weighting matrix in the objective function, establishing the relative importance of a priori topology in formation with respect to the measurements in the estimation process. In this paper, we rely on such interpretation to define � as a function of the measurement covariance matrix, as follows: (12) where Rm,ii is the mean value of the measurement variances, and kw is a positive valued calibrating parameter. Extensive experiments conducted with distinct test system indicate that values in the range 0 < kw < 1 yield proper results, although
upper range values tend to increase the number of iterations for convergence. In this paper, we use kw = 0 . 025.
We refer to the method for initializing information given by (10) and (1 1) as the outer adjustment method, since topology conditions are enforced outside each iteration of the estimation process. This approach is algorithm-independent, in the sense that it does not rely on specific properties of a given algorithm.
B. PSSE Solution through Givens Rotations
PSSE solution methods based on fast version of orthogonal of Givens Rotations have proven to be both numerically robust and effective [11] , [12] . In this paper, we solve the weighted least-squares problem (6) through the three-multiplier version of Givens rotations (G3M) [13] , instead of using the extend normal equation (8) . To outline the algorithm, consider that successive orthogonal transformations are applied to matrix H 1 and vector z (both previously scaled by matrix R-2) in order to obtain an upper triangular linear system of equations. If Q represents the matrix that cumulatively stores the individual rotations, we have:
where U is an upper n x n triangular matrix and c is a n x 1 vector. The fast version of Givens rotations are based on the decomposition of matrix U as [1 1], [13] :
where D is a diagonal weighting matrix and 0 is a unit upper triangular matrix. Since vector z is considered as an extra column of H, the resulting vector c is also scaled in the transformation, and is then denoted by c. The inclusion of scaling factors is attractive because it eliminates square root computations during the factorizations given by (13) [13] .
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In practice, D-2 is never required, and only D needs to be computed. Following the transformations step given by (14) , the vector of increments ax is obtained by simple solving the upper triangular system Oax=c
by back-substitution. The weighted sum of squared residuals is determined from d, as a by-product of the estimation process.
We can take advantage of the above scaling mechanism to assign weights to both initial values of state variables and the presumed topology before any measurement is processed, with no extra computational cost. This is described in the sequel.
In practice, the state estimation problem with a priori state information is initialized as [10] .
In addition to other desired properties, G3M provides means to take into account topology validation and bad data detec tion/identification in the course of the state estimation process. Such features will be discussed in next subsections. The rationale to define U as above should be clear from (1), (2) and (16) for each of the two possible statuses. In case (ii), the definition of D is explained by the fact that a variance �CR is assigned to the voltage drop across the switching branch terminals, as given by (12) . However, we assume that there is total uncertainty concerning the value of the voltage angle and magnitude at nodal j (assumption which, for that matter, is also made in this paper for all other nodal states).
IV. TOPOL OGY VALIDATION
Regardless whether topology a priori modeling is based on the inner or the outer adjustment method, the outcome of the integrated state & topology estimation procedure provides es timates for both nodal states and flow states. A post-processing stage is then needed to either validate or make corrections on the initially presumed network topology. It basically consists of applying statistical tests to switching branch flow estimates. Specifically, uncertain breaker statuses are determined from the estimated switching branch power flow values through a hypothesis testing procedure based on a given significance level for the test, as previously proposed in [3] . From the specified significance level value and the variance of the error in the estimate for the flow states through a given switching branch .e, a threshold C floWl is determined, which is then used to decide whether the breaker is open or closed. Accordingly, if the absolute value of such estimated flow is greater than C f lOWl' one concludes that the corresponding breaker is closed; otherwise, the breaker is treated as open. In case devices with wrong presumed statuses are identified, the algorithm corrects them and a new integrated estimation is performed. This procedure is reapplied until no more changes are need.
As a final note, it should be mentioned that the covariance matrix on the estimation errors in the flow states required to compute each threshold C f l o Wl can be obtained from matrices U and D of the G3M estimator [11] .
V. BAD DATA PROCESSING
Analog bad data processing is an essential attribute of any state estimator, and this also applies to the integrated state & topology estimator. The proposed bad data processing procedure relies on the following principles: (i) The a priori state information data related to the network topology can be seen as virtual measurements, since they are treated in the objective function (6) as a least squares term weighted by the inverse of the respective covariance matrix, that is, precisely in the same manner as ordinary measurements; (ii) As a consequence, the statistical properties of the solution are preserved, and available bad data processing tools previously developed for weighted least squares estimators are applicable in connection with the integrated estimator. In what follows, it is assumed that the available level of measurement redundancy is sufficient to allow the proper performance of conventional bad data processing methods.
The proposed bad data processing procedure is composed of two stages: gross error detection, based on the familiar J(x)-test [1] ; and bad data identification, based on the b test, applied to an estimate of the error magnitude of the measurement whose normalized residual is the largest [1] . In addition, advantage is taken of the fact that state estimation is carried out in this paper through the G3M method outlined in subsection 1lI-B. As described in [11] , this algorithm allows the monitoring of the J(x) value evolution and its comparison with the chi-square threshold [1] as the measurements are sequentially processed.
Whenever the J(x)-test points out the occurrence of bad data, the h-test is applied to the analog measurement whose normalized residual (rf) is maximum. If the estimated error h of such measurement exceeds a pre-specified threshold (usually set as 4.0, see [1] ), it is concluded that the analog measurement is erroneous, and it is removed from the mea surement set. State estimation is restarted and the test is re applied, until h satisfies the threshold. On the other hand, if the first application of the h-test is negative for errors in analog measurements, one concludes that the detected is due an incorrect presumed topology. Accordingly, no further action is taken at this stage, since the topology validation (see Section IV) executed as the next step of the estimation procedure takes care of extracting the correct topology from the available measurements. The case studies reported in the following section illustrate the application of the above procedures.
VI. SIMULATION RESULTS
The IEEE 14-bus network employed to assess the per formance of the proposed method, and the corresponding metering scheme used in the reported case studies is shown in Fig. l. The region composed by substations 6 and 13, as indicated in the figure, is randomly selected to simulate anomalies, which include topology errors and bad data in analog measurements. The bus-section level model of the related substations is detailed in Fig. 2 . It can be seen that different circuit breaker arrangements are considered, such as double breaker, breaker-and-a-half and ring bus. A full nonlinear version of the algorithm has been implemented in Matlab, thus allowing the representation of botb active and reactive power quantities, as well as complex bus voltages. Altogether, the state vector comprises 80 nodal and flow state variables. Measurement accuracies used to simulate the measurements and determine the corresponding variances are assumed to be 3 x 10-3 p.u. for voltage magnitudes and 2 x 10-2 p.u. for power flows and injections.
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A. Presumed Topology Errors Only
This subsection presents the results obtained from the integrated state & topology estimation using both the outer and the inner adjustment methods discussed in Subsections llI-A and llI-C, respectively. In this case study, the statuses of three circuit breakers (B2, B6 and B9, see Fig. 2 ) located on a single section of the breaker-and-half arrangement of substation 6 are erroneously inverted, that is, breakers B2 and B9 are assumed open and breaker B6 is closed. The resulting incorrect topology provided by de Network Configurator disconnects substation 6 from buses 5 and 13. Table I shows how the sta tuses of switching branches related to this case evolve through the iterative process, which takes two iterations to converge for both outer and inner adjustment methods. Table II presents the values of the objective function components computed in the end of the first iteration (that is, in the presence of the incorrect topology) and at convergence. The large initial values reflect the presence of the presumed topology error, which affects mostly the topology-related term. As soon as the statuses are corrected at the final iteration for both methods, objective function values undergo sharp reductions, as one would expect.
B. Simultaneous Topology and Analog Measurement Errors
This section presents the results obtained from the integrated state & topology estimator in the simultaneous presence of lack of knowledge on the network topology and a gross analog measurement error. Due to space limitations only one case re lated to this severe conditions is reported. The simulated gross analog measurement is the injection P23, located at substation 13 (see Fig_ 2) and the bad data size amounts to 15 standard deviations. Since the network topology is assumed completely unknown, all breaker statuses are initialized as "open", as show in Table V . Table III presents the measurement value  with and without gross error, and Table IV summarizes the bad data processing stages. The gross error measurement is detected, identified and removed in the second iteration of the G3M algorithm and in the first one of the integrated state & topology estimation method_ As shown in Table V , the latter takes two iterations to converge. Table IV also shows that both the outer and inner methods reach the same results for bad data processing. After the removal of the bad analog data, the J(x) value undergoes reduction, although it is still large due to the existence of topology errors. Those are checked and then corrected, and a next iteration is processed to validate the status changes, as shown in Table V . Finally, Table VI presents the values of the objective function components computed in the end of the first iteration (that is, in the presence of the incorrect topology but after the gross measurement removal) and at convergence. This subsection deals with the processing of a gross error in analog measurement located in a low redundancy area, consid ering that the presumed network topology is kept free of error. The purpose is to investigate the effect of low measurement redundancy on the proposed method's performance. In all cases, bad data processing is carried out in the second iteration of the G3M algorithm. The detection threshold obtained from the chi-square distribution for a false alarm probability of 5% is K = 129.92. The results for metering scheme 1 in Table vm show that the bad data is properly detected, but real power injection P20 is identified as the gross measurement instead of P15-16. A closer exanIination of metering scheme 1 reveals that the two measurements actually compose a critical pair. As it is well known, gross errors in members of critical pairs are not identifiable. To break such criticality, a new measurement (active power flow P20-15) on switching branch B2 is added to the measurement set, giving rise to metering scheme M.S. 2. Under the new conditions, the bad data identification and removal are correctly achieved as shown Table VIII. The results of this experiment emphasize the importance of an adequate level of redundancy to allow the proper performance of the proposed algorithm. In particular, local redundancy conditions must prevent the occurrence of critical measurements and critical sets of measurements [15] , since they are clearly detrimental to the performance of any bad data processing method.
M.s. 
VII. CONCLUSIONS
This paper proposes an integrated method to estimate both state variables and network topology, which makes use of a priori state information to model switching branch sta tuses of a power network. The proposed approach allows the validation/correction of Network Processor results, and thus prevents the contamination of state estimates by topology errors. Several case studies presented in this paper with a subsystem of the IEEE 14-bus network indicate that, under adequate measurement redundancy levels, anomaly detection and identification can be accomplished whatever the type of the original modeling error, namely, topology error, bad data on analog measurements or a combination of both. The algorithm presents good self-healing characteristics, since it has been able to converge for a variety of distinct modeling errors, with bad data processing taking place in the second iteration starting from the flat start. Furthermore, numerical robustness is ensured by the properties of the orthogonal estimator.
