Semi-supervised learning uses underlying relationships in data with a scarcity of ground-truth labels. In this paper, we introduce an uncertainty quantification (UQ) method for graph-based semi-supervised multi-class classification problems. We not only predict the class label for each data point, but also provide a confidence score for the prediction. We adopt a Bayesian approach and propose a graphical multi-class probit model together with an effective Gibbs sampling procedure. Furthermore, we propose a confidence measure for each data point that correlates with the classification performance. We use the empirical properties of the proposed confidence measure to guide the design of a humanin-the-loop system. The uncertainty quantification algorithm and the human-in-the-loop system are successfully applied to classification problems in image processing and ego-motion analysis of body-worn videos.
Introduction
Applications such as police body-worn video cameras generate a huge amount of data, beyond what is humanly possible for analysts to review. Such problems are ripe for the development of semi-supervised learning algorithms, which, by definition, use a small amount of training data. In the last year, progress has been made in applying graph-based semi-supervised learning to bodyworn videos with the goal of recognizing camera-wearers' activities, i.e., ego-motion [11, 5] . However, as is often the case with real-world videos, the variability of the data leads to imperfect classification. Recently, the authors of [3] proposed to pair uncertainty quantification (UQ) with the binary classification problem on a similarity graph. Besides a label assigned to each data point, they also estimated a measure of uncertainty, which helped identify hard-to-classify data points that require further investigation.
In the present paper, we push the UQ methodology to a multi-class setting. We extend the binary graphical probit method to a multi-class version and develop a Gibbs sampler that draws samples from the posterior distribution. We propose a confidence measure for each data point that we find correlates with the classification performance; we observe that data points with higher confidence scores are more likely to be classified correctly. Along with the new methodology and the empirical observations, we develop the foundations for a system with a human in the loop who serves to provide additional class labels based on the confidence scores; our uncertainty quantification method identifies hard-toclassify data points and the human in the loop assigns ground truth to them, leading to reduced overall confidence scores. Our ideas are tested on an image data set -the MNIST data set [10] -and a body-worn video data set, the HUJI EgoSeg data set [14] .
Related Work
Semi-supervised learning has been studied extensively in the past two decades and has been successfully applied to applications such as hyperspectral images [12] and body-worn videos [11, 5] . We refer readers to [22] and the more recent article [1] for a literature review. We focus on graph-based methods, in which a similarity is measured for each pair of nodes (i.e. data points) and label information is spread across the similarity graph from a small set of labeled fidelity points. The similarity information is often leveraged via the graph Laplacian, which has been been used in a myriad of machine learning methods (see, for instance, [19, 20, 21, 23] ). The analogy between the graph Laplacian and the classical Laplacian operator inspires a number of PDE-based classification methods, such as [2, 9] ; this also introduces the recent development in uncertainty quantification to the machine learning community. For instance, in their recent work [3] , the authors used an efficient sampling method that was originally developed for PDE-based inverse problems [6] to perform uncertainty quantification for binary classification.
We refer readers to the books [16, 17] and the recent article [13] for a review of methodologies employed in the field of uncertainty quantification. For the specific application to machine learning methods, the book [20] investigates uncertainty quantification for a variety machine learning problems using a Gaussian process prior. Except the above-mentioned book and the recent work [3] , most machine learning methods, even those developed with the Bayesian way of thinking, focus on finding the optimal classification (and/or hyperparameters that produce the optimal classification) in an optimization context and do not consider or utilize uncertainty quantification. be a fidelity set consisting of nodes with known labels. We aim to classify n data points into c classes such that: 1) data points with similar feature vectors, measured via a suitable similarity measure, should belong to the same class; 2) the classification should respect the ground-truth labels on the fidelity set.
We consider each data point as a node in a weighted similarity graph, where the edge weights are given by
where k · k is the Euclidean distance and t i j are the self-tuning constants proposed in [21] . The weights are chosen such that a pair of nodes with similar feature vectors will have a weight close to one and dissimilar nodes will have a near-zero weight. Suppose u : Z ! R c is an assignment function; if u`(i) = maxˆuˆ(i) then we interpret this to mean that u assigns class`to data point i.
One way to achieve a classification is to optimize the following objective function with respect to an assignment function u:
where u 0 encodes the ground-truth labels on the fidelity set Z 0 , F(u, u 0 ) measures the extent to which u differs from u 0 on Z 0 . Minimizing the first term in the object function ensures that a pair of data points (i, j) with a high similarity w i j will be assigned to the same class.
Using matrix notation, we identify u and u 0 with n ⇥ c matrices so that u i`= u`(i). If we let W be the matrix of w i j and
and the Dirichlet energy
where hu, vi = trace u T v , and hence we may write eq. (1) as
The quadratic form in eq. (3) alludes to the connection to Bayesian Gaussian process models. It is common in graph-based learning methods to use normalized variants of the graph Laplacian in place of the unnormalized graph Laplacian eq. (2) because of better numerical properties as well as the classification performance (see, for instance, [2] ). One popular choice is the symmetrically normalized graph Laplacian,
which is convenient to compute with due to its symmetry. With the choice of the symmetrically normalized graph Laplacian, the quadratic form in eq. (3) becomes
In the remainder of this manuscript, the notation L is a placeholder for any choice of graph Laplacian.
Bayesian model
We now present a Bayesian model for the assignment function u, for which the posterior distribution takes the form:
so a maximum a posteriori probability (MAP) estimator is a minimizer of J(u). We assume the prior on u is a Gaussian distribution,
To explicitly construct a sample u that follows the prior distribution, we employ the Karhunen-Loéve expansion. Let L = QLQ T be the eigen-decomposition of the graph Laplacian where the columns of Q 2 R n⇥n form an orthonormal basis of R n and L = diag(l 1 , l 2 , ··· , l n ) obeys
is a collection of independent c-variate normal random variables N (0, I c ), where I c is an identity matrix of size c. We construct a sample u as the random sum
so that the columns of u live in span{q 1 } ? and u has the desired probability distribution
In graph-based semi-supervised learning, it is common to approximate the graph Laplacian using only its first few eigenvectors and eigenvalues, since these often contain the relevant geometric information reflecting clustering of the data points at nodes of the graph (see, for instance, [19] ). Such truncation of the spectrum both reduces computation cost and often improves the classification performance. In this case, we also employ spectral truncation and let u be the random sum up to K for K ⌧ n, i.e.
In their recent work [3] , the authors considered several likelihood functions p(u 0 |u) to connect the latent variable u to the ground-truth labeling u 0 for binary classification. In the present paper, we primarily investigate the independent probit likelihood function. Suppose {h(i)} i2Z 0 is a collection of independent cvariate normal random variables N (0, g 2 I c ) where g 2 is the noise variance. We connect u to u 0 via v(i) = u(i) + h(i) u 0 (i) = threshold (v(i)) , i 2 Z 0 .
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The threshold operator applied to a vector simply sets the largest element in the vector to be 1 and the rest to be 0. With the introduction of latent variables {v(i)} i2Z 0 , we have, from Bayes formula, the following joint posterior probability distribution p(u, v|u 0 ) µ exp
Using the change of variable from u to x , for x = (x 1 , x 2 , ··· , x K ) 2 R c⇥K in eq. (8), we can apply our chosen sampling method to p(x , v|u 0 ). We compute that the joint probability
where L 0 = diag(l 1 , l 2 , ··· , l K ), the matrix Q 0 2 R n⇥K consists of the first K eigenvectors of the graph Laplacian, and H = (d i j i ) 2 R |Z 0 |⇥n for Z 0 = { j i : i = 1, 2, ··· , |Z 0 |}. We note that H applied to a matrix selects its rows of the fidelity set Z 0 .
To sample from the joint posterior distribution, a Gibbs sampler will alternate between the following three steps:
For
Step 1) we note that for each`2 {1, 2, ··· , c}, the conditional probability for each row of x , denoted as p(x :,`| v, u 0 ) has the same distribution as
In
Step 3), for each i 2 Z 0 , we need to sample a c-variate normal random variable subject to a linear inequality constraint; let a i denote the unique index such that u 0 a i (i) = 1 for i 2 Z 0 , i.e., data point i belongs to class a i according to the ground-truth label. Then we need to sample v(i) according to the following conditions:
We use the implementation from [4] to efficiently draw samples from the linearly constrained normal distribution.
Uncertainty Quantification
Given a set of samples {u (k) } N k=1 from the Gibbs sampler, we investigate E u|u 0 (threshold(u)), the posterior mean of threshold (u); this can be approximated by the sample mean
Since each element threshold (u(i))`is either zero or one, the expectation s`(i) simply gives the probability, under the posterior distribution, of the element being one; that is s`(i) can be interpreted as the probability data point i belongs to class`. We note that for each data point, the probability of it belonging to each class should sum to one, i.e., Â`s`(i) = 1. This is obeyed by both the posterior mean and the sample mean approximation. We can use the posterior mean s(i) as a classifier, which classifies data point i according to its largest entry.
Intuitively, a single large s`(i) for a data point i indicates a very confident classification of class`; in this case, the remaining entries in s(i) are necessarily small due to the sum-to-one condition; this creates a large variance in the vector s(i). On the other hand, if entries in the vector s(i) are all roughly equal, meaning the data point is equally likely to be classified as either class, the classification has a lot of uncertainty, resulting in an s(i) with a small variance. Based on this intuition, we measure the classification confidence of node i by the variance of s(i)
We emphasize that this variance is not the posterior variance. However, we can show the following connection between the quantity S(i) and the posterior variance
where var u|u 0 (·) is the posterior variance. Therefore, the quantity S(i) is a constant minus the mean posterior variance, which can be interpreted as a measure of uncertainty, averaged over all classes.
Human-in-the-loop
In the following experiments section, we demonstrate a positive correlation between the proposed confidence score and the classification performance; the confidence score enables us to locate hard-to-classify data points, which we may label and use as additional fidelity. This naturally leads to the idea of using the confidence measure to intelligently select new fidelity points to achieve a better classification performance with limited human labeling effort. We design a human-in-the-loop system as follows (see fig. 1 ). We start with a small set of initial fidelity points and apply the UQ algorithm to obtain a confidence score for the entire data set. We randomly sample, in a uniform fashion, additional candidate fidelity points with confidence scores within a percentile range. The human in the loop then observes each of the candidate fidelity points to assign ground truth to them. We perform the UQ algorithm again to update the confidence scores and repeat the process until we reach the maximum number of fidelity points permitted (this will be determined by the application).
We observe that in practice adding data points with the lowest confidence scores does not benefit overall classification per- formance because these data points are often outliers. The significance of classifying these outliers correctly is scenario dependent.
In our experiments, we focus on the overall accuracy and do not sample fidelity from data points with confidence scores strictly below the tenth percentile.
Experiments
We perform uncertainty quantification on 1) the MNIST data set, a handwritten digit data set, and 2) the HUJI EgoSeg data set, a body-worn video data set. Through these experiments, we illustrate some empirical properties of the confidence score; we demonstrate its correlation with the classification performance. We also validate our human-in-the-loop system and showcase its ability to improve classification results with limited human input.
MNIST
The MNIST data set [10] consists of 70,000 images of handwritten digits; each image is of the size 28 ⇥ 28 pixels. We choose uniformly at random 500 images each from the digits 1, 4, 7, and 9 to form a graph of 2000 nodes. We follow the graph construction procedure in [3] ; each image is projected onto the lead 50 principal components yielding a 50-dimensional feature vector, and we construct a 15-nearest neighbor graph. The weighting constants t i j are chosen according to [21] . For data point i, we compute the mean distance of its 15 nearest neighbors, denoted as t i ; then the weighting constant t i j is given by t i j = t i t j . We use the symmetrically normalized graph Laplacian (see eq. (5)) and truncate its spectrum at K = 300. We perform the Gibbs sampler with 3% uniformly randomly sampled fidelity points; the noise variance is chosen to be g = 0.1, and we draw 2 ⇥ 10 4 samples to estimate the uncertainty. We showcase examples of images with the highest or the lowest confidence scores in fig. 2 . It is interesting to note that the lowest confidence score of digit 1 is much higher than that of the other digits; we theorize that it is easier for the algorithm to differentiate digit 1 from the other three digits. 0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100% Figure 3 . Classification accuracy on data points with top x% to x + 5% confidence scores on the HUJI EgoSeg data set. We group data points based on their confidence score; each group contains 5% data points and we evaluate the classification accuracy on each group. parameters that we use for this experiment. We compare the classification performance, measured in terms of accuracy and mean recall averaged over seven classes, of both classifiers using iteratively generated fidelity against the same classifiers using uniformly randomly sampled fidelity. The results are presented in fig. 4 . We observe that both classifiers benefit from the intelligently sampled fidelity in terms of producing higher accuracy and mean recall than using uniformly randomly sampled fidelity.
Conclusion
In this paper, we considered the problem of uncertainty quantification in a graph-based semi-supervised multi-class classification problem . We extended the graphical probit model, originally proposed for the binary classification problem in [3] , to the multi-class case. We proposed a Gibbs sampler to sample from the posterior distribution and a confidence score that connects to the posterior variance. Through our experiments on the MNIST data set, we demonstrated that the proposed confidence score is easy to interpret; it is clear to see the contrast between the digit images with low confidence scores and ones with high confidence scores. The proposed confidence score also exhibits a correlation with the classification performance in our experiments on the HUJI EgoSeg data set. Based on these observations, we designed a human-in-the-loop system to efficiently use human labeling effort to improve classification results. We validated this system on the HUJI EgoSeg data set and observed that the classifiers that we studied produced improved classification using the human-in-theloop system than the same classifiers using uniformly randomly sampled fidelity.
Moving forward, we can develop new theory of uncertainty quantification for semi-supervised multi-class classification. We can investigate the performance bound of the Gibbs sampler with respect to a large number of data points and classes. We can extend the previous analysis of uncertainty quantification methods for binary classification to the multi-class case, in which we suspect the number of classes play a nontrivial role in the performance of the sampling methods. We also point out that speed is the primary concern of the current Gibbs sampler. Despite the development of scalable graph-based semi-supervised learning methods (see [2] for an example), the Gibbs sampler is mostly sequential; we draw each sample based on the previous one. Nevertheless, the current work opens the door for the development of a system that combines modern machine learning with expert analyst knowledge.
