In applied econometrics researchers often infer the relation among nonstationary time series by regression of their differences. The aim of this paper is to show that in some circumstances regression of differenced time series tends to reject the relation among their levels. This phenomenon is known as type I spurious regression. Time series are dynamic processes, and the ignored system dynamics will become the systematic errors in regression equations. Differencing does not preserve the underlying relation among time series in regression due to systematic errors. This paper will outline how regression of differenced time series tends to reject the relation between their levels, and so potentially to incur type I spurious regression.
Introduction
Spurious regression refers to the regression that tends to accept a false relation or reject a true relation by flawed regression schemes. It is well known that there are two types of errors that may occur in statistical inference. Type I error refers to the rejection of a true hypothesis, and type II error refers to the acceptance of a false hypothesis. One should trade-off between these two types of errors when setting up the confidence interval for statistical inference. Similarly, one might expect that there could be two types of spurious regression that may occur. Analogous to type I and type II errors, type I spurious regression refers to the rejection of a true relation, and type II spurious regression refers to the acceptance of a false relation, more often by a flawed regression scheme. Since type I spurious regression has not been pointed out in the literature, spurious regression of type II is the only one usually discussed in econometrics.
Econometricians have known about (type II) spurious regression since Yule (1926) . To avoid spurious regression, a rule of thumb is that for nonstationary time series regression of their differences is safe. Indeed some British econometricians had long been using differenced time series during the 1940s. It is also well known, however, that the long-term information contained in levels of time series will be lost after differencing. To avoid loss of long-term information, the majority of economists insisted on working with levels instead of differences. Since Granger and Newbold (1974) pointed out that regression of one random walk on another tends to falsely accept a non-existent relation, (type II) spurious regression has become a common theme in econometric textbooks, and in turn, has become well known to economists. To avoid spurious regression, testing for unit roots has become a common procedure in applied econometrics. For nonstationary time series researchers are advised to work with their differences in econometric applications. This can be widely seen in many areas of applied econometrics, and Chiarella and Gao (2002) provided an empirical example in the accounting literature.
The problem of using differenced time series had been realised by some British econometricians from previous negative experiences. For instance, Sargan (1964) introduced the error correction mechanism, in order to retain the long-term information contained in levels of variables and avoid (type II) spurious regressions at the same time. This line of research was further pursued by other British econometricians such as Hendry (2000) . Later, Engle and Granger (1987) proved that for cointegrated time series there is an error correction mechanism underlying these time series, and a VAR model in differenced variables will be misspecified if the variables are cointegrated. Thus, regression of the levels of nonstationary time series became valid again under the name of cointegration. Although some econometricians have been aware of the drawback of regression of differenced time series, it remains a fact that econometric textbooks have not pointed out the problem of type I spurious regression. As a result, many applied researchers remain unaware that commonly used regression schemes may be flawed, and type I spurious regression continues to be a problem in applied econometrics.
Statistical estimation is sensitive to specification errors, and statistical estimators are derived under the assumption of no specification errors. This paper shows that when applying (static) regression on time series data that is dynamic in nature, the ignored system dynamics will become the systematic (specification) errors, and the assumption of no specification errors will be violated. Differencing does not preserve correlation and parameter estimation in regression due to systematic errors. Differencing will give rise to the potential to incur type I spurious regression.
For time series with trend, as many economic time series are, there are two major approaches to the treatment of the trend in econometrics. The trend plus noise (T+N) approach assumes a deterministic variable trend (that will be discussed in detail in Section 2). While the integrated autoregressive moving average (ARIMA) approach assumes a stochastic trend. These two competing approaches may do equally well in statistical forecasting but have different implications in theoretical modelling. The T+N approach is the classical one in time series analysis. It has roots in science, and has long been used in economics. Growth is a vitally important feature in an economy. Economic time series often display time trends, which are more or less related to economic growth. In a time series the slowly drifting trend may represent the long-term growth path, and the noise mean-reverting to the trend may represent the cyclical components. Also, the trend may represent the long-term dynamics and can be explained by the fundamental economic factors, and the cyclical component may represent the short-term dynamics. In the T+N approach the level of a time series is assumed to contain the long-term information, which will be lost after differencing. The ARIMA approach is the modern viewpoint, and it became popular in econometrics following Box and Jenkins (1970) , and in economics following Nelson and Plosser (1982) . In this approach an ARIMA process is assumed to be an integrated ARMA process. Since nonstationary time series cannot be analysed by standard statistical methods, an analysis always starts from differencing the ARIMA process, then works on the differenced process, ie the ARMA process. In the ARIMA approach the level of a time series is assumed to contain no information, since it is just the cumulated errors. The trend exhibited by the data is a stochastic trend, and differencing is simply the procedure used to get rid of this spurious trend.
Regression of time series seeks to capture their correlation, and that correlation mainly comes from their trends. If the DGP is T+N then trends contain the long-term information, and regression may capture the long-term equilibrium relation between the time series. If the DGP is ARIMA then the trends are stochastic, the realised correlation will be quite different at different times, and such a correlation is spurious. If the DGP is ARIMA and the model is T+N then the model is false, and the usual statistical tests for the T+N processes tend to accept the false correlation, thus incurring type II spurious regression. Alternatively, if the DGP is T+N and the model is ARIMA then the model is also false. In the regression scheme for ARIMA processes differencing is the first step. However, the differenced time series often have less correlation, even though the original time series are T+N and related. The usual statistical tests on differences tend to reject the relation among their levels, thus incurring type I spurious regression. In both cases the used statistical procedures are self-enhancing. That is, when a false model of the DGP is assumed to be true, then the regression scheme used tends to accept the false model to be true.
To correctly specify a probability model requires sufficient prior knowledge about the DGP. In applied econometrics, however, researchers usually have no such knowledge, thus statistical tests are required. To test whether a DGP is T+N or ARIMA, one can test whether the trend of a time series is deterministic or stochastic. Based on the belief that unit roots imply a stochastic trend in a nonstationary time series, the unit roots test is designed to undertake this task. Unfortunately, unit roots testing cannot really accomplish this task. This can be seen from the following case. A stable relation between nonstationary exogenous and endogenous variables can be expressed by a stable dynamic model that has no unit root in its transfer function. Thus, the unit root in the endogenous variable must come from the exogenous variable not from the transfer function (ie the DGP). In this case, the nonstationary exogenous and endogenous variables are cointegrated, the endogenous variable is a T+N process, and the trend of the endogenous variable is a deterministic trend rather than a stochastic trend. This case shows that a nonstationary time series may be explained by other nonstationary variables, and unit roots do not necessarily imply a stochastic trend to this time series. Therefore, unit roots testing is inconclusive. As a consequence, type I spurious regression pervades much of applied econometrics with little attention has been paid to it. This is of relevance to the flood of random walk models in economics and finance, and the so-called "unit root revolution" in macroeconomics (see Rao 1994, p3, p113) . However, this overall approach has not been without its critics. Harvey (1997) pointed out that "Testing for unit roots has become almost mandatory in applied economics. This is despite the fact that, much of the time, it is either unnecessary or misleading, or both". Maddala and Kim (1998, p478) agreed with Harvey's critique and commented: "We feel that this has a sobering effect on current time series modelling (the unit root revolution, cointegration revolution, and so on)".
Because of the influence of the ARIMA approach, many applied econometricians have come to erroneously believe that whether one should regress on levels or differences depends on whether the time series are stationary or not, and furthermore that the result based on differences implies the same result on levels. Unfortunately, this is not true. The ARIMA approach in econometrics is adapted from the Box-Jenkins methodology, but with some misconceptions. The Box-Jenkins methodology of time series analysis arose within the framework of system dynamics. The central topic in Box and Jenkins (1970) is the identification of a system transfer function, as well as its estimation by the maximum likelihood method. A transfer function represents the invariant dynamic relation between the exogenous and endogenous variables. That is, the dynamic relation holds for differenced variables as well as for levels of variables. For nonstationary time series the differences are used for identification of the form of the transfer function. Once the transfer function is identified, the original series are used for parameter estimation (see Box, Jenkins, and Reinsel, 1994, p425) . Differencing ARIMA processes is a technical procedure used to facilitate identification, but it is not appropriate for estimation due to the noise amplifying effect of differencing. While a transfer function represents an invariant dynamic relation, regression is not an invariant relation, and the regression results heavily depend on the order of integration of the time series. One of the aims of this paper is to show that differencing or autocorrelation correction does not preserve the underlying relation among time series in regression due to systematic errors, and that the estimate from levels of time series will be quite different from their differences. In econometrics the validity of differencing or autocorrelation correction of time series is judged according to probabilistic considerations alone without considering the underlying system dynamics. The system aspect is inherently involved in all kinds of dynamic processes, and Kalman (1983) strongly criticised the ignoring of the system perspective in econometrics.
Time series are dynamic processes, and an invariant dynamic relation among time series can be expressed by dynamic models, including difference equations, transfer functions, and state space models. The error correction mechanism is expressed by a difference equation. The term "invariant" here means that the dynamic relation is independent from the order of integration of the time series, therefore, there is no need for unit roots testing of dynamic models. Regression of time series seeks to approximate a dynamic relation by a static relation, as a result the ignored system dynamics will become the systematic error in the regression equation. It is the systematic error that has the potential to incur spurious regression, therefore regression amended with unit roots testing is by no means the correct way to avoid such spurious regression.
To better understand the problem of spurious regression, in Section 2 the concept of level matching processes is introduced in contrast to that of integrated processes. Section 3 considers systematic errors in regression, and Section 4 considers frequency properties of time series regression. Section 5 addresses the effect of noise amplification by differencing. Finally, conclusions are drawn in Section 6.
Integrated processes versus level matching processes
By the definition of an integrated stochastic process, its exhibited trend is just the accumulated errors, so it is stochastic and contains no information. This assumption is often called the random walk assumption. Thus, the first step of analysis is to difference the integrated process in order to get rid of the stochastic trend, otherwise, the regression will turn out to be spurious. So, regression of integrated processes has no meaning.
Adjustment is a key mechanism underlying the DGP of many economic time series, and in analysing such series it is more fruitful to focus on the adjustment process viewpoint. An adjustment process can be expressed by differential or difference equations. When there is an adjustment mechanism underlying the DGP of time series, they are known as level matching processes, which are in contrast to integrated processes. Cointegrated processes belong to the class of level matching processes. It is the level matching adjustment that guarantees the long-term equilibrium. In level matching processes information is contained in the levels of variables, so it is meaningful to regress level matching processes.
Integrated processes
In the ARIMA approach the DGP of a nonstationary time series is assumed to be an integrated ARMA process. If a nonstationary time series becomes a stationary one after differencing once, then it is said to be integrated of order 1, and is denoted by I(1). Thus, the stationary time series after differencing is said to be integrated of order 0, and is denoted by I(0). To avoid spurious regression, a common practice in applied econometrics for detecting a relation between two I(1) processes y k and x k is through regression of their differences
where the noise ε k is I(0). The use of differences is viewed as a method for avoiding the statistical difficulties that arise from nonstationary time series. When a relation between ∆y k and ∆x k is detected, then it is considered that the same relation holds between y k and x k . Unfortunately this is not true, since (1) implies that y a bx
where the noise is now I(1), which still implies a spurious relation between the levels. So under the random walk assumption the relation between the levels of the variables is always false, no matter whether the relation between the differenced variables is true or false, Engle and Granger (1987) proved that when time series are cointegrated, there is an error correction mechanism underlying these series. This may be demonstrated in the very simple example of the error correction form of a difference equation
Cointegrated processes
where K 1 , K 2 , and c are coefficients, y 1k and y 2k are I(1) processes and cointegrated with the cointegration vector (c, -1). This difference equation expresses the adjustment mechanism between the variables y 1k and y 2k . It is this adjustment mechanism that guarantees the cointegration between these two time series. The error correction mechanism keeps the gap cy 1k -y 2k small, ie keeps the levels of the two variables matching to each other. Cointegration implies that for statistical inference, it is important that the residuals instead of the time series themselves be stationary. When some of the cointegrated variables are exogenous, these variables can be treated as exogenous variables and others as endogenous variables. Then, the model can be written in a lower dimensional form. In (3) if K 1 = 0, then there will be no feedback to y 1k . Thus, y 1k can be treated as the exogenous variable and y 2k as the endogenous variable. Then the two-dimensional error correction model is reduced to a one-dimensional error correction model,
which is the first-order adjustment process with an explanatory variable y k
(5) In this case the DGP of the exogenous variable y 1k can be ignored, and the focus is on the relation between the exogenous and endogenous variables. Of course, here y 1k and y 2k are still cointegrated.
The trend plus noise (T+N) process
Using the time series convention the general form of a difference equation, such as (4), can be written as
where y k is endogenous, u k is exogenous, and ε k is a white noise. The exogenous variable u k can be either a nonstationary process, such as the random walk in (5) 
where
is the trend component of y k , and
is the noise component of y k . Thus, the process y k is decomposed into the trend process x k plus the noise process v k , ie
When A(L) has no unit root the system (7) is stable. The transfer functions
cB(L)/A(L) and D(L)/A(L)
serve as lowpass filters. The white noise ε k will be smoothed to a mean-reverting
If u k is a random walk, then it will be smoothed to a filtered random walk x k by the filter cB(L)/A(L). In general, the exogenous variable u k is smoother than the white noise ε k , thus in a T+N process the trend x k is smoother than the noise v k . The noise v k is an I(0) process mean-reverting to zero, and the T+N process y k mean-reverts to the trend x k . For a given data set of the exogenous variable u k , the trend x k is fixed according to (8), and the random component of y k is the noise v k . For repeated experiments only the noise v k changes each time but not the trend x k . The trend x k is determined by the exogenous variable u k , and is a deterministic (but variable) trend. The T+N processes belong to the class of level matching processes. Level matching processes may be stationary or nonstationary. For a stable system the exogenous and endogenous variables are level matching processes, but they are not necessarily cointegrated processes. Engle and Granger (1987) pointed out that a VAR model in differenced variables will be misspecified if the variables are cointegrated. Their statement also holds for stationary level matching processes. This statement means that in level matching processes information is contained in the levels of time series, and differencing will bring about loss of the long-term information.
Unit roots and stochastic trend
The dynamic relation between the exogenous variable u k and the trend x k can be expressed by the transfer function
which represents the adjustment mechanism by which the endogenous variable y k responds to the exogenous variable u k subject to the disturbance v k . It is this adjustment mechanism that keeps the gap cu k -y k small, ie keeps the levels of the endogenous variable y k matching the levels of the exogenous variable u k . The transfer function represents the dynamic relation between exogenous and endogenous variables, and is independent of the exogenous and endogenous variables. That is, this dynamic relation does not depend on whether the exogenous and endogenous variables are stationary or not. For instance, consider a stable linear system that has no unit root in its transfer function, when the exogenous variable is stationary then the endogenous variable is stationary; alternatively when the exogenous variable is nonstationary then the endogenous variable is nonstationary. In the nonstationary case the exogenous and endogenous variables are cointegrated, where the unit root in the endogenous variable comes from the exogenous variable rather than from the transfer function (ie the DGP). Therefore, in this case a unit root does not necessarily imply a stochastic trend in a nonstationary time series.
Transfer function and regression
An adjustment mechanism can be expressed by a transfer function, which represents the invariant dynamic relation between exogenous and endogenous variables. In applied econometrics time series data are often used in (static) regression, and for nonstationary time series differenced data are often used. This section will show that static regression is not an invariant relation due to systematic errors. To highlight clearly the effect of systematic errors, we discuss the noise free situation. When noise is added, statistical significance will only get worse.
Consider a dynamic model with single exogenous and single endogenous variable
where the noise w k ~ I(0). Assume A(L) is an nth-degree polynomial with
are co-prime (ie, without common roots). Furthermore, A(1) = B(1) so that in steady state x k = cu k , thus c is the long-term equilibrium coefficient. The relation between the trend x k and the exogenous variable u k
can be viewed as the noise free case. The transfer function cB(L)/A(L) expresses a linear (dynamic) system, which represents the invariant dynamic relation between exogenous and endogenous variables. This relation is invariant to levels of variables and their differences. So, (12) implies
and this is the reason why in the Box-Jenkins methodology the differenced variables can be used in system identification. When
where D(L) is of (n-1)st-degree. Then, (12) can be rewritten as
and (13) can be rewritten as
The dynamic models (15) and (16) are equivalent to (12) and (13) respectively, and they are exact models without errors according to the noise free assumption. For the purpose of estimating the coefficient c by regression, (15) and (16) can be treated as static regression models. The exogenous variable becomes the regressor, and the endogenous variable becomes the regressand. The residual from regression of levels is
and from regression of differences is
respectively. Note that these residuals are systematic errors due to the approximation of dynamic relations by static ones. These systematic errors are specification errors in the regression equations. Furthermore, these residuals also contain the parameter c, yet to be estimated. Such a kind of regression of time series is not unusual in econometrics, where residuals are assumed to be random errors independent from the regressors, and systematic errors are ignored. While the dynamic relation expressed by a transfer function is invariant to exogenous and endogenous variables, the static relation expressed by a regression equation is not. Regression seeks to capture the correlation between exogenous and endogenous variables, and the correlation depends strongly on the order of integration of exogenous and endogenous variables. When u k ~ I(1) then ∆u k ~ I(0) and so is the residual v k ~ I(0), thus x k and u k are cointegrated, the correlation between x k and u k is high, and the OLS estimator of c is consistent. However, in terms of differenced variables, the exogenous and endogenous variables are ∆u k ~ I(0) and ∆x k ~ I(0), and the residual is then over-differenced, ie ∆v k ~ I(-1), thus the correlation between ∆x k and ∆u k is lower than that between levels, and the OLS estimator of c is downward biased and inconsistent. When u k ~ I(2) or higher, then ∆u k ~ I(1) or higher and v k ~ I(1) or higher, and thus the regression is spurious. These arguments can be demonstrated with the following analysis of a first-order adjustment process.
Example 1: Systematic errors in regression of time series
A first-order adjustment process is given by the difference equation , or by the transfer function x ax a c k k
where the parameter 0 < a < 1 is related to the adjustment speed, and c is the longterm equilibrium coefficient. When estimating c by regression of x k on u k , the regression equation can be written as
where c 0 is a constant and expected to be zero, and v k is the residual. Assume the exogenous variable u k is an AR (1) 
Regression requires a white residual. In general least squares (GLS) estimation an autocorrelated residual is often corrected for an AR (1) The OLS estimator for the long-term equilibrium coefficient c in (19) is then given by
From (20) we can see that a perfect autocorrelation correction to the exogenous variable ie ρ → b, including the case of a random walk being corrected by differencing ie ρ = b = 1, will lead to → 0 ie a completely spurious result.
$ c
Without autocorrelation correction, ie ρ = 0, (20) becomes
For regression of the original time series without autocorrelation correction, from (21) we can see that if the exogenous variable u approaches I(1) (ie b → 1), then the estimator is consistent (ie → c); if u approaches a white noise (ie b → 0), then the estimator is completely spurious (ie c → 0). For an I(0) process with 0 < b < 1 the estimator is downward biased and inconsistent.
where the estimator is downward biased and inconsistent. For instance, ≈ -0.026 c for a = b = 0.9, so that | | << |c|. The negative sign indicates that the stationary process u ~ I(0) (ie 0 < b < 1) is over-differenced and becomes I(-1). If u is a random walk (ie b = 1), then its difference is a white noise, and estimation will be completely spurious (ie = 0).
The correlation coefficient between x and u is related to , ie $ c
With respect to the change of a, b, and ρ, the changes of corr() and c mainly come from the change of cov(). So, a consistent estimator /c → 1 implies a high correlation corr() → 1, and a spurious estimator /c → 0 or a flat slope → 0 implies a low correlation corr() → 0. In general the estimator is downward biased and inconsistent ie 0 < | /c| < 1, and so is the correlation ie 0 < |corr()| < 1. We see that when inferring a relation between two I(1) processes by their differences, regression of differenced time series tends to yield a false result and incur type I spurious regression due to systematic errors, since the slope c and the correlation corr() become much smaller after differencing.
The above example shows that while the dynamic relation expressed by a transfer function is invariant to different exogenous-endogenous variable pairs, regression is not invariant and heavily depends on the order of integration of the exogenous and endogenous variables. Differencing or autocorrelation correction will reduce the extent of order of integration, and in turn change the regression results due to systematic errors, thus has the potential to incur type I spurious regression. Engle and Granger (1987) also warned similarly that "regression of the first difference of x 1 on the first difference of x 2 will not be consistent, and the use of Cochrane Orcutt or other serial correlation correction in the co-integrating regression will produce inconsistent estimates".
Frequency property and regression
This section shows that the regression of time series x on u is equivalent to fitting a linear trend to the phase graph in the u-x phase plane. The pattern of a phase graph in the u-x phase plane is different from that in the ∆u-∆x phase plane, and so is the fitted trend. As a consequence the regression result for levels of time series will be quite different from that for their differences. To highlight clearly the effect of systematic errors, we discuss the noise free situation. When noise is added, statistical significance will only get worse.
From linear system theory (see Oppenheim et al, 1997) we know that for a linear system with sinusoidal transfer function H jω , when the exogenous variable is a sinusoidal function u t = Asin(ωt), the steady state endogenous variable x t = Bsin(ωt + ϕ) is also a sinusoidal function with the same frequency ω, where the amplitude B = A|H jω | and the phase shift ϕ = ∠H jω are functions of ω. In the transfer function H jω every pole will contribute a 0 ~ -π/2 phase shift, while every zero will contribute a 0 ~ +π/2 phase shift, and ϕ is the net phase shift. The plot of the time series x with respect to the time series u is a parameterised curve in the u-x phase plane, and is called the phase graph of the dynamic system H jω . The regression of x on u in effect seeks to fit a linear trend to the phase graph. So the regression estimate depends on the shape of the phase graph. For example, assume u = sin(t) and x = sin(t + ϕ), then the phase graph is an ellipse. The shape of the ellipse is determined by the amplitude ratio of x over u, which in turn is a function of ϕ. Thus, the slope of the linear trend of the phase graph is also a function of ϕ. The OLS estimate of the slope c will be c = 1 ~ 0 for ϕ = 0 ~ ±π/2, and = 0 ~ -1 for ϕ = π/2 ~ π or -π/2 ~ -π. To avoid lengthy trigonometric manipulations, this point is made graphically in Figure 1 , which shows the shapes and the linear trends of the phase graphs, for the phase shifts ϕ = -π/12 and -π/4. A stationary I(0) process can be decomposed into a sum of weighted sine waves, known as the (frequency) spectrum. White noise has equal weight on all frequencies in its spectrum. The nonstationary I(1) process can be viewed as one whose spectrum has more weight on low frequencies, and the over-differenced I(-1) process can be viewed as one whose spectrum has more weight on high frequencies. After differencing the I(1) process becomes I(0), and the I(0) process becomes I(-1). The differencing operation is a highpass filter, which increases the weight of high frequencies and attenuates the weight of low frequencies. The spectrum change in the frequency domain due to differencing implies the waveform change in the time domain, which implies that the phase graph of levels of time series will be different from that of their differences, and in turn, implies different OLS estimates. This will be demonstrated in the following example.
Example 2: Regression of time series and their differences
Assume the sinusoid transfer function of a second-order adjustment process is given by
thus, the amplitude of the transfer function is In u the amplitude of sin(t) is two times that of sin(4t)/2, thus the low frequency component dominates the high frequency one. We use the time derivative as a proxy for the first difference and have du/dt = cos(t) + 2cos(4t). Now the amplitude of 2cos(4t) is two times that of cos(t), thus the high frequency component dominates the low frequency one in the differenced variable. The correlation coefficient between the exogenous and endogenous variables, as well as the slope of the trend from regression of the endogenous variable on the exogenous variable, depends on the phase shift. In the endogenous variable x, the phase shift for ω 1 = 1 is ϕ 1 = 2tan -1
(1/3) ≈ -0.2π, and for ω 2 = 4 is ϕ 2 = 2tan -1 (4/3) ≈ -0.59π, showing that the high frequency component will have more phase shift than the low frequency one. The effect of phase shift on the levels of variables will be smaller than that on the differences, since the low frequency component is dominant in levels while the high frequency component is dominant in differences. These points are illustrated quite clearly by the simulation results shown in Figure 2 , which also shows the effect of the exogenous variable with liner time trend u = sin(t) + sin(4t)/2 + t/2 -2.5, used as a proxy for an I(1) process.
In Figure 2 , the left column displays the time series, and the horizontal axis is the time t; the thin line curve is the exogenous variable u and the thick line curve is the endogenous variable x, and "corr" is correlation coefficient. The right column gives the phase graphs, the vertical axis is x and the horizontal axis is u. The phase graph is fitted with a linear trend by OLS that is compared with the 45° line, and c is the slope of the linear trend. The first row is for the time series with trend, the second row is for the time series without trend, and the third row is for the differenced time series. From Figure 2 we can see (i) for the variables with trend the correlation is high and the estimate of slope is consistent; (ii) for the differenced variables the correlation is low and the estimate of slope is spurious; (iii) for the levels of variables (without trend) the correlation is lower than the first case and the estimate of slope is downward biased. This example shows that correlation and the slope from regression of time series heavily depend on the integration order of the time series. Even in the noise free case, the regression result for levels is quite different from that for differences.
$

Noise amplifying effect of differencing
The signal to noise (variance) ratio is defined by the ratio of the variance of signal to the variance of noise. In a T+N process, the trend is the signal that contains the information from which the relation among time series may be inferred, while the noise contains no information but disturbs the inference. The signal to noise ratio is related to the significance of statistical measures. The higher is the signal to noise ratio, the more significant will be the statistical measures. In a T+N process the trend is smoother than the noise, and the noise has a wider frequency band than that of the trend. That is, the trend contains more low frequency components than the noise, and the noise contains more high frequency components than the trend. Differencing is a highpass filter, which will raise the amplitudes of high frequency components relative to that of low frequency ones. Therefore, differencing will amplify the magnitude of noise relative to that of signal, and reduce the signal to noise ratio, and in turn, reduce the significance of statistical measures.
Consider a T+N process
where the trend x k is the signal, and the noise v k ~ I(0). The signal to noise ratio of this T+N process is
For a stationary trend the variance can be either the sample variance or the population variance, whereas for a nonstationary trend it can only be the sample variance. Assuming the noise v k and the trend x k are uncorrelated, then the correlation coefficient between y k and x k is given by
and the coefficient of determination R 2 of the regression of y k on x k is R 2 = corr 2 (). Here the signal to noise ratio snr() is the only parameter that influences these statistical measures.
Consider the following two T+N processes
where x k and q k are trends, and v k and w k are noises. Assume the noise and the trend are uncorrelated, and the two noises are uncorrelated to each other. The correlation between these two processes is then given by corr corr snr snr
which implies that the correlation between the T+N processes comes from their trends, and the noises attenuate this correlation through their influence on the signal to noise ratios. Consider the regression of time series
where the noise v k ~ I(0) is assumed to be independent from the regressor x k . In order for this regression to be valid, an implicit assumption is that y k is a T+N process.
Furthermore, β 1 x k and y k share the same trend if x k is also a T+N process (ie error in variables); or β 0 + β 1 x k is the trend of y k if x k is noise free. The equilibrium between x k and y k is guaranteed by some kind of constraint, but there is no adjustment mechanism underlying them. For OLS to be valid a further implicit assumption is that x k is noise free, thus β 0 + β 1 x k is the trend of y k .
For a T+N process the slope estimator b 1 (for β 1 ) is of particular interest, since it is the long-term equilibrium coefficient. For simplicity, assume x k to be the trend of y k , then b 1 is expected to be unity, and b 0 to be zero. The OLS estimator for β 1 is
and the estimation error is
Where the cap sign over var() and cov() represents the sample variance and covariance. The sample variance of b 1 is given by the mathematical expectation
When x k and v k are uncorrelated, asymptotically approaches zero, and the OLS estimator is consistent. When the noise is the white noise ε
where the signal to noise ratio snr() is associated to the significance of parameter estimation. The sample t-statistic for b 1 is
Differencing will reduce the signal to noise ratio, and the low signal to noise ratio implies low R 2 and low corr(). In time series applications the small R 2 is not often reported. In (31) when differencing reduces the signal to noise ratio snr(), it also reduces the correlation coefficient corr(), then var(b 1 ) does not change very much. So the statistical significance is judged by the standard error or t-ratio of the parameter estimate.
Formula (32) for white noise is the one commonly used in computer software packages. When the noise v k is a random walk, then ∆v k is a white noise. In a T+N process if the noise v k ~ I(0), then ∆v k ~ I(-1) will be an over-differenced process. However, under the random walk assumption an over-differenced noise is often assumed to be a white noise in applied econometrics. It is well known that var(b 1 ) is often under-estimated for a positively autocorrelated I(0) noise, that is, var(b 1 ) calculated from (32) is smaller than that from (31). On the contrary, var(b 1 ) will be over-estimated for a negatively autocorrelated I(-1) noise, that is, var(b 1 ) calculated from (32) is larger than that from (31). The corr() depends on the waveform (ie, the shape) of the time series x k and v k , and there is no simple formula to calculate a general result. Monte Carlo simulation can show some results for different cases. Simulation shows that in some cases of over-differenced noise, the reported var(b 1 ) from (32) could be tens of times higher than that calculated from (31), and regression of differences will result in a bias towards rejection of the relation between levels.
The noise amplification effect of the first-order autocorrelation correction by the transfer function 1 -ρL with 0 < ρ < 1 is in between that of no correction ie ρ = 0, and that corrected by differencing ie ρ = 1.
When analysing economic time series it is unrealistic to make the assumption that the noise is uncorrelated with the regressor in a regression equation, since such an assumption implies that there is no underlying adjustment mechanism to guarantee the long-term equilibrium among these economic time series. In general, systematic errors are unavoidable in regression of economic time series. Thus, type I spurious regression is more easily incurred by inferring the relation among levels of time series from their differences.
Conclusions
Regression of differenced nonstationary time series is a common practice in applied econometrics, imposed by the desire to avoid type II spurious regression. This paper shows that such a practice may incur type I spurious regression, which refers to the fact that in some circumstance regression of differenced time series tends to reject the relation among their levels. The reason is that the correlation among time series captured by regression is not an invariant relation, but it depends on the order of integration of the time series. Differencing or autocorrelation correction will reduce the extent of order of integration, and thus does not preserve the regression results due to systematic errors. The situation is made worse in the presence of random errors.
Time series are dynamic processes, and an invariant dynamic relation among time series can be expressed by dynamic models. Regression of time series seeks to approximate a dynamic relation by a static relation, where the ignored system dynamics will become the systematic error in the regression equation. Therefore, the assumption of no specification errors is violated, and the corresponding probability model is no longer true. It is the systematic error that has the potential to incur spurious regression, therefore regression amended with unit roots testing is by no means the correct way to avoid such spurious regression. The correct way to deal with time series is to adopt dynamic models, including error correction models.
Unit roots in nonstationary time series do not necessarily come from the DGP and imply a stochastic trend, and a nonstationary process does not necessarily mean an integrated process. The analysis of this paper suggests that the T+N process is a suitable model for the majority of economic time series.
