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Abstract. We discuss Fryzlewicz’s (2020) that proposes WBS2.SDLL
approach to detect possibly frequent changes in mean of a series. Our
focus is on the potential issues related to the model misspecification.
We present some numerical examples such as the self-exciting threshold
autoregression and the unit root process, that can be confused as a
frequent change-points model.
First, I congratulate the author for developing an impressive method
called ”WBS2.SDLL” to detect frequent change-points in the intercept-only
Gaussian regression model within reasonable computing times. I believe this
method has also potential to be extended to more general models that can
be of greater interest in economics and finance.
Under correct specification, the proposal is undoubtedly valuable addi-
tion to the change-point literature. I focus my discussion on the poten-
tial misspecification issue in the regression with change-points. Previously,
econometric literature has investigated the related issues of confusing the
threshold process, unit root process, Markov switching process, and the
structural breaks. See for instance, Perrron (1989), Carassco (2002), Seo
(2008), among many others. Koo and Seo (2015) also examined the distri-
bution of the change-point estimate when the one-time change-point model
is misspecificed from a continuous change model.
This issue may be more pronounced with the frequent change-points. In
the end, one may want a way to distinguish the unpredictable frequent
change setup from more systematic predictable changes like cycles or a sto-
chastic trend as in the unit root process.
To illustrate, I ran a small Monte Carlo simulation. Two samples of size
n = 500 are generated from the following two data generating processes
(dgp):
Random Walk: y1t = y1t−1 + εt,
SETAR(1): y2t = (a1 + b1y2,t−1) 1 (y2,t−1 > τ) + εt,
where εt ∼ IIDN (0, 1) with a1 = 0.7, a2 = .7, τ = 1. And the proposed
WBS2.SDLL method were applied to fit the data. A realization of sample
path and the fit from the proposed method is plotted below for each dgp.
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Figure 1. A Sample Path from Random Walk and Fit by WBS2.SDLL
Figure 2. A Sample Path from SETAR(1) and Fit by WBS2.SDLL
The random walk process in Figure 1 exhibits a stochastic trend, while the
SETAR process in Figure 2 shows a cyclical movement. The seminal work
by Tong and Lim (1980) demonstrated that the SETAR model is capable
of capturing various cyclical movement of a time series with a parsimonious
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parametrization. The above illustrates that the frequent change-points ap-
proach via WBS2.SDLL can mistake the systematic movements with a set
of many unpredictable change-points. Even Figure 1 in the author’s paper
can also be viewed as a recurring predictable changes or cycle.
In further investigation, I repeated the experiment 200 times. The WBS2.SDLL
yielded an average of 67.1 (s.e. 45.7) change-points for the random walk y1t
and 20.4 (s.e.18.9) change-points for the SETAR process y2t. When one has
detected frequent changes, tyring to understand the nature of the frequent
changes will be very important and deserves more attention.
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