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Abstract
This thesis presents a study of various interesting problems in theoretical astrophysics, including
gravitational wave astronomy, gamma ray bursts and cosmology.
Chapters 2, 3, and 4 explore prospects for detecting gravitational waves from stellar-mass
compact objects spiraling into intermediate-mass black holes (BHs) (M ≈ 50M⊙ to 350M⊙) with
ground-based observatories. It is shown in chapter 2 that if the central body is not a BH but its
metric is stationary, axisymmetric, reflection symmetric and asymptotically flat, then the waves will
likely be triperiodic, as for a BH. Chapters 3 and 4 show that the evolutions of the waves’ three
fundamental frequencies and of the complex amplitudes of their spectral components encode (in
principle) details of the central body’s metric, the energy and angular momentum exchange between
the central body and the orbit, and the time-evolving orbital elements.
Chapter 5 studies a local readout method to enhance the low frequency sensitivity of detuned
signal-recycling interferometers. It is well known that high power detuned signal-recycling interfer-
ometers, currently planned for second-generation interferometric gravitational-wave detectors (for
example Advanced LIGO), are characterized by two resonances in the detection band, an optical reso-
nance and an optomechanical resonance, which is upshifted from the suspension pendulum frequency
due to the so-called optical-spring effect. The detector’s sensitivity is enhanced around these two
resonances. However, at frequencies below the optomechanical resonance frequency, the sensitivity
of such interferometers is significantly lower than non-optical-spring configurations with comparable
circulating power. Chapter 5 proposes to add a local readout scheme, which measures the motion
of the arm-cavity front mirror, which at low frequencies moves together with the arm-cavity end
mirror (optical bar effect), under the influence of gravitational waves. This scheme improves the low-
frequency quantum-noise-limited sensitivity of optical-spring interferometers significantly and can be
considered as an incorporation of the optical-bar scheme into currently planned second-generation
interferometers. It can also be regarded as an extension of the usual optical bar scheme. Chap-
ter 5 provides both the results of improvement in quantum noise and the implementation details in
Advanced LIGO.
Chapter 6 applies and generalizes causal Wiener filter to data analysis in macroscopic quantum
mechanical experiments. Since the continuous improvement of sensitivities of laser interferometers,
vdoing macroscopic quantum mechanical experiments become feasible. With the causal Wiener filter
method, we demonstrate that, in theory, we can put the test masses in the interferometer to its quan-
tum mechanical ground states. A related study also implies that it is possible to swap the quantum
states of two coherently measured laser interferometers by stochastic optimal control method.
Chapter 7 presents some analytical solutions for expanding fireballs, the common theoretical
model for gamma ray bursts (GRBs) and soft gamma ray repeaters (SGRs). The fireball is an
optically thick concentration of radiation energy with a high ratio of energy density to rest mass.
It is assumed in chapter 7 that an ultrarelativistic fireball consists of electron-positron pairs and
photons. First we show that in the ultrarelativistic limit, after photons decouple from the pairs,
the photon distribution function remains a blackbody spectrum in some appropriate Lorentz frame,
allowing us to define an effective Lorentz factor and temperature for the photon gas. Second we
study the freezing out of electron-positron pairs and their asymptotic Lorentz factor γ∞. The
dependence of these quantities on initial conditions is described by simple scaling laws. Finally we
apply our results to SGR 1806-20 and rediscover the mismatch between the model and the afterglow
observations. A viable solution for the energy budget is that the fireball is loaded by baryons or
electromagnetic flux.
Chapter 8 discusses the reconstruction of the scalar-field potential of the dark energy. While the
accelerated expansion of the Universe is by now well established, the underlying physics remains a
complete mystery. Chapter 8 assumes that the acceleration is driven by a single scalar field and
attempts to reconstruct this potential using recent supernova (SN) data. Current approaches to such
reconstructions are based upon simple parametric descriptions of either the luminosity distance or
the dark energy equation of state (EOS). It is shown in chapter 8 that these various approximations
lead to a range of derived evolutionary histories of the dark energy equation of state (although there
is considerable overlap between the different potential shapes allowed by the data). Instead of these
indirect reconstruction schemes, we discuss a technique to determine the potential directly from
the data by expressing it in terms of a binned scalar field. We apply this nonparametric technique
to a recent SN dataset, and compare the results with parametric approaches. In a similar fashion
to direct estimates of the dark energy equation of state, we advocate direct reconstruction of the
scalar field potential as a way to minimize prior assumptions on the shape, and thus minimize the
introduction of bias in the derived potential.
Chapter 9 discusses gravitational lensing modifications to cosmic microwave background (CMB)
anisotropies and polarization, produced by a stochastic background of primordial gravitational waves
between us and the last scattering surface. While density fluctuations perturb CMB photons via
gradient-type deflections only, foreground gravitational waves distort CMB anisotropies via both
gradient- and curl-type displacements. The latter is a rotation of background images, while the
former is related to the lensing convergence. For a primordial background of inflationary gravitational
vi
waves, with an amplitude corresponding to a tensor-to-scalar ratio below the current upper limit of
≈ 0.3, the resulting modifications to the angular power spectra of CMB temperature anisotropy and
polarization are below the cosmic variance limit on large scales. At tens of arcminute angular scales
and below, however, these corrections are above the level at which systematics must be controlled
in all-sky anisotropy and polarization maps with no instrumental noise and other secondary and
foreground signals.
Chapter 10 calculates the non-Gaussian covariance of CMB B-modes of polarization. The B-
mode polarization lensing signal is a useful probe of the neutrino mass and to a lesser extent the
dark energy equation of state as the signal depends on the integrated mass power spectrum between
us and the last scattering surface. This lensing B-mode signal, however, is non-Gaussian and the
resulting non-Gaussian covariance to the power spectrum cannot be ignored as correlations between
B-mode bins are at a level of 0.1. In chapter 10 we find that the non-Gasussian covariance is not
significant for temperature and E-mode polarization power spectra. However, the non-Gaussian
covariance cannot be neglected for B-mode polarization power spectra. The resulting degradations
in the measurement accuracies for neutrino mass and dark energy equation of state are about a
factor of 2 to 3 when compared to the case where statistics are simply considered to be Gaussian.
We also discuss parameter uncertainties achievable in upcoming experiments and show that at a
given angular resolution for polarization observations, increasing the sensitivity beyond a certain
noise value does not lead to an improved measurement of the neutrino mass or dark energy equation
of state using the B-mode power spectrum. For Planck, the resulting constraints on the sum of
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1Chapter 1
Introduction
1.1 Detection of Gravitational Waves from Intermediate-Mass-
Ratio Inspiral
First generation interferometric gravitational-wave (GW) detectors, such as the Laser Interferometer
Gravitational-Wave Observatory (LIGO) [1] and Virgo [2], have searched for GWs at or near their
design sensitivities. In the next decade, Advanced LIGO (AdvLIGO) [3] and its international part-
ners will increase the volume of the Universe searched a thousandfold or more. The most promising
GW sources for this network are the inspiral and coalescence of black hole (BH) and/or neutron star
(NS) binaries. Current inspiral searches target sources with total mass M ≤ 40M¯: NS binaries
with masses 1M¯ ' 3M¯, BH binaries with masses 3M¯ ' 40M¯, and NS-BH binaries with
components in these mass ranges [4, 5].
Ultraluminous x-ray observations and simulations of globular cluster dynamics suggest the ex-
istence of intermediate-mass black holes (IMBHs) with masses 102M¯ ' 104M¯ [9]. The GWs
from the inspiral of a NS or stellar-mass BH into an IMBH with mass 50M¯ ' 350M¯ will lie in
the frequency band of AdvLIGO. These intermediate-mass-ratio inspirals (IMRIs) are analogous to
the extreme-mass-ratio inspirals (EMRIs) of ∼ 10M¯ objects spiraling into ∼ 106M¯ BHs, targeted
by the planned LISA observatory [10]. If we consider the possibility that the central body of an
IMRI (or EMRI) is not a BH, but some other general relativistic object (e.g., a boson star or a
naked singularity [11]), then AdvLIGO and LISA can quantify the accuracy with which it has the
properties predicted for a BH, i.e., the accuracy with which: (i) it obeys the BH no-hair theorem
(its spacetime geometry is the Kerr metric, fully determined by its mass and spin), and (ii) its tidal
coupling (tide-induced transfer of energy and angular momentum between orbit and body) agrees
with BH predictions. Searching for non-BH objects may yield an unexpected discovery.
In chapter 2, chapter 3, and chapter 4, I report progress in scoping out the prospects for AdvLIGO
to detect GWs from IMRIs and probe the properties of IMRIs’ central bodies.
21.1.1 Chapter 2: IMRI and EMRI Orbits and Waves: Triperiodic or
Ergodic
Chapter 2 is a paper by Jonathan Gair, Ilya Mandel and me, published in Physical Review D [6].
Thorne proposed the project, i.e., he suggested us to explore the gravitational-wave signatures of
non-Kerr stationary, axisymmetric, reflection symmetric, asymptotically flat (SARSAF) spacetimes.
Gair and Mandel did numerical experiments with geodesics in the Manko-Novikov spacetime [7],
while Geoffrey Lovelace and I did similar things for geodesics in a perturbed Kerr spacetime. After
comparing our results, we found that some geodesics look triperiodic but some look ergodic. We
then tried to understand this phenomenon from different viewpoints: (i) I did some calculation of
orbits in Newtonian gravity for nonspherical but SARSAF potential and, with the help of Wang
Yan from the Chinese Academy of Science, showed that the orbits can be decomposed into several
harmonic components up to high accuracy. This gave some indirect evidence of the triperodic orbits
in non-Kerr spacetime, (ii) Gair found a relevant paper by Gue´ron and Letelier [8] which discussed
the chaotic orbits in another non-Kerr spacetime. Gair and Mandel replicated and extended the
studies of that paper. Our paper (chapter 2) was mainly written by Gair, with some revisions from
Mandel and me.
The SARSAF spacetimes that we explore in Chapter 2 have a metric with the form
ds2 = −α2dt2 +$2(dφ− ωdt)2 + gθθdθ2 + grrdr2,
where all the metric coefficients are independent of the Killing time t and axial angle φ. Why
do we focus on SARSAF spacetime? If the spacetime initially is not axisymmetric, rotation will
make it nonstationary; then presumably GW emission drives it to stationarity and axisymmetry on
astrophysically small timescales. Almost all stationary, axially symmetric, self-gravitating objects
studied observationally or theoretically are reflection symmetric.
A SARSAF solution to the vacuum Einstein equations is determined uniquely by two families
of scalar multipole moments: mass moments M0 ≡M (the mass), M2 (mass quadrupole moment),
M4, . . .; and current moments S1 (spin angular momentum), S3, S5, . . .[12]. For the Kerr metric
(describing astrophysical BHs), the moments are fully determined by the massM and dimensionless
angular momentum χ ≡ S1/M2 via the complex formula
Ml + iSl =M l+1(iχ)l;
this is the no-hair theorem. LISA plans to measure as many moments as possible, via EMRI waves,
and determine the accuracy with which each moment satisfies this Kerr formula; AdvLIGO can do
the same for IMRIs.
3For EMRIs and IMRIs, the orbiting object moves along an orbit that is nearly a geodesic of the
background metric; radiation reaction drives it slowly from one geodesic to another. If the central
body is a Kerr BH, then (i) each geodesic has three isolating integrals of the motion: energy E, axial
angular momentum Lz, and Carter constant Q (and a fourth, “trivial” integral, the length of the






where k,m, n are integers [13]. Here P = +,× is the polarization, and the three fundamental
frequencies Ωθ,Ωφ,Ωr, in a precise but subtle sense, are associated with the orbital motion in
the polar (θ), azimuthal (φ), and radial (r) directions. The fundamental frequencies and complex
amplitudes evolve with time as the orbit evolves through a sequence of geodesics.
If the Carter constant is lost in SARSAF spacetimes, the orbital motion may be ergodic rather
than triperiodic, which would make detection of the gravitational waves difficult. Gue´ron and
Letelier [8] have used Poincare´ maps to search for ergodic geodesics in the static (Sl = 0) Erez-
Rosen metric. In chapter 2 Gair, Mandel and I have carried out similar studies for a variant of
the stationary (Sl 6= 0) Manko-Novikov metric [7]. Both of these metrics have an arbitrary mass
quadrupole moment M2, and higher-order moments fixed by M2, S1 and M . The Poincare´ maps in
these spacetimes reveal that there are geodesics at very small radii r ≈ fewM , which appear ergodic,
but all orbits at at large radii appear triperiodic. In chapter 2 we found ergodic geodesics only for
oblate (M2 < 0) perturbations of the Kerr spacetime, but in the case of Manko-Novikov spacetime
or Erez-Rosen spacetime, ergodicity appears only for prolate (M2 > 0) perturbations. Radiation
reaction drives the evolution of energy and angular momentum in a way that makes it unlikely
that the apparently ergodic geodesics could be encountered in the course of an inspiral. For the
apparently nonergodic (integrable) geodesics, the spatial coordinates are multiperiodic functions of
Killing time t to a numerical accuracy of 10−7, and a general argument based on the structure of the
gravitational propagator shows that their gravitational waves will have the same kind of triperiodic
form as for Kerr BHs.
There are three possible explanations for the presence of large-radius orbits that appear integrable
and small-radius orbits that appear ergodic in the same spacetime: (i) The orbits are actually
integrable and actually ergodic, respectively. (ii) All the orbits are ergodic, but at large radii they
appear integrable to numerical accuracy because of the Kolmogorov-Arnold-Moser theorem [14].
(iii) All the orbits are integrable, but at small radii they are made to appear chaotic by some ill-
understood numerical instability. It is important to learn which is the case (and Jeandrew Brink is
searching for the answer [15, 16]), but for EMRI and IMRI wave observations, apparent integrability
(or ergodicity) has the same observational implications as actual integrability (or ergodicity).
41.1.2 Chapters 3 and 4: Information Carried by IMRI (EMRI) Waves;
Generalizing Ryan’s Theorem
Chapter 3, is a paper written by Geoffrey Lovelace and me, and published inPhysical Review D
[17]. Thorne proposed the project. I discovered that Ryan’s theorem [18] discussed below could be
generalized to include tidal coupling if the energy loss to infinity was insensitive to the nature of the
central body. I carried out my calculation following the framework of Chandrasekhar [19]. After
that, Thorne suggested that Lovelace and I redo the calculation using physical tidal fields which
were more relevant to the physical picture of the problem. Then Lovelace and I did the calculation
independently and obtained the same result in the form reported in the paper. The text of this
chapter was written largely by Lovelace, but with significant contributions from Thorne and me.
Chapter 4 is a paper written by myself, and is in preparation for submission toPhysical Review
D. Thorne proposed the project to me. In this chapter I developed an algorithm that generalized
Ryan’s theorem to nearly equatorial but eccentric orbits. Based on discussions with my colleges, I
also presented two different ways to generalize Ryan’s theorem to generic orbits. This paper was
written by me, but with significant editing by Thorne.
When a small object orbits a SARSAF central body (i.e., for an EMRI or IMRI), what infor-
mation about the central body is encoded in the gravitational waveforms? In chapter 3 and 4 we
answer this question, assuming from the outset that the waveforms are triperiodic. In principle, a
large amount of information can be encoded in the time evolution of the waves’ three fundamental
frequencies Ωθ(t),Ωφ(t),Ωr(t), and their complex amplitudes hPkmn(t). It has been speculated that
these encode, fully and separably, the values of all the central body’s multipole moments Ml, Sl
( and hence also its full metric ) [18], the rates at which the orbiting object’s tidal pull deposits
energy and angular momentum into the central body, E˙body and L˙body (tidal coupling) [20], and
the orbit’s semilatus rectum p(t), eccentricity e(t), and inclination angle ι(t) (which carry the same
information as the isolating integrals). This has been suggested by a special case studied by Ryan
[18]. Specifically, for nearly circular, nearly equatorial orbits in a SARSAF spacetime, Ryan showed
that the waves encode all the central body’s multiple moments Ml, Sl; This is Ryan’s theorem. A
trivial extension of Ryan’s theorem, proved in chapter 3, leads to the following algorithm for ex-
tracting information from the waves. Observe the time-evolving modulation frequencies as functions
of the time-evolving fundamental frequency f = Ωφ/pi. From these, deduce the functions ΩA(Ωφ)
and then ΩA(v) for A = θ, r; expand in powers of v ≡ (MΩφ)1/3 ' (orbital velocity); and read
out the moments (redundantly) from the two expansions. Then, knowing the moments and thence
the metric, use the geodesic equation to deduce p(t) from Ωφ(t) and use wave-generation theory to
deduce e(t) and ι(t) from particular modulation amplitudes, hPkmn(t).
We have generalized Ryan’s theorem to strongly elliptical but nearly equatorial orbits in chapter
54. For strongly elliptical but nearly equatorial orbits the three fundamental frequencies are inde-
pendent of ι at first order. We expand these frequencies ΩA(Ml, Sl, e, p) (with A = θ, φ, r) in powers
of 1/p, with coefficients that depend on e and the moments. Suppose we observe a series of 2N + 1
values of Ωθ,Ωφ,Ωr (for any integer N) during the course of an inspiral. This gives us 6N + 3
numbers, from which we can read off (via an algorithm based on our expansions of the fundamental
frequencies in chapter 4): (i) the time evolution of e(t) and p(t) (2N + 1 values of each), (ii) the
lowest N + 1 mass moments, and (iii) the lowest N current moments. By observing the evolving
amplitudes of the orbital-precession-induced modulations encoded in hPkmn, we can recover the
time evolution of ι. Hence, in principle, we have a full description of the spacetime. In practice the
methods of extracting the information may be quite different from these algorithms.
In chapter 4 we also explore routes for generalizing Ryan’s theorem to generic orbits. We
show that, whatever route one might choose, one must use details of gravitational-wave emission in
SARSAF spacetimes. And we exhibit two specific routes that are likely to produce successful gen-
eralizations. One route makes use of snapshots of the complex amplitudes of the waves’ harmonics
along with their three frequencies; the other makes use of the time evolutions of the waves’ three
fundamental frequencies.
In the absence of tidal coupling Ryan demonstrated that, for a nearly circular, nearly equatorial
orbit, the central body’s moments are encoded not only in the waves’ modulations, but also in
the time evolution of the waves’ dominant harmonic f = Ωφ/pi, or equivalently, that harmonic’s
phase. In chapter 3 we have extended this analysis to deduce the power being deposited in the
central body by tidal coupling, E˙body. We assume the moments and metric have been deduced from
the precessional modulations and then use deviations from the Ryan’s theorem phase evolution to
deduce E˙body. Following Ryan, we quantify the waves’ phase evolution by
∆N(t) ≡ f2/f˙ = d(number of wave cycles)/d ln f.
From this definition of ∆N , we infer the rate of change of orbital energy:
E˙orb = (dEorb/dΩφ)(Ω2φ/pi∆N).
All (time-evolving) quantities on the right side can be deduced from observation plus the geodesic
equation (for dEorb/dΩφ). From the deduced metric and the frequency f(t) we can compute the
power radiated to infinity E˙∞; and then by energy conservation we can deduce the power being
deposited in the central body E˙body = −E˙orb − E˙∞. We can also infer the angular momentum
transferred tidally to the central body, L˙body, via L˙body = E˙body/Ωφ (valid for nearly circular,
nearly equatorial orbits).
The above argument assumes that we can compute E˙∞ without knowing the boundary conditions
6of the inspiral-induced metric perturbation at the central body, since we do not know the nature
of the central body a priori. For highly compact central bodies (those deep inside the perturbing
field’s “effective potential”) this is true to high but not complete accuracy. The effect of boundary
conditions at the central body on the inspiral phase evolution is communicated outward to infinity
mainly at low frequencies (the orbital frequency and its low-order harmonics), and these pertur-
bations have great difficulty penetrating through the effective potential. If the spacetime metric is
Kerr, we have shown that the influence of the inner boundary condition on the energy radiated to
infinity is δE˙∞ ∼ v10E˙∞, which is five orders smaller in the linear velocity v than the tidal coupling
E˙body ∼ v5E˙∞[21]. Thus, to high accuracy we can deduce E˙∞ and then E˙body from observations,
without knowing the body’s precise nature.
1.2 Chapter 5: Local Readout Enhancement for Detuned
Signal-Recycling Interferometers
Chapter 5, is a paper published in Physical Review D [22] by Henning Rehbein, Helge Mueller-
Ebhardt, Kentaro Somiya, Chao Li, Roman Schnabel, Karsten Danzmann, and Yanbei Chen. This
paper was based on Chen’s idea of incorporating the Braginsky-Khlili optical-bar scheme into Ad-
vanced LIGO to enhance its low-frequency sensitivity. Following Chen’s suggestions, Rehbein and
Mueller-Ebhardt solved the joint Heisenberg equations of motion for the test masses, beam splitter,
and optical fields. They also evaluated the optimal combined GW sensitivity of the two readout
channels and observed the improvement in low frequency sensitivities. They and I independently
proved that the use of control schemes does not affect this sensitivity. Somiya also considered prac-
tical issues for a possible implementation in Advanced LIGO. This paper was mainly written by
Rehbein, Mueller-Ebhardt, Somiya and Chen, with some revisions from me.
First-generation laser interferometric gravitational-wave (GW) detectors (LIGO [23], VIRGO [24],
GEO [25] and TAMA [26]) have reached or neared their design sensitivities. These interferometers
are usually Michelson interferometers with Fabry-Perot cavities in the arms, and with power recy-
cling (PR) at the laser input port (with the exception of GEO, which uses dual-recycling [27]), and
operating close to the dark-port condition.
In order to have a flexible sensitivity to specific astrophysical sources, and for other technical rea-
sons such as lowering the optical power at the beam splitter (BS), second-generation interferometers,
such as Advanced LIGO [28], plan to use the so-called signal-recycling (SR) configuration, in which
an additional mirror is placed at the dark port of a Fabry-Perot Michelson interferometer, modifying
the optical resonant structure of the interferometer. By adjusting the location and reflectivity of the
signal-recycling mirror, one can vary the optical resonance frequency and bandwidth, respectively.
Near the optical resonance, the sensitivity to GWs is improved. When the signal-recycling cavity
7(the cavity formed by the input test-mass mirrors (ITM) and the signal-recycling mirror) is neither
resonant nor antiresonant with respect to the carrier frequency, the optical configuration is called
detuned signal-recycling. In detuned configurations, the peak sensitivity is achieved by placing the
optical resonance of the interferometer away from the carrier frequency.
As demonstrated theoretically by Buonanno and Chen [29, 30, 31] and experimentally by Somiya
et al. [32] and Miyakawa et al. [33], detuned signal-recycling also makes the power inside the in-
terferometer depend on the motion of the mirrors, creating an optical spring, and can shift the
eigenfrequency of the test masses from the pendulum frequency (∼ 1Hz) up to the detection band.
The optical spring helps to improve the interferometer’s response to GWs around the optomechanical
resonant frequency, even allowing the interferometer to surpass the free-mass Standard Quantum
Limit (SQL). However, the quantum-noise-limited sensitivity of optical-spring interferometers at
frequencies below the optomechanical resonant frequency is dramatically lower than that of non-
optical-spring interferometers. This debilitation of sensitivity is caused by the optical spring, which
rigidly connects the front and the end mirror of the arm cavities at frequencies below the optome-
chanical resonance. The general principle underlying this effect has been explained in the works of
Braginsky, Gorodetsky and Khalili, namely in their proposal of the optical bar detection scheme [34].
At frequencies substantially below the optomechanical resonance, the optical spring behaves like a
rigid optical bar, connecting rigidly the ITM and the end test-mass mirror (ETM) of each arm. It is
then easy to understand that the carrier light, which senses the change in arm-cavity length, or the
difference in ITM and ETM motion, cannot be used to measure GWs efficiently at these frequencies.
On the other hand, since the ITM and the ETM are rigidly connected, they both move, in the
local inertial frame of the BS, by 1/2 the amount the ETM would have moved if there were no
optical spring present (assuming the ITM and ETM to have equal masses). For this reason, if one
also measures the local motion of the ITM using an additional local readout scheme, one can recover
the low-frequency sensitivity dramatically. This idea, by Chen, is analyzed in chapter 5. Braginsky,
Gorodetsky and Khalili proposed an optical-bar detection scheme, in which only the local motion of
the ITM is measured [34]. In this sense, Chen’s proposal can be considered as directly incorporating
the optical-bar scheme into currently planned second-generation interferometers.
From an astrophysical point of view, the addition of the local readout scheme, which broadens
the detection band, will allow the interferometer to search for multiple sources simultaneously, as
well as examine each source over a wider frequency range.
81.3 Chapter 6: Optimal Quantum Filtering in Advanced
LIGO Inteferometers
Chapter 6, is a project proposed by Yanbei Chen. Thorne and Chen proposed a research program
of doing quantum mechanical experiments using macroscopic laser interferometers. As a well-known
fact, the quantummechanical noise creates a fundamental constraint to the instrument sensitivities in
gravitational-wave interferometers. On the other hand, as we improve the sensitivities by suppressing
the classical noises such as the thermal noise, probably we can investigate the quantum mechanical
behaviors of the interferometers, which has arm lengths of a few kilometers and test masses weights
of a few kilograms. Chen suggested me to investigate the theory of optimal filter and control so
that we could apply the techniques there to macroscopic quantum mechanical experiments, where
these optimal filters must be used to remove the classical randomness in the test-mass motion, which
normally dominates, leaving behind largely quantum uncertainty.
In chapter 6 we first build the connection between causal Wiener filters and ordinary linear
regression. This connection allow us to do straightforward optimal filtering in the time domain. With
this technique we calculate the conditional variance of the test masses under linear measurements and
show that it is possible to reach quantum mechanical ground states by decreasing the temperature
or increasing the quality factor. As an independent study, we found another connection between the
optimal Wiener filter and quantum non-demolition measurements by the path-integral approach.
This approach is largely based on my discussions with Yasushi Mino. This connection helps us to
understand optimal filter from another perspective.
This chapter was largely written by me, with some revision from Chen.
1.4 Chapter 7: Analytical Solutions for Expanding Fireballs
Chapter 7 is a paper by me and Re’em Sari, and published in The Astrophysical Journal [35]. Sari
proposed this project for me. Specifically, Sari proposed to solve the hydrodynamical equations of
expanding fireballs in dimensionless form. I worked out the full details and discovered the analytical
formulae that were reported in the paper. I also obtained the accurate scaling laws of the terminal
energy with respect to initial conditions and discussed the corresponding energy budget problem in
SGR 1806-20. This paper was largely written by me, but had significant revisions from Sari.
Many models of Gamma Ray Bursts (GRBs) [37, 38, 39, 40, 41] as well as of Soft Gamma Ray
repeaters (SGRs) [42, 43, 44] involve a fireball: an optically thick concentration of radiation energy
with a high ratio of energy density to rest mass. The evolution of an electron-positron-photon
fireball consists of several phases [36, 39]. Initially, the electrons, positrons and photons are in
thermal equilibrium due to high temperature and large optical depth. As the fireball expands, its
9temperature decreases, and the equilibrium number density of electrons and positrons decreases.
The optical depth for pair annihilation drops below unity, and their density deviates from thermal
equilibrium below a temperature of about 20 keV. Around the same time, the optical depth for
photon scattering drops below unity so that photons decouple from pairs and begin freestreaming.
Further expansion causes the density of electron-positron pairs to decrease, but their total number
is now conserved. The Lorentz factor of the electrons increases until the optical depth for scattering
off photons becomes small. Then the pairs decouple from the photons and therefore no longer
accelerate. If we consider the fireball as a steady-state wind, there will be a constant number of
pairs per unit time N˙∞ arriving at infinity with Lorentz factor γ∞.
In this chapter we study the asymptotic behavior of an ultrarelativistic fireball consisting of
electron-positron pairs and photons. We show that in the ultrarelativistic limit, after photons
decouple from the pairs, the photon distribution function remains a blackbody spectrum in some
appropriate Lorentz frame, allowing us to define an effective Lorentz factor and temperature for the
photon gas. We also study the freezing out of electron-positron pairs and their asymptotic Lorentz
factor γ∞. The dependence of these quantities on initial conditions (radius ri and temperature Ti)

















where the equilibrium-breaking temperature is [Eq. (7.14)]
T± ≈ mec
2/kB
lnx− (3/2) ln lnx, x ≡ (2pi)
1/2α2(ri/λe).
We apply our results to SGR 1806-20, and find that the energy carried by electron-positron pairs is
higher than calculated by former estimates [36, 45], but is still an order of magnitude short of the
minimum energy required to produce the observed afterglow [45]. A viable solution of this energy
budget problem is that the fireball is loaded by baryons or electromagnetic flux [46, 47].
1.5 Chapter 8: Direct Reconstruction of the Dark Energy
Scalar-Field Potential
Chapter 8 is a paper by Asantha Cooray, Daniel Holz and me, and published in Physical Review
D [48]. Cooray proposed this project for me. He suggested that I fit the various existing models
of dark energy to recent supernova data. After I fitted the models, Cooray, Holz and I found quite
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large differences among the four popular models. Cooray then proposed to use the non-parametric
method to fit the data, because this introduced less bias than the parametric models. I worked out
the full details of his proposal. The paper is mainly written by Cooray, with revisions from Holz
and me.
Distance estimates for Type Ia supernovae (SNe) are currently a preferred probe of the expansion
history of the Universe [49, 50, 51], and have led to the discovery that the expansion is accelerating
[52, 53]. Observations show that a mysterious dark energy, with an energy density ∼70% of the total
energy density of the universe, is responsible for the accelerated expansion [54]. While the presence of
acceleration is now well established by various cosmological probes, the underlying physics remains a
complete mystery. As the precise nature of the dark energy has profound implications, understanding
its properties is one of the biggest challenges today.
With the advent of large surveys for Type Ia supernovae, such as the Supernova Legacy Survey
(SNLS) 1 and Essence 2 among others, it is hoped that we will study details of the expansion,
and thereby elucidate the physics responsible for the acceleration. Under the assumption that the
dark energy is due to a single scalar field φ rolling down a potential V (φ), several studies have
considered how future data might be used to reconstruct the potential, either based on various
analytical descriptions of the luminosity distance as a function of redshift [55], or through specific
assumptions about the potential, such as a polynomial function in the scalar field [56]. It is already
well established that certain parametric descriptions of the distance-redshift relation lead to biased
estimates for the dark energy equation-of-state (EOS) and the potential [57]. While improved
parametric forms of fitting functions have been suggested [58, 59], it is unclear how to select an
optimal approach for reconstructing the dark energy scalar field potential from SN distances (for a
review of various possibilities, see reference [60]).
In chapter 8 we discuss issues related to potential and dark energy EOS reconstruction by making
use of a recent set of SN data from the SNLS survey [61]. The sample includes 73 high redshift
supernovae (SNe) complemented with a sample of 44 nearby SNe [61]. We compare and contrast
a variety of methods to reconstruct the potential and the dark energy EOS. Based on our model
reconstruction of the potential, we find that while there is significant overlap of the allowed V (φ)
region favored by each of the four reconstruction methods, the models give rise to different histories
for the EOS, especially within the two parameter plane, w–w′ (the EOS parameter, w, and its time
derivative, w′ ≡ dw/d ln a, as functions of redshift [63]). We argue that existing parametric fitting
functions for either the distance-redshift relation or the EOS lead to biased reconstructions of the
potential. In the literature, however, there exist model-independent approaches to the reconstruction




of redshift, with the number and width of the bins determined by the statistical quality of data.
These estimates can also be arranged to be uncorrelated [65], allowing unique insights into the
evolution without being subject to prior assumed redshift dependencies. Here we suggest a similar
model-independent approach to the reconstruction of the scalar potential from SN data. Instead of
utilizing a polynomial expansion for the potential [56], which assumes a limited range of models (once
the expansion is truncated at a certain order), we propose a binning scheme for the potential that
can be applied to data with a minimal, and easily controlled and understood, number of assumptions
for the potential shape.
1.6 Chapter 9: Weak Lensing of the Cosmic Microwave Back-
ground by Foreground Gravitational Waves
Chapter 9 is a paper by Asantha Cooray and me, and published inPhysical Review D [66]. Cooray
proposed the project for me. I calculated the effect of lensing distortion of the cosmic microwave
background anisotropies and obtained the analytical expressions for angular power spectra. Cooray
implemented these expressions numerically and generated figures that are reported in the paper.
Cooray wrote the main part of the paper, with some revisions from me.
The weak lensing of cosmic microwave background (CMB) anisotropies and polarization by in-
tervening mass fluctuations, or scalar perturbations, is now well studied in the literature [67, 68],
with a significant effort spent on improving the accuracy of analytical and numerical calculations
(see recent review in [69]). The non-Gaussian pattern of CMB anisotropies and polarization, created
by non-linear mapping associated with lensing angular deflections, aids the extraction of certain sta-
tistical properties of the foreground mass distribution [70]. Weak lensing deflections by intervening
mass also leak CMB polarization power from the E-mode to the B-mode [71]. This lensing B-mode
signal presents a significant confusion when searching for primordial gravitational wave signatures
in the CMB polarization [72]. The lensing reconstruction techniques discussed in the literature,
however, allow the possibility to “clean” CMB polarization maps so as to search for a background
of inflationary gravitational waves with an energy scale as low as 1015 GeV [73].
Similar to gravitational lensing by density perturbations, if there is a background of gravitational
waves in the foreground, then one would expect metric perturbations associated with these waves to
distort and gravitationally lens background images [74]. While the lensing deflections by the density
field can be written as the gradient of the projected gravitational potential, lensing displacements due
to gravitational waves can be decomposed into both a gradient and a curl-like component [75, 76, 77].
In these two components, gradient-type displacements are related to the lensing convergence, while
curl-type displacements are related to the image rotation, though both types of displacements lead to
image shear. While linear density perturbations do not produce rotations, second-order corrections
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to weak lensing by scalar perturbations, such as due to the coupling of two lenses along the line of
sight, can produce rotational modes [78].
While the study of CMB lensing by foreground density fluctuations is now well developed [69],
there has been little analysis of CMB lensing by foreground gravitational waves. In the context of
large-scale structure weak lensing surveys with galaxy shapes [79], the rotational power spectrum
of background galaxy images when lensed by primordial gravitational waves in the foreground has
been discussed in Ref. [76]. In the context of lensing reconstruction with CMB temperature and
polarization maps, the curl component of the displacement field can be used to monitor systematics
[77], though lensing by gravitational waves will leaving a non-zero contribution to the curl component.
In chapter 9, we extend the calculation in Ref. [76] by studying both the curl and the gradient
modes of the deflection field produced by primordial gravitational waves through which pass CMB
photons propagating from the last scattering surface. Our calculations are both useful and important
given the increasing interest in, and plans for, high-sensitivity CMB anisotropy and polarization
measurements, including a potential space-based mission after Planck, called CMBpol. Such an
experiment is expected to study polarization B-modes in exquisite detail, and it is important to
understand potentially interesting secondary signals beyond those that are routinely mentioned in
the literature. Based on the calculations presented here, we find that gravitational lensing of CMB by
a background of primordial gravitational waves from inflation, with an amplitude below the current
tensor-to-scalar ratio upper limit of 0.3, will produce an undetectable modification to anisotropy
and polarization power spectra. Moreover, since the corrections are below the cosmic variance
level, it is unlikely that one needs to account for these secondary corrections when making precise
cosmological measurements. If observations are all-sky measurements with no instrumental noise,
then these effects may be present in the form of systematic corrections to the primary anisotropy
and polarization measurements.
1.7 Chapter 10: Non-Gaussian Covariance of CMB B-modes
of Polarization and Parameter Degradation
Chapter 10 is a paper by Asantha Cooray, Tristan Smith and me, and published inPhysical Review
D [84]. Cooray proposed this project for me. I did the calculation and obtained the expressions
for non-Gaussian covariance matrices for CMB power spectra. After that Smith generated the
derivatives of power spectra with respect to cosmological parameters. Then I combined the derivative
information with the covariance matrices to obtain the Fisher Information Matrices, from which
Smith generated the error ellipses that were reported in the paper. Cooray wrote the draft of the
paper. Smith and I did some revisions afterward.
The applications of cosmic microwave background (CMB) anisotropy measurements are well
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known [80]. The anisotropy’s ability to constrain most, or certain combinations of, parameters
that define the currently favored cold dark matter cosmologies with a cosmological constant is well
demonstrated with data from the Wilkinson Microwave Anisotropy Probe [81]. Furthermore the
advent of high sensitivity CMB polarization experiments with increasing sensitivity [82] suggests
that we will soon detect the small amplitude B-mode polarization signal. While at degree scales one
expects a unique B-mode polarization signal due to primordial gravitational waves [72], at arcminute
angular scales the dominant signal will be related to cosmic shear conversion of E-modes to B-modes
by the large-scale structure during the photon propagation from the last scattering surface to the
observer today [71].
This weak lensing of the CMB polarization by intervening mass fluctuations is now well studied
in the literature [67, 68], with a significant effort spent on improving the accuracy of analytical and
numerical calculations (see recent review in Ref. [69]). As discussed in recent literature [83], the
lensing B-mode signal carries important cosmological information on the neutrino mass and possibly
the dark energy, such as its equation of state [83], since the lensing signal depends on the integrated
mass power spectrum between us and the last scattering surface, weighted by the lensing kernel. The
dark energy dependence involves the angular diameter distance projections while the effects related
to a non-zero neutrino mass come from suppression of small scale power below the free-streaming
scale.
Since the CMB lensing effect is inherently a non-linear process, the lensing corrections to CMB
temperature and polarization are expected to be highly non-Gaussian. This non-Gaussianity at
the four-point and higher levels is exploited when reconstructing the integrated mass field via a
lensing analysis of CMB temperature and polarization [70]. The four-point correlations are of special
interest since they also quantify the sample variance and covariance of two-point correlation or power
spectrum measurements [85]. A discussion of lensing covariance of the temperature anisotropy
power spectrum is available in Ref. [86]. In the case of CMB polarization, the existence of a large
sample variance for B-mode polarization is already known [87], though the effect on cosmological
parameter measurements is yet to be quantified. Various estimates of parameter measurement
accuracies in the literature ignore the effect of non-Gaussianities and could have overestimated the
use of CMB B-modes to tightly constrain parameters such as a neutrino mass or the dark energy
equation of state. To properly understand the extent to which future polarization measurements can
constrain these parameters, a proper understanding of non-Gaussian covariance is needed. In chapter
10, we calculated the non-Gaussian covariance matrices in CMB power spectra and discussed the
implications for future observations and data analysis. The resulting degradation on neutrino mass
and dark energy equation of state is about a factor of 2 to 3 compared to the case where statistics are
simply considered to be Gaussian. For Planck, the resulting constraints on the sum of the neutrino
masses is σΣmν ∼ 0.2 eV, and on the dark energy equation of state parameter, σw ∼ 0.5.
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Observable Properties of Orbits in Exact
Bumpy Spacetimes
We explore the properties of test-particle orbits in “bumpy” spacetimes—
stationary, reflection-symmetric, asymptotically flat solutions of Einstein equa-
tions that have a non-Kerr (anomalous) higher-order multipole-moment structure
but can be tuned arbitrarily close to the Kerr metric. Future detectors should
observe gravitational waves generated during inspirals of compact objects into
supermassive central bodies. If the central body deviates from the Kerr metric,
this will manifest itself in the emitted waves. Here, we explore some of the fea-
tures of orbits in non-Kerr spacetimes that might lead to observable signatures.
As a basis for this analysis, we use a family of exact solutions proposed by Manko
and Novikov which deviate from the Kerr metric in the quadrupole and higher
moments, but we also compare our results to other work in the literature. We
examine isolating integrals of the orbits and find that the majority of geodesic
orbits have an approximate fourth constant of the motion (in addition to the en-
ergy, angular momentum and rest mass) and the resulting orbits are triperiodic
to high precision. We also find that this fourth integral can be lost for certain
orbits in some oblately deformed Manko-Novikov spacetimes, leading to ergodic
motion. However, compact objects will probably not end up on these chaotic
orbits in nature. We compute the location of the innermost stable circular orbit
(ISCO) and find that the behavior of an orbit in the approach to the ISCO can
be qualitatively different depending on whether the location of the ISCO is de-
termined by the onset of an instability in the radial or vertical direction. Finally,
we compute periapsis and orbital-plane precessions for nearly circular and nearly
equatorial orbits in both the strong and weak field, and discuss weak-field pre-
cessions for eccentric equatorial orbits.




The space-based gravitational-wave (GW) detector LISA is expected to detect gravitational waves
generated during the inspirals of stellar-mass compact objects (white dwarfs, neutron stars or black
holes) into supermassive bodies in the centers of galaxies—extreme-mass-ratio inspirals (EMRIs).
LISA could detect gravitational waves from these systems for several years prior to the plunge of
the compact object into the central body and hence observe several hundred thousand waveform
cycles. Such observations will provide an exquisite probe of the strong gravity region close to
supermassive central bodies (see [1] for a review). In principle, the emitted gravitational waveform
encodes the multipole structure of the spacetime outside the central object [2]. One of the hopes
for LISA EMRI observations is to extract this spacetime structure from the data and use it to
test whether the central objects are indeed Kerr black holes, as we suppose, or something else [2, 3].
(Intermediate-mass-ratio inspirals detectable by Advanced LIGO may reveal the spacetime structure
outside intermediate-mass central bodies with more modest precision [4].)
For a Kerr black hole, the spacetime is uniquely determined by the mass and angular momentum
of the hole and all higher multipole moments depend on these in a simple way
Ml + iSl =M(iχM)l. (2.1)
Here Ml and Sl are the lth mass and current multipole moments of the gravitational field, M is
the mass of the black hole and χ is its dimensionless spin parameter, χ ≡ S1/M2 ≡ a/M . As a
consequence of relation (2.1), if the quadrupole or higher multipole moments of a supermassive body
are measured from an EMRI observation and these are inconsistent with the values predicted by
its mass and spin, the body cannot be a Kerr black hole with a vacuum exterior. The “no-hair”
theorem states that, in pure gravity, any pseudostationary, vacuum and asymptotically flat spacetime
containing an event horizon and with no closed timelike curves exterior to the horizon must be
described by the Kerr metric [5, 6]. If the Cosmic Censorship Conjecture is correct, all astrophysical
singularities will be enclosed by a horizon. It is therefore most likely that the supermassive central
bodies which are observed to inhabit the nuclei of most galaxies are indeed Kerr black holes. However,
LISA should be able to test this assumption. Alternatives to Kerr black holes include “dirty” Kerr
black holes with external masses (e.g., an accretion disk), exotic supermassive stars such as boson
stars [7], and naked singularities. “Hairy” black hole solutions are also allowed when gravity is
coupled to other fields, e.g., a Yang-Mills field (these solutions have been shown to be unstable
to perturbations [8]) or a Skyrme field [9] (stability to generic perturbations is an open question).
Sufficiently accurate measurements may allow us to distinguish between these possibilities.
In order to prepare us to interpret LISA observations of EMRIs, to identify any deviations
from Kerr that are manifest in the waveforms and even to facilitate detection of inspirals into
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highly non-Kerr spacetimes, we need to understand how these deviations influence the emitted
gravitational waveforms. In an extreme-mass-ratio inspiral, the time-scale for the orbital inspiral due
to radiation of energy and angular momentum is generally much longer than the orbital time-scale.
We can therefore approximate the inspiral as quasistationary, by assuming the inspiraling object is
always nearly on a geodesic orbit of the spacetime, and evolving the parameters determining this
geodesic slowly over the inspiral (this is usually referred to as the “adiabatic approximation” in
the literature [10] since the fluxes of energy and angular momentum used to evolve the sequence
of geodesics are computed by assuming the object is on an exact geodesic of the spacetime). In
this slow-inspiral limit, the emitted waveforms depend sensitively on the properties of the geodesic
orbits in the spacetime—the dominant frequency components in the gravitational waveform at any
moment are harmonics of the orbital frequencies of the underlying geodesic. We can thus understand
some of the main consequences of deviations from the Kerr metric by examining the effect of such
deviations on test particle orbits in the spacetime. By considering a spacetime with an arbitrary
set of multipole moments, Ryan demonstrated that, for nearly circular and nearly equatorial orbits,
the periapsis and orbital-plane precessions encoded all of the multipole moments at different orders
in a weak field expansion [2].
A multipole moment decomposition is not very practical, however, since an infinite number of
multipoles are required to characterize the Kerr spacetime. For this reason, Collins & Hughes [11]
and Glampedakis & Babak [12] took a different approach and explored test particle dynamics in
“bumpy” spacetimes, which were constructed as first-order perturbations of the Schwarzschild and
Kerr spacetimes respectively and therefore could be made arbitrarily close to Schwarzschild/Kerr
by dialing a parameter to zero. Collins & Hughes coined the phrase “bumpy” black hole to describe
these spacetimes. In their case, the presence of stresses exterior to the black hole meant that the
horizon could be preserved in the presence of the black hole deformation without violating the
no-hair theorem. In the present case, this name is not strictly applicable since the spacetimes we
consider are not black holes at all, but rather naked singularities not enclosed by an event horizon.
However, the term “bumpy” black hole is still a good one to describe how the spacetime appears to
an observer away from the central object.
One drawback of the perturbative approach is that the perturbation is not necessarily small close
to the central body, and so the first-order perturbation theory used to construct the spacetime breaks
down. As a result, the perturbative solutions may only be used relatively far from the central object.
In this work, we therefore take an alternative approach and consider the properties of orbits and
inspirals in a family of spacetimes that are exact solutions of the vacuum field equations of relativity
and which include the Kerr and Schwarzschild spacetimes in a certain limit. We use a family of
spacetimes that were derived by Manko & Novikov [13]. As exact solutions, the spacetimes are valid
everywhere and can thus be used to probe the orbital dynamics in the strong field as well as the
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weak field. The family has an infinite number of free parameters, which can be chosen to make the
multipole moments of the spacetime match those of the Kerr spacetime up to a certain order, and
then deviate at higher order. In this paper, we choose to make the multipole moments deviate at the
mass quadrupole order and higher, by varying a single parameter, although the formalism generalizes
to other types of deviation. We use this family of spacetimes as a test bed for an exploration of
various observable consequences of deviations from the Kerr metric, but we compare to previous
work in the literature as we proceed.
The main new results of the current work are as follows. By studying the properties of orbits
in the strong field of the spacetime, we find that most geodesics in the spacetime appear to have
a fourth isolating integral of the motion, in addition to the energy, angular momentum and rest
mass that are guaranteed by the stationarity and axisymmetry of the metric. The corresponding
orbits are triperiodic to high accuracy. This was not guaranteed, since the separability of the geodesic
equations in Kerr and corresponding existence of a fourth integral (the Carter constant) was unusual.
Additionally, we find that for some oblate perturbations of the Kerr spacetime, there are regions of
the spacetime in which there appears to be no fourth integral, leading to ergodic motion. If observed,
ergodicity would be a clear “smoking-gun” for a deviation from Kerr. Ergodic motion has been
found in other exact relativistic spacetimes by other authors, although these investigations were not
carried out in the context of their observable consequences for EMRI detections. Sota, Suzuki and
Maeda [14] described chaotic motion in the Zipoy-Voorhees-Weyl and Curzon spacetimes; Letelier &
Viera [15] found chaotic motion around a Schwarzschild black hole perturbed by gravitational waves;
Gue´ron & Letelier observed chaotic motion in a black hole spacetime with a dipolar halo [16] and
in prolate Erez-Rosen bumpy spacetimes [17]; and Dubeibe, Pachon, and Sanabria-Gomez found
that some oblate spacetimes which are deformed generalizations of the Tomimatsu-Sato spacetime
could also exhibit chaotic motion [18]. The new features of our current results are the presence of
potentially ergodic regions for a wider range of magnitudes of the perturbation, and an examination
of whether the ergodic regions are astrophysically relevant. We find that, in the context of an
EMRI, the ergodic regions exist only very close to the central body, and these regions are probably
not astrophysically accessible, at least in the Manko-Novikov spacetime family.
We also look at the properties of the last stable orbit for circular equatorial inspirals. The
frequency of this orbit will be a gravitational-wave observable, and depends significantly on the
magnitude of any deviations from Kerr. For certain choices of the quadrupole perturbation, we
find that the last stable orbit is defined by the onset of a vertical instability, rather than the radial
instability which characterizes the last stable orbit in Kerr. This is a qualitative observable that
could be another “smoking-gun” for a deviation from Kerr.
Finally, we look at the periapsis and orbital-plane precession frequencies. We do this primarily for
nearly circular and nearly equatorial orbits, since these can be characterized in a gauge-invariant way
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in terms of the orbital frequency measured by an observer at infinity. Although such precessions
were computed by Ryan [2], his results only apply in the weak field. We find results that are
consistent with Ryan’s in the weak field, but also explore the properties of precessions in the strong
field and find they depend significantly on the nature and location of the last stable orbit. Collins
& Hughes [11] and Glampedakis & Babak [12] did explore strong field precessions, but they did so
as a function of spacetime coordinates, rather than as a function of observable quantities which we
do here. The perturbative spacetimes are also not totally applicable in the vicinity of the last stable
orbit, so our results are more generally applicable. We also briefly discuss precessions for eccentric
equatorial orbits in the weak field and how this is relevant for LISA observations.
The paper is organized as follows. In section 2.2, we introduce our chosen family of spacetimes,
describe some properties of these solutions and discuss our approach to computing geodesics in the
spacetimes. In section 2.3 we analyze geodesics in these bumpy spacetimes and use Poincare´ maps
to identify the presence of an effective fourth integral of the motion. We show that most orbits
are regular and triperiodic, but also demonstrate the onset of ergodic motion in certain oblately
deformed spacetimes. In section 2.4 we find the last stable orbit for circular equatorial orbits and
discuss its properties. In section 2.5 we report our results on the periapsis precession and orbital-
plane precession in these spacetimes. Finally, in section 2.6 we summarize our results and discuss
further extensions to this work. This paper also includes two appendices, in which we present
results demonstrating ergodic motion in Newtonian gravity (appendix 2.7) and an expansion of the
precessions in the weak field (appendix 2.8). Throughout this paper we will use units such that
c = G = 1.
2.2 Bumpy Black Hole Spacetimes
In this section, we briefly summarize the Manko-Novikov metric [13]. This is the test metric for
which we will explore the dynamics of orbits in Sections 2.3–2.5. The Manko-Novikov metric is an
exact stationary, axisymmetric solution of the vacuum Einstein equations that allows for deviations
away from the Kerr spacetime by a suitable choice of parameters characterizing the higher-order
multipole moments. The presence of these deviations destroys the horizon, so this is no longer
a black-hole spacetime. However, its geometry is very similar to that of a Kerr black hole with
additional anomalous multipole moments until close to the expected horizon location. We choose
a subclass of the Manko-Novikov metric, parametrized by a parameter β. For β = 0, the metric
corresponds to the usual Kerr metric. (In the notation of [13], our parametrization corresponds to
setting α2 = β and αn = 0 for all n 6= 2).
This subclass of the Manko-Novikov metric can be described by a Weyl-Papapetrou line element
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in prolate spheroidal coordinates as (cf. Eq. (1) of [13]):
ds2 = −f(dt− ωdφ)2 + k2f−1e2γ(x2 − y2)
(
dx2




+ k2f−1(x2 − 1)(1− y2)dφ2,
where (cf. Eqs. (9, 10, 12, 13 of [13]):
f = e2ψA/B, (2.2a)





A(x2 − 1)−1(1− α2)−2, (2.2c)
A = (x2 − 1)(1 + ab)2 − (1− y2)(b− a)2, (2.2d)
B = [x+ 1 + (x− 1)ab]2 + [(1 + y)a+ (1− y)b]2, (2.2e)
C = (x2 − 1)(1 + ab)[b− a− y(a+ b)] + (1− y2)(b− a)[1 + ab+ x(1− ab)], (2.2f)
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R ≡ (x2 + y2 − 1)1/2, (2.2k)





(x2 − 1)n. (2.2l)
Here k, α, and β are free parameters which determine the multipole moments of this spacetime. The
first few multipole moments have the following values (we correct a typo in Eq. (14) of [13] following
[19]):
M0 = k(1 + α2)/(1− α2) S0 = 0
M1 = 0 S1 = −2αk2(1 + α2)/(1− α2)2
M2 = −k3[β + 4α2(1 + α2)(1− α2)−3] S2 = 0
M3 = 0 S3 = 4αk4[β + 2α2(1 + α2)(1− α2)−3]/(1− α2).
(2.3)
Therefore, for a given choice of mass M ≡M0, spin χ ≡ S1/M2 and anomalous (additional to Kerr)
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A given choice of M , χ and q uniquely defines the metric. With this definition of q, a choice q > 0
represents an oblate perturbation of the Kerr metric, while q < 0 represents a prolate perturbation.
A spacetime is oblate if it has M2 < 0, e.g., for Kerr M2 = −χ2M3. When we say a prolate/oblate
perturbation we mean a perturbation that makes the spacetime more prolate/oblate relative to Kerr.
In particular, for −χ2 < q < 0 the spacetime is still oblate, although it has a prolate perturbation
relative to the Kerr metric. We note that taking q 6= 0 changes all higher moments from their Kerr
values, so these solutions deviate not only in the mass quadrupole moment but also in the current
octupole moment, the mass hexadecapole moment etc.
To present our results, we find it useful to display them in terms of cylindrical coordinates ρ, z
and φ. These are related to the prolate spheroidal coordinates x, y by [19]
ρ = k(x2 − 1)1/2(1− y2)1/2, z = kxy, (2.4)
and the line element in cylindrical coordinates is
ds2 = −f(dt− ωdφ)2 + f−1 [e2γ(dz2 + dρ2) + ρ2dφ2] . (2.5)
2.2.1 Spacetime Properties
The Manko-Novikov spacetimes are vacuum and have the multipolar structure given in Eq. (2.3).
As a consequence of the no-hair theorem, the spacetimes must therefore either lack an event horizon
or contain closed timelike curves exterior to a horizon. In fact, both of these statements are true.
The central singularity is enclosed by a partial horizon at coordinates ρ = 0, |z| ≤ k. However, this
horizon is broken in the equatorial plane by a circular line singularity at x = 1, y = 0 (ρ = z = 0) [20].
For χ = 0 the spacetime is otherwise regular, but for χ 6= 0, the spacetimes contain both an
ergosphere and a region where closed timelike curves exist. The structure of the spacetimes is quite
similar to that of the δ = 2 Tomimatsu-Sato spacetime, as described in [21]. The boundary of the
ergosphere is determined by the condition gtt = 0. Inside this region, timelike observers cannot be at
rest. Such a region is entirely physical, and also exists in the Kerr spacetime, where it is of interest
since it allows energy extraction via the Penrose process. We show the location of the ergosphere
for χ = 0.9 and various choices of q in the top panel of Figure 2.1. The shape of the ergosphere is
more complicated when q 6= 0, having a multiple lobed structure. This structure is also qualitatively
different depending on the sign of q—for q > 0 there are three separate ergoregions, one of which
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intersects the equatorial plane, one which is entirely above the equatorial plane and one which is
entirely below; for q < 0 there are only two regions, one of which is entirely above the equatorial
plane and one of which is entirely below.
For a metric of this type, the region where closed timelike curves (CTCs) exist is determined
by the condition gφφ < 0. In the bottom panel of Figure 2.1 we show the portion of the spacetime
where CTCs exist for the same choices of q and χ = 0.9. Particles orbiting inside the CTC region
are moving backward in time. This is not inconsistent with relativity, but CTC zones are sometimes
regarded as unphysical. A spacetime with no CTC zone can be constructed by adding an inner
boundary in the spacetime, and just using the portion of the Manko-Novikov solution exterior to
that boundary. The CTC zone again has a multiple lobed structure and is different depending on
the sign of q. We note in particular that for q < 0 the ergosphere does not intersect the equatorial
plane, although the CTC region does. For q > 0 both regions intersect the equatorial plane, and
the outermost edge of the CTC region is inside the ergoregion.
2.2.2 Geodesic Motion













gαµ (gµβ,γ + gµγ,β − gβγ,µ) . (2.7)
The spacetimes we are interested in are axisymmetric and time-independent and the metric corre-
spondingly has two ignorable coordinates—t and φ. There are therefore two constants of geodesic
motion: the energy E and the z-component of angular momentum Lz, which are given by
E = −gttt˙− gtφφ˙, Lz = gtφt˙+ gφφφ˙,
where a dot ˙ denotes the derivative with respect to proper time τ . Another first integral of the
motion can be obtained from conservation of the rest mass of the orbiting particle:
−1 = gαβx˙αx˙β .
In practice, we numerically integrate the second-order geodesic equations (2.6) rather than use
these first integrals, and we use the constancy of E, Lz and gαβx˙αx˙β as cross-checks to verify the
quality of our numerical results. The results reported below typically show the conservation of
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Figure 2.1: Spacetime structure for χ = 0.9. The upper row shows zeros of gtt for q = −1 (left
column), q = 0 (middle column) and q = 1 (right column). This defines the boundary of the
ergoregion of the spacetime. The region with gtt > 0 is shaded. The bottom row shows points where
gφφ changes sign for the same values of q, and the region where gφφ < 0 is shaded. This defines the
region where closed timelike curves exist. The middle bottom panel is empty since there is no such
region in the Kerr spacetime. The shape of the two boundaries is qualitatively the same for other
values of q with the same sign, although both regions grow as |q| is increased.
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these quantities to a few parts in 1010 over the time of integration; see Fig. 2.2. We compute the
connection coefficients analytically from expressions for the metric functions f , ω and γ defined in
Eqs. (2.2). The only difficulty arises at points where a metric component gµν vanishes and its inverse
gµν diverges. When this occurs, we analytically factor out the terms that tend to zero to avoid issues
in numerical integration. To perform the numerical integration we write the coupled system of four
second-order ordinary differential equations (2.6) in first-order form and integrate numerically in
C++ via the Bulirsch-Stoer method.



















Figure 2.2: The fractional errors in energy E (solid line), angular momentum Lz (dashed line), and
the quantity gαβx˙αx˙β (dotted line) accumulated over 1700 orbits of a geodesic with E = 0.92 and
Lz = 2.5M in a spacetime with spin χ = 0.9 and anomalous quadrupole moment q = 0.95.
Some general properties of geodesic motion can be understood by using the first integrals (2.8)–
(2.8). The energy and angular momentum conservation equations (2.8) can be used to write t˙ and



















[Lz − ω(ρ, z)E]2 − 1 ≡ Veff(E,Lz, ρ, z). (2.8)
The motion in ρ and z may thus be thought of as motion in the effective potential Veff . In particular,
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since the left hand side of Eq. (2.8) is strictly positive or zero, motion can only exist in regions where
Veff ≥ 0. Finding the zeros of the effective potential therefore allows us to find allowed regions of the
motion. As an illustration, we show the zeros of the effective potential in Figure 2.3 for the simple
case of the Kerr metric with spin parameter χ = 0.9, energy E = 0.95 and angular momentum
Lz = 3M . There are two regions of allowed motion—one region at larger radius that corresponds to










Figure 2.3: Effective potential for geodesic motion around a Kerr black hole, with E = 0.95, Lz = 3M
and χ = 0.9. The curves indicate zeros of the effective potential. Allowed orbits are found in the
small region around ρ = 0, z = 0 (rising and plunging orbits) or in the region containing ρ = 10,
z = 0 (bound orbits).
We now turn our attention to the Manko-Novikov spacetime with q 6= 0. For spacetimes with
χ = 0, and for spacetimes with χ 6= 0 and q < 0 (prolate perturbation of the Kerr metric at large
radii), the addition of the perturbation does not fundamentally change the nature of the effective
potential – there are still two bounded regions, one attached to the origin corresponding to rising and
plunging orbits and one at larger radii corresponding to bound orbits. The shapes of these regions
change as |q| is increased and if |q| is increased sufficiently at fixed E and Lz the two regions merge,
so that all allowed orbits can reach the origin. Even after this has occurred, there appear to be two
types of orbit in the single allowed region – those that rise and plunge and those that undergo many
periods of radial oscillation. We do not know if the latter remain non-plunging forever in principle.
In practice, perturbations due to external material or radiation reaction may cause bound orbits to
diffuse onto plunging orbits over time. For fixed q < 0, the two allowed regions also change shape
as the energy and angular momentum are varied. In particular, the plunging region connected to
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the partial horizon at ρ = 0, |z| ≤ k develops a multi lobed structure. For sufficiently large |q|
and sufficiently low E and Lz, two of these lobes can touch in the equatorial plane. This leads to
the existence of circular, equatorial orbits that are unstable to vertical perturbations, which we will
encounter again in Section 2.4.
For χ 6= 0 and q > 0 (oblate perturbation of the Kerr metric at large radii), the behavior is
qualitatively different. For any arbitrarily small |q|, an additional allowed region appears in the
effective potential, which is bounded away from ρ = 0 and therefore corresponds to bound orbits.
For small |q| this new region is very close to ρ = 0. The other two allowed regions still exist, and
merely change shape as the value of |q| is increased. The additional bound region is always outside
the region where closed timelike curves (CTCs) exist, and is therefore in the portion of the spacetime
that can be regarded as physical. However, in the plane z = 0 the outermost edge of the CTC region
touches the innermost edge of the region of bound motion. This additional region also extends inside
the spacetime ergosphere.
We consider as an example the case with χ = 0.9 and q = 0.95. The zeros of the effective potential
Veff are plotted in Figure 2.4 for geodesics with energy E = 0.95 and angular momentum Lz = 3M .
In this figure there are three distinct allowed regions as described above: (i) a foliated “plunging”
region connected to ρ = 0, where all orbits rapidly plunge through the horizon (this region also
intersects the CTC region); (ii) an inner bound region, which is located between ρ/M ≈ 0.72 and
ρ/M ≈ 2.12 for the chosen values of E and Lz; and (iii) an outer bound region between ρ/M ≈ 2.39
and ρ/M ≈ 13.6. We show the trajectory of a typical orbit in the outer region. This has a regular
pattern or intersections throughout the (ρ, z) plane, which is characteristic of an orbit with an
approximate fourth integral.
If |q| is increased from the value shown in Figure 2.4, the two regions of bound motion eventually
merge. When this first occurs, the “neck” joining the regions is extremely narrow. Geodesics exist
which can pass through the neck, but this requires extreme fine tuning. As |q| is further increased,
the neck gradually widens and eventually disappears. At that stage, the single allowed region for
bound orbits has a similar shape to the outer region of Figure 2.4.
These general properties of the effective potential seem to be common to all spacetimes with
q > 0 and χ 6= 0. More relevant for the EMRI problem is to fix q and χ and to vary E and Lz.
For E = 1 and sufficiently large Lz, there are two regions of allowed motion bounded away from the
origin, in addition to the plunging zone connected to ρ = 0, |z| ≤ k. The outermost of the allowed
regions stretches to infinity and contains parabolic orbits. The inner region of bounded motion is
the analogue of the inner bound region described above and lies very close to the central object. If
the angular momentum is decreased, while keeping E = 1, the two non-plunging regions get closer
together and eventually merge to leave one allowed region that stretches to infinity. For fixed E < 1
the behavior is qualitatively the same, except that for Lz À M there is no outer region (there is a
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Figure 2.4: Effective potential for geodesic motion around a bumpy black hole with χ = 0.9, q = 0.95,
E = 0.95, and Lz = 3M . The thick dotted curves indicate zeros of the effective potential. The
trajectory of a typical geodesic in the outer region is shown by a thin curve. The regular pattern of
self-intersections of the geodesic projection onto the ρ− z plane indicates (nearly) regular dynamics.
maximum allowed angular momentum for bound orbits of a given energy, as in the Kerr spacetime).
As Lz is decreased, the outer region for bound motion appears and then eventually merges with the
inner region. Decreasing Lz further eventually causes the bound region to merge with the plunging
region. At fixed Lz, if there are two distinct non-plunging allowed regions for E = 1, these regions
do not merge as E is decreased, but the outer region eventually disappears (there is a minimum
allowed energy for orbits of a given angular momentum, as in the Kerr spacetime). If there is only
one non-plunging region for E = 1, then as E is decreased, this region eventually splits into two
allowed regions, and the outer region eventually disappears as E is decreased further. The properties
are similar for all χ 6= 0, but decreasing χ with the other parameters fixed tends to bring the two
allowed regions of motion closer to merger with one another.
2.3 Isolating Integrals
The isolating integrals given by the conservation equations (2.8)–(2.8) do not completely describe
the motion, since the motions in ρ and z are coupled. Thus, solution of the geodesic equations
requires use of the second-order form of those equations (2.6). However, it was demonstrated by
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Carter [22] that in the Kerr spacetime there is a fourth isolating integral for geodesic motion, the
Carter constant, which arises as a constant of separability of the Hamilton-Jacobi equation and
was later shown to be associated with a Killing tensor in the spacetime. Carter found the form
of all metrics that were both Schro¨dinger and Hamilton-Jacobi separable. Imposing the further
requirement that the metric be a solution of the vacuum Einstein-Maxwell equations leads to the
Kerr metric as the only spacetime of this form that does not include a gravomagnetic monopole.
Thus, the separability of the equations in Kerr is somewhat fortuitous and we would not expect
that the fourth integral would be preserved when we add an anomalous quadrupole moment as we
do here. As a consequence, the properties of geodesics might be expected to be somewhat different,
and might even be ergodic. As mentioned in the introduction, ergodic geodesic motion has been
found in other relativistic spacetimes by several other authors [14, 15, 16, 17, 18].
A fourth integral of the motion essentially gives another relationship between ρ˙2 and z˙2. Com-
bining this with the effective potential equation (2.8) allows us to eliminate z˙2 for instance and hence
obtain an expression for ρ˙2 as a function of ρ and z only. Similarly we can obtain an expression for
z˙2 as a function of ρ and z.
A standard way to examine equations of motion and look for ergodicity is to plot a Poincare´
map. This involves integrating the equations of motion and recording the value of ρ and ρ˙ every time
the orbit crosses a plane z = constant. From the preceding arguments, if a fourth integral exists,
the value of ρ˙ will be a function only of ρ and z (the function could be multi valued, depending on
the order at which the velocities appear in the constants of motion). Therefore such a map must
show a closed curve. Similarly, if the Poincare´ map of an orbit shows a closed curve for every value
of z, then this defines a relationship between ρ˙, ρ and z which is then an effective fourth integral
of the motion. The Poincare´ analysis thus provides a means to identify whether an effective fourth
integral exists or the motion is apparently “chaotic”. In the latter case, the absence of the integral
would be manifested on the Poincare´ maps as space-filling trajectories rather than closed curves.
The absence of a full set of isolating integrals does not necessarily mean that all orbits will exhibit
full-blown chaos. For some initial conditions, orbits may show obvious signs of ergodicity, while for
other initial conditions in the same spacetime, orbits may appear to behave in an integrable fashion,
suggesting that an approximate additional invariant exists. Although this behavior may appear
surprising at first glance, it is consistent with the predictions of the KAM theorem and with many
known examples of chaotic behavior. (The KAM theorem, due to Kolmogorov, Arnold and Moser,
states that if the Hamiltonian of a system with a full set of integrals of motion is analytically weakly
perturbed, then phase-space motion in the perturbed system will be confined to the neighborhoods
of invariant tori in phase space, except when angle-variable frequencies of the unperturbed system
are nearly commensurate, in which case motion will be chaotic [23].)
As an illustration, we show in Figure 2.5 the Poincare´ map for geodesic motion along orbits with
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three different initial conditions in the Kerr spacetime with the same E, Lz and χ as Figure 2.3. The
Poincare´ maps are all closed curves, consistent with the existence of the fourth isolating integral,
the Carter constant. In appendix 2.7 we present results for motion under gravity in a Newtonian
quadrupole-octupole potential and demonstrate the existence of both regular and ergodic orbits.











Figure 2.5: Poincare´ map showing dρ/dτ vs ρ for crossings of the z = 0 plane for a sequence of
orbits in the outer allowed region of the Kerr spacetime with E = 0.95, Lz = 3M and χ = 0.9. The
closed curves indicates the presence of a fourth isolating integral, which we know to be the Carter
constant.
2.3.1 Poincare´ Maps for the Manko-Novikov Spacetimes
The regularity properties of geodesics appear to be highly correlated with the nature of the effective
potential as described in the previous section. For spacetimes with χ = 0 and those with χ 6= 0
but q < 0, all orbits appear to be regular, i.e., they show closed Poincare´ maps similar to those in
Figure 2.5. These are the spacetimes in the Manko-Novikov family that have effective potentials
which are qualitatively the same as the Kerr case.
For q > 0, the effective potential can have two allowed regions for bound motion. What is striking
is that whereas orbits in the outer allowed bound region (which corresponds to the allowed region in
the q = 0 limit) appear to be regular, with closed Poincare´ maps, those in the inner allowed region
appear chaotic. In Figures 2.6 and 2.7 we show Poincare´ maps for one orbit in each of the outer
and inner regions of the effective potential illustrated in Figure 2.4 (q = 0.95, E = 0.95, Lz = 3M ,
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χ = 0.9). Orbits in the outer region show closed Poincare´ maps, suggesting that the motion is
regular or very nearly so and has an approximate fourth invariant of the motion. This is reinforced
by the projection of the orbit onto the ρ-z plane, which was shown in Fig. 2.4. The geodesic shows
a regular grid pattern, with four possible velocities at each point, corresponding to ±|ρ˙| and ±|z˙|.
If these orbits do not have a true invariant, the regularity of the Poincare´ map suggests that it may
still be possible to find an algebraic expression for an approximate constant of the motion.
Orbits in the inner region, by contrast, seem to fill up all possible points in a subdomain of the
allowed parameter space (with Veff > 0) and are therefore apparently ergodic in this subdomain.
It seems likely, in view of the KAM theorem, that all orbits in the spacetime are strictly speaking
chaotic, and no true isolating integral exists, but in the outer region there is a quantity that is
nearly invariant along the orbits [4]. Either the thickness of the region mapped out by the chaotic
motion is small, or the time over which ergodicity manifests itself is very long. From an observational
standpoint, whether the motion is actually regular or whether only an approximate invariant exists
is irrelevant, since the time-scale over which ergodicity would manifest itself in the waveform would
be much longer than the time during which the orbiting object moves on an approximate geodesic.
It is unusual, given that chaotic and nearly regular regions are generally interspersed in most
KAM theorem applications [23], that we find the family of geodesics is divided into two distinct
regions such that geodesics in one region are ergodic while those in the other exhibit nearly regular
orbital dynamics. We have been unable to find any strongly ergodic geodesics in the outer region,
or any non-ergodic geodesics in the inner region. As described in the previous section, adjusting
the orbital parameters can cause the two allowed regions to merge. When this first occurs, the two
regions are connected by a very narrow neck. The narrowness of the neck means that extreme fine
tuning is required to get a geodesic to pass through the neck. By choosing initial conditions in the
neck, and integrating forward and backward in time, we obtained orbits that traversed the neck once
and found that the motion was apparently ergodic while in the inner region, but apparently regular
in the outer region. This behavior is consistent with the predictions of the KAM theorem, but
observationally the fact that the orbits in the outer region are technically ergodic does not matter
as long as they appear regular on long time-scales. We were unable to find an orbit that traversed
the neck more than once. Further adjustment of the orbital parameters causes the neck to widen
and eventually disappear. At that stage, most of the orbits appear to be regular, but orbits that
pass very close to the inner edge of the merged region (i.e., close to the CTC zone) have not been
fully investigated.
An alternative explanation of these results [24] is that the geodesic equations are numerically
unstable in the inner region, and therefore small numerical round-off errors in the integration routines
are driving the orbits away from their true values. Once again, this distinction is not relevant
observationally. An astrophysical system harboring an EMRI will not be isolated. The gravitational
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perturbations from distant stars etc. will serve the same role in perturbing the orbits as numerical
errors might on a computer. The end result—that the orbit is apparently ergodic— is the same.













Figure 2.6: Poincare´ map for a geodesic in the outer region of Fig. 2.4.
2.3.2 Frequency Component Analysis
The above conclusions are supported by a frequency-domain analysis of the ρ and z motion in the
two regions. The absolute values of Fourier transforms of ρ(t) and z(t) are plotted in Figures 2.8
and 2.9. Fig. 2.9 shows an absence of clearly identifiable frequency peaks for geodesics in the inner
region, a result consistent with full-blown chaos. By contrast, Fig. 2.8 shows discrete frequency
peaks in the outer region. Generally such frequency peaks, corresponding to harmonics of a few
fundamental frequencies, occur in problems with a full set of isolating integrals. We find that the
frequency components measured for the ρ and z motion in the outer region can be represented as
low order harmonics of two fundamental frequencies at a high level of precision (1 part in 107 for
the first ∼ 10 harmonics). This multi periodicity of the geodesics implies that the gravitational
waveforms will also be multi periodic. Indeed, we find that an approximate gravitational waveform,
constructed using a semirelativistic approximation for the gravitational-wave emission (as used to
construct Kerr EMRI waveforms in [25]), is also tri-periodic (the third frequency arises from the φ
motion since the observer is at a fixed sky location). The absolute value of the Fourier transform of
the h+(t) component of this gravitational waveform is also plotted in Fig. 2.8 and is clearly multi
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Figure 2.7: Poincare´ map for a geodesic in the inner region of Fig. 2.4.
periodic. This periodicity has important consequences for data analysis and parameter extraction.
2.3.3 Comparison to Other Results
Our results are consistent with previous work by other authors who have found chaotic geodesic
motion in various spacetimes. Generally, chaotic motion only occurs in the strong field region close
to the central object, and for a limited range of geodesic parameters. As an example, Gue´ron and
Letelier [17] found chaos in a prolate Erez-Rosen spacetime, which represented a deformation of a
Schwarzschild black hole. They demonstrated that, for a particular value of the energy and angular
momentum, when the deformation parameter had a value k2 = −5, there was a single allowed region
of bounded motion, but for k2 = −5.02 the region split into two separate regions. After the split,
orbits in the inner region appeared chaotic while those in the outer region appeared regular. For the
merged region, orbits that passed into the inner part also appeared ergodic while those that were
purely in the outer part looked regular. This is qualitatively very similar to what we have found
in the Manko-Novikov spacetime, although we find chaotic motion only when χ 6= 0, while Gue´ron
and Letelier presented examples for both a perturbed non-spinning black hole and a spinning black
hole. As a test of our codes, we repeated Gue´ron and Letelier’s calculation and found consistent
results. As well as providing another example of chaos for relativistic geodesics, the results here
show some new features. In particular, the inner allowed region appears for any q > 0 and as far
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Figure 2.8: Absolute values of the Fourier transforms of ρ(t) (solid line), z(t) (dashed line), and the
gravitational wave component h+(t) (dotted line) in the frequency domain for an orbit in the outer
region of Fig. 2.4. The frequency is displayed in units of 1/M ; the amplitude scaling is arbitrary.
as we have been able to ascertain the motion is always ergodic in that region. This contrasts to
the spacetime considered by Gue´ron and Letelier, in which chaotic motion exists only for a small
range of k2 (by the time k2 has increased to k2 = −5.1, the motion is no longer apparently ergodic).
Previous authors have also not considered the issue of accessibility of the ergodic region to stars,
and we discuss that in the next subsection.
Sota et al. [14] discussed what might cause chaos in relativistic geodesic motion, and suggested
that it might arise either due to a change in the signs of the eigenvalues of the Weyl tensor, which
would lead to “local instability” or due to the presence of homoclinic orbits. The Manko-Novikov
spacetimes do contain homoclinic orbits, but Sota et al. [14] found that this only led to chaos in
non-reflection symmetric spacetimes, so this explanation probably does not apply here. We have
not explored the properties of the eigenspace of the Weyl tensor for these spacetimes, but “local
instability”, could be a plausible explanation for our results. The CTC region of the Manko-Novikov
spacetime might also be causing the ergodicity. The region where ergodic motion occurs touches the
CTC region at a single point, so the singular behavior of the metric as the CTC region is approached
might explain the observed behavior, either by causing a region of “local instability” or through some
other mechanism.
We note that in the regime where chaos occurs, the perturbation to the Kerr metric cannot
be regarded as purely quadrupolar, but the deviations in the higher multipole moments are also
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Figure 2.9: Absolute values of the Fourier transforms of ρ(t) (solid line), z(t) (dashed line), and the
gravitational wave component h+(t) (dotted line) in the frequency domain for an orbit in the inner
region of Fig. 2.4. The frequency is displayed in units of 1/M ; the amplitude scaling is arbitrary.
significant. This is similar to the Newtonian result described in Appendix 2.7 since we find chaos in
the Newtonian quadrupole-octupole potential but not a pure quadrupole potential. The relativistic
results are somewhat different, however, since we find chaos only for χ 6= 0, so for these spacetimes
we also need a non-zero current dipole moment to observe chaotic behavior.
2.3.4 Accessibility of the Ergodic Domain
While the existence of ergodic motion is mathematically interesting, an important question for
EMRIs that has not been addressed so far is whether ergodicity could ever be observed in nature.
In other words, is it possible, during the course of an inspiral, for a captured object to find itself on
an ergodic geodesic?
In typical astrophysical scenarios, the inspiraling compact object will start out far away from
the central body with energy close to 1 [1]. Unless the angular momentum is very small (which
in the Kerr spacetime would represent an object on a plunging orbit), this will correspond to an
orbit in the outer region of allowed motion if two regions exist, so the orbit will initially be regular.
As the star inspirals, the energy and angular momentum will gradually change and this causes the
separation between the outermost point of the inner region of bound motion and the innermost
point of the outer region, ∆ρ, to change. For example, when E = 0.99 and Lz = 4.33M in a
Manko-Novikov spacetime with χ = 0.9, and q = 0.95, we find that ∆ρ/M ≈ 6.4. When E = 0.95
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and Lz = 3M in the same spacetime, the separation between regions is only ∆ρ ≈ 0.27M . For
sufficiently small choices of energy and angular momentum (e.g., E = 0.92 and Lz = 2.5M) only a
single region remains. This suggests that the two regions will come closer together as energy and
angular momentum are radiated away during an inspiral, until they eventually merge. We conjecture
that d(∆ρ)/dt is always negative; that is, the two regions are always merging rather than separating.
To test this conjecture, we must explore the behavior of ∆ρ along an extreme-mass-ratio inspiral
characterized by slowly evolving E and Lz.
To do this, we use an approximate scheme to evolve the energy and angular momentum during
an inspiral. Our scheme is based on combining exact relativistic expressions for the evolution of
orbital elements with approximate post-Newtonian formulae for energy and angular-momentum
fluxes. This scheme was previously devised to describe EMRIs into Kerr black holes [26] and has
been shown to give reliable results in that context. For the current calculation, we must augment the
fluxes with an additional post-Newtonian term to represent the effect of the anomalous quadrupole
moment q on the evolution of energy and angular momentum. A Kerr black hole has quadrupole
moment M2/M3 = −χ2. It is the quadrupole moment that leads to the lowest order terms in χ2
in the expressions for the energy and angular momentum radiated during an inspiral. Therefore,
to include the excess quadrupole moment, we just change the χ2 terms in the flux expressions to
χ2 + q, while leaving the lower order terms unchanged (this approach was also used in [27]). We
then numerically find the roots of the effective potential Veff = 0 in the equatorial plane at various
times and compute the evolution of ∆ρ along the inspiral.
The result of one such computation of ∆ρ is plotted in Fig. 2.10. That figure corresponds to an
inspiral in a spacetime with χ = 0.9, and q = 0.95. The inspiral starts out at ρ = 100M with an
orbital inclination of 60 degrees and initial eccentricity e = 0.8 (these orbital parameters correspond
to E ≈ 0.9982 and Lz ≈ 5.0852M) and proceeds until plunge. The separation between the inner and
outer bounded regions gradually shrinks, until the two regions merge (on the plot, this is shown as
∆ρ = 0). Afterward, the bounded regions remain joined until eventually merging with the plunging
region.
We have found the same qualitative behavior described above for a wide range of parameter
choices. Therefore, in all these cases, our conjecture is true—the inspiraling object can never find
itself in the isolated inner region where all orbits appear to be ergodic. We should point out, however,
that we have carried out this numerical investigation only for a range of specific choices of χ, q, and
initial orbital parameters, and have used an approximation to the energy and angular momentum
radiated during an inspiral. This is therefore not a definitive proof that chaotic motion can never
be observed in the course of an inspiral in the Manko-Novikov spacetime.
Assuming this evolution really is typical, there are two important consequences. Firstly, an
inspiraling object can never end up in the inner of two allowed regions of bound motion, where
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Figure 2.10: The evolution of the separation ∆ρ between the inner and outer bounded regions in
the equatorial plane along an inspiral in a Manko-Novikov spacetime with χ = 0.9 and q = 0.95.
∆ρ = 0 means that the two regions have merged and there is a single bounded region.
ergodic motion is prevalent. Secondly, inspirals always start out in a phase where the motion
is regular. This is very important, since it will allow the systems to be detected in this early
inspiral stage by gravitational-wave detectors using matched filtering or a time-frequency analysis.
The inspiraling object will eventually end up in the merged region formed after the two regions of
bounded motion converge. Both ergodic and regular geodesics exist in that region, so in principle
the particle could find itself on an ergodic orbit. However, most orbits in the merged region appear
to be regular so it would require fine tuning to put the object onto such a geodesic (e.g., the “neck
traversing” geodesics discussed earlier). It thus seems unlikely that this would occur in practice.
Although these results apply only to the Manko-Novikov family of spacetimes, the conclusions
are consistent with other examples of chaotic geodesics in relativity. For instance, in the prolate
Erez-Rosen spacetime considered in [17], if an object had arrived in the region where ergodic motion
is observed during the course of an inspiral, its orbital energy and angular momentum would have
been larger earlier in the inspiral. However, if either the energy or angular momentum is increased
from the values that give ergodic motion, the effective potential changes so that it has only one
allowed region, which includes “escape zones” connected to the central singularity. All geodesics in
such a zone plunge into the central object in a short time so an astrophysical inspiral could not persist
through that zone. We deduce that for that spacetime as well the ergodic region is inaccessible to
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objects captured at large distances.
If there was some other mechanism that could put an inspiraling object onto an ergodic geodesic,
there is the question of how the ergodicity could be identified in practice. Detection of EMRIs will
rely on matched filtering or possibly time-frequency techniques [1]. In either case, it will probably
not be possible to identify the gravitational radiation as being emitted from an ergodic orbit, but
only that radiation from a regular orbit has ceased. It is clear from Figure 2.9 that during an
ergodic phase, the emitted power is spread among many harmonics, which will consequently not be
individually resolvable. This radiation will increase the broadband power in our detector, whereas
if the orbit had plunged the radiated power would rapidly die away. However, the energy released
during a typical EMRI is comparatively low, so it is unlikely that we could identify the presence of
such broadband power over the instrumental noise. Therefore, the chances are that we will not be
able to distinguish observationally between an inspiral that “ends” at a transition into an ergodic
phase and one which ends by plunging into a black hole.
One potentially observable signature of ergodicity would be an inspiral that turned “off” and
“on” as it progressed through ergodic phases interspersed with regular phases. This would occur if
the object could move into and out of the inner ergodic region during an inspiral, but the preceding
analysis indicates that this should not happen. An object on a “neck-traversing” geodesic would also
show this behavior. However, the periods where the orbit is ergodic serve to randomize the phase of
the orbit in the regular periods. A signal of this type would only be observable if each apparently
regular phase could be individually resolved with enough signal to noise ratio. This would require
a very narrow “neck” in order to trap the orbit for many cycles in the regular zone. However, fine
tuning of the energy and angular momentum is necessary to make the neck very narrow, so if an
object was on such an orbit, the neck would be widening rapidly as energy and angular momentum
were radiated away. In practice, it is doubtful that sufficient signal-to-noise would accumulate to
allow a detection to be made before the neck widened too much.
We conclude that for astrophysically relevant inspirals in the Manko-Novikov spacetime family, an
object would probably not end up on an ergodic geodesic. If some other mechanism conspired to put
an object on such an orbit, it is unlikely that we would be able to identify this in gravitational-wave
observations. If these findings carry over to a more generic class of spacetimes, then chaotic motion
is merely a mathematical curiosity which is unlikely to manifest itself practically or be important
for gravitational-wave data analysis considerations.
2.4 Last Stable Orbit
During an inspiral into a Kerr black hole, an EMRI will evolve quasistationarily through a sequence
of near-geodesic orbits as orbital energy and angular momentum are radiated away. There is a
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minimum energy (which is dependent on angular momentum) for which bound orbits exist. When
the inspiral reaches that separatrix, the object will rapidly plunge into the central body. The
gravitational radiation emission undergoes a transition at this point, and so the frequency of this
last stable orbit is in principle another quantity that is observable from the detected gravitational
waves. For a Kerr inspiral, the “transition” is a rapid die-off in the gravitational-wave emission
as the particle plunges into the black hole. If the central object is not a black hole, the radiation
may persist for longer after the last stable orbit is passed [7], but there will still be a significant
qualitative change in the emitted radiation as the orbit changes suddenly at that point. We focus
on the innermost stable circular equatorial orbit in this analysis, since this is well defined in these
spacetimes.
2.4.1 Circular Equatorial Orbits

















For a circular, equatorial orbit in an axi- and reflection-symmetric spacetime of the form (2.5),
dρ/dτ = dz/dτ = d2ρ/dτ2 = 0; hence the ρ-component of the geodesic equation (2.9) gives
∂ρgφφφ˙
2 + 2∂ρgtφt˙φ˙+ ∂ρgttt˙2 = 0, (2.10)
in which a dot denotes d/dτ as before. We can thus express the azimuthal frequency as observed at







where the +/− signs are for prograde and retrograde orbits respectively. In the equatorial plane, the
right-hand side is a function of the spacetime parameters and ρ only, so given a particular choice of
azimuthal frequency Ωφ, Eq. (2.11) can be inverted to determine the value of ρ such that a circular
orbit at that ρ has frequency Ωφ.
Equation (2.8) provides another relation between t˙ and φ˙, from which we can deduce
t˙ =
(−gtt − 2Ωφgtφ − Ω2φ gφφ)− 12 , (2.11)
and then the energy and angular momentum equations (2.8) give us E and Lz as a function of ρ for
circular equatorial orbits.
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2.4.2 Innermost Stable Circular Orbit
The location of the innermost stable circular orbit (ISCO) in the equatorial plane can be found
using the effective potential (2.8). Circular equatorial orbits are located at simultaneous zeros and
turning points of Veff , where Veff = ∂Veff/∂ρ = ∂Veff/∂z = 0. As we will see in Section 2.5 the
second derivatives of Veff determine the frequencies of small oscillations about the circular orbit. For
the circular orbit to be stable, we need the orbit to sit at a local maximum of Veff , i.e., we require
∂2Veff/∂ρ
2 and ∂2Veff/∂z2 to be negative. In the following we will use V˜ρρ(ρ) (V˜zz(ρ)) to denote
the value of ∂2Veff/∂ρ2 (∂2Veff/∂z2) evaluated for the circular equatorial orbit at radius ρ. For the
Kerr spacetime, V˜zz(ρ) < 0 at all radii, but V˜ρρ(ρ) has a single root at a critical radius ρISCO. This
tells us that the orbit becomes radially unstable at that point, which defines the ISCO. For χ = 0,
ρISCO ≈ 4.90M , while for χ = 0.9, ρISCO ≈ 1.25M for prograde orbits and ρISCO ≈ 7.705M for
retrograde orbits. Note that ρ is a cylindrical Weyl coordinate, which is why these results differ
from the familiar black-hole ISCO radii, which are normally quoted in Boyer-Lindquist coordinates.
For the Manko-Novikov solutions with χ = 0, the shape of the functions V˜ρρ(ρ) and V˜zz(ρ)
does not change significantly as q is increased with q > 0: V˜zz(ρ) < 0 everywhere and V˜ρρ(ρ) = 0
has a single solution that defines the ISCO. However, as |q| is increased with q < 0, there is a
transition in behavior at q ≈ −0.163. For q . −0.163, the function V˜ρρ(ρ) has two zero-crossings.
Thus, in addition to the radially stable circular orbits at large radii, we find additional such orbits
exist very close to the central singularity. If |q| is increased still further, the two roots converge
at q ≈ −0.654 and for q . −0.654 radially stable orbits exist at all values of ρ. However, at the
point where the second branch of the radial roots appears, there is also a transition in the shape
of V˜zz(ρ), so that there are now orbits which are vertically unstable. For q . −0.163, the ISCO
is defined by this vertical instability, rather than the radial instability characteristic of the Kerr
spacetime, and Manko-Novikov spacetimes with q > 0. In the range −0.654 . q . −0.163, there
are two regimes where stable circular orbits exist—an outer zone with ρ > ρISCO, and an inner zone
with ρ˜ISCO < ρ < ρOSCO (we use “OSCO” to indicate “outermost stable circular orbit” and ρ˜ISCO
to denote the ISCO for the inner set of circular orbits). The energy and angular momentum of
an orbit at the “OSCO” are greater than the energy and angular momentum at the ISCO of the
outer zone, ρISCO. Thus, an object inspiraling from large distances on a circular equatorial orbit
will reach ρISCO and plunge into the central body, rather than finding itself in the inner range of
circular orbits. Compact objects could only find themselves in the inner range if they came in on an
eccentric/inclined orbit and then radiated away energy and angular momentum in exactly the right
proportions. It is therefore unlikely that this inner zone would be populated in practice. However,
any object on a circular equatorial orbit in this inner zone would reach ρ˜ISCO and then plunge into
the central body.
In Figure 2.11 we show the location of the ISCO as a function of q for spacetimes with χ = 0.
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We also show the orbital frequency at the ISCO as a function of q, computed using Eq. (2.11).
For spacetimes with spin, the behavior is qualitatively similar, but there are now two ISCO radii,
corresponding to prograde and retrograde orbits respectively. We show results for a spin of χ = 0.9 in
Figure 2.12. We note that the ISCO radius is always outside the boundary of the causality-violating
region of the spacetime. For χ 6= 0 and q > 0, the ISCO radius is determined by the energy at
which the outer allowed region for bound motion (which is a single point for a circular equatorial
orbit) merges with the inner allowed region. In that case when the object reached the ISCO it would
undergo a transition onto an eccentric/inclined geodesic.
The value of the ISCO frequency depends not only on q but also M and χ. However, as we
shall discuss in the next section, it is possible to measure these other parameters using precessions
measured when the orbit is in the weak field. Thus, the ISCO frequency is a powerful probe of the
nature of the spacetime since it can be very different even for comparatively small deviations from
Kerr.
2.5 Periapsis and Orbital-Plane Precessions
In Section 2.3 we saw that astrophysically relevant orbits in the Manko-Novikov spacetime are multi
periodic to high precision. In such cases, there is no smoking-gun signature that indicates the pres-
ence of “bumpiness” in the spacetime. Instead, the imprint of the spacetime bumpiness will be
observationally apparent in the location of the last stable orbit, as discussed in the previous section,
and in the following ways: (i) in the three fundamental frequencies of the gravitational waves gener-
ated while the inspiraling object is on an instantaneous geodesic orbit; (ii) in the harmonic structure
of the gravitational-wave emission, i.e., the relative amplitudes and phases of the various harmonics
of the fundamental frequencies; and (iii) in the evolution of these frequencies and amplitudes with
time as the object inspirals. A full analysis of the accuracies that could be achieved in observations
would involve computing gravitational waveforms in the bumpy spacetimes, performing a Fisher-
Matrix analysis to account for parameter correlations, and comparing to a similar analysis for Kerr.
That is beyond the scope of this paper. However, we can examine the first of these observational
consequences by comparing the fundamental frequencies between the bumpy and Kerr spacetimes.
The complication in such an analysis is to identify orbits between different spacetimes. Identifying
orbits by the ρ and z coordinates is not gauge invariant since the meaning of these coordinates
depends on the spacetime structure. Identifying orbits via the energy and angular momentum is
gauge invariant, but these quantities are not directly measurable observationally. However, circular
orbits in the equatorial plane of the spacetime are characterized by a single observable — the
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Figure 2.11: Properties of the equatorial ISCO in spacetimes with χ = 0, as a function of q. We
show the ρ coordinate of the ISCO (left panel) and the dimensionless frequency of the orbit at the
ISCO (right panel). As described in the text, the ISCO radius has three branches, depending on
whether it is determined by one of the two branches of radial instability or the branch of vertical
instability. These branches are indicated separately in the diagram. For values of q where all three
branches are present, the dashed line denotes the “OSCO” and the dotted line denotes ρ˜ISCO as
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Vertically unstable
Figure 2.12: As Figure 2.11, but now for a spin of χ = 0.9. There are now two ISCO curves, one for
prograde orbits and one for retrograde orbits. The allowed range of orbital frequencies is given by
the region in between the two curves in the right hand panel.
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Precession frequencies are absent in exactly circular equatorial orbits. However, if the circular
orbit is perturbed radially, it will undergo small oscillations at the radial epicyclic frequency, which is
characteristic of the periapsis precession frequency at that radius. Likewise, if the orbit is perturbed
vertically it will undergo small oscillations at the vertical epicyclic frequency, which is characteristic
of the orbital-plane precession frequency at that radius. We thus compare these epicyclic frequencies,
as a function of the circular orbital frequency, between Kerr and bumpy spacetimes. This comparison
was employed by Ryan, who used it to derive his theorem stating that all spacetime multipole
moments are encoded in the gravitational waves generated by nearly circular, nearly equatorial
EMRIs [2].
An eccentric equatorial orbit can be characterized by two observables — the orbital frequency
and the periapsis precession frequency. These two frequencies can therefore be used to identify
orbits in different spacetimes (provided there is an orbit with corresponding frequencies in the Kerr
metric). Likewise, the orbital-plane precession frequency can be used to identify inclined orbits
between spacetimes 1. With such an identification, differences in the multipole structure of the
spacetime will show up only in the relative amplitudes of the harmonics and in the evolution of the
fundamental frequencies over the inspiral. We will discuss this some more at the end of this section,
but a full analysis requires treatment of inspiral in an arbitrary spacetime and is beyond the scope
of the current paper.
2.5.1 Epicyclic Frequencies
The frequency of epicyclic motion can be derived by perturbing a circular, equatorial orbit in either





































Here X denotes either ρ or z. The dependence on dt/dτ and dφ/dτ can be eliminated by using
the energy and angular momentum conservation equations to express these in terms of E, Lz, ρ
and z, as in Eq. (2.8). Using this form of the equations we can take a circular, equatorial orbit,
ρ = ρc, z = 0, and perturb it either in the radial direction, ρ = ρc + δρ, z = 0, or in the vertical
direction, ρ = ρc, z = δz. Considering the equations of motion at leading order in the small orbital
1The “orbital-plane” is not well defined in the strong field. However, we know the gravitational waves should be
triperiodic and, in the weak field, the three periods correspond to the orbital period and the two precessions. When
we refer to “orbital-plane precession frequency” we really mean the frequency component of the orbit that corresponds
to orbital-plane precession in the weak field. This will be the frequency of the vertical motion, averaged over many
orbits.
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∂Xgφφ (gttLz − gtφE)2
(gttgφφ − g2tφ)2
)
As before, X denotes either ρ (for the radial epicyclic frequency Ωρ) or z (for the vertical epicyclic
frequency Ωz). The same result can be derived starting from the effective potential equation (2.8):
the frequency ΩX is determined by ∂2Veff/∂X2 evaluated at the circular orbit.
2.5.2 Precessions
We are interested in precessions rather than the epicyclic frequency. We define the periapsis
precession as the number of cycles by which the periapsis advances per radial period (i.e., over
one complete epicyclic oscillation). Likewise, the orbital-plane precession is defined as the number
of cycles by which the azimuthal angle to the highest point of the orbit advances during one vertical






The behavior of the precessions can be understood in terms of what happens in the weak field, far
from the black hole, and in the strong field, close to the ISCO. In the weak field it is possible to derive
expressions for the precessions as functions of the orbital frequency. This was originally done for
nearly circular, nearly equatorial orbits by Ryan [2], who demonstrated that the various spacetime
multipole moments enter the precession rate expansion at different orders of (MΩφ)α. This was the
basis for a theorem that, in principle, the weak field precessions can be used to extract the lowest
order spacetime multipole moments. The weak field expansion of the precessions is summarized in
Appendix 2.8.
In the strong field, we find that one or the other precession diverges at a certain frequency.
This frequency corresponds to the frequency of the ISCO. To understand what is happening, we use
the effective potential (2.8) and consider radial oscillations. For the energy and angular momentum
corresponding to the circular equatorial orbit at radius ρ = ρc, the effective potential in the equatorial
plane takes the form Veff(ρ, z = 0) = −V˜ (ρ)(ρ−ρ−)(ρ−ρc)2. Here V˜ (ρ) is a function that is strictly
positive for ρ > ρ−. The radius ρ− is the other solution to Veff(ρ, z = 0) = 0, and ρ− < ρc. As
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the ISCO is approached, the effective potential develops a point of inflection at the location of the
turning point rather than a maximum since ρ− → ρc. The epicyclic frequency for radial oscillations
is Ω2ρ ∝ V˜ (ρc)(ρc − ρ−), which thus tends to zero as the ISCO is approached. The corresponding
periapsis precession diverges. The radius ρ− corresponds to an unstable circular orbit, and associated
with any unstable circular orbit is a bound, eccentric orbit that has an infinite period — the object
comes in from larger radii, and asymptotically approaches the radius of the circular orbit. This is
referred to as a “homoclinic” orbit, or as a “zoom-whirl” orbit in the EMRI literature. As the ISCO
is approached, a small perturbation from the location of the circular orbit will put the object onto
an orbit that is close to the homoclinic orbit associated with the unstable circular orbit. Hence, it
takes a very long time for the object to complete a radial oscillation, but it is moving rapidly in the
azimuthal direction the whole time, building up a large periapsis precession.
This understanding leads us to expect the precession to diverge at the location of the ISCO,
and this divergence should be like (ρc − ρISCO)−1/2, or (Ωφ,ISCO − Ωφ)−1/2. The above argument
applies to an ISCO defined by a radial instability (as in the Kerr metric). As we saw in Section 2.4,
the ISCO in the Manko-Novikov spacetimes can be determined by the onset of a vertical instability.
In that case, the above argument still applies, but it is now the orbital-plane precession that will
diverge as the ISCO is approached. This provides another potential ‘smoking-gun’ for a deviation
from the Kerr metric. The divergence in the precession at the ISCO arises as a result of one of the
two epicyclic frequencies going to zero. It is these frequencies that will, in principle, be observable
in the gravitational waves. If an inspiral is observed starting in the weak field and up until the last
stable orbit (LSO), the different frequency components could be tracked, and one frequency will tend
to zero as the LSO is approached. This is in principle an observable, and if it is the orbital-plane
precession that goes to zero the central body cannot be a Kerr black hole. A more careful treatment
of the gravitational-wave emission will be required to understand how practical it will be to make
such observations.
In Figures 2.13–2.16 we show the precessions as a function ofMΩφ for a variety of values of q. In
Figures 2.17–2.19 we present the same results, but now we show the differences between precessions
in a bumpy spacetime with a given q and precessions in the Kerr spacetime with the same spin
parameter χ: ∆pX = pX −pKerrX . The variable ∆pX represents the number of cycles of difference, so
for instance a value of ∆pρ = 0.1 means that the orbits in the two spacetimes, although having the
same azimuthal frequency, would drift an entire cycle out of phase in the epicyclic radial oscillation
within ten radial orbits. We do not show results for the difference in the orbital-plane precession
for χ = 0, since there is no orbital-plane precession in the Schwarzschild spacetime, and hence that
plot would be identical to Figure 2.15.
Figures 2.13 and 2.17 show the periapsis precession rρ(Ωφ) for χ = 0 while Figures 2.14 and 2.18





















Figure 2.13: Periapsis precession pρ vs azimuthal frequency Ωφ for χ = 0 and various values of q.
the periapsis precession decreases relative to the corresponding value in the Kerr/Schwarzschild
spacetime. By contrast, if q is increased from zero, the periapsis precession increases. In spacetimes
with non-zero spin, the difference is more extreme for prograde orbits than for retrograde orbits.
This is presumably because retrograde orbits do not get as close to the central object, and so do not
“feel” the strong field deviations in the bumpy metric.
For q ≥ −0.5, the radial epicyclic frequency Ωρ(Ωφ) approaches zero as the ISCO is approached
and the periapsis precession rρ goes to infinity for the reasons described above. This is not true of the
q < −0.5 spacetimes shown, since for those the ISCO is defined by a vertical instability. Figure 2.15
shows the orbital-plane precession rz(Ωφ) for χ = 0 and Figures 2.16 and 2.19 show the orbital-
plane precession for χ = 0.9. As for the case of the periapsis precession, the orbital-plane precession
behaves qualitatively differently depending on the sign of q. The orbital-plane precession is greater
for q < 0 and smaller for q > 0 compared to the non-bumpy value. As expected, the orbital-plane
precession tends to a constant at the ISCO for q > −0.5, while it diverges for q < −0.5, since the
ISCO for the latter spacetimes is defined by a vertical instability as discussed earlier.
Previous authors have looked at precessions in “bumpy” spacetimes. As mentioned above,
Ryan [2] derived a weak field expansion for the precessions. Collins & Hughes [11] looked at pre-
cessions for eccentric equatorial orbits in a perturbed Schwarzschild spacetime, and Glampedakis &
Babak [12] did the same for a perturbed Kerr black hole. However, both pairs of authors did this by
comparing orbits with the same coordinates, which is rather unphysical. Our results are consistent





































Figure 2.15: Orbital-plane precession pz versus azimuthal frequency Ωφ for χ = 0 and various values


















Figure 2.16: Orbital-plane precession pz vs azimuthal frequency Ωφ for χ = 0.9 and various values
of q.
strong field, since Ryan’s work used a weak field expansion, and the other work used perturbative
spacetimes that break down close to the central body. The behavior in the approach to the ISCO is
thus a new result.
It is possible to fit the precessions as a sum of a weak field expansion (as given in Appendix 2.8)
plus a term A/
√
Ωφ,ISCO − Ωφ. However, only a comparatively few weak field terms are required to
give a good fit, implying that the divergence at the ISCO limits the number of multipole moments
that can be recovered from such an expansion. To quantify this statement properly, we must do
a full analysis, that includes the effect of inspiral, uses an instrumental noise curve to restrict the
observable bandwidth and accounts for parameter correlations via the Fisher Matrix. We can do
this by constructing semirelativistic inspiral waveforms for bumpy spacetimes in the same way that
has been used for Kerr inspirals [26, 25]. This is beyond the scope of the present paper. However,
there are several things that we can take away from the current results — the location of the
ISCO has a strong influence on precessions that could be observable, in particular the nature of the
instability that defines the ISCO could be a clear indicator of a non-Kerr system; precessions can
be very different in the strong field in the presence of a deviation; circular orbits with frequencies
very different from the Kerr value exist in some bumpy spacetimes, so another observable signature

















Figure 2.17: Difference between periapsis precessions in a bumpy spacetime with χ = 0 and the
















Figure 2.18: Difference between periapsis precessions in a bumpy spacetime with χ = 0.9 and the



















Figure 2.19: Difference between orbital-plane precessions in a bumpy spacetime with χ = 0.9 and
the Kerr spacetime with χ = 0.9, ∆pz(Ωφ, q) = pz(Ωφ, q)− pz(Ωφ, q = 0).
2.5.3 Effect of Eccentricity
As discussed above, the measurement of the precessions as a function of orbital frequency for nearly
circular, nearly equatorial orbits would in principle allow measurement of the spacetime multipole
moments [2]. In practice, however, the precessions will only be manifest in the observed gravitational
waves if the orbit is not circular and equatorial, so we need to understand how the dependence of
the precessions on azimuthal frequency differs when we relax the assumption of near circularity. In
the following, we shall focus on the periapsis precession of eccentric but equatorial orbits.
The eccentricity of an orbit modifies two things — i) the frequency associated with the periapsis
precession as a function of the orbital frequency; ii) the relative amplitudes of different harmonics of
these two frequencies in the observed GWs. To accurately compute the dependence of the harmonic
structure on eccentricity for a generic orbit, we need to know details of GW generation in a spacetime
with arbitrary multipole moments. This is a difficult problem, so we focus on the effect of eccentricity
on the periapsis precession frequency itself. We consider an eccentric equatorial orbit in the Kerr
spacetime, and use Ωφ to denote the average azimuthal frequency (i.e., the total advance in φ over
one radial period, divided by the period of the radial motion). We define an orbital eccentricity, e,
such that the ratio of the Boyer-Lindquist radii of the periapsis, rp, and apapsis, ra, of the radial
motion is rp/ra = (1− e)/(1 + e). With these definitions, the periapsis precession as defined above
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+ · · · (2.13)
where we are expanding in the weak field limit,MΩφ ¿ 1. The corresponding result for a spacetime
with an excess quadrupole moment can be found at lowest order by replacing the term in χ2 with
χ2 + q, since the quadrupole moment of a Kerr black hole is χ2 as discussed earlier.
In the circular limit, e = 0, the expansion (2.13) allows us to extract M from the coefficient of
Ω2/3φ , χ from the coefficient of Ωφ, q from the coefficient of Ω
4/3
φ etc. However, if we expand to lowest
order in the eccentricity, e, it is clear that the effect of a small excess oblate quadrupole moment
q > 0 could be mimicked, at leading order, by an eccentricity evolving as e2 = 2(MΩφ)−2/3q. The
two possibilities are then distinguished by knowing how the eccentricity should evolve with MΩφ.
The expansion (2.13) contains redundancy, since the coefficient of MΩ5/3φ also depends only on
the lowest current moment, χ. If the eccentricity of the orbit did not evolve with time the first four
terms in the expansion would determine M , χ, q and the eccentricity e, and higher terms would
determine the remaining multipole moments as in the circular case. However, the eccentricity does
evolve with time. In practice, we will only observe EMRIs as they evolve through a finite range
of frequencies (determined by the detector sensitivity). During that period, the evolution will be
driven entirely by gravitational-wave emission. This means that we can quantify the eccentricity
of the orbit by a single number — the periapsis at which the eccentricity was equal to 1 if we
integrated the inspiral backwards in time, assuming a purely GW driven inspiral. Specifying this
parameter and the multipole structure of the spacetime determines the eccentricity as a function of
MΩφ. Determining this relationship, however, requires knowing the details of GW emission in an
arbitrary spacetime.
A complication arises because the ratio MΩφ/(1− e2)3/2 tends to a constant at the point where
e = 1. Assuming that this occurred in the weak field, MΩφ/(1 − e2)3/2 ¿ 1, this can be seen by




−(304 + 121e2)(1− e2)e
3(MΩφ)(96 + 292e2 + 37e4)
. (2.14)











in which X0 is a constant that is related to the periapse at “capture” when X = 0. If the capture
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occurs in the strong field, the ratio MΩφ/(1− e2)3/2 would still tend to a constant if we integrated
backward until e → 1. Although the inspiral would not be observed as e → 1, that section of the
inspiral does affect the portion that we can observe.
We now substitute the asymptotic behavior (2.15) into Eq. (2.13), to obtain an expansion of the
periapsis precession as a function of the angular frequency in the form pρ = a0 + a2(MΩφ)2/3 +
a3(MΩφ) + · · · , where a0, a2, a3 etc. are constants. In contrast to the circular case, each of these
coefficients depends on all the spacetime multipole moments, so multipole extraction from the pe-
riapsis precession expansion is no longer straightforward. The reason for this qualitative difference
between circular and eccentric orbits is that it is only possible to observe an eccentric inspiral over
a finite range of periapsis, since the orbit is captured with a certain finite periapsis, while a circular
orbit could inspiral from infinity. The various multipole moments have different radial dependencies,
thus if one can observe the precession frequency at any radius it makes sense that all the moments
can be separately extracted, while this is more difficult if only a finite section of the spacetime is
explored.
In practice, this difficulty also arises when observing a circular inspiral, since the radiation can
only be detected in a certain frequency range. One can parameterize an observation by the frequency
at the start of the observation, Ω0 = Ωφ(t = 0). A Taylor series expansion of the precession (see
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In this kind of expansion the multipole moments again contribute at all orders. However, provided
the initial frequency MΩ0 ¿ 1, the dominant piece of the constant term, b0, is (MΩ0)
2
3 , so this
term can be used to estimate M . Similarly, the dominant piece of 2b0 − 3b1 is 4χ (MΩ0), so this
can be used to estimate χ, and that estimate of χ can be used to improve the estimate of M from
b0. The dominant piece of b0 − b1 + 3b2 is
(




3 , so this can be used to estimate
the excess quadrupole moment q and so on. In the same way, if an eccentric inspiral is observed in a
regime where the initial frequency is small (and hence the frequency at capture was also small), we
can use the same type of expansion and use combinations of the coefficients to successively extract
each multipole moment and the initial eccentricity. To do this requires an expansion of e2 − e20
as a function of Ωφ/Ω0 − 1. The necessary derivatives de2/d(MΩφ) are known in the weak field,
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and to lowest order in the multipoles (see, for example, reference [26]). However, this calculation is
somewhat involved and beyond the scope of this paper.
The above discussion indicates that the periapsis precession rate can be used on its own to
measure the multipole moments from an eccentric equatorial inspiral, although this is more difficult
than for the circular equatorial case. However, the value of the precession is not the only observable.
As mentioned earlier, the relative amplitude of the various harmonics of the orbital frequencies is
a powerful probe of the orbital eccentricity. To exploit this harmonic structure we also need to
know how the amplitudes of the harmonics depend on the spacetime multipole moments. However,
if the deviations from the Kerr metric multipole structure are small, we could imagine using the
Kerr harmonic amplitude relation to estimate the eccentricity (and inclination) of the orbit, and
then use the precessions to extract the multipole structure. Proper insight can be gained using
the approximate semirelativistic waveforms described earlier or post-Newtonian expansions of the
gravitational waveforms. Such an investigation will be an important extension of the current work.
2.6 Summary
In this paper we have discussed various observational signatures that could leave an imprint on an
EMRI gravitational waveform if the spacetime in which the EMRI was occurring deviated from the
Kerr metric. We have seen that some orbits in “bumpy” spacetimes lack a fourth integral of the
motion and appear ergodic. Geodesics in the Kerr spacetime have a complete set of integrals, so if
an apparently ergodic orbit was observed it would be a clear signature of a non-Kerr central object.
However, regions of ergodic motion only appear very close to the central object, in a regime which
is probably inaccessible to a star inspiraling from large distances. Most astrophysically relevant
orbits are regular and appear to possess an approximate fourth integral of the motion, and the
orbits are tri-periodic to high accuracy. The deviations of the central body from Kerr then manifest
themselves only in the changes in the three fundamental frequencies of the motion and the relative
amplitude of the different harmonics of these frequencies present in the gravitational waves. For
nearly circular, nearly equatorial orbits, the dependence of the precession frequencies on the orbital
frequency is well fit by a combination of a weak field expansion that encodes the multipole moments
at different orders, plus a term that diverges as the innermost stable circular orbit is approached.
The frequency of the ISCO and its nature (whether it is defined by a radial or vertical instability)
is another observable signature of a non-Kerr central object.
To derive these results, we have focussed on a particular family of spacetimes due to Manko and
Novikov [13]. However, we expect the generic features of the results in the weak field and as the
ISCO is approached to be true for a wide range of spacetimes. Chaos has been found for geodesic
motion in several different metrics by various authors [14, 15, 16, 17, 18]. In all cases, however, the
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onset of chaos was qualitatively similar to what we found here — it occurred only very close to the
central object, and for a very limited range of orbital parameters. The conclusion that gravitational
waves from ergodic EMRIs are unlikely to be observed is thus probably quite robust.
Precessions for spacetimes that deviate from the Kerr metric have also been considered by several
authors [2, 11, 12]. Our results agree with this previous work in the weak field as they should.
However, the results in the present paper are the first that are valid in the strong field since previous
work was either based on a weak field expansion [2] or a perturbative spacetime [11, 12]. The main
feature of the precessions in the strong field — the divergence of one of the precessions as the ISCO
is approached — is expected from spacetime-independent considerations and therefore should be a
general feature of inspirals in any spacetime. The present work, and earlier research [11, 12], has
also considered only solutions that first differ from the Kerr metric in the mass quadrupole moment.
The Manko-Novikov solutions [13] include spacetimes that first differ at higher orders. While we
have not considered such solutions, we expect the generic features to be similar. The precessions
will be closer to the Kerr values for a greater fraction of the inspiral, and the ISCO will be at a
different frequency, but the qualitative behavior in the approach to ISCO should be the same.
The next step in understanding how gravitational-wave detectors might identify non-Kerr cen-
tral objects from EMRI observations is to consider the gravitational waveforms produced during an
inspiral. Any analysis should account for both parameter correlations and the finite bandwidth and
observation time of gravitational-wave detectors by using a Fisher Matrix analysis. Glampedakis
and Babak [12] constructed approximate gravitational waveforms generated by orbits in a perturbed
Kerr spacetime, but they considered only waveforms from geodesics (i.e., not inspirals) and com-
pared waveforms with the same orbital parameters. These are not observable quantities (unlike the
frequency of the orbit which we used as a basis for comparison here) and such a calculation does
not account for parameter correlations. Barack and Cutler [27] did a full Fisher Matrix analysis of
this problem, and estimated that a LISA observation of an EMRI could measure the quadrupole
moment of a body to an accuracy of 10−3 while simultaneously measuring the mass and spin to
10−4. That calculation was based on an approximate waveform model devised to describe Kerr
inspirals. The expressions governing the inspiral were modified by adding the leading order effect of
a quadrupole moment to the energy and angular momentum fluxes. The waveform generation part
of the algorithm was left unchanged. Although this result is a good guide, the calculation contained
a number of inconsistencies. For Kerr inspirals, semirelativistic “kludge” waveforms based on com-
bining exact geodesic motion with approximate gravitational-wave emission formulae have proven
to give accurate results [26, 25]. The same method could be used to produce waveforms for inspiral
in the Manko-Novikov spacetimes, by changing the geodesic equations and augmenting the inspiral
fluxes appropriately. Such an approach will not generate totally accurate gravitational waveforms,
but it will reproduce the main features of the orbit — the precession frequencies, the orbital shape
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and the frequency of the ISCO. A study of gravitational waveforms generated in “bumpy” space-
times will provide useful guidance for future detectors such as to what precision an observation
could determine that an inspiral is an inspiral into a Kerr black hole and how well observations
can distinguish different types of deviation from Kerr, e.g., an exotic central object from a naked
singularity from a Kerr black hole with external matter.
2.7 Appendix: Chaotic Motion in Newtonian Gravity
The classic example from astrophysics of a system that exhibits chaos in classical (Newtonian) gravity
is the two dimensional He´non-Heiles potential V (r, θ) = r2/2 + r3 sin(3θ)/3 (see [28] for example).
Gue´ron and Letelier [16] also found chaos in the Paczyn´ki-Witta potential (Φ =M/(r − rS), where
rS = 2M is the Schwarzschild radius) with a dipolar perturbation. Neither of these spacetimes is
reflection symmetric, so for a better analogy to the relativistic spacetimes considered in this paper,
we examine the Newtonian quadrupole-octupole potential






















Here, M , M2 and M4 denote the monopole (mass), quadrupole and octupole multipole moments
of the potential. Stationarity and axisymmetry ensure that energy E and angular momentum

















E2 − 1)− L2z
2ρ2
− Φ(ρ, z) (2.18)
where we have replaced the standard Newtonian energy by the relativistic expression (E2 − 1)/2
for consistency with (2.8). The equation of motion in this potential takes the usual form d2r/dt2 =
−∇Φ. If we take the multipole moments to have the values M2 = 2M3 and M4 = 10M5, and
choose the angular momentum to be Lz = 1.7M , we find that for a range of values of the energy
E, bound orbits occur quite close to the origin. For sufficiently large values of E, there is a single
allowed region for motion (defined by Veff ≥ 0). Orbits in that regime appear to be regular, and show
closed Poincare´ maps. If the energy is reduced, the allowed region eventually splits into two separate
regions, one bounded away from r = 0, and one connected to r = 0. Orbits in the outermost region
after this transition exhibit ergodic behavior. In Figure 2.20 we show four plots. Two of these plots
are for an orbit with E = 0.82, which exhibit regular behavior. The other two are for E = 0.81
and exhibit ergodic behavior. We choose the initial conditions of both orbits to be ρ˙ = 0 = z and
















































Figure 2.20: Example of onset of chaos in the Newtonian quadrupole-octupole potential (2.17). All
plots are for orbits which start with ρ˙ = 0 = z, ρ/M = 3 and have specific angular momentum
Lz = 1.7M . The left hand panels are for energy E = 0.82, while the right hand panels have
energy E = 0.81. The top two plots show zeros of the effective potential, Veff = 0, as defined by
equation (2.18), and the paths followed by the orbits in the (ρ, z) plane. The bottom two plots are
Poincare´ maps for crossings of the z = 0 plane in each case.
the orbit in the (ρ, z) plane, and the boundary of the allowed region of motion (defined by Veff = 0).
The lower panels show Poincare´ maps for the two orbits. The ergodicity of the orbit with E = 0.81
is quite evident from the Poincare´ map. We also find that this orbit fills up the entire allowed range
of ρ and z. By contrast, the regular orbit with E = 0.82 explores only a narrow torus in space.
A thorough examination of when ergodicity appears in this potential, as a function of energy,
angular momentum and the multipole moments M2 and M4 is peripheral to the focus of this paper.
However, the results presented here provide a Newtonian example to which we can compare the
relativistic results of Section 2.3.
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2.8 Appendix: Weak Field Precessions
2.8.1 Relativistic Precession
In Boyer-Lindquist coordinates, the energy, angular momentum and rest-mass conservation equa-
tions (2.8)–(2.8) for geodesic motion in the Kerr metric can be used to derive the equation of motion














E(r2 + a2)− aLz
)2 −∆ (r2 + (Lz − aE)2 + L2z cos2 θ + a2 cos2 θ(1− E2))
2
(
E((r2 + a2)2/∆− a2 sin2 θ)− 2MaLzr/∆
)2 (2.19)
where ∆ = r2 − 2Mr + a2, and a = Mχ. The prograde equatorial circular orbit at radius r has
energy and angular momentum
E =
1− 2v2 + av3/M√
1− 3v2 + 2av3/M (2.20)
Lz = rv
1− 2av3/M + a2v4/M2√
1− 3v2 + 2av3/M (2.21)











The epicyclic frequencies for radial and vertical perturbations of the orbit are given by the second
derivatives of the right hand side of equation (2.19) with respect to r and θ (the right hand side of
Eq. (2.19) is the effective potential for the Kerr spacetime). To obtain the form of these frequencies
in the weak field, we wish to expand in 1/r. With some manipulation and keeping terms up to r−5























+ · · · (2.24)
where we use Ωρ, Ωz to denote the radial and vertical epicyclic frequencies to be consistent with
the results earlier in the paper. With further manipulation, expressions for the precessions, pX , as
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a function of the orbital frequency, Ωφ, may be derived
pρ = 3 (MΩφ)
2
















2 + · · · (2.25)
pz = 2χ (MΩφ)− 32χ
2 (MΩφ)
4
3 + 8χ2 (MΩφ)
2 + · · · (2.26)
Results for retrograde orbits may be obtained by the substitutions χ → −χ, Ωφ → −Ωφ and
Lz → −Lz in the above expressions (NB Ωφ < 0 for retrograde orbits, so −Ωφ is equivalent to |Ωφ|).
2.8.2 Precession due to a Quadrupole Moment
















x2 + y2 + z2 is the distance from the origin, z is the vertical coordinate and we will use
ρ =
√
x2 + y2 to denote the cylindrical polar radial coordinate. The radial equation of motion in
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The lowest order form of these expressions was also given in Collins and Hughes [11], although they
expressed the precession in terms of a radial coordinate, rather than the observable Ωφ. We also use
a slightly different definition for the quadrupole moment Q so that it is consistent with Q = −χ2M3
for the Kerr metric. As we would expect, the leading-order terms in these expressions agree with
the leading order terms in χ2 in the Kerr expressions.
Combining this result with Eq. (2.26), we obtain the weak field precessions for the Manko-Novikov
solution with spin parameter χ and excess quadrupole moment q
pρ = 3 (MΩφ)
2
3 − 4χ (MΩφ) + 32
(











135 + 67χ2 + 39q
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(MΩφ)
2 + · · ·








8χ2 − 3q) (MΩφ)2 + · · · . (2.32)
In the above, the lowest order term that is omitted is the order at which the excess current quadrupole
moment would first contribute. This result is also given in Ryan [2], although he quotes an expression
for Ω˜ρ/Ωφ, where Ω˜ρ is equal to Ωφ − Ωρ. Our result is consistent with his once this is taken into
account. We note that some of the terms in expression (2.32) come from relativistic corrections to
the effect of the quadrupole moment. These cannot be derived using only the results quoted in this
appendix, but are given in Ryan’s paper [2].
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Chapter 3
A Generalization of Ryan’s Theorem:
Probing Tidal Coupling with
Gravitational Waves from Nearly
Circular, Nearly Equatorial,
Extreme-Mass-Ratio Inspirals
Extreme-mass-ratio inspirals (EMRIs) and intermediate-mass-ratio inspirals
(IMRIs)—binaries in which a stellar-mass object spirals into a massive black hole
or other massive, compact body—are important sources of gravitational waves
for LISA and LIGO, respectively. Thorne has speculated that the waves from
EMRIs and IMRIs encode, in principle, all the details of (i) the central body’s
spacetime geometry (metric), (ii) the tidal coupling (energy and angular mo-
mentum exchange) between the central body and orbiting object, and (iii) the
evolving orbital elements. Fintan Ryan has given a first partial proof that this
speculation is correct: Restricting himself to nearly circular, nearly equatorial
orbits and ignoring tidal coupling, Ryan proved that the central body’s metric
is encoded in the waves. In this paper we generalize Ryan’s theorem. Retaining
Ryan’s restriction to nearly circular and nearly equatorial orbits, and dropping
the assumption of no tidal coupling, we prove that Thorne’s conjecture is nearly
fully correct: the waves encode not only the central body’s metric but also the
evolving orbital elements and (in a sense slightly different from Thorne’s conjec-
ture) the evolving tidal coupling.
Originally published as C. Li and G. Lovelace, Phys. Rev. D 77, 064022 (2008).
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3.1 Introduction and Summary
The LIGO-GEO-VIRGO-TAMA network of broadband ground-based laser interferometers, aimed at
detecting gravitational waves in the high-frequency band 10–104 Hz, is already operating at or near
its initial design sensitivities. In the next decade, LISA (the Laser Interferometer Space Antenna)
will open up the low-frequency gravitational-wave window (10−4–0.1 Hz).
Among the most important sources of gravitational waves for LISA are extreme-mass-ratio inspi-
rals (EMRIs), which are systems in which a small object (with mass µ ∼M¯) orbits a supermassive
black hole or other central body (boson star [1, 2] or soliton star [3] or naked singularity) with mass
M ∼ 106M¯. Recently, Brown and collaborators [4] have estimated that advanced detectors in
LIGO (the Laser Interferometric Gravitational-Wave Observatory) may detect up to ∼ 10−30 yr−1
intermediate mass ratio inspirals (IMRIs), which are analogous to EMRIs but have less massive
central bodies (masses M in the range of ∼ 102to104M¯).
Thorne has conjectured1 that the waves from an EMRI or IMRI contain, encoded in themselves
(at least in principle): (i) the spacetime geometry (metric) of the massive central body, (ii) the tidal
coupling (evolving rate of energy and angular momentum exchange) between the orbiting object and
the central body, and (iii) the evolving orbital elements. This conjecture (which has been partially
proved; see below) has motivated placing EMRIs high on LISA’s list of target sources [8], and has
motivated research to: (a) prove Thorne’s conjecture with the widest generality possible, or, if it
is false, determine what information actually is encoded in the EMRI and IMRI waves [4, 9]; (b)
develop data analysis techniques for searching for EMRI and IMRI waves in LISA [10, 11] and
LIGO [12] data; (c) scope out the accuracy with which LISA and LIGO can extract the encoded
information from EMRI and IMRI waves (and if the central body appears to be a black hole, the
accuracy with which its properties agree with those of a hole) [13, 14]; and (d) develop data analysis
techniques for extracting the waves’ information [15].
Fintan Ryan [6] has proved a theorem that is an important step toward verifying Thorne’s con-
jecture. Specifically, he has proved that it is possible in principle to recover the full spacetime geom-
etry from EMRI waves under the following assumptions: (i) the central body is general-relativistic,
stationary, axisymmetric, reflection-symmetric, and asymptotically flat (SARSAF), (ii) the small
object travels on a nearly circular and nearly equatorial orbit, and (iii) there is no tidal coupling.
Moreover, Ryan has shown that the multipole moments that determine the spacetime geometry
are redundantly encoded in the gravitational waves and can be extracted using either of the two
1Thorne’s conjecture has grown over time. Originally, in the early 1990s, he conjectured (or, more precisely,
asserted!) that the waves encode “a portion” of the spacetime geometry (e.g., p. 326 of [5]). By 1994, when Fintan
Ryan proved his theorem, Thorne was arguing that the entire spacetime geometry would be encoded (see, e.g., the
introduction to Ryan’s paper [6]). In 2002, when thinking about how LISA might test the laws of black hole physics,
Thorne realized that the tidal coupling might also be encoded along with the central body’s spacetime geometry; see
Ref. [7]. Only recently, when advising the authors about their research, did Thorne realize that the evolving orbital
elements might also be extractable (private communication).
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precession frequencies (about a circular orbit and about the equatorial plane) or the waves’ phase
evolution.
The purpose of this paper is to generalize Ryan’s theorem. We retain assumptions (i) and
(ii) (SARSAF spacetime and nearly circular, nearly equatorial orbit) but relax assumption (iii) by
allowing for a small amount of tidal coupling. We show that in this case, Thorne’s conjecture is
nearly correct: the waves encode not only the central body’s metric but also the evolving orbital
elements and (in a sense slightly different from Thorne’s conjecture) the evolving tidal coupling.
(Assumption (ii), that the orbit is nearly circular and nearly equatorial, is relaxed in a companion
paper by Li [9]).
Motivated by the result of Fang and Lovelace [16] that the only unambiguous part of the tidal
coupling is the time-dependent, dissipative portion (at least when the central body is a non-spinning
black hole and the orbit is large and circular), we characterize the tidal coupling by the rates of
energy and angular momentum exchange between the central body and the orbiting object, E˙body
and L˙body. (Throughout this paper, a dot means derivative with respect to the coordinate time t,
which is the time measured by an inertial observer in the asymptotically flat region of the spacetime.)
Actually, we only need to consider E˙body, because once it is known, L˙body can be deduced from the
standard energy-angular momentum relation for circular orbits and their influence on waves and
tides, E˙ = ΩorbitL˙. (Here Ωorbit is the orbital angular velocity, which is the same as the waves’
observed primary angular frequency aside from a factor 2.)
This paper is organized as follows: In Sec. 3.2, we begin by noting that, when there is a small
amount of tidal coupling (as we assume), then the redundancy in Ryan’s analysis is broken. One
can still use Ryan’s algorithm for the precession frequencies to recover the central body’s spacetime
geometry. Then, by making use of the observed (time-independent) spacetime geometry and the
measured, evolving amplitudes associated with the precession frequencies, one can also recover from
the EMRI waves the evolving orbital parameters. Having relied on non-dissipative aspects of the
waves to deduce the spacetime geometry and orbit, one can then—as we show in Sec. 3.3—use the
waves’ dissipation-induced phase evolution to deduce the tidal coupling.
In our somewhat delicate discussion of deducing the tidal coupling (Sec. 3.3), we begin by noting
that the sum of the power radiated to infinity and the power fed into the central body via tidal
coupling, E˙total = E˙∞+ E˙body is equal to the power lost from the orbit, which can be deduced from
the waves’ observed phase evolution. The central body influences this observed E˙total in two ways:
(i) by generating a nonzero E˙body, the quantity that interests us, and (ii) by very slightly altering
E˙∞. To help quantify these two body influences, in Sec. 3.3.2 we show how one can deduce, from
the observations, the rate E˙∞NBI that energy would be radiated to infinity if there were no body
influences. The difference between the measured E˙total and the deduced E˙∞NBI is the influence
of the body’s structure on the total energy loss from the orbit, E˙total,BI ≡ E˙total − E˙∞NBI. This
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measured/deduced body influence on the total energy loss consists of two tiny pieces: the power that
actually goes into the body via tidal coupling, E˙body, and the body’s tiny influence on the power
radiated to infinity, E˙∞BI ≡ E˙∞ − E˙∞NBI:
E˙total,BI ≡ E˙∞BI + E˙body . (3.1)
In principle (as described above), from the observational data plus general-relativity theory we
know the body’s influence on the total energy loss E˙total,BI with complete precision. This is not
quite what Thorne conjectured, but it is close, and it is the only complete-precision statement we
have been able to make about measuring the influence of tidal coupling.
Thorne conjectured we could deduce E˙body from the observed waves. This, in fact appears not to
be possible (in principle) with complete precision. However, we argue in Sec. 3.3.3 and the appendix
that, if the central body is highly compact, then the unknown E˙∞BI will be smaller than E˙body by
∼ vn ¿ 1, where v is the orbital velocity and n is some high power; and we show that, when the
body’s external metric is that of Schwarzschild or Kerr, then n = 5. As a result, aside from a very
small O(vn) uncertainty due to the influence of the body on the energy radiated to infinity, the tidal
coupling power E˙body is equal to the known influence of the body on the total energy loss E˙total,BI.
A brief conclusion is made in Sec. 3.4.
3.2 Extracting the Spacetime Geometry and Orbital Ele-
ments
Aside from allowing tidal coupling, we treat the same class of EMRIs as did Ryan:
First, we assume the central body’s exterior spacetime is a vacuum, stationary, axisymmetric,
reflection symmetric, and and asymptotic flat (SARSAF) solution of Einstein’s equations. The
exterior spacetime metric can be written as (e.g., Eq. (7.1.22) of Ref. [17])
ds2 = −F (dt− ωdφ)2 + 1
F
[e2γ(dρ2 + dz2) + ρ2dφ2], (3.2)
where F, ω and γ are functions of ρ and |z|. In SARSAF spacetimes, there is a one to one correspon-
dence between the spacetime metric and a series of scalar multipole moments (M2i, S2i+1), i =
0, 1, . . . [18, 19]. Here M0 ≡ M is the mass of the central body, S1 is its spin, M2 is its mass
quadrupole moment, etc. To extract the geometry of the spacetime surrounding the central body,
it is sufficient to extract the multipole moments {M`, S`} [6].
Second, we let a small object with mass µ¿M move about the central body in a nearly circular,
nearly equatorial orbit.
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For precisely circular, equatorial, geodesic motion, the waves obviously have a single fundamental
frequency Ωφ that is associated with the circular motion φ = Ωφt. When the geodesic orbit is
slightly nonradial, it is easy to show that its radius ρ undergoes periodic motion with some angular
frequency Ωρ; and when slightly nonequatorial, its vertical coordinate z undergoes periodic motion
with another angular frequency Ωz. These geodesic motions give rise to gravitational waves that are
triperiodic: a discrete spectrum with frequencies equal to Ωφ, Ωρ, Ωz, and their sums and differences
(see Ref. [9] for a proof, patterned after the proof by Drasco and Hughes [20] for the Kerr metric).
The frequency difference Ωρ − Ωφ shows up as an orbital periapsis precession, and Ωz − Ωφ as an
orbital plane precession; these precessions produce corresponding modulations of the gravitational
waveforms.
In our case, the orbits are not geodesics; they evolve due to gravitational radiation reaction.
Because of the extreme mass ratio, the radiation reaction can be described by the adiabatic approx-
imation. In this approximation, on the timescale of an orbital period, the small object moves very
nearly along a geodesic of the central body’s gravitational field. On a timescale much larger than
the orbital period, the object moves from one geodesic to another as it loses energy and angular
momentum to gravitational radiation. It follows that the three frequencies {Ωφ(t),Ωρ(t),Ωz(t)} each
evolve with time on the radiation reaction timescale which is much longer than the orbital periods.
In principle, a large amount of information can be encoded in the time evolution of the waves’
three fundamental frequencies {Ωφ(t),Ωρ(t),Ωz(t)} and the complex amplitudes (amplitudes and
phases) of the various spectral components. The largest amplitudes are likely to be those for the
second harmonic of Ωφ and for the two precessions, h2Ωφ(t), hΩρ−Ωφ(t), and hΩρ−Ωz (t). We shall
call these the primary-frequency component, and the precessional components of the waves. To
simplify our prose, we shall refer to Ωρ and Ωz as the “precession frequencies” even though the
actual frequencies of precession are Ωρ − Ωφ and Ωz − Ωφ.
Thorne’s conjecture can be expressed mathematically as the claim that these time evolving
frequencies and amplitudes encode fully and separably,
1. the values of all the central body’s multipole moments {M`, S`},
2. the rates E˙body and L˙body at which the orbiting object’s tidal pull deposits energy and angular
momentum into the central body, and
3. the time-evolving orbital elements, i.e., the orbit’s semi-latus rectum p(t), eccentricity e(t) and
inclination angle ι(t).
Ryan’s theorem [6] states that if there is no tidal coupling, then all the SARSAF moments
{M2i, S2i+1} are encoded in the time evolving frequencies fully, separably, and redundantly. Ryan
did not explicitly address the encoding of the three orbital elements p(t), e(t) and ι(t). However,
their encoding is an almost trivial extension of his analysis:
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Specifically, Ryan noticed that the three fundamental frequencies are independent of e and ι to
first order in these small quantities, i.e., they are functions solely of the moments and the semi-latus
rectum p. One can eliminate p by regarding the precession frequencies Ωz and Ωρ as functions of
the moments and Ωφ, or equivalently as functions of the moments and the Post-Newtonian (PN)
expansion parameter v ≡ (MΩφ)1/3 ' (orbital velocity). Expanding Ωz(v;S`,M`) and Ωρ(v;S`,M`)
in powers of v, Ryan found the following pattern of coefficients (with each moment first appearing






















v4 + · · · . (3.3)
This result leads to Ryan’s algorithm for extracting information. First, from the waves’ observed
time-evolving precession frequencies and time-evolving primary frequency, one can deduce the func-
tions Ωz,ρ(Ωφ) and thence Ωz,ρ(v); second, expanding in powers of v, one can then read out the
multipole moments {M`, S`} from either Ωz(v) or Ωρ(v).
We almost trivially augment onto Ryan’s algorithm the following steps for extracting the time-
evolving orbital elements: Third, knowing the moments and thence the metric, one can use the
geodesic equation to deduce p(t) from Ωφ(t). Fourth, one can use wave-generation theory and
knowledge of the metric to deduce e(t) and ι(t) from the amplitudes hΩρ−Ωφ and hΩz−Ωφ of the
wave modulations due to periapse precession and orbital plane precession.
3.3 Probing Tidal Coupling
We now drop Ryan’s restriction of no tidal coupling. This does not alter Eqs. (3.3) for Ωρ and Ωz
as functions of v, i.e. of the orbital frequency Ωφ, since all three frequencies only depend on the
geodesic motion and hence only depend on the multipole moments {M`, S`}. On the other hand,
the evolution of the frequencies, as functions of time, will depend on the tidal coupling.
More generally, we can divide the physical quantities of our analysis into two categories: (i)
“static”: those quantities related to the geodesic motion of the orbiting object, and (ii) “dynamic”:
those quantities related to the inspiral of the object (i.e., to the evolving rate at which the object
moves from geodesic to geodesic). All static quantities are independent of tidal coupling and all
dynamic quantities depend on it.
This suggests that Ryan’s analysis can be extended to include tidal coupling. First, the static
quantities can be used to deduce the the central body’s multipole moments, just as in Ryan’s
original argument as sketched above. Then, the dynamic quantities, combined with knowledge of
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the spacetime metric, can be used to extract tidal-coupling information. This extension is discussed
in the following subsections.
3.3.1 The Phase Evolution When Tidal Coupling is Neglected
Following Ryan, we characterize the phase evolution of EMRI waves by the number of primary-
frequency cycles of waves per logarithmic frequency interval, as a function of the primary waves’







This phase evolution ∆N(f) can be measured by gravitational-wave detectors with high precision.
If there is no tidal coupling and no other influence of the structure of the central body on the
waves, as Ryan assumed, then it is possible to read off the multipole moments (and also the small










































Here “NBI” stands for no body influence and “TNILM” stands for terms nonlinear in lower moments.
(Recall that v = (MΩφ)1/3 = (piMf)1/3.) So long as tidal coupling is negligible, then, the spacetime
multipole moments can be determined redundantly from either ∆N(f) (Eq. (3.5)) or the periapse
precession frequency Ωρ(Ωφ) or the orbital-plane precession frequency Ωz(Ωφ) (Eqs. (3.3)).
3.3.2 Tidal Coupling and the Phase Evolution
When tidal coupling effects are included, the redundancy is broken. The multipole moments {M`, S`}
can still (Eq. (3.3)) be determined from Ωρ,z(Ωφ), while (as the following discussion shows), the tidal
coupling can be determined from {M`, S`} and ∆N(f).
As a preliminary to discussing this, we explain why it is sufficient, in analyzing tidal coupling, to
focus on energy exchange between the orbit, the body and the waves, and ignore angular momentum
exchange. Since the body is in a (nearly) circular, geodesic orbit, changes in its orbital energy and
2The mass of the small object can be determined from ∆N(f) even when there is tidal coupling. The leading-PN-
order part of the energy flux (equivalently, the leading-PN-order part of ∆N(f)) is independent of tidal coupling. One
can thus equate the leading-PN-order parts of ∆N(f) and ∆NNBI (Eq. (3.5)). After inserting the mass M (obtained
from one of the precession frequencies), one can solve for µ. The precession frequencies, in contrast, are independent
of µ (Eqs. (3.3)).
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angular momentum are related by
E˙orbit = Ωφ L˙orbit, (3.6a)
aside from second-order corrections due to the slight orbital ellipticity and inclination angle. Our
entire analysis is restricted to first-order corrections, so those second-order corrections are negligible.
Similarly, since the energy and angular momentum radiated to infinity are carried by the primary
waves, with angular frequency ω = 2pif = 2Ωφ (aside from negligible contributions from the pre-
cessions, which are second order in the ellipticity and inclination), each graviton carries an energy
~ω = 2~Ωφ and an angular momentum 2~ (with this last 2 being the graviton spin). Therefore, the
energy and angular momentum radiated to infinity are related by
E˙∞ = Ωφ L˙∞. (3.6b)
Conservation of energy and of angular momentum, together with Eqs. (3.6a) and (3.6b), then imply
that
E˙body = Ωφ L˙body, (3.6c)
for the energy and angular momentum deposited in the body by tidal coupling. Equations (3.6)
imply that, once we understand, observationally, the energy exchange, an understanding of the
angular momentum exchange will follow immediately.
Now turn to the influence of the body’s internal structure on the observed energy exchange.
The total rate that energy is lost from the orbit (which then goes to infinity and the body) is
related to the phase evolution ∆N(f) by









The phase evolution ∆N and the primary frequency f are known from observation, and, after using
the precession frequencies to compute the spacetime metric (Sec. 3.2), it is possible to compute
dEorbit/df via the geodesic equation3To do this, first insert the multipole moments {M`, S`} into
the geodesic equation. Then, solve the geodesic equation for the family of circular, equatorial orbits
about the central body. Each orbit i will have a particular value of energy Eorbit,i and frequency
fi; this one-to-one mapping between Eorbit and f can then be used to compute dEorbit/df . Thus
everything on the right-hand side of Eq. (3.7) can be determined from observed quantities, which
means that E˙total is measurable.
3.
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Another measurable quantity, we claim, is the rate that energy would be lost from the orbit if
the body’s structure had no influence. This quantity is [by analogy with Eq. (3.7)]





Knowing the moments as a function of frequency from measurements of the precessions, ∆NNBI
can be computed from the moments via Ryan’s phasing relation,4 (3.5) and, as we have seen,
dEorbit/df can also be computed from the observations; so E˙total,NBI is, indeed, observable, as
claimed. Therefore the influence of the body’s structure on the orbit’s total energy loss
E˙total,BI = E˙total − E˙total,NBI (3.9)
is also observable.
This body influence on the total energy loss consists of two parts: the energy that goes into the
body via tidal coupling, E˙body, and a tiny body-influenced modification of the rate that the waves
carry energy to infinity
E˙total,BI = E˙body + E˙∞BI , (3.10)
where
E˙∞BI = E˙∞ − E˙total,NBI . (3.11)
Thorne conjectured that the energy exchange due to tidal coupling, E˙body, would be observable.
We doubt very much that it is, since in general we see no way to determine the relative contributions
of E˙body and E˙∞BI to the observed total body influence E˙total,BI. The best one can do, in general, in
validating Thorne’s conjecture, is to extract the central body’s total influence on the orbital energy
loss, E˙total,BI. However, in the special case of a body that is exceedingly compact, we can do better,
as we shall explain in the next subsection.
3.3.3 The Dependence of E˙∞ on the Central Body’s Internal Structure
Consider a central body sufficiently compact that gravity near its surface blueshifts the orbiting
object’s tidal field, making it appear like ingoing gravitational waves as seen by stationary observers.
This is the case, for example, when the central body is a black hole. Then, we claim, the ratio
4Ryan calculates the phasing relation to 2PN order (i.e., to O(v4) past leading order). By extending Ryan’s
calculation to higher post-Newtonian orders, the terms omitted from Eq. (3.5) can be written explicitly.
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E˙∞BI/E˙body is very small:
E˙∞BI
E˙body
∼ vn ¿ 1 , (3.12)
where n is a large number, very likely 5. For LISA, almost all of the wave cycles used in extracting
information from the waves will be from radii where v . 0.5 so v5 . 0.03. For example, for a Kerr
black hole, if the spin parameter is a/M . 0.5, then at the innermost stable circular orbit, v . 0.5.
Consequently, almost all of the measured E˙total,BI will go into the body itself via tidal coupling, so
E˙body will be measured to good accuracy.
To understand our claim that E˙∞BI/E˙body ∼ vn for some large n, consider a central body whose
external metric is that of a Kerr black hole. In this case, one can use the Teukolsky formalism
[21] (first-order perturbation theory in the mass ratio µ/M) to compute the energies radiated to
infinity and tidally coupled into the central body. We have carried out that Teukolsky analysis for
general a/M and present the details for the special case a = 0 in the appendix. Here we explain the
underlying physics. We begin with some preliminaries:
We need only consider the primary-frequency waves, f = Ωφ/pi, since they account for all the
energy loss and transfer, up to corrections second order in the eccentricity e and inclination angle
ι. This means, correspondingly, that we can restrict ourselves to a precisely circular and equatorial
orbit. The waves and tidal coupling then have predominantly spheroidal harmonic order ` = m = 2
and frequency f (angular frequency ω = 2pif = 2Ωφ). Since we only want to know, to within factors
of order unity, the ratio E˙∞BI/E˙body, it will be sufficient to restrict ourselves to these dominant
` = m = 2, ω = 2Ωφ perturbations.
In the Teukolsky formalism, these perturbations are embodied in a radial “wave function” that
can be normalized in a variety of different ways. The usual normalization, based on the Newman-
Penrose field ψ4, is bad for physical insight because it treats outgoing waves and ingoing waves
quite differently; see the appendix. One normalization that treats them on the same footing sets the
radial wave function equal to that of the tidal gravitational field (“electric-type” components of the
Weyl or Riemann curvature tensor) measured by “zero-angular-momentum” observers, ZAMOs (a
family of observers, each of whom resides at fixed radius r and polar angle θ). We shall denote that
tidal field (with e−iωt × (spheroidal harmonic) factored out so the field is complex, not real) by E .
Another, closely related normalization for the radial wave function sets its modulus squared equal
to the rate of flow of energy. We shall denote this choice by Ψ. At large radii, E ∼ (h¨+ + ih¨×) =
ω2(h+ + ih×), where h+ and h× are the dimensionless gravitational wave fields; so the radiated
energy is E˙∞ ∼ r2|h˙+ + ih˙×|2 ∼ (r/ω)2E2∞, which tells us that Ψ∞ ∼ (r/ω)E∞. Near the body’s
surface (i.e., near where the horizon would be if the body were a Kerr black hole), the energy flux











Figure 3.1: The renormalized tidal gravitational fields Ψ produced near a central body’s surface and
at large radii by the orbiting object, when the central body has the same exterior metric as a Kerr
black hole.
radius. (The ZAMOs’ divergently large outward speed, relative to infalling observers, causes them to
see a divergently large tidal field; the factor α2 corrects for that divergence; see, e.g., the discussion
in Sec. VI.C.2 of [22].) Thus, in order to ensure that the power flow is the square of the renormalized
radial wave function,
E˙ ∼ |Ψ|2 , (3.13)
we must renormalize the ZAMO-measured tidal field E by
Ψ ∼ (r/ω)E at r →∞ ,
Ψ ∼ (α2r/ω)E near body . (3.14)
With these preliminaries finished, we can give our physical argument for Eq. (3.12) in terms of
the radial wave function Ψ. Our argument relies on Fig. 3.1.
If the central body is a Kerr black hole, then the boundary condition on Ψ at its surface (the
horizon) is purely downgoing waves, and at infinity, purely outgoing waves. The ratio of down-
going power at the horizon to outgoing power at infinity has the standard Kerr values [23][24]:
E˙body/E˙∞NBI ∼ v8 if the hole’s spin angular velocity ΩH is much less than the orbital angular ve-
locity Ωφ; and E˙body/E˙∞NBI ∼ v5 if ΩH À Ωφ. (Here we have used the no-body-influence notation
E˙∞NBI for the outgoing power because a central black hole’s internal structure is unable to influence
the waves radiated to infinity.) Correspondingly, by virtue of Eq. (3.13), the ratio of the downgoing






 ΩH ¿ ΩφΩH À Ωφ
 . (3.15)
This suppression of the downgoing field relative to the outgoing is due, mathematically, to a reflective
effective potential in the wave equation that Ψ satisfies (Fig. 3.1). Physically, it is due to coupling
of the field Ψ to the central body’s spacetime curvature.
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Now suppose the central body is not a black hole, but some other object so compact that
its surface is well beneath the peak of the effective potential. This mathematical assumption is
equivalent to our physical assumption that the ZAMOs see the downgoing field Ψ↓ so strongly blue
shifted by the central body’s gravity that it looks like radiation. The only way, then, that the central
body can influence the energy radiated to infinity is to reflect a portion of this downgoing radiation
back upward. Mathematically, this corresponds to replacing the black hole’s downgoing boundary
condition by
Ψ↑ = Rψ↓, (3.16)
at some chosen radius just above the body’s surface. Here Ψ↓ and Ψ↑ are the downgoing and
upgoing components of Ψ; see Fig. 3.1. For simplicity, we shall assume that the amplitude reflection
coefficient R is small, |R| ¿ 1. Otherwise we would have to deal with a possible resonant buildup
of energy between the reflective central body and the reflective effective potential — though that
would not change our final answer (see, e.g., the more detailed analysis in the appendix).
The upgoing waves Ψ↑ have great difficulty getting through the effective potential. The fraction
of the upgoing power that gets transmitted through, successfully, is ∼ (Mω)6 if the hole rotates
slowly, and ∼ (Mω)5 if rapidly [Eq. (8.83) of [22] with ` = 2 and σ∞ = ω]. Since the fields Ψ are the







 ΩH ¿ ΩφΩH À Ωφ
 . (3.17)






 ΩH ¿ ΩφΩH À Ωφ
 . (3.18)
If these two complex outgoing fields are not precisely out of phase with each other (phase differ-
ence ±pi/2), then the outgoing power is |Ψ∞NBI + Ψ∞BI|2 ' |Ψ∞NBI|2 + 2< (Ψ∞NBIΨ∗∞BI), which






 ΩH ¿ ΩφΩH À Ωφ
 . (3.19)
In the unlikely case (which we shall ignore) that the two fields are precisely out of phase, the ratio
will be the square of this.
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By combining Eq. (3.19) with the square of Eq. (3.15), we obtain the ratio of the body-influence
power radiated to infinity over the tidal coupling power into the central body:
E˙∞BI/E˙body ∼ v5 (3.20)
independent of whether the body rotates slowly or rapidly. This is the claimed result.
If the central body’s external metric is not Kerr, then the first-order perturbation equations for
the orbiting body’s spacetime curvature will probably not be separable in {r, θ}, so the analysis
will be much more complex. Nevertheless the physical situation presumably is unchanged in this
sense: The body’s spacetime curvature will couple to the perturbation field in such a way as to resist
energy flow through the region between the body’s surface and the object’s orbit. Correspondingly,
the perturbation fields and power flows are very likely to behave in the same manner as for the Kerr
metric, with the same final result, E˙body/E˙∞BI ∼ vn with n very likely still 5 but possibly some
other number significantly larger than one.
If this is, indeed, the case, then for any sufficiently compact central body the power tidally
deposited into the body E˙body will be very nearly equal to E˙total,BI , which is measurable; and
therefore the tidal power will be measurable.
3.4 Conclusion
In this paper, we have extended Ryan’s analysis to show that in principle it is possible to recover
not only the spacetime geometry of the central body, but also the evolving orbital parameters of the
inspiraling object and the evolving tidal coupling between the small object and the central body.
Therefore, in principle we can obtain a full description of the SARSAF spacetime, the tidal coupling,
and the inspiral orbit from EMRI or IMRI waveforms. In practice, the method of extracting the
information is likely to be quite different from the algorithm we have presented here.
Further generalizations of Ryan’s theorem and development of practical methods to implement
it are topics of our ongoing research.
3.5 Appendix: an Explicit Derivation of Results in Section 3.3.3
3.5.1 Teukolsky Perturbation Formalism
In this subsection, we use the Teukolsky perturbation theory to justify our results in Sec. 3.3.3. We
first briefly review the standard Teukolsky perturbation formalism. Details can be found in, e.g.,
Ref. [25]. To shorten our expressions, in this appendix we restrict ourselves to a nonrotating central
body with external metric the same as a Schwarzschild black hole but with a finite reflectivity. The
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generalization to the Kerr metric is straightforward but with more cumbersome algebra. We have
carried it out, obtaining the same result as is found by the physical argument in the text.
In the Teukolsky formalism, people usually calculate the perturbation to a Newman-Penrose
quantity ψ4 that is related to the ZAMO-measured tidal field E by a linear transformation of the










where −2Ylm(θ, φ) are the spin-weighted spherical harmonics. The radial function Rωlm(r) satisfies









Rωlm(r) = Tωlm, (3.22)
where α2 = 1 − 2M/r is the lapse function for the Schwarzschild metric. The expressions for the
potential U(r) and the source Tωlm can be found in, e.g., Ref. [23], Eqs. (2.3), (A1).
In order to solve this equation, we construct two linearly independent solutions to the homoge-
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(3.23)





















where Tωlm(r) ≡ Tωlm(r)(r2−2Mr)−2. This solution has only outgoing waves at infinity and satisfies
the purely ingoing boundary condition: (Ref. [23], Eqs. (2.8) and (2.9))
Rωlm(r →∞) ∼ µω2ZINωlmr3eiωr
∗
,













(r2 − 2Mr)−2RIN,UPωlm (r)Tωlm(r)
]
. (3.26)
At infinity, where the spacetime is almost flat, ψ4 is directly related to the outgoing gravitational

















3.5.2 Inner Boundary Condition
The above purely ingoing boundary condition makes sense when the central body is a black hole
because we know everything is absorbed at the horizon of the black hole. If the central body is some
other kind of object, the only way it can influence the perturbation field Rωlm just above its surface
is by producing an outgoing-wave component via some effective reflectivity R. The result will be a
modified field
Rωlm(r → 2M) ∼ e−iωr∗ + (something)eiωr∗ . (3.29)
The “something” will be proportional to R, and it will also have a peculiar radial dependence
because ψ4 relies for its definition on an ingoing null tetrad and thereby treats ingoing and outgoing
waves in very different manners.
3.5.3 Chandrasekhar Transform
To learn what the “something” should be, we can transform to a new radial wave function that treats
ingoing and outgoing waves on the same footing. Two such functions were introduced and used in
Sec. 3.3.3: the ZAMO-measured tidal field E and a field Ψ whose modulus squared is the power flow,
for both outgoing and ingoing waves. Those choices are good for the physical, order-of-magnitude
arguments, but at general radii r they not related in any simple way to ψ4. A choice that is simply
related to ψ4 is the Regge-Wheeler function X, and we shall use it here.
The radial wave function R for the Newman-Penrose ψ4 is related to the Regge-Wheeler function
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Cω is a second order differential operator, and X
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Xωlm(r) = 0, (3.32)
where








The asymptotic expressions for XIN,UPωlm are (Ref. [23], Eq. (2.7))
XINωlm →
 e
−iωr∗ , r → 2M,
Ainωlme
−iωr∗ +Aoutωlme







iωr∗ , r → 2M,
eiωr
∗
, r → +∞,
Here we note that by the conservation of the Wronskian, it is straightforward to show that Bin,out =
Ain,out.
3.5.4 E˙∞ with a Reflective Inner Boundary Condition
Because the Regge-Wheeler function treats outgoing and ingoing waves on the same footing, the
desired, reflective inner boundary condition for it takes the simple form
X˜INωlm(r → 2M) ∼ e−iωr
∗
+Reiωr∗ . (3.35)
Here X˜INωlm is a new homogeneous solution of the Regge-Wheeler equation.
This new homogeneous solution is a superposition of both ingoing and outgoing waves at the
horizon. It is shown in Ref. [26] that because the Regge-Wheeler function treats outgoing and
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ingoing waves in the same manner, |R|2 has the physical meaning of the energy flux reflectivity, i.e.,
the ratio between outgoing and ingoing energy flux at the horizon.
The homogeneous solution (3.35), which satisfies the new inner boundary condition can be con-














After doing an inverse Chandrasekhar transform, we obtain the corresponding homogeneous









Now we can replace RIN by R˜IN in Eq. (3.25) to obtain the solution R˜ωlm(r), which satisfies the
inhomogeneous Teukolsky equation with upgoing and downgoing waves at the horizon and purely









From these new Z˜INωlm the calculation of the luminosity at infinity is straightforward.
In Ref. [23] Poisson and Sasaki have already worked out all the relevant formulae, so we only
give the results. For the original expressions in Ref. [23], please refer to Eq. (3.25) for Ain, Aout,
Eq. (A7) for χIN, χUP, Eqs. (5.4), (5.6), (5.11), (5.12) for ZINωlm, Z
UP
ωlm.






where v is the same PN expansion parameter as that in Sec. 3.3.3. Unless the reflection coefficient

























where β1 is defined in Eq. (3.37).
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Chapter 4
Mapping Spacetime with Gravitational
Waves from EMRIs: Generalization of
Ryan’s Theorem to Eccentric, Nearly
Circular Orbits and to Generic Orbits
I consider the gravitational waves emitted by an EMRI, which consists of a small
object orbiting around a massive body whose gravitational field is a SARSAF
solution of the vacuum Einstein equations. The emitted gravitational waves de-
pend on the central body’s spacetime metric, which can be fully characterized
by two families of multipole moments Ml and Sl, and on the moon’s slowly
evolving geodesic orbital parameters. Using action-angle variable theory, the
KAM theorem in classical mechanics, and the results of numerical experiments,
I give strong evidence that the coordinates of these geodesics as functions of
the moon’s proper time τ can be expanded into discrete Fourier series with four
fundamental frequencies (Λρ,Λz,Λφ,Λt). I also use a Green’s function to show
that, as functions of time t far from the EMRI, the emitted gravitational wave-
forms can also be expanded into Fourier series with three fundamental frequencies
(Ωρ ≡ Λρ/Λt,Ωz ≡ Λz/Λt,Ωφ ≡ Λφ/Λt). The evolution of these three frequencies
and the evolution of the waveforms’ harmonic amplitudes contain rich informa-
tion about the metric of the central body and the orbital parameters of the moon.
In particular, (one variant of) Ryan’s Theorem [1] states that, for nearly circular,
nearly equatorial orbits, a sequence of snapshots of the frequencies contains the
full spacetime metric of the central body. In this paper I show that this is also
true when the orbit is arbitrarily eccentric but still nearly equatorial, and I give
an algorithm for extracting the map in this case — one that might, in fact, be
practical. I also sketch two different routes by which a generalization to generic
orbits might be achieved.
C. Li, paper in preparation.
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4.1 Introduction and Overview
We are in an era when a network of broadband ground-based laser interferometers [the Laser Interfer-
ometer Gravitational Wave Observatory (LIGO), VIRGO, GEO600, TAMA][2], aimed at detecting
high-frequency, astrophysical gravitational waves, has already operated for two years and is now
being upgraded; and plans for the space-based, low-frequency Laser Interferometer Space Antenna
(LISA) [3] are maturing. One of LISA’s high-profile goals is bothrodesy — the black-hole analog of
geodesy: use observed waveforms from extreme mass ratio inspirals (EMRIs) to measure the space-
time metric of a massive black hole orbited by a small object (“moon”), and compare the measured
metric with that of Kerr. Thorne [2, 4] has argued since the early 1990s that it should be possible to
extract details of the massive hole’s metric from its EMRI waves, and the author and colleagues have
recently shown that LIGO can likely also do so (though with far lower accuracy) using waves from
intermediate mass ratio inspirals, IMRIs [5]. LISA and LIGO can not only measure the spacetime
metrics of black holes, but can also search, via mapping, for other types of massive central bodies
(e.g., hypothesized boson or soliton stars and naked singularities). Even if no such bodies exist, a
search for them, will provide a way to place quantitative, high-precision observational limits on the
black-hole “no-hair” theorem, which says that a black holes’ spacetime metric is fully determined
by its mass and spin angular momentum.
Extracting high-precision maps of the spacetime metric from LISA’s EMRI waves is feasible
because of bothrodesy’s very high potential precision: in the last year of its inspiral, a stellar-mass
object orbiting a (say) 106M¯ black hole emits roughly 200,000 cycles of waves, with a very rich,
time-evolving harmonic and modulational structure. Because of the extreme mass ratio µ/M ∼ 10−6,
the inspiral is very slow and so the last year’s waves are all emitted from the intense-gravity regime
r . 8M near the black-hole horizon [6]. With so many cycles, such rich structure, and such intense
gravity, LISA is expected to have great power in exploring the spacetime metric.
Our confidence that this mapping is feasible is based largely on a theorem due to Fintan Ryan
[1] (and its generalization by the author and Geoffrey Lovelace [7]). This theorem says that (under
certain assumptions discussed below) the EMRI waves contain, encoded in themselves, the central
body’s full spacetime metric and full details of the evolving orbital parameters (and also details of
the dissipative tidal coupling between the orbiting moon and central body [7] — though that will be
irrelevant for the present paper). This theorem is also accomapnied by algorithms for extracting this
information from the observed waveforms [1, 7]. A generalization to a massive body with electric
charge and currents has been given by Sotiriou and Apostolatos [8].
Ryan’s theorem [1, 7] relies on the following idealizing assumptions:
(i) The compact, massive central body has a vacuum, external gravitational field, which is Sta-
tionary and Axisymmetric (otherwise it presumably would emit gravitational waves until its asym-
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metries disappear), and also Reflection Symmetric across the equatorial plane and Asymptotically
Flat (SARSAF). (In the unlikely case that it is nonrotating, a massive body’s intense self-gravity pre-
sumably will have driven it into a spherical and thus axisymmetric shape.) Xanthopolous and others
[9, 10] showed, in the 1970s, that there is a one-to-one correspondence between a SARSAF vacuum
solution of the Einstein field equations and two families of scalar multipole moments [11, 12, 13]: the
spacetime’s “mass moments” {M0,M2,M4,M6, ...} and its “current moments” {S1, S3, S5, S7, ...}.
Therefore, to map the spacetime metric, we only need to determine these multipole moments from
the observed gravitational waveforms.
(ii) The inspiraling moon is sufficiently compact and its mass is sufficiently small that the radi-
ation reaction timescale is much longer than its orbital period. (This is reasonable for LISA since
a mass ratio of µ/M ∼ 10−6 is expected, but less so for LIGO where µ/M ≈ 1/10 to 1/100.)
This assumption allows us to make the usual adiabatic approximation so that the moon moves on
geodesics of the central body and spirals from geodesic to geodesic on a timescale much longer than
one orbital period.
(iii) The moon’s orbit is nearly circular and nearly equatorial; i.e., it lies in the equatorial plane
and is circular, plus has small radial and vertical perturbations.
These three assumptions enabled Ryan to show [Ref. [1] Eqs.(18)–(19)] that the spacetime’s
multipole moments, and hence its metric, can be extracted from the observed frequencies of the
radial and vertical perturbations, expressed as functions of the slowly evolving fundamental orbital
frequency. Ryan accompanied this theorem with algorithms for extracting the moments and hence
the map of the body’s metric from the observed waveforms.
Remarkably, Ryan’s algorithms and his proof of his theorem did not require any substantial
details of gravitational-wave-generation theory. Lovelace and I have shown [7] that if one is willing
to invoke wave-generation theory, then from the time evolution of the waves’ phase (or, equally well
of their fundamental frequency), one can deduce full details of the dissipative tidal coupling between
the moon and the central body. We also showed how to extract the time evolution of the orbital
elements from the observed waveforms.
In this paper (Sec. 4.5), without using wave-generation theory I generalize Ryan’s theorem and
map-extracting algorithm to arbitrarily eccentric orbits. Unfortunately, my proof requires that the
orbit remain nearly equatorial, with small vertical perturbations. In Sec. 4.4, I give strong evidence
that, in order to relax my nearly equatorial assumption (in order to generalize Ryan to generic
orbits), it will be necessary to rely on substantial details of wave-generation theory.
In my algorithm and theorem, (like Ryan) I avoid wave-generation theory by using only observ-
ables related to gravitational-wave snapshots, which do not depend on the rate, as a function of
time, of the orbital inspiral and thus also do not depend on the dissipative tidal coupling between
the central body and the moon. In the adiabatic approximation, these snapshots are emitted by
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the moon when it is moving on a fixed geodesic. I work out the multiperiodic functional forms of
these snapshot waveforms explicitly in Sec.4.3. In Sec. 4.4 I discuss the extra dynamical evolution
information contained in the rate at which the orbit evolves from one snapshot to another (the rate
of orbital inspiral), and I discuss the crucial role that this extra information is likely to play in any
generalization of Ryan’s theorem to generic orbits.
In some realistic astrophysical situations, the orbits might have non-negligible eccentricity and
inclination angle (e.g., Ref. [14]). For such situations, a generalization to generic orbits is much
needed. However, when the massive central body has had a sufficiently dense accretion disk in the
equatorial plane for a sufficiently long time in the past, Miller [15] suggests that the inclination
angle might have been driven to near zero. Then we can apply the theorem of this paper and use
its algorithm (Sec. 4.5.5) to map the spacetime geometry.
Phinney [16] has given evidence that a large fraction of LISA’s EMRIs will have nearly circular
orbits (in the sense of Keplerian orbits). Hence a generalization of Ryan’s theorem to inclined, nearly
circular orbits (in the sense of general relativity) might be more interesting than my generalization
to eccentric, nearly equatorial orbits. If the central body is a black hole, then “near circularity”
is well defined independent of the orbit’s inclination to the equatorial plane; and for black holes,
Phinney’s evidence for near circularity is tied to a theorem that, under radiation reaction, eccentric
inclined orbits circularize, and circular orbits (orbits of constant Boyer-Lindquist radius r) evolve
into circular orbits. However, in a general SARSAF spacetime, for inclined orbits no such theorem
is known and there is no obvious well-defined meaning for circularity; so it is not at all obvious how
one would generalize Ryan’s theorem to inclined, nearly circular orbits.
This paper is arranged as follows. In Sec. 4.2, I discuss geodesics in a SARSAF spacetime. I
show that, if the Hamilton-Jacobi equation is completely separable (as is the case in some but not
all such spacetimes), then the geodesics are multi-periodic functions of the geodesic’s proper time
τ . When the Hamilton-Jacobi equation is not separable (or we do not know if it is separable), then
numerical integration of the geodesic equation [17] shows that the orbits are still multi-periodic, at
least in all SARSAF spacetimes that have been studied and for orbits that are not too extremely
small. This may be due to the KAM Theorem. These considerations provide strong evidence that
geodesic orbits are multi-periodic in SARSAF spacetimes, and the remainder of the paper presumes
this to be true. In Sec.4.3, I show that one can deduce the orbit’s fundamental frequencies from
gravitational-wave snapshots [Eq. (4.28)]. In Sec.4.4, I discuss some general issues related to the full
generalization of Ryan’s theorem (generalization to generic orbits). Most importantly, I show that
any such generalization must involve details of wave-generation theory in SARSAF spacetimes that
are not now in hand, and I suggest two routes by which the generic generalization might be carried
out: one involving snapshots of the complex amplitudes of the waves’ harmonics along with their
three frequencies; the other involving the time evolutions of the waves’ fundamental frequencies.
88
With all these preliminaries finished, in Sec. 4.5, I formulate and prove my generalization of
Ryan’s theorem for a moon that is in an eccentric but nearly equatorial orbit; and as the foundation
for this generalization, I derive an algorithm for extracting the map carried by the waves. The basic
idea underlying my proof and algorithm is as follows. For any generic multiperiodic geodesic orbit
in a fixed SARSAF spacetime, the waves’ three fundamental frequencies, Ωρ,Ωz and Ωφ [Eq. (4.28)]
depend on the three orbital parameters p, e, and ι and on the spacetime’s metric or multipole mo-
ments. However, when the orbit is nearly equatorial, the fundamental frequencies are not influenced
by the orbital inclination angle ι (at first order in ι). As a result, the evolution of the three frequen-
cies turns out to contain enough information to solve for the evolution of the two orbital elements
p, e on which they depend, plus the spacetime’s two families of multipole moments and thence its
metric.
In Sec. 4.6, I summarize the paper’s most important results.
This paper is a generalization of Ryan [1]; hence I use the same notations and geometric units
(G = c = 1) as he.
4.2 Geodesics in SARSAF Spacetimes
As a foundation for extracting spacetime information from gravitational waves, we must understand
some properties of an EMRI’s gravitational waves. Because of the extreme mass ratio µ/M ∼ 10−6,
the EMRI’s radiation reaction timescale is much longer than its orbital period, and correspondingly,
the gravitational waves can be well described by the adiabatic approximation. Specifically, we can
approximate the moon as moving along a geodesic of the central body. The moon’s gravitational
waves carry away orbital energy, causing the moon to spiral from one geodesic to another, with
the timescale for substantial changes being much longer than one orbital period. Consequently, the
emitted gravitational waves can be considered as a series of snapshots [18], with each corresponding
to one geodesic.
Obviously the snapshot waveforms depend on the details of the geodesics, so we need to know
some properties of the geodesics in SARSAF spacetimes before discussing wave generation. In this
section, I discuss the multi-periodic properties of geodesics [Eqs. (4.8), (4.10) and (4.17)–(4.19)].
4.2.1 SARSAF Spacetime
As our starting point, I spell out the coordinates and spacetime metric that will be used throughout
this paper.
I use so-called Weyl coordinates (ρ, z, φ, t), in which the stationary, axisymmetric spacetime
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metric takes the form
ds2 = −F (dt− ωdφ)2 + 1
F
[e2γ(dρ2 + dz2) + ρ2dφ2], (4.1)
where F, ω, γ are functions of ρ and |z|. These functions are fully determined by the complex Ernst
potential E˜ (e.g., Refs. [13, 19, 20]). The explicit relations are (e.g., Refs. [1], Eqs.(20)–(22), (28))
F + iψ =
√
ρ2 + z2 − E˜√

































The Ernst potential, which contains all the information about the spacetime geometry in a single








The ajk are nonzero only for non-negative, even j and non-negative k. Because of the reflection
symmetry across the equatorial plane, ajk is real for even k and imaginary for odd k. The Einstein












−4p− 5q − 2pk − 2ql − 2)
+ap+2,q−2(p+ 2)(p+ 2− 2k)
+ap−2,q+2(q + 2)(q + 1− 2l)]}. (4.4)
The sum is over all integer values of k, l, p and q that give nonzero contributions. If we know all the
aj0 and aj1 for j = 0, 2, . . . ,m, then this recursion relation determines all ajk for j + k ≤ m.
Since the complex Ernst potential fully determines the spacetime metric, and the metric is also
fully determined by the body’s multipole moments, there must be relations between the coefficients
ajk and the moments. These relations, which have been worked out in Refs. [13, 1], have the general
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form (Ref. [1], Eq. (43))
a2n,0 = (−1)n (2n− 1)!!(2n)!! M2n + LOM,
a2n,1 = i(−1)n (2n+ 1)!!(2n)!! S2n+1 + LOM; (4.5)
here LOM means lower order multipole moments. Equivalently, there is a known algorithm in [13]
(also in Ref. [1] Eqs.(36)–(41)) for computing the multipole moments from the coefficients ajk.
To summarize, in order to extract the spacetime metric from an EMRI’s gravitational waves,
we only need to determine the coefficients aj0, aj1 in the source’s complex Ernst potential E˜ from
observations of gravitational-wave snapshots. From those coefficients we can compute both the
spacetime metric and the spacetime multipole moments.
4.2.2 Geodesics in Completely Separable Spacetimes
In this subsection I use the phrase “completely separable spacetime” to denote any spacetime in
which the Hamilton-Jacobi equation is completely separable in some coordinate system. In a com-
pletely separable spacetime, action-angle-variable theory can be used to show that the geodesics are
multi-periodic with respect to the proper time τ . Below I sketch a derivation of this conclusion.
Details can be found in Sec.10.7 of Ref. [21] and other standard textbooks such as [22, 23].
As a well-known fact, the geodesic equation for a moon’s orbit can be derived from the Lagrangian
L = gαβuαuβ , with the moon’s proper time τ as the time parameter. Usually there are eight
canonical variables, (ρ, z, φ, t, pρ, pz, pφ, pt). In a SARSAF spacetime, (φ, t) are cyclic coordinates so
their corresponding canonical momenta (pφ, pt) are conserved. Therefore we can choose the usual








In other words, we can reduce the solution of the geodesic equation to a two-dimensional problem
with canonical variables (ρ, z, pρ, pz) and two constants (L ≡ pφ, E ≡ −pt); cf., e.g., [24].
Since I assume the Hamilton-Jacobi equation is completely separable in some coordinates (X,Y )
(not necessarily (ρ, z)), and the geodesic is bounded, there exist action-angle variables (ω1, J1), (ω2, J2)
with J1, J2 constants of motion and [Ref. [21], Eq. (10-106)]
ω1 = v1τ + β1, ω2 = v2τ + β2. (4.7)
Here τ is the moon’s proper time, βi are integral constants and vi are frequencies related to the
geodesic’s periodic motion. Furthermore, as shown in Eq. (10-110) of Ref. [21], the canonical
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coordinates (X,Y ) are biperiodic functions of (ω1, ω2), and their canonical momenta (PX , PY ) are
also biperiodic functions of (ω1, ω2). Hence (ρ, z), which are related to (X,Y, PX , PY ) by some
canonical transformation, are also biperiodic functions of (ω1, ω2) (Eq. (10-115) in [21]). Therefore,











Here we introduce the new symbols (Λρ ≡ v1,Λz ≡ v2) to emphasize that these two frequencies are
related to the coordinates ρ and z.










= uφ = −Egtφ + Lgtt
g2tφ − gφφgtt
. (4.9)
The RHSs are biperiodic functions of (ω1, ω2), which means the RHSs can be decomposed into
Fourier series similar to Eqs. (4.8). We can integrate out these Fourier series and express the results
as










Similar to Eq. (10-113) in Ref. [21], there are two parts in Eq. (4.10); one grows linearly with proper
time, and the other is biperiodic.
In Eqs. (4.8) and (4.10) we see that the geodesics of a SARSAF spacetime are determined by











can be observed from the phase evolution of a gravitational wave snapshot.
4.2.3 Geodesics in Nonseparable Spacetimes and the KAM Theorem
The set of SARSAF spacetimes that are known to be fully separable (i.e., have Hamilton-Jacobi equa-
tions that are separable) is very small compared to all SARSAF spacetimes [25]. So in this section
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I discuss geodesics in non-separable SARSAF spacetimes, i.e., spacetimes in which the Hamilton-
Jacobi equation is not separable in any coordinate system.
In such spacetimes, the above action-angle variable theory is not applicable, and our knowledge
of the properties of geodesics comes primarily from high-precision numerical integrations of the
geodesic equations. These numerical integrations (restricted, of course, to a few specific SARSAF
spacetimes) have revealed [26, 17] that there are both multi-periodic geodesics and chaotic geodesics;
but in all cases studied thus far, the chaotic geodesics (if they exist at all) are confined to a tiny
spatial region at very small radii, and there is evidence that they might never be accessible via
radiation-reaction-induced inspiral from large radii [17].
The apparent multiperiodicity might be a result of the well-known Kolmogorov-Arnold-Moser
(KAM) theorem (for example, Ref. [21] Sec.11.2), which deals with orbits in non-integrable Hamilton
systems. The main idea of the KAM theorem is as follows. If we add a small perturbation H² to an
integrable Hamiltonian H0 so that the new Hamiltonian
H = H0 +H², (4.12)
is non-integrable, and if we further assume the perturbation is small and the fundamental frequencies
ωi of H0 are incommensurate, then most of the orbits in H0 continue to be multi-periodic; only a
small fraction of the orbits become chaotic. As we increase the perturbation Hamiltonian H², the
fraction of chaotic orbits becomes larger.
If the spacetime is SARSAF but not fully separable, then at sufficiently large radii, it may
be close enough to a fully separable spacetime (e.g., one of Carter’s [25]) for the KAM theorem to
apply. This could explain the multiperiodicity seen in all high-precision integrations carried out thus
far [26, 17]. Alternatively, it might be that most or all SARSAF spacetimes have fully integrable
geodesics (i.e., geodesics with four isolating integrals of the motion), except sometimes at extremely
small radii; and, consequently, their geodesics are fully multi-periodic. Brink [24, 27] is exploring
this possibility and thinks it likely to be true.
Throughout the rest of this paper I shall assume that the orbit of the EMRI I study spirals inward
through geodesics that are multiperiodic, at least to the accuracy that LISA or LIGO can explore
them via gravitational waves. It is very important to carry out further studies of this assumption.
In Sec. 4.3, I will discuss the gravitational waves emitted by the moon when it moves through
these multi-periodic orbits.
4.2.4 Geodesic Described in Coordinate Time
In the above discussion, I investigated the geodesic equation in proper time τ . In this subsection, I
describe the geodesics in coordinate time t, which is the time we measure at infinity (i.e. at Earth).
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In Sec. 4.3, I will show that the geodesics’ fundamental frequencies with respect to coordinate time
are among LISA’s and LIGO’s physical observables.
The following argument parallels that of Drasco and Hughes [28], who discussed the same problem
assuming the central body to be a Kerr black hole.


















To simplify this expression, we note that the expression in the big bracket is a biperiodic function





















f ′mnδ(ω −mΩρ − nΩz), (4.15)
where
Ωρ = Λρ/Λt,Ωz = Λz/Λt. (4.16)
This shows that the Fourier transform of ρ(t) has a discrete spectrum; it therefore can be expanded





















Ωφ = Λφ/Λt. (4.20)
Therefore we see that the geodesic is multi-periodic with respect to coordinate time t, with
frequencies Ωρ,Ωz,Ωφ.
4.3 Gravitational-Wave Snapshots in SARSAF Spacetimes
In this section I show that the fundamental frequencies (Ωρ,Ωz,Ωφ) can be extracted from the phase
evolution of the gravitational waves. Therefore, these frequencies are observables, when one monitors
the EMRI gravitational wave snapshots with high precision. When the central body is a Kerr black
hole, this conclusion is well known; e.g., [28]. The following argument has been suggested by Mino
[29].
Because of the extreme mass ratio, we can approximate the moon as the source of the gravitational
waves, and we can use a Green’s function to calculate the waves. Let us denote by (ρ0, z0, φ0, t0)
the coordinates of the gravitational wave detector, and by (ρ′, z′, φ′, t′) the coordinates of the source
(the moon), and by G(ρ0, ρ′, z0, z′, φ0, φ′, t0, t′) the waves’ radiative Green’s function in the central
body’s SARSAF spacetime. By virtue of the spacetime’s rotational symmetry and time translational






×Gαβµνm (ρ0, ρ′, z0, z′)eim(φ0−φ
′)eiω(t0−t
′). (4.21)









δ(x′ − x(τ)), (4.22)
where x′µ = (ρ′, z′, φ′, t′), g = det(gαβ) and
δ(x′ − x(τ)) (4.23)
= δ(ρ′ − ρ(τ))δ(φ′ − φ(τ))δ(z′ − z(τ))δ(t′ − t(τ)).
Here ρ(τ), φ(τ), z(τ), t(τ) are the multiperiodic functions given in Eqs. (4.8) and (4.10). From the
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Green’s function and the source term, the observed gravitational wave snapshots must be
































Gαβµνm (ρ0, ρ(τ), z0, z(τ))
×eim(Λφτ−φ(τ))+iω(Λtτ−t(τ)). (4.25)
From Eqs. (4.8), (4.10) and (4.25) we see that Hαβm (τ) are biperiodic functions with two fundamental





From Eqs. (4.24) and (4.26) we have



















where Ωρ,Ωz,Ωφ are defined in Eqs. (4.16) and (4.20), and h
αβ
mnl = 2piHαβmnl/Λt.
If we absorb the constant phase factors eimφ0 into the amplitudes hαβmnl, the gravitational wave





Thus, we can read out Ωρ,Ωφ,Ωz from the phase evolution of gravitational wave snapshots. This nice
phase property allows the possibility to extract the central body’s metric from EMRI gravitational
waves observed by LISA and LIGO.
96
4.4 Strategies for Generalizing Ryan’s Theorem to Generic
Orbits
In this section, I discuss possible ways of generalizing Ryan’s theorem on the possibility to extract
the orbital parameters and the central body’s spacetime metric from an EMRI’s gravitational waves.
For a generic orbit, the multi-periodic form of a gravitational-wave snapshot is given by Eq. (4.28).
It is determined by three fundamental frequencies Ωρ,Ωz,Ωφ and by complex amplitudes h
αβ
mnl for
the various harmonics of these frequencies. These are snapshot-dependent constants, i.e., they are
constants when the moon is in a specific geodesic, and they change values as the moon moves from
one geodesic to another. These snapshot-dependent constants and their slow time evolutions are our
gravitational-wave observables.
First, let us consider what we can learn if we only observe the waves’ phase evolution. From
this, we can obtain the three fundamental frequencies (Ωρ,Ωz,Ωφ) for each snapshot. I will argue
below that if the geodesic is both inclined and eccentric, then we cannot deduce the spacetime
metric from a sequence of snapshots of these fundamental frequencies. The reason is as follows. The
fundamental frequencies depend on both the spacetime metric and the orbital parameters. Assume
we have obtained N snapshots and therefore 3N items of data. For each snapshot, there are 3
unknown orbital parameters (the semi-latus rectum p, the eccentricity e and the inclination angle ι).
Therefore we have 3N unknown orbital parameters plus an infinite number of unknown parameters
for the spacetime metric. Hence, the number of unknown parameters is far larger than the number
of observed variables and we can not do anything without further information.
This does not contradict Ryan’s theorem [1], because Ryan restricted himself to orbits that are
nearly circular and nearly equatorial, and he showed that in this case, to leading order in the orbit’s
small perturbations (vertical and/or radial), the three frequencies only depend on the radius of the
underlying circular equatorial orbit. In this case, N snapshots give 3N items of information, from
which (at least in principle) one can solve for the N unknown values of the orbital radius, plus the
spacetime’s 2N lowest-order moments. For details and a parameter-extraction algorithm, see Ryan’s
paper [1].
In Sec. 4.5 we shall generalize Ryan’s argument to nearly equatorial but significantly eccentric
orbits. In this case, the three fundamental frequencies depend on two parameters: the orbit’s
semi-latus rectum p and eccentricity e. Therefore, from the 3N measured values of fundamental
frequencies, obtained in N snapshot wave measurements, we can extract the N unknown values
of p, the N unknown values of e, and the first N multipole moments. This is the basis for an
information-extraction algorithm worked out in Sec. 4.5
If we do not place any restrictions on the orbits, then to extract the central body’s spacetime
metric, we must make use of additional information beyond measured snapshot values of the three
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fundamental frequencies. There are two possibilities:
First, we can use measured snapshot values of the complex amplitudes hαβmnl. (An example of
this has been given in Fig. 9 of Finn and Thorne [6]. There the central body was assumed to be
a Kerr black hole, the orbit was assumed precisely equatorial and circular, and it was shown that
the orbital radius and the black-hole spin can be obtained from snapshot values of the ratios h1/h2
and h3/h2. See also Drasco’s [30] exploration of the harmonics’ amplitudes for generic orbits around
Kerr black holes.) The complex amplitudes are governed by the details of snapshot gravitational-
wave generation (whereas the fundamental frequencies rely only on the details of geodesics). Wave-
generation theory has been worked out in full detail for the Kerr metric, but not yet for general
SARSAF spacetimes. Therefore, generalizing Ryan in this complex-amplitude direction must await
the development of SARSAF wave-generation theory.
The second way we might generalize Ryan to generic orbits is to augment the measured snapshot
values of the fundamental frequencies Ωρ,Ωz,Ωφ with the details of how they evolve as functions of
time. That time evolution is governed, of course, by gravitational-radiation reaction, which in turn
depends on the details of wave generation. The radiation reaction is sensitive to the rate at which
energy and angular momentum are exchanged with the central body via tidal coupling. (This is the
basis for an algorithm that Lovelace and I have given for measuring the tidal coupling when the orbit
is nearly circular and equatorial [7].) Therefore, to implement this time-evolution generalization to
generic orbits, it will be necessary to work out the details of wave generation and radiation reaction
in SARSAF spacetimes, and either solve for the details of dissipative tidal coupling along with the
metric, or else make assumptions about the physical nature of the central body and thence about the
tidal coupling. (The complex-amplitude method of generalizing to generic orbits, discussed above,
will also be sensitive to tidal coupling, or more precisely to boundary conditions at the central body;
but I expect it to be much less sensitive than the time-evolution generalization.)
In summary, I have argued that in order to generalize Ryan’s theorem, we must make one of two
choices
1. Retain one restriction on the orbits—e.g., require them to be nearly equatorial; or
2. Remove all orbital restrictions, and make use of additional observational data that can be
interpreted only after we understand the details of gravitational-wave generation in general
SARSAF spacetimes.
In Sec. 4.5, I will present an algorithm following the first choice.
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4.5 Generalizing Ryan’s Theorem to Eccentric, Nearly Equa-
torial Orbits
The map-extraction algorithm underlying Ryan’s theorem relies on the assumption that the orbit
is nearly equatorial and nearly circular. In this section I shall show how we can lift the restriction
of near circularity; i.e., I shall sketch an algorithm for extracting the nearly equatorial orbit’s semi-
latus rectum p and eccentricity e, and the central body’s spacetime metric (or equivalently multipole
moments) from snapshot-waveform values of the three fundamental frequencies (Ωρ,Ωφ,Ωz).
As foundations for my algorithm, in Sec. 4.5.1, I will describe, mathematically, an eccentric,
precisely equatorial orbit; in Sec. 4.5.2, I will analyze vertical perturbations of such an orbit; in Sec.
4.5.3, I will develop a procedure for computing the three fundamental frequencies of a vertically
perturbed orbit in terms of its semi-latus rectum p and eccentricity e and the spacetime’s multipole
moments; and in Sec. 4.5.4, I will develop an approximate formula for the three fundamental fre-
quencies in terms of p, e, the lowest N +1 mass moments, and the lowest N current moments. Then
in Sec. 4.5.5, I will use this approximate formula to formulate an iterative procedure, that may well
turn out to be practical, for extracting p, e, and the moments from a sequence of snapshot values of
the three fundamental frequencies.
4.5.1 Eccentric, Precisely Equatorial Orbit
In this subsection, as a first foundation for my algorithm, I discuss unperturbed, precisely equatorial,
geodesic orbits; in the next subsection I will add perturbations in the vertical, z direction.











Here τ is the proper time of the moon along the geodesic. Because of the SARSAF symmetries,
there are three isolating integrals of the motion: energy, angular momentum and the norm of the
4-velocity,
E = −gttut − gtφuφ, L = gtφut + gφφuφ, (4.30)
−1 = gtt(ut)2 + 2gtφutuφ + gφφ(uφ)2 + gρρ(uρ)2.
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E2gφφ + 2ELgtφ − g2tφ + L2gtt + gφφgtt
gρρ(g2tφ − gttgφφ)
.

































means integration over a complete radial cycle, i.e, from the perihelion to the aphelion and
back to the perihelion.
4.5.2 Nearly Equatorial Orbit
In this subsection, I analyze a nearly equatorial orbit with a perturbation in the z direction.
Since the orbit is nearly but not precisely equatorial, the three fundamental frequencies Ωz,Ωρ,Ωφ
will all show up in the phase evolution of a gravitational-wave snapshot. Below I argue that these
fundamental frequencies will not depend on the inclination angle ι to first order in the vertical
perturbation.
These frequencies will evolve as the orbit evolves. This evolution might carry one or another
of them through zero (e.g. for a circular equatorial orbit, frame dragging can drive the orbit from
retrograde to prograde as it shrinks, causing Ωφ to pass from negative through zero to positive).
However, almost all of the time, all three frequencies should be well away from zero, and we shall
restrict our analysis to such times. Then the snapshot values of the frequencies will have finite values
plus corrections quadratic in ι, which we shall ignore.
Therefore, when we include first-order perturbations in the vertical direction, the three frequen-
cies only depend on the semi-latus rectum p and eccentricity e. Below I will give a routine derivation
of this result again, during which I will work out all the mathematical details.
In analyzing a vertically perturbed, geodesic orbit, I start from the standard geodesic equation
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gρρ,z(uρ)2 + gtt,z(ut)2 + gφφ,z(uφ)2 + 2gtφ,zutuφ
]
.
Assuming that the orbit is nearly equatorial and its z motion is small, I expand the metric gαβ
around z = 0 and keep terms up to z2. (Reflection symmetry across the equatorial plane kills the





(ρ, z = 0)
]
z, (4.37)
for all the metric z-derivatives. Therefore we can neglect the gρρ,z(uz)2/2 term and substitute the
unperturbed, equatorial versions of uρ, ut, uφ into Eq. (4.36). This leads to the following first-order




+ F1,ρ(ρ)uρuz + F2(ρ)z = 0, (4.38)
where
F1(ρ) = gρρ(ρ, z = 0),
F2(ρ) = −12 [gρρ,zz(u
ρ)2 + gtt,zz(ut)2
+gφφ,zz(uφ)2 + 2gtφ,zzutuφ]|z=0. (4.39)










F1(ρ) , K2(ρ(τ)) =
F2(ρ)
F1(ρ) . (4.41)
















By plugging this expression into the equation of motion (4.40), we obtain
∑
mn
Gmn(zmn,Λz)ei(mΛρ+nΛz)τ = 0, (4.44)
where








This equation can be satisfied for all times τ if and only if
Gmn(zqn,Λz) = 0 (4.46)
for all m, n. These equations determine the coefficients zqn and the frequency Λz. They are linear
and homogeneous with respect to zqn; therefore, in order to have a solution, the determinant of the
matrix of coefficients of the zqn must vanish. This zero-determinant condition determines Λz.
We cannot evaluate the determinant of an infinite square matrix, so we need to put some cutoff
on the indices q, n. I implement the cutoff by assuming that
zqn 6= 0, only for |q|+ |n| < N, (4.47)
where N is a positive integer number. This cutoff will give us a finite number of linear, homogeneous
equations for the nonvanishing zqn. Let us denote the determinant of the finite-dimensional square
matrix of coefficients by DetN ; then from
DetN = 0, (4.48)
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we can obtain an approximate expression for Λz, which I denote by Λz,N . As we increase N , we will
obtain better and better approximate expressions for Λz.
In conclusion, by assuming the multi-periodic, geodesic orbit is nearly equatorial, we obtain


























utdτ, Λz = Λz,N , (4.50)
and the integration is over one full radial cycle. Here the expression for Λz depends on the cutoff
number N .
If the orbits are nearly equatorial and nearly circular, Eq. (4.50) will degenerate to Ryan’s
formulae, Eqs. (9) and (14) of Ref. [1].
4.5.3 Fundamental Frequencies as Functions of p, e, and Multipole Mo-
ments
In this subsection I use the results of previous subsections to construct an algorithm by which a
nearly equatorial orbit’s fundamental frequencies Ωφ, Ωρ, Ωz can be computed as explicit functions
of the orbit’s semi-latus rectum p and eccentricity e, and the central body’s multipole moments.
As a preparation, I recall the definitions of p and e (e.g., [31]): If the radial coordinate ρ is
parametrized in the Newtonian-like way
ρ =
p
1 + e cosχ
, (4.51)
then the orbit’s aphelion and perihelion occur at χ = 0, pi and are related to p and e by
ρ± =
p
1± e . (4.52)
Now suppose that the central body’s multipole momentsM2n, S2n+1, n = 0, 1, 2, ... have all been
specified. Then we can compute the orbit’s fundamental frequencies as functions of these moments
and the orbit’s p and e via the following algorithm:
1. Using Eqs. (43) of Ryan [1] (Eqs. (4.5) above), compute the coefficients a2n,0 and a2n,1 from
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the moments, and then use the recursion relation (4.4) to compute all the other ajk. Use these
coefficents to compute the central body’s complex Ernst potential via Eq. (4.3), and thence
the metric coefficients and metric via Eqs. (4.2) and (4.1).
2. The radial velocity uρ of the unperturbed (no z motion) equatorial orbit vanishes at its peri-
helion and aphelion:
uρ(ρ = ρ±) = 0
=
E2gφφ + 2ELgtφ − g2tφ + L2gtt + gφφgtt
gρρ(g2tφ − gttgφφ)
. (4.53)
Use the two solutions of this equation, ρ = ρ+ and ρ = ρ−, to solve for the orbit’s conserved
energy and angular momentum in terms of ρ± and thence (via Eq. (4.52)) in terms of p, e and
the multipole moments which appear in the metric components:
E = E(p, e.moments), L = L(p, e,moments). (4.54)
3. From Eqs. (4.31), (4.33) and (4.54), do the following integration to get Tρ and hence Λρ =


















(1 + e cosχ)2
; (4.55)
and similarly for Λφ and Λt. Use Eq. (4.48) to compute Λz,N , and take the limit as N →∞ to
obtain Λz as a function of p, e and the moments. (Note: it is not really necessary to take this
limit, in practice, as our mapping algorithm (Sec. 4.5.5 below) will revert to an order-by-order
procedure, but for pedagogical reasons, we imagine taking the limit.)
4. Compute Ωρ = Λρ/Λt, Ωφ = Λφ/Λt, Ωz = Λz/Λt. These fundamental frequencies, like the Λs,
will be functions of p, e, and the central body’s multipole moments:
Ωα = Ωα(p, e,moments) for α = φ, ρ, z. (4.56)
In principle, if we have a sequence of snapshot waveforms, from which we deduce a sequence
of values of Ωφ, Ωρ, Ωz, we can invert Eqs. (4.56) to obtain the corresponding sequence of p and e
plus the dominant multipole moments. In practice, inverting these equations might be difficult. To
facilitate the inversion, in the next section we develop a truncated version of Eqs. (4.56), in which
only a controlled, finite set of moments appears.
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4.5.4 Truncated Fundamental-Frequency Equations
In practice, it seems likely that moments of low order will have a much stronger influence on the
central body’s metric and thence on the fundamental frequencies than moments of high order; and,
more specifically, the influence of a moment will tend to decrease as its order becomes larger and
larger. This motivates us to develop, in this section, an approximate version of the fundamental-
frequency equations (4.56) in which only the first N+1 mass momentsM0,M2, ...,M2N and and first
N current moments S1, S3, ..., S2N−1 appear. These “truncated” fundamental-frequency equations
will become the foundation for a moment-extraction algorithm (Sec. 4.5.5) that is likely to be
computationally practical.
Suppose that the first N+1 mass moments and first N current moments are known. Then to get
truncated fundamental-frequency equations that depend only on these 2N +1 moments, we proceed
as follows:
1. From these moments, using Eqs. (43) of Ryan [1] (Eq. (4.5) above), compute the coefficients
a2j,0 for j = 0, 1, ..., N and a2j,1 for j = 0, 1, ..., N −1; and then use the recursion relation (4.4)
to compute all the other ajk with j + k ≤ 2N . Use these coefficents to compute a truncated








From this truncated potential, compute truncated metric components gNµν via Eqs. (4.2) and
(4.1).
2. Using this truncated metric in Eqs. (4.53), compute a truncated expression for the orbital en-
ergy and angular momentum, EN (p, e, lowest 2N + 1 moments) and LN (p, e, lowest 2N + 1 moments).
3. Using these truncated equations in Eq. (4.55), compute a truncated Λρ,N = 2pi/Tρ,N , and
similarly for Λφ,N and Λt,N . Using Eq. (4.48), compute the truncated Λz,N , which, like the
other Λα,N , depends only on the lowest 2N + 1 moments.
4. Finally, compute Ωα,N = Λα,N/Λt,N , for α = φ, ρ, z. These fundamental frequencies, like the
truncated Λ’s, will be functions of p, e, and the lowest 2N + 1 multipole moments:
Ωα,N = Ωα,N (p, e;M0, . . . ,M2N ;S1, . . . , S2N−1)
for α = φ, ρ, z. (4.58)
Equations (4.58) are the foundations for our moment-extraction algorithm.
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That algorithm will require that at least two of the Ωα,N actually do depend on the highest-
order moments M2N and S2N−1. Ryan has shown (by expanding Ωρ and Ωz in powers of Ωφ)
that this is truly the case for circular orbits, e = 0. As we turn on the orbital eccentricity e
and crank it up to finite values, it is reasonable to expect that this will continue to be so.
4.5.5 Generalizing Ryan’s Theorem to Eccentric, Nearly Equatorial Or-
bits
Suppose, now, that we have a large sequence of snapshot waveforms. We can use the truncated
fundamental-frequency equations (4.58) to solve, in a step-by-step manner, for each snapshot’s p
and e, and for the central body’s moments — beginning with M0 in the first step, then M0, M2, S1
in the second step, and so forth.
Suppose that stepN−1 has been taken, yielding the first 2N−1 moments. The next step, number
N , makes use of 2N+1 snapshot waveforms, which yield 3(2N+1) fundamental-frequency values — of
which 3(2N−1) were used in step N−1, and 3 are new. Approximating these 3(2N+1) fundamental-
frequency values by the truncated frequency equations (4.58), we get 3(2N + 1) equations for the
same number of unknowns: 2N + 1 values of p (one for each snapshot), 2N + 1 values of e, N + 1
mass moments, and N current moments. These 3(2N + 1) equations can be inverted with the aid
of the previous step’s (less accurate) values of 2N − 1 p’s, 2N − 1 e’s and the first N mass moments
and first N − 1 current moments. The inversion will give improved values of the already-known
parameters, plus first approximations to the two new p’s, two new e’s and the new M2N and S2N−1.
This step-by-step algorithm generalizes Ryan’s theorem to significantly eccentric, but still nearly
equatorial orbits. It exhibits how to extract the evolving orbital elements and the central body’s
moments (and thence spacetime metric) from a sequence of snapshot waveforms. Of course, we
cannot be sure of how robust and rapidly convergent this algorithm will be until it is tested (a
daunting but manageable task).
4.6 Conclusion
In this paper, I have given a detailed analysis of Ryan’s theorem and some possible generaliza-
tions. I argued that most or all observed geodesics in a general SARSAF spacetime are likely to be
multi-periodic with four fundamental frequencies (Eqs. (4.8), (4.10)); and I showed that, if this is
so, then the adiabatic snapshot waveforms are also multi-periodic, with three fundamental frequen-
cies (Eq. (4.28)). A snapshot’s observables are these three frequencies Ωρ,Ωρ,Ωz, plus the complex
gravitational-wave amplitudes hµνmnl of the various harmonics. For generic orbits, in Sec.4.4 I dis-
cussed how these observables might be used to extract the orbital evolution and the central body’s
multipole moments (or, equivalently, its spacetime metric); and I argued that, in the generic case,
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any algorithm for this extraction will require a detailed knowledge of gravitational-wave generation
in SARSAF spacetimes. After this generic discussion, I specialized to a nearly equatorial but signifi-
cantly eccentric orbit, and for it I derived, in Sec. 4.5.5, a detailed algorithm for extracting the central
body’s moments and the orbital evolution from a sequence of gravitational-wave shapshots—without
any detailed knowledge of wave-generation theory for SARSAF spacetimes.
It should be possible for LISA to measure the three slowly evolving fundamental frequencies
with high accuracy. Using these data, the algorithm I have presented here might be realistic and
practical.
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Chapter 5
Local Readout Enhancement for Detuned
Signal-Recycling Interferometers
High power detuned signal recycling interferometers currently planned for second-
generation interferometric gravitational-wave detectors (for example Advanced
LIGO) are characterized by two resonances in the detection band, an optical res-
onance and an optomechanical resonance, which is upshifted from the suspension
pendulum frequency due to the so-called optical-spring effect. The detector’s sen-
sitivity is enhanced around these two resonances. However, at frequencies below
the optomechanical resonance frequency, the sensitivity of such interferometers
is significantly lower than non-optical-spring configurations with comparable cir-
culating power; such a drawback can also compromise high-frequency sensitivity
when an optimization is performed on the overall sensitivity of the interferom-
eter to a class of sources. In this paper, we clarify the reason of such a low
sensitivity, and propose a way to fix this problem. Motivated by the optical-bar
scheme of Braginsky, Gorodetsky, and Khalili, we propose to add a local read-
out scheme which measures the motion of the arm-cavity front mirror, which at
low frequencies moves together with the arm-cavity end mirror under the influ-
ence of gravitational waves. This scheme improves the low-frequency quantum-
noise-limited sensitivity of optical-spring interferometers significantly and can be
considered as a incorporation of the optical-bar scheme into currently planned
second-generation interferometers. On the other hand it can be regarded as an
extension of the optical bar scheme. Taking compact-binary inspiral signals as an
example, we illustrate how this scheme can be used to improve the sensitivity of
the planned Advanced LIGO interferometer, in various scenarios, using a realistic
classical-noise budget. We also discuss how this scheme can be implemented in
Advanced LIGO with relative ease.
Originally published as H. Rehbein, H. Mueller-Ebhardt, K. Somiya, C. Li, R.
Schnabel, K. Danzmann and Y. Chen, Phys. Rev. D 76, 062002 (2007).
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5.1 Introduction
First-generation laser interferometric gravitational-wave (GW) detectors (LIGO [1], VIRGO [2],
GEO [3] and TAMA [4]) are reaching design sensitivities. These interferometers are usually Michel-
son interferometers with Fabry-Perot cavities in the arms, with power recycling (PR) at the laser
input port (with the exception of GEO, which uses dual-recycling [5]), and operating close to the
dark-port condition.
In order to have a flexible sensitivity to specific astrophysical sources, and for other technical
reasons such as lowering power at the beam splitter (BS), second-generation interferometers, such
as Advanced LIGO [6], plan to use the so-called signal recycling (SR) configuration, in which an
additional mirror is placed at the dark port of a Fabry-Perot Michelson interferometer, modifying
the optical resonant structure of the interferometer. The adjustment of the location and reflectivity
of the signal recycling mirror varies the optical resonance frequency and bandwidth, respectively.
Near the optical resonance, sensitivity to GWs is improved. When the signal recycling cavity, the
cavity formed by the input test-mass mirrors and the signal recycling mirror is neither resonant nor
anti-resonant with respect to the carrier frequency, the optical configuration is called detuned signal
recycling. In these detuned configurations, the optical resonance of the interferometer is away from
the carrier frequency, creating a peak sensitivity to GWs away from DC.
Figure 5.1: Schematic plot of a power and signal recycled Michelson interferometer with arm cavities
and double readout. The added local readout sensing the ITM is realized by a secondary laser which
does not resonate in the arm cavities.
As demonstrated theoretically by Buonanno and Chen [7, 8, 9] and experimentally by Somiya
et al. [10] and Miyakawa et al. [11], detuned signal recycling also makes the power inside the in-
terferometer depend on the motion of the mirrors, creating an optical spring, and can shift the
eigenfrequency of the test masses from the pendulum frequency (∼ 1Hz) up to the detection band.
The optical spring helps to improve the interferometer’s response to GWs around the optomechanical
resonant frequency, even allowing the interferometer to surpass the free-mass Standard Quantum
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Limit (SQL). However, the quantum-noise-limited sensitivity of optical-spring interferometers at
frequencies below the optomechanical resonant frequency is dramatically lower than the one of non-
optical-spring interferometers. Such a limitation in sensitivity is caused by the optical spring, which
rigidly connects the front and the end mirror of the arm cavities at frequencies below the optome-
chanical resonance. The general principle underlying this effect has already been explained in the
works of Braginsky, Gorodetsky and Khalili, namely in their proposal of the optical bar detection
scheme [12]. In order to understand this more conveniently, we need to use the local inertial frame of
the BS, in which the effect of GWs can be described completely as a tidal force field, which induces
forces only on the end test-mass mirrors (ETMs), but not on the input test-mass mirrors (ITMs).
We make the approximation that the ITMs and the BS are colocated. In this frame, the propagation
of the light is unaffected by GWs. Remember that the optical spring connects the ITM and the
ETM. At frequencies substantially below the optomechanical resonance, the optical spring behaves
like a rigid optical bar, connecting the ITM and the ETM of each arm rigidly. It is then easy to
understand that the carrier light, which senses the change in arm-cavity length, or the difference
in ITM and ETM motion, cannot be used to measure GW efficiently at these frequencies. On the
other hand, since the ITM and the ETM are rigidly connected, they both move, in the local inertial
frame of the BS, by 1/2 the amount the ETM would have moved if there were no optical spring
present (assuming ITM and ETM to have equal masses). To illustrate this situation, assume that a
low-frequency GW with amplitude h is incident from right above our detector (with arm-length L),
then in the local inertial frame of the BS, the motion of the ETM of a non-optical-spring interferom-
eter would be Lh, the motion of ITM and ETM of an optical-spring interferometer below resonance
will be both ∼ Lh/2. For this reason, if one also measures the local motion of the ITM using an
additional local readout scheme, one can recover low-frequency sensitivity dramatically. Note that
as viewed by the local meter, the ITM has an effective mass that is equal to the total mass of the
ITM and the ETM. If one applies a local readout scheme to the ETM, the same sensitivity recovery
is possible, since the ETM also moves with respect to a free colocated mirror by −Lh/2. Braginsky,
Gorodetsky and Khalili proposed an optical bar detection scheme, in which only the local motion
of the ITM is measured [12]. In this sense, what we are proposing can be considered as directly
incorporating the optical-bar scheme into currently planned second-generation interferometers.
Local readout schemes have also been proposed for interferometers without optical spring, with
a different motivation. In those interferometers, the motion of mirrors with respect to their local
inertial frames are caused by radiation-pressure noise (if we only consider signal and quantum noise
sources); results of local readout schemes can thus be used to cancel radiation-pressure noise and
improve low-frequency sensitivity [13, 14]. Furthermore, such schemes are able to cancel parts of the
classical noise. Our treatment here can also be viewed as a generalization of these schemes because
by setting detuning in our treatment to zero will recover their results.
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From an astrophysical point of view, the addition of the local readout scheme, which broadens
the detection band, will allow the interferometer to search for multiple sources simultaneously, as
well as to examine a wider frequency range of the same source. As an example, we will explore
how the increase in detection bandwidth can allow us to detect more efficiently the population of
compact binary objects with a broad range of masses (and hence signal frequency band).
In order to construct the local meter, we consider a scheme where a second carrier is injected
into the bright port, which does not enter the arm cavities, but instead senses the location of the
ITMs, as shown in Fig. 5.1. An alternative strategy would be attaching auxiliary interferometers
at the ETMs. These two strategies are quite equivalent in the ideal situation, but differ from each
other in terms of difficulty in implementation in terms of quantum noise and in terms of technical
noise sources such as laser noise as we will discuss in some more details.
This paper is organized as follows. In Sec. 5.2, we study the dynamics, sensing, and control
of our double readout interferometer. In Sec. 5.2.1, we write down and solve the joint Heisenberg
equations of motion of test masses, beam splitter, and optical fields; in Sec. 5.2.2, we evaluate the
optimal combined GW sensitivity of the two readout channels; in Sec. 5.2.3, we prove that the use
of control schemes do not affect this sensitivity. In Sec. 5.4 we show the benefit, which the local
readout scheme will provide for the detection of intermediate-mass black holes, using a realistic
Advanced LIGO noise budget. In Sec. 5.4 we consider practical issues for a possible implementation
in Advanced LIGO. In Sec. 5.5 we summarize our main conclusions.
5.2 Dynamics, Sensing, and Control
5.2.1 Equations of Motion
Let us consider a configuration where the ITMs’ motion of a signal and power recycled Michelson
interferometer with arm cavities is locally sensed by a small interferometer which has the ITMs
as its end mirrors (cf.Fig. 5.1). This is realized by injecting a second carrier into the bright port,
which does not resonate in the arms (preferably anti-resonant). Because the frequency (and the
polarization) of the second carrier is (are) different from that of the first, we effectively obtain two
interferometers in one scheme where parameters such as detuning and mirror reflectivities for each
interferometer can be chosen independently; input vacuum fluctuations associated with the two
lasers are also independent.
Throughout this paper, we will assume the GW with amplitude h as incident from right above
the interferometer, with a polarization that maximizes the response of our L-shaped Michelson
interferometers. In the following we will list the Heisenberg equation of motions in frequency domain
[15, 7, 8, 9, 16] for the differential mode of motion (i.e., opposite in the two arms) of the input mirrors
xˆITM and the end mirrors xˆETM, respectively, as well as for the BS motion normal to its reflective
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surface xˆBS and for the two measurement outputs yˆ(i)
xˆITM = −Rxx(Ω)
[







Fˆ (1)(Ω) +R(1)FF (Ω) (xˆETM − xˆITM)
]
+ L h+ ξˆETM , (5.2)
xˆBS = RBSxx (Ω)
[
Fˆ (2)(Ω) +R(2)FF (Ω) (xˆITM +
√






+ ξˆBS , (5.3)
yˆ(1) = Yˆ (1)1 (Ω) sin ζ







(Ω) sin ζ(1) +R(1)Y2F (Ω) cos ζ
(1)
]
(xˆETM − xˆITM) , (5.4)
yˆ(2) = Yˆ (2)1 (Ω) sin ζ












2 xˆBS) . (5.5)
Note that xˆITM and xˆETM account for the differential motion between two mirrors while xˆBS
describes the motion of a single mirror with an angle of 45 degrees. This explains the factor of
√
2 in front of the BS motion. The outgoing fields at the dark port belonging to the two different
carriers are each sensed by homodyne detection such that the measurement outputs are a certain
combination of amplitude and phase quadratures (described by the phases ζ(1),(2)). Note that we
have labeled all quantities with superscripts (1) and (2) for the large-scale interferometer and the
local meter (the small interferometer, formed by the BS and the ITMs), respectively. The operators
Fˆ (i) and Fˆ (i)BP describe the radiation pressure forces which would act on fixed mirrors caused by
the incoming vacuum fields at the dark port and the laser light fluctuations from the bright port,
respectively. The operators Yˆ (i)j account for the shot noise in case of fixed mirrors. Each optical
component is subject to classical noise generated by the corresponding operator ξˆ and has its own
mechanical susceptibility Rxx. The susceptibilities R
(i)
FF describe the optical springs [7] and R
(i)
YiF
the transformation of the mirror motion into the two outputs. In the following we will present all
these quantities more detailed while all appearing parameters are summarized in tab. 5.1.






(iΩ− ²(i)) aˆ(i)1 + λ(i) aˆ(i)2




((λ(i))2 − (²(i))2 − Ω2) aˆ(i)1 + 2λ(i)²(i) aˆ(i)2




−2λ(i)²(i) aˆ(i)1 + ((λ(i))2 − (²(i))2 − Ω2) aˆ(i)2
(Ω− λ(i) + i²(i))(Ω + λ(i) + i²(i)) ,





has units of frequency cube. Note that P (i) refers to the circulating power
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in each arm, respectively. Here aˆ(i)1 and aˆ
(i)
2 are the amplitude and phase quadrature operators of
the incoming vacuum fields at the dark port [15], associated with the first and second carrier field,

































(Ω− λ(i) + i²(i))(Ω + λ(i) + i²(i)) ,








1 + ρ2SR + 2ρSR cos(2φ)
.
As already mentioned, the second carrier does not resonate in the arm cavities and therefore the
local meter is just equivalent to a interferometer configuration without cavities in the arms. Thus, in
Eq. (5.3) we only take into account the forces on the BS due to field fluctuations around the second
carrier, in the same way as in Ref. [17]: the first two terms in the bracket on the right-hand side




















are forces due to bright-port fluctuations, where b(i)1 are the amplitude quadrature of fluctuations
around the first and second carrier, at the input port. Forces due to fluctuations around the first
carrier are usually negligible, because the intensity of the first carrier at the beam splitter is lower
than that of the second carrier; in addition, fluctuations associated with the first carrier also do not
build up as much as those associated with the second carrier, both in common and in differential
mode.
In Eq. (5.4), we make the approximation that the first carrier only senses the cavity length,
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Table 5.1: Technical data and parameter values for large-scale interferometer and local meter used
throughout the calculations2.
Symbol physical meaning value
m single mirror mass 40 kg
mBS beam splitter mass 40 kg
c/ω
(1)
0 laser wavelength of 1st carrier 1064 nm
P (1) circulating power of 1st carrier 0.1, . . . , 0.8 MW
L(1) large-scale interferometer arm length 4 km
ρPR power recycling mirror reflectivity
√
0.94
φ detuning phase for 1st carrier 0, . . . , pi
ρSR signal recycling mirror reflectivity
√
0.93
γo cavity half bandwidth for 1st carrier 2pi × 15 Hz
ζ(1) detection angle for 1st carrier 0, . . . , pi
c/ω
(2)
0 laser wavelength of 2nd carrier 1064 nm
P (2) circulating power of 2nd carrier 0, . . . , 16 kW
L(2) local meter arm length 15 m
λ(2) detuning for 2nd carrier 0 Hz
²(2) cavity half bandwidth for 2nd carrier 2pi × 4 kHz
ζ(2) detection angle for 2nd carrier 0
xˆETM − xˆITM, ignoring the slight difference between its sensitivities to ITM and ETM, as well as
motion of the BS. In Eq. (5.5), the second carrier only senses the ITM and BS motions, since it does
not enter the arm cavities.
The operators ξˆITM, ξˆITM and ξˆBS model the classical noise at ITM, ETM and BS, respectively.
We assume that they are uncorrelated but all have the same spectrum, namely, one fourth of the
classical noise spectrum generally expected for the differential mode of motion. By using the following
only non-vanishing correlation functions
〈aˆ(i)k (Ω) (aˆ(j)l )†(Ω′)〉sym = pi δ(Ω− Ω′) δij δkl ,
〈bˆ(i)k (Ω) (bˆ(i)l )†(Ω′)〉sym = pi δ(Ω− Ω′) δkl S(i)l (Ω) ,
〈ξˆITM(Ω) (ξˆITM)†(Ω′)〉sym = 2pi δ(Ω− Ω′) Scl(Ω) ,
〈ξˆETM(Ω) (ξˆETM)†(Ω′)〉sym = 2pi δ(Ω− Ω′) Scl(Ω) ,
〈ξˆBS(Ω) (ξˆBS)†(Ω′)〉sym = pi δ(Ω− Ω′) Scl(Ω) , (5.6)
we obtain the single-sided noise spectral densities. Here S(i)l (Ω) is the spectrum of technical input
laser noise while Scl(Ω) characterizes the spectrum of all the other classical noise sources. In further
calculations we will assume amplitude laser noise to be white and ten times in power above shot noise
level. For other classical noise sources, we use the current noise budget of Advanced LIGO, as given
in Bench [18]; contributions such as suspension thermal noise, seismic noise, thermal fluctuations in
the coating and gravity gradient noise are presented in Fig. 5.4.
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Note that we can obtain two input-output relations from the equation of motions in Eq. (5.1-5.5)
and write them in the following compact form
yˆ(1) = ~nT1 ~ν + s1 h , yˆ
(2) = ~nT2 ~ν + s2 h , (5.7)










1 , ξˆITM, ξˆETM, ξˆBS) and T denotes transposed. Here the two
vectors ~n1,2 are the linear transfer functions from the noise channels ~ν into the two output channels,
while the two functions s1,2 are the linear transfer functions from the signal, i.e., the GW strain h,
into the output channels.
5.2.2 Combined Sensitivity
Now we seek for a linear combination of the two output channels, yˆ(1) and yˆ(2),
yˆ = K1(Ω) yˆ(1) +K2(Ω) yˆ(2) , (5.8)
which has optimal sensitivity to gravitational waves. In this optimization, we only consider the















































where 1k stands for a k-dimensional identity matrix. One way of obtaining the minimum noise is
to impose the constraint that the value of the denominator always remains unity, and minimize the
numerator under this constraint. Note that an overall rescaling of the vector (K1,K2) does not
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Figure 5.2: Example for the signal (top panel) and noise (bottom panel) transfer functions in a
signal recycled Michelson interferometer with two carriers and double readout, for a configuration
with the parameters as given in tab. 5.1 but ζ(1) = 0, φ = pi/2− 0.014pi and P (1) = 800 kW).
affect Sh. The resulting minimum noise is one over the bigger eigenvalue of the 2-by-2 matrix
M ≡ N−1S , (5.12)
with the corresponding eigenvector providing the optimal filters (K1,K2).
We now illustrate the local readout scheme using the following configuration: the parameters are
given in tab. 5.1 as well as phase quadrature readout ζ(1) = 0, signal recycling cavity detuning phase
φ = pi/2 − 0.014pi and power P (1) = 800 kW of the first carrier are used. In Fig. 5.2 we plot the
individual signal and noise-transfer functions of the first and second carriers, for the configuration
with P (2) = 4kW. As we can see from these plots, the first carrier mainly senses frequencies
above the optical-spring resonance with signal transfer function suppressed at lower frequencies by
the optical spring; the second carrier offers complementary sensitivity for frequencies below the
optical-spring resonance, when the ITM is dragged together with the ETM by the optical spring.
As a consequence, as we see in the top panel of Fig. 5.3, at frequencies above the optical-spring
resonance, the optimal combination depends mostly on the first readout, while at frequencies below
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PH2L = 16 kW
PH2L = 4 kW
PH2L = 1 kW
PH2L = 0 kW
Figure 5.3: Top panel: filter functions K1 and K2, for the same configuration as in Fig. 5.2. Here
each filter function is rescaled such that it gives the percentage of how much GW strain it feeds into
the combined output. Bottom panel: quantum noise curves for our proposed scheme with different
powers of 2nd carrier. Again phase quadrature readout ζ(1) = 0, signal recycling cavity detuning
phase φ = pi/2− 0.014pi and power P (1) = 800 kW of 1st carrier are used.
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the optical-spring resonance, the optimal combination depends mostly on the second readout.
Noise curves with optimal filters are plotted for different powers of the second carrier (0 kW,
1 kW, 4 kW and 16 kW) in the bottom panel of Fig. 5.3 where only quantum noise is taken into
account. This plot illustrates that the local readout scheme can directly improve the sensitivity only
below the optomechanical resonance frequency. It turns out that 4 kW in each arm of the local
meter already gives a remarkable increase in sensitivity. In the following studies we fix P (2) = 4 kW.
One could imagine that the combination of a signal recycled Michelson interferometer with a local
readout may indirectly help improving the sensitivity at high frequencies or increasing the detection
bandwidth once an overall optimization to a broadband source is performed. The underlying effect is
that the sensitivity of the large-scale interferometer can be shifted to higher frequencies by choosing
its detection angle to be closer to the phase quadrature while the local meter helps to maintain
sensitivity at low frequencies. This will be studied more carefully in Sec. 5.3.
5.2.3 Control
As it has been shown in Refs. [7, 8, 9] the optical spring introduces an instability, which must
be stabilized using a feedback control system. In single-readout systems, it is easy to show that
such a control system does not give rise to any fundamental change in our GW sensitivity [7, 8, 9],
intuitively because signal and noise are fed back with the same proportion onto the test masses.
Our double readout system is more complex, but the same intuition still applies. If we denote
~x ≡ (xˆITM, xˆETM, xˆBS)T and ~y ≡ (yˆ(1), yˆ(2))T , the Eqs. (5.1)–(5.5) can be written schematically as:
~x = A(Ω)~x+B(Ω)~ν + ~C(Ω)h+D(Ω)~y , (5.13)
~y = F(Ω)~x+G(Ω)~ν . (5.14)
Here matrix A describes mirror dyanmics, matrix B describes how the noise sources in ~ν are applied
as forces onto the mirrors, vector ~C describes how GW signal h directly influences the mirrors, F
describes how the output channels ~y sense the various motions ~x, G describes sensing noise in ~y,
and finally D describes the feedback. Solving Eqs. (5.13) and (5.14) jointly, we obtain





where we have defined H ≡ F(12 − A)−1. In Eq. (5.15) the only dependence of ~y on the control
system is through D, which only appears in the first factor on the right-hand side. The optimal
sensitivity, which is obtained by maximizing signal referred noise spectrum of (K1 K2) ~y, is then































































































Figure 5.4: Noise curves for the scheme with local readout (power of 2nd carrier fixed to P (2) = 4 kW)
and without local readout both optimized for binary systems with total mass M = 2.8 M¯ (upper
left),M = 40M¯ (upper right) andM = 120M¯ (lower). Special parameters used for optimizations
are given in tab. 5.2 and all others in tab. 5.1. Here classical noise (grey lines) is included. Single
contributions of the classical noise are labeled according to their appearance: suspension thermal
noise results from the fluctuations in the suspension system; seismic noise is due to motion of the
ground; thermal fluctuations in the coating dominates the one in the substrate; gravity gradient
noise accounts for time-changing Newtonian gravitational forces.
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5.3 Improvements in Advanced LIGO Sensitivity
5.3.1 Matched-Filtering Signal-to-Noise Ratio
To quantify the astrophysical merit of various configurations, we will calculate the improvement in
the matched-filtering signal to-noise ratio (SNR) or the detectable distance for a given threshold
SNR, respectively, for inspiral waves from compact binary systems. For a known waveform (in the









where Sh(f) is the single-sided noise spectral density. For compact binary objects, the lowest post-




f−7/6 Θ(fmax − f), (5.17)
with




where µ,M ,M1 andM2 are the reduced, total and single masses of the binary and D is the distance
from the source to the detector. Here the amplitude is the one where rms average over all directions
is already taken into account. There is an upper cutoff frequency, fmax, in Eq. (5.17) beyond which
the systems undergoes a transition from adiabatic inspiral into non-adiabatic merger, and Eq. (5.17)
is no longer a valid approximation. This frequency is usually taken to be the GW frequency at the
last stable circular orbit given, for a test mass in a Schwarzschild space time with mass M






A lower cutoff frequency fmin should also be applied to the integration in Eq. (5.16), below which it
is no longer possible to treat the system as stationary. We take fmin ≈ 7 Hz. Considering binaries













In this paper, we assume event rate to be proportional to the cube of detectable distance, i.e.,
R ∝ D3 . (5.21)
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Table 5.2: Parameters used when optimizing our proposed double readout scheme and the usual
Advanced LIGO like configuration each for different binary systems4.
M/M¯ parameters w/ local meter parameters w/o local meter improvement
P (1) in kW φ in rad ζ(1) in rad P (1) in kW φ in rad ζ(1) in rad in event rate
2.8 800 0.48pi 0.7pi 800 0.48pi 0.49pi 29 %
20 450 0.47pi 0.58pi 500 0.48pi 0.48pi 28 %
30 250 0.46pi 0.46pi 200 0.46pi 0.49pi 30 %
40 150 0.45pi 0.43pi 150 0.45pi 0.46pi 33 %
80 100 0.45pi 0.38pi 100 0.45pi 0.46pi 44 %
120 100 0.46pi 0.32pi 100 0.47pi 0.41pi 42 %
160 110 0.47pi 0.25pi 100 0.47pi 0.30pi 45 %
200 110 0.48pi 0.25pi 100 0.48pi 0.27pi 48 %
5.3.2 Improvement in the Event Rate
The tools reviewed in the previous subsection enable us to optimize a specific interferometer con-
figuration for given binary inspirals by maximizing its SNR with respect to certain interferometer
parameters. Note that we now take also classical noise into account as it is indicated by the grey
lines in Fig. 5.4. In this paper we assume that Advanced LIGO refers to a signal recycled interferom-
eter without local readout and optimized for neutron star-neutron star (NS-NS) binary systems, i.e.,
binary system with M = (1.4 + 1.4) M¯. We then vary the optical power P (1), detuning φ(1) and
detection angle ζ(1) in such a way that the SNR of the signal recycled interferometer without local
readout is maximized for the total mass of a given binary system in tab. 5.2. When we optimize our
scheme, we maximize the SNR varying the same set of parameters of the large-scale interferometer
(cf. tab. 5.2) but with imposing a fixed power for the second carrier (P (2) = 4kW), requiring
the second carrier to be resonant in the signal recycling cavity (λ(2) = 0), and fixing a detection
quadrature phase of ζ(2) = 0 (i.e., detecting the phase quadrature). Such a prescription is justified
because a local meter with such a short arm length, low power and finesse (as we have chosen) is
mostly dominated simply by shot noise.
If we compare the two schemes with and without an added local meter at the binary mass they
are optimized for we find moderate improvement in event rates (cf. last column in tab. 5.2). The
improvement increases for higher binary masses since our scheme helps to enhance sensitivity mainly
at low frequencies. Such a moderate improvement has been limited mainly due to low-frequency
classical noise.
The advantage of the local readout scheme can be appreciated better when we realize that there
are different populations of likely sources (e.g., binary total mass M can reside in a range, M),
whose signals extend to different frequency bands. We need to investigate how good a configuration
optimized for a particular system with total mass M would perform for other possible masses inM.
In this paper, we consider M = [M¯, 630M¯] with maximum mass determined by the condition
fmax = fmin. In Fig. 5.5, we show the improvements in event rates (with respect to Advanced LIGO
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baseline, optimized for NS-NS binaries) obtainable by Advanced LIGO configurations (solid lines)
and double readout configurations (dashed lines) for binaries withM ∈M, when the configurations
are optimized specifically for M = 2.8M¯ (black), 40M¯ (dark gray) and 120M¯ (light gray). In
Fig. 5.4, we show the corresponding noise spectral densities of these configurations together with
classical noise. Figures 5.5 and 5.4 provides us with at least two possible applications of the double
readout scheme.
Detector with broader frequency band. The sensitivity of the double readout configuration opti-
mized for 2.8M¯ systems (solid curve on the upper left panel of Fig. 5.4) is broader in band and
globally better than the baseline design of Advanced LIGO (dashed curve in the same figure) partic-
ularly at higher frequencies; this demonstrates that when an overall optimization is performed, the
local readout can indirectly improve sensitivity at higher frequencies. Although Fig. 5.5 (solid curve)
does not show a significant increase in binary event rates, this configuration is potentially interesting
for detecting other sources above 300Hz, for example pulsars and Low-Mass X-ray Binaries.
Detector for intermediate-mass black-hole binaries. The double readout configuration optimized
for 40M¯ systems (dark gray curve in Fig. 5.5) has the same sensitivity to low-mass binary systems
as Advanced LIGO baseline (up toM = 10M¯), while improving event rates for 60M¯ to 300M¯ by
factors of 2 to 4.5. This allows us to build a detector sensitive to the more speculative (yet in some
sense astrophysically more interesting) intermediate-mass black-hole binaries, without sacrificing
sensitivity at low-mass systems which are more certain to exist. As we see from dashed curves
in Fig. 5.5, such broad improvement simultaneously for systems with different total masses is not
achievable by single-readout Advanced LIGO-like configurations. It is also interesting to note that
this configuration only requires a circulating power of 150 kW in the arms.
The improvement in event rate increases significantly for higher binary masses (cf. gray curve in
Fig. 5.5 optimized for M = 120M¯) since the local meter helps to enhance sensitivity mainly at low
frequencies. But if we optimize for such high masses the sensitivity for lower masses cannot keep up
with Advanced LIGO.
It turns out that our scheme even improves sensitivity in the low-frequency regime when sensi-
tivity is dominated by classical noise, as can be seen in Fig. 5.5, since for high binary masses the
dashed curves meet at a factor of (4/3)3/2 below the solid curves. We explain this factor in the
appendix.
5.4 Implementation Issues
In this section we discuss the possibility of implementing this technique explicitly in the Advanced
LIGO detector. In fact, the so-called central Michelson degree of freedom in the detector, already to
be measured to keep the signal extraction port of the interferometer in dark fringe, is exactly what
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M = 120 Msolar
M = 40 Msolar
M = 2.8 Msolar
Optimized for:
Figure 5.5: Improvement in the event rate compared to Advanced LIGO versus total binary mass
with fixed optimization parameters for each curve. Signal-recycled interferometer with (solid lines)
and without (dashed lines) local readout are optimized for three different binary masses. Power of
2nd carrier is fixed to P (2) = 4 kW.
our local readout scheme proposes to measure. However, sensitivity of the current Michelson control
signal must be improved dramatically in order to be turned into our regime. We note that more
precise measurement of this Michelson degree of freedom also helps to decrease control-loop noise,
which is shot noise imposed on the control signal coupling to the main signal due to unavoidable
imbalances [20].
Optical power. In the baseline design, a pair of radio frequency (RF) sidebands created around the
main carrier frequency will be injected to probe the motion as it is already done in current detectors.
However, the power level of current RF sidebands is not high enough for our local readout. In the
baseline design, the input power is 125 W, which is amplified to ∼ 1.0 kW at each ITM, due to
power recycling. Only about 1% of the power at the input port is pumped into the RF sidebands
that resonate in the power recycling cavity but not in the arms. Taking into account the fact that
the RF sidebands do not enter the arm cavities and thus suffer from less optical losses, the power
of the Michelson-control sidebands at the ITM is currently planned to be ∼ 34W. Thus, one needs
to raise the current power by ∼ 120 times in order to achieve P (2) = 4kW. Another more realistic
way of realization is to use a phase-locked secondary laser with its frequency shifted by an odd
number of half free-spectral ranges from the primary laser to satisfy the off-resonant condition in
the arms. Furthermore, this subcarrier should almost be in dark fringe at the signal extraction port
and should be resonant in both recycling cavities. To achieve a circulating power of P (2) = 4kW for
the subcarrier we even need a little more input power than for the primary laser. But we can hope
to use the higher-power laser for the sub-carrier while the parametric instability [21, 22] in the arm
cavity may limit the power of the primary laser. Indeed, a circulating power of P (2) = 4kW is only
a few times more than the carrier power of the current GEO detector, which has a similar topology
compared to the local meter.
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Detection. Each signal at the dark port should be extracted with some reference field, which will
be another set of RF sidebands in the RF readout scheme, or DC offset light in the DC readout
scheme. The former one leaks through the dark port via macroscopic asymmetry in the central
Michelson interferometer, and the latter one leaks through the dark port via microscopic asymmetry
between two arm cavities. Either way, the reference fields for the carrier and the sub-carrier should
be isolated before the photo detection, otherwise the reference field which is not used for the signal
extraction will just impose extra shot noise. One way to solve the problem is to make use of
orthogonal polarizations. Before the photo detection, the carrier and the sub-carrier accompanied
with the reference fields can be separated by a polarized beam splitter, which is all-reflective to one
polarization and transmissive to the other. In addition, it is easy to combine the two beams before
injection into the interferometer without losing the power. An alternative way to the orthogonal
polarizations is to use a cavity that can separate the beams at different frequencies, where one
resonates in the cavity while the other does not. The cavity, a so-called output-mode-cleaner, is
already planned to be used at the detection port in Advanced LIGO. In the same way an input
mode cleaner cavity can be used to combine two beams before the injection into the interferometer.
Alternative configuration. One may also place the local meters around the ETMs. In this case,
a single laser beam, which can be different in frequency from the carrier light, should be split and
brought to each end of the arms so that laser noise can be cancelled out after taking a subtraction
of the two ETMs’ motion measurements. A cavity can be implemented as well as it is proposed for
a radiation-pressure-noise reduction method in [13, 14]. In this way the secondary laser for the local
readout does not need such high power and there is no concern of a heat problem at the BS and the
ITMs. However, in this case much more additional optical components are required to realize this
configuration.
5.5 Conclusion
Motivated by the optical-bar schemes [12] and quantum-locking schemes [13, 14], we have proposed
injecting a second laser beam into detuned signal recycled Michelson interferometers, sensing the
differential motion of the input mirrors, and improving low-frequency sensitivities of these interfer-
ometers, currently at low frequencies being limited by the rigidity of the optical spring. We derived
the optimal combined sensitivity of this double readout scheme, and demonstrated that this optimal
sensitivity is invariant with respect to the application of a feedback control scheme.
Taking into account the current classical noise budget of Advanced LIGO as well constraints on
optical power, we performed an optimization of our double readout schemes toward the detection
of compact binary inspirals. This scheme is shown either to be able to broaden the detection band
and (indirectly) significantly improving high-frequency sensitivities, or to allow the detection of
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intermediate-mass black-hole binaries with a broad frequency range without sacrificing sensitivity
to neutron-star binaries and stellar-mass black-hole binaries.
We also discussed briefly how the sensing of the Michelson degree of freedom in the currently
plan of Advanced LIGO can be made dramatically more sensitive and turned into our local readout
scheme.
Finally, we would like to point out that this scheme should be further investigated as a candidate
design for third-generation detectors, possible in conjunction with the injection of squeezed vacuum
states [23, 24] into the interferometer’s dark port [25, 26].
5.6 Appendix: Double-Readout Scheme Dominated by Clas-
sical Noise
Suppose at low frequencies, sensing noise is negligible, and noise is dominated by the classical force
noise acting on the mirrors. Then, the first carrier offers the following
yˆ(1) ∝ ξˆETM − ξˆITM + Lh , (5.22)
where ξETM and ξITM are classical noise on the ITM and the ETM, respectively. The output of the
second carrier is proportional to
yˆ(2) ∝ ξˆETM + ξˆITM + 2
√
2ξˆBS + Lh , (5.23)
where ξBS is the classical noise acting on the BS. Suppose again that ξITM, ξETM, and ξBS have
independent noise at the same level for ITM and ETM but half as high for the BS (cf. Eqs. (5.6)).
We obtain that the optimal filter uses three fourths of the output of the large-scale interferometer
and one fourth of the small interferometer in the units as above. This is in contrast to the optimal
filter functions when only quantum noise is taken into account as in the left panel of Fig. 5.3. Then
the combined output is given by
yˆ ∝ ξETM − 12ξITM +
1√
2
ξBS + Lh . (5.24)
Then the large-scale interferometer’s noise spectral density versus the optimal noise spectral density
reads 2/ 32 which gives the factor in Fig. 5.5. In this way the double readout is able to cancel some
fraction of the classical noise.
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Chapter 6
Optimal Quantum Filtering in Advanced
LIGO Interferometers
With the continuous improvements of measurement sensitivities in gravitational-
wave interferometers, investigations of quantum mechanical behaviors of macro-
scopic test masses become feasible. Quantum mechanical experiments to double
optical spring device is studied, yet these tools will apply to Advanced LIGO in-
terferometer , which has arm lengths of a few kilometers and test masses weights
of a few kilograms. To observe these macroscopic effects, we must extract signals
from various environment noises, such as seismic noise, suspension thermal noise
and mirror thermal noise. We have found that the Wiener filter is a useful tool to
achieve this goal. In this chapter, we apply and extend the classical Wiener filter
to this type of experiments and demonstrate not only for practical use of noise
reduction, but also theoretical meaning of calculating the result of state collapse.
Furthermore, we also build a natural connection between classical Wiener filter
and quantum filter via the path integral approach.
Paper in preparation
6.1 Introduction
The continuous quantum measurement of macroscopic objects was first investigated in the context
of gravitational wave detection [1]. In laser interferometer gravitational wave detectors, incoming
gravitational waves induce very weak tidal forces on mirror-endowed test masses. These are approx-
imately free masses since they are hung from seismic isolation stacks as pendulums with eigenfre-
quency much below the detection band. The interferometer measures the change in the test-mass
mirror’s relative positions. The position observable, however, does not have commuting Heisenberg







for the dimensionless gravitational-wave signal h(t) = ∆L/L. Here m is the mass of each identical
test mass, L is the cavity length, ∆L is the displacement of the test mass under tidal forces, Ω is
the frequency of the gravitational-wave and ~ is the Planck’s constant. Because gravitational-wave
sources are usually distant objects, in order to detect the signal, the design sensitivities of laser
interferometric gravitational-wave (GW) detectors ( LIGO/VIRGO/TAMA/GEO ) must reach or
surpass the SQL. Examples of methods that can beat SQL include (i) injecting squeezed vacuum
into an interferometer’s dark port [2], (ii) implementing frequency-dependent homodyne detection
[3], and (iii) speed-meter designs [4], (iv) modifying the test-mass dynamics with an optical spring
[22, 23, 24]. Meanwhile it is also necessary to reduce the classical noises such as the thermal noise.
As the design sensitivities approach the SQL, it becomes feasible that we use interferometers to
do macroscopic quantum mechanical experiments. By macroscopic we mean that the instruments
have arm lengths of a few kilometers and test mass weights of a few tens of kilograms, or somewhat
smaller in the case of the MIT experiment. For example, if the noise is below the SQL, nearly pure
quantum states can be prepared via measurement induced state collapse. After that we can do many
interesting quantum mechanical experiments such as quantum teleportation, quantum swapping and
so on. We can also investigate quantum mechanical entanglement between the optical field and the
test masses, as well as entanglement between test masses [6].
Because the motions of the test masses are way smaller than λ/F , where λ is the wavelength
and F is the finesse of the cavity, the system can be well approximated by a linear system with
Gaussian white noise; classical theories of optimal filtering and stochastic control for linear systems
are applicable to the current problem. The key results from Wiener filtering and optimal stochastic
control will be very helpful when we analyze the data from these experiments. In this chapter we
apply and extend the theory of Wiener filtering to some typical macroscopic quantum mechanical
experiments.
6.2 Optimal Wiener Filtering and Its Relation to Ordinary
Linear Regression
6.2.1 Wiener Filter
In this subsection we present the Wiener filter which as the optimal least-mean-square estimate of
a linear system. After that we will show the analogy between Wiener filter and linear regression in
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finite dimension. The results in this subsection will be used in Sec. 6.4 when we discuss the state
preparation problem in Advanced LIGO interferometers (AdvLIGO [5]).
Suppose that we have a stable linear quantum mechanical system with a complete set of lin-
ear observables {X(t),−∞ < t < ∞}. We further assume that X(t) does not depend on initial
conditions, but instead depends only on the states of the incoming fields, with dependence decays
exponentially to the distant past. In order to gain some information of this system we measure the
states of a probe, which are denoted by {Y (t),−∞ < t < ∞}. We further assume that our linear
quantum system satisfies causality and the quantum nondemolition (QND) condition, which means
[Y (t′), X(t)] = 0,∀t′ < t [Y (t), Y (t′)] = 0,∀t, t′. (6.2)
Our goal is to use {Y (t′),−∞ < t′ < t} to predict the value of X(t).





dt′K(t− t′)Y (t′) +R(t), (6.3)
where the first term on the right-hand side is our linear optimal estimate of X(t) given the mea-
surement history of {Y (t′),−∞ < t′ < t}. The second term, R(t), is the residual noise that is
uncorrelated to Y (t′), i.e.,
〈R(t)Y (t′)〉 = 0,∀t′ < t. (6.4)
This is very similar to the ordinary linear regression where we decompose X(t) into a vector in the
linear space spanned by {Y (t′) : −∞ < t′ < t} and a noise term which is orthogonal to Y (t′). The
orthogonality here is according to the inner product defined by taking covariance,
〈A,B〉 ≡ E[AB]− E[A]E[B]. (6.5)
We will use this correspondence between Wiener filter and ordinary linear regression later in this
section.
Once we have the decomposition, the optimal estimate of X(t) is just the conditional mean










The second equality holds because R(t) is independent of {Y (t′) : −∞ < t′ < t} and E[R(t)] = 0.
It is also easy to show that the conditional variance of the estimate Xˆ is,








The kernel K(t) that minimizes the conditional variance is called the Wiener filter, which filters the
measurement in Y (t′) and yields the best estimate of X(t). To determine K(t), we need to solve




dt′K(t− t′)CY Y (t′ − t′′) = 0, ∀t′′ < t, (6.8)
where CXY is the covariance between X and Y and CY Y is the variance of Y . This equation is
straightforward to solve through the Wiener-Hopf method if the power spectra SXY (Ω) and SY Y (Ω)
of the stationary process {X(t), Y (t)} are rational polynomials. We present the solution here; further
references can be found in [7, 8, 9].




K(y)CY Y (x− y)dy = 0,∀x > 0. (6.9)
We can extend the definition of the filter function by letting K(y) = 0,∀y < 0. This definition makes




K(y)CY Y (x− y)dy = 0,∀x > 0,K causal. (6.10)
After applying a Fourier transform to Eq. (6.10), we obtain a function in Ω,
L(Ω) = SXY (Ω)− K˜(Ω)SY Y (Ω) (6.11)
that must be analytic in the lower-half complex plane–so that Eq. (6.10) holds for x > 0. Here K˜ is
the Fourier transform of K(y), which must be analytic in the upper-half complex plane. Note that











In order to obtain K˜, we first factor SY Y (Ω) = φ+Y Y (Ω)φ
−
Y Y (Ω), in such a way that φ
+
Y Y (Ω)
only has poles and zeros in the lower-half complex plane (i.e., φ+Y Y (Ω) and 1/φ
+
Y Y (Ω) both analytic
in the upper-half complex plane), and that φ−Y Y (Ω) only has poles and zeros in the upper-half
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complex plane (i.e., φ−Y Y (Ω) and 1/φ
−
Y Y (Ω) both analytic in the lower-half complex plane). The
condition that L(Ω) is analytic in the lower-half complex plane is equivalent to the condition that






− K˜(Ω)φ+Y Y (Ω) (6.13)
must be analytic in the lower-half plane. We then need to break SXY /φ−Y Y into a sum of two pieces,












− K˜(Ω)φ+Y Y (Ω), (6.14)
where [. . .]+ means being analytic in the upper-half plane, and [. . .]− means being analytic in the

























which is clearly a causal function because each term involved here is analytic in the upper-half plane.
We can plug the causal filter K in Eq. (6.16) into Eq. (6.7) and obtain the conditional variance



















We note that the above Wiener filtering is causal because it only uses the information of
{Y (t′),−∞ < t′ ≤ t}. If we were allowed to use the whole information {Y (t′),−∞ < t < ∞},









The conditional variance based on the non-causal Wiener filtering is












However, because [X(t), Y (t′)] 6= 0 for t′ > t, quantum non-causal filters are subtle to define.
Variances defined in this way could violate the Heisenberg Uncertainty Principle.
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These results will be used in the following subsection.
6.2.2 Wiener Filtering Viewed as Linear Regression
In this subsection we will build the correspondence between the Wiener filter and ordinary linear
regression. There are two reasons to do so. On one hand, the Wiener filter is constructed in the
frequency domain so a time-domain method is desired for completeness. On the other hand, as we
will see shortly, macroscopic quantum mechanical experiments in LIGO interferometers will require
the technique of multivariate Wiener filtering. In the proposed MIT experiments [10, 11], the double
optical spring scheme has been shown to provide a stable optomechanical trap [11]. At the output
port of this device it is easy to separate the carrier field and its sidebands from the subcarrier field
and its sidebands. This can be accomplished by using laser lights with different polarizations. In
order to obtain information about the end mirror’s position and momentum we must detect both
the carrier and subcarrier lights. In this case we will have two readouts Y1,2(t) and consequently we
need to do two-channel Wiener filtering. If we continue our approach in frequency domain we need
to do the following factorizationSY1Y1(Ω) SY1Y2(Ω)
SY2Y1(Ω) SY2Y2(Ω)
 = Φ+(Ω)Φ−(Ω), (6.20)
where Φ+(Ω)(Φ−(Ω)) and its matrix inverse Φ−1+ (Ω)(Φ
−1
− (Ω)) are analytic in the upper-half (lower-
half) complex plane. This goal can be achieved by the so-called symmetric factors extraction method
[14] which is quite complicated. In this subsection, after building the correspondence between Wiener
filtering and ordinary finite-dimensional linear regression, we can obtain a simple numerical algorithm
for doing multivariate Wiener filtering in the time domain.
Ordinary linear regression applies to problems where there is a linear dependence between the
response X and n predictors Y1, . . . , Yn. This dependence is subject to an error ² such that
X = β1Y1 + . . .+ βnYn + ², (6.21)
where βi are the corresponding coefficients. Without loss of generality we can assume X and
~Y ≡ (Y1, Y2, . . . , Yn)T are zero mean random variables with known covariances. Then it is quite







so that X and its estimate Xˆ ≡ ~βT · ~Y has the minimal difference in the mean square sense. We note
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the similarity between Eq. (6.3) and Eq. (6.21) where both equations try to project X into linear
spaces spanned by the measurement data and the errors are perpendicular to the linear spaces.
This similarity is most obvious when we derive the non-causal Wiener filter from the ordinary
least square. Let us discretize the measurement time t to integers. After measuring Y (t), t =
−∞, . . . ,−1, 0, 1, . . . ,∞, we can give a linear estimate of X by Xˆ = ~βT · Y where ~β is calculated




~β = Cov(~Y ,X). (6.23)
If we consider Var(~Y ),Cov(~Y ,X) and ~β to be functions that are defined on integers, we can rewrite
Eq. (6.23) in a component form
∞∑
i=−∞
CY Y (i)β(j) = CXY (i+ j), j = −∞, . . . ,−1, 0, 1, . . . ,∞ (6.24)
where CY Y (i) and CY X(i) are autocorrelation and cross correlation functions of the random processes
{Y (t), X(t)}. In the continuous limit, Eq. (6.24) reduces to
∫ ∞
−∞
β(y)CY Y (x− y)dy = CXY (x), (6.25)
which is the same equation that the non-causal Wiener filter satisfies [7, 8]. Therefore if we measure
{Y (t), t = −∞, . . . ,−1, 0, 1, . . . ,∞} and make an ordinary linear regression, the resulting coefficients
~β will approach the non-causal Wiener filter K(t) in the continuous limit.
To further explore this correspondence, we give a numerical example where the ordinary linear
regression of the history {Y (t), t = −∞, . . . ,−1, 0} yields the causal Wiener filter. In Fig. 6.1 we
show the comparison between the causal Wiener filtering and the ordinary linear regression, for the







(Ω2 + 4.52)(Ω2 + 3× 4.52) ,




The solid line is the optimal Wiener filter and the dots are the ordinary linear regression coefficients.
We find a nice agreement between two methods.
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Figure 6.1: Comparison between the optimal Wiener filter and the ordinary linear regression for
stochastic processes {X(t), Y (t)} with power spectra equation (6.26). The solid line is the optimal
Wiener filter and the dots are the ordinary linear regression coefficients.
6.3 Quantum Filtering via the Path Integral Approach
In this section, we show how to obtain the result of causal Wiener filtering via the path integral
approach. X(t) are Heisenberg operator of system observables and Y (t) are measurement data. In
macroscopic quantum mechanical experiments, usually the object is the mirror and the the probe
is the optical field. We denote the object’s density matrix by ρo(t) and consider its evolution under
a linear continuous measurement. Our goal is to describe the estimation of the object’s quantum
state when the measurement results are given. Different from the usual treatment of this problems
(such as [18, 19, 20]), we consider the case that not only backaction but also measurement noises
are non-Markovian. This section is largely based on discussions with Yasushi Mino.
In the Heisenberg picture, we assume the Hamiltonian of the entire system (i.e., the object and
the probe) is described by
Hˆ = Hˆo + Hˆp + Hˆe + Hˆmeasure + Hˆint, (6.27)
where Hˆo, Hˆp and Hˆe consist of operators for the object, the probe and the environment respectively.
They describe the free-evolution of these operators and we do not need to consider their specific
forms in this subsection. Hˆmeasurement and Hˆint describe the quantum measurement process of
the object by the probe and the interaction of the object with the environment respectively. We
next calculate the evolution of the object’s density matrix under continuous measurements and the
interaction with the environment. For this purpose, we adopt the interaction picture and assume
we have the free-evolution operators of the object, the probe and the environment, which we denote
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by Xˆ(0), aˆ(0)i (t) and bˆ
(0)
j (t) respectively.




Uˆ = (Hˆmeasurement +Hint)Uˆ , Uˆ(t0, t0) = Iˆ , (6.28)
where Iˆ is the identity operator. The evolution of the entire system (the object, the probe and the
environment) is described by
ρ(t) = Uˆ(t, t0)ρ(t0)Uˆ(t, t0)†, (6.29)
where ρ(t) is the density matrix of the entire system. For simplicity we assume that the initial
density matrix is described by ρ(t0) = ρo(t0) ⊗ ρp(t0) ⊗ ρe(t0), where ρo(t0), ρp(t0) and ρe(t0) are
the initial density matrices for the object, the probe and the environment respectively. By taking
appropriate state reductions over the probe and the environment, one can derive the evolution of
the object’s density matrix.
The environment is an uncontrolled system which introduces a noise to the object’s quantum
state. We do not know the initial state or the final state of the environment. However, we may have
a statistical property of the environment such as its temperature; specifically, we know the spectrum
of bˆ(0)j . The typical way to deal with the environment is to take the thermal state as the initial
density matrix for the environment and to take the trace over the final state of the environment. By
taking the trace we consider all the possible final states of the environment with statistical weight.
On the other hand, we control the probe’s initial state in order to maximize the detection efficiency.
We also have a measurement record of the probe with which we can infer to which state the object
has been collapsed. By taking the state reduction of the probe to the specific state followed by the
measurement record, we can describe the conditioned evolution of the object’s density matrix.
6.3.1 Evaluating Conditional Expectations via the Generating Functional
Our full system is made up of the object, the probe and the environment. Because we are looking
at Gaussian states, the first and second moments contain the full information about the system’s
evolution. In this subsection, we present some formal expressions for the conditional expectations
and covariances of the object variableX given that we have continuously measured the probe variable
Y .
First let us consider a single measurement of the probe. Let H = Ho ⊗ Hp ⊗ He be the full
Hilbert space of the system which consists of the object, the probe and the environment. ρ(t) is
the full density matrix for the system. Suppose we measure the probe variable Y at time t = t1
and obtain the result y1. Then the reduced conditional density matrix for the object can be written
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as
ρo(t1) = Tre[〈y1|ρ(t1)|y1〉] = Tre,p[δ(Y − y1)ρ(t1)], (6.30)
where we have used the relation
〈y1|ρ(t1)|y1〉 = Trp[|y1〉〈y1|ρ(t1)] = Trp[δ(Y − y1)ρ(t1)]. (6.31)
In order to calculate the conditional expectation of some observable X of the object, we need to
evaluate the following expression
E[X|Y = y1] = Tro[Xρo(t1)] = Tre,p,o[Xδ(Y − y1)ρ(t1)] = Tre,p,o[X(t1)δ(Y (t1)− y1)ρ], (6.32)
where ρ is the initial density matrix for the object, the probe and the environment.
To continue our discussion, we consider continuous quantum non-demolition (QND) measure-
ments. Assume we make a series of measurements of the past history of the probe and obtain
{y(t′),−∞ < t′ < t}. Generalizing the result for a single measurement, we obtain the conditional
expectation for the observable X as
E[X(t)|Y (t′) = y(t′); t′ ≤ t] = Tre,p,o
X(t) ∏−∞<t′≤t δ(Y (t′)− y(t′))ρ
 . (6.33)





























where Dk(t′) is the functional integral which is used frequently in the path integral approach [21].

















where Io is the identity operator in the Hilbert space of the object.
In practice when the system becomes stable via some mechanism such as damping or feedback
control, the conditional expectation will still depend on the measurement results. But the conditional
variance will not depend on the initial conditions or the measurement results. Therefore in the
following we will focus on evaluating the conditional variance.
























= E[X(t)2|Y (t′) = y(t′);−∞ < t′ ≤ t]− E[X(t)|Y (t′) = y(t′);−∞ < t′ ≤ t]2
= Var[X(t)|Y (t′) = y(t′);−∞ < t′ ≤ t]. (6.38)
These expressions will be used in the following subsection.
6.3.2 Application to High-Finesse Fabry-Perot Michelson Interferometer
In this section we apply the above formalism to a high sensitivity position measurement device, such
as Advanced LIGO. As we mentioned before the conditional mean of the observable will depend on
the specific measurement history but the conditional variance will not. Without loss of generality,
we can assume the measurement results of the probe are always zero, i.e.,
y(t′) = 0,−∞ < t′ ≤ t. (6.39)
It is fairly straightforward to generalize the results in this subsection to non-zero measurement results
but the notations will be more complicated.
We first consider the effect of the environment. Because we do not have direct access to the
environment, the usual way of dealing with the environment is by taking an ensemble average.
Specifically, when we write out the quantum Langevin equation to obtain the frequency domain
expressions for the object and the probe, we describe the environment by its damping effect as well
as a noise term W (ω) with the power spectrum [19]





2piωδ(ω − ω′), (6.40)
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and
[W (ω),W (ω′)] = − γm
ωm
2piωδ(ω − ω′), (6.41)
where γm and ωm are the damping rate and resonant frequency of the mirror. In the following
calculation, we will use these relations to describe the environment.
We also need to specify the expressions for the object (the mirror) and the probe (the laser field).








dω[Y (ω)eiωt + Y †(ω)e−iωt], (6.42)
where the frequency domain expressionsX(ω), Y (ω) have been worked out for several interferometers
[17, 22, 23, 24]. When the whole system is stable the probe only depends on the input radiation field
while the mirror depends on both the input radiation field and the environment noise. In calculating
the input-output relation we use the so-called two-photon formalism [25, 26] where
X(ω) = Ko,1a1 +Ko,2a2,
Y (ω) = Kp,1a1 +Kp,2a2, (6.43)











a+ ≡ aω0+ω, a− ≡ aω0−ω, (6.45)
are the usual annihilation operators of the input radiation fields.
Below we find it more convenient to do the calculation in a± not a1,2 so we rewrite Eq. (6.43) as
X(ω) = Ko,+a+ +Ko,−a
†
−,
Y (ω) = Kp,+a+ +Kp,−a
†
−. (6.46)
The explicit forms of the susceptibility functions (Ko,±,Kp,±) depend on the specific optical topology
of the system and some of them have been worked out in Refs. [17, 22, 23, 24].
Because we assume the system to be stable and the input optical field to be in its vacuum state,
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following Ref. [17], the (single-sided) spectral densities can be calculated as
SXY (ω) =








= |Ko,+|2 + |Ko,−|2
SY Y (ω) =
〈0|Y Y † + Y †Y |0〉
2pi
= |Kp,+|2 + |Kp,−|2. (6.47)
Because the system is assumed to be stable and stationary, we only need to evaluate the condi-





−∞ dtk(t)Y (t)〉. (6.48)
If we define a new function k˜(t) such that
k˜(t) =
 k(t), t ≤ 00, t > 0, (6.49)










−∞ dtk˜(t)Y (t)〉. (6.50)











Note that we have introduced a constraint to the possible functions k˜(ω) in the functional integration.
Below when we do Gaussian integration, we require that the integration transform preserves this
constraint. Specifically if we want to transform the integration variables as follows
k˜(ω)→ a(ω)k˜(ω) + b(ω), (6.52)
we require that a(ω), 1/a(ω), b(ω) all be analytical in the lower half plane. In order to simplify J(β)
we need to use the causality condition. From
0 = [X(0), Y (t)] =
∫
dω(Ko,+K∗p,+ −Ko,−K∗p,−)e−iωt, t ≤ 0, (6.53)
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we know Ko,+K∗p,+ −Ko,−K∗p,− is analytical in the lower half plane. Therefore,∫ ∞
−∞
dωk˜(ω)Ko,+K∗p,+ −Ko,−K∗p,− = 0, ∀ k˜(ω) is analytical in the lower half plane. (6.54)







dωk˜∗(ω)(K∗o,−Kp,− −K∗o,+Kp,+) = 0, (6.55)
where we require k˜(ω) to be the Fourier transform of a real function k(t) and hence analytical in
the lower half plane. This useful identity allows us to simplify Eq. (6.51) as follows (we use R− to






































where the first equality comes from applying the Baker-Campbell-Hausdorff formula to Eq. (6.51)
and the second equality comes from Eq. (6.47) and Eq. (6.55).
Similar to the procedure in Sec. 6.2 we can decompose SY Y = A+A−, where A+ (A−) and
1/A+ (1/A−) are analytical in the upper(lower) half plane. After that we can apply an integration
transformation



























If we decompose SXY /A− as
SXY
A−
= B+ +B−, (6.59)
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where B+ (B−) are analytical in the upper (lower) half plane, we have∫







































Taking logarithm and doing two derivatives with respect to β, we recover the standard results in
Sec. 6.2, Eq. (6.16). We also note that if we have nonzero measurements (y(t) 6= 0) by taking the
first derivative we will recover Eq. (6.5), which is the optimal linear estimate [15].
6.4 Application to the MIT Squeezer Experiment
6.4.1 Multivariate Wiener Filtering for a Double Optical Spring Inter-
ferometer
In this subsection, we apply the multivariate Wiener filter to the double optical spring experiment
at MIT [10, 11]. It is well known that a single optical spring connected to a free mass always makes
an unstable system [23]. By contrast, the double optical spring configuration can provide a stable
optomechanical trap [11]. At the output of the device it is easy to separate the carrier field and its
sidebands from the subcarrier field and its sidebands. This can be achieved by using optical fields
with orthogonal polarizations. Here we theoretically investigate whether it is possible to put the
gram-scale mirror oscillator close to its ground state by considering the conditioning produced by
continuous homodyne detections of both the carrier and the subcarrier’s output fields.
Let us consider a single detuned cavity with a movable end mirror where two fields, the carrier
and the subcarrier with orthogonal polarizations, are injected into the cavity. The output fields are
measured by homodyne detections. As shown in Ref. [23, 24], a detuned cavity makes the power
inside the interferometer depend on the motion of the mirror. This creates the so-called optical
spring, which is always unstable. To make the system stable, we realize that it is possible to create
damping which goes along with having an anti-restoring force. By adjusting the detuning of the
carrier and subcarrier, i.e., adding an optical spring and an anti-restoring force, one can generate
an effective optical spring with anti-damping (or anti-spring with damping) which is stable. We will
use the formalism in [22, 23, 24] to describe the equations of motion.
The suspended mirror is a harmonic oscillator with eigenfrequency ωm and velocity damping rate
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γm = ωm/Q. The fluctuations associated to this dissipation are described by ξ which has a white
noise spectrum
〈ξ(Ω)ξ†(Ω′)〉 = 2piδ(Ω− Ω′)mγm2kBT. (6.62)
Then the frequency domain equations of motion for the positions of the mirror x(Ω) and the phase
quadratures y1,2(Ω) are given by
x(Ω) = Rxx(Ω)×
((F1(Ω) + F2(Ω))− [(Kre,1(Ω) +Kre,2(Ω)) + iΩ(Kim,1(Ω) +Kim,2(Ω))]x(Ω) + ξ(Ω)) ,
y1(Ω) = Y1(Ω) +RY1F1(Ω)x(Ω),
y2(Ω) = Y2(Ω) +RY2F2(Ω)x(Ω), (6.63)
where Kre,j and ΩKim,j are the real and imaginary parts of the ponderomotive rigidities generated



















where δj are the detunings of carrier and subcarrier, γj = τjc/(4L) are the cavity bandwidths and
θj = 8Pjωj/(mLc) are the coupling constants of the mirror and lights. Here the approximation in
Eq. (6.64) holds in the large bandwidth limit γj À Ω. Note that the input laser power Ij is related
to the intracavity power Pj by
Pj =
2Ijτj




The quantities describing the “free” radiation pressure Fj(Ω) and the “free” shot noise Yj(Ω) for





(iΩ− γj)a(j)1 (Ω) + δja(j)2 (Ω)
(Ω− δj + iγj)(Ω + δj + iγj) ,
Yj(Ω) =
−2δjγja(j)1 (Ω) + (δ2j − γ2j − Ω2)a(j)2 (Ω)
(Ω− δj + iγj)(Ω + δj + iγj) , (6.66)
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and the susceptibilities of the system are [24]
Rxx = − 1






(Ω− δj + iγj)(Ω + δj + iγj) , (6.67)
where the mechanical resonant frequency is Ωm = a+ ib with a =
√
ω2m − γ2m/4 and b = γm/2. The
numerical values of the parameters are shown in table 6.1.
Table 6.1: Parameters in double optical springs
Symbol Physical Meaning Numerical Value
m end mirror mass 1 g
ωm pendulum eigenfrequency 2pi × 172 Hz
I1 carrier laser input power 4.76 W
c/ω1 laser wavelength 1064 nm
γ1 carrier half-cavity bandwidth 2pi × 10, 600 Hz
δ1 detuning of the carrier 3γ1
I2 subcarrier laser input power 0.24W
c/ω2 subcarrier laser wavelength 1064 nm
γ2 subcarrier half-cavity bandwidth 2pi × 10, 600Hz
δ2 detuning of subcarrier −0.5γ2
T temperature 300K
Q suspension quality factor 104
The unconditional uncertainty is usually limited by thermal noise which cannot be suppressed
by the optical spring [11]









where Vxx, Vpp and Vxp are the variances and covariances of x and p. However, the conditional
variances can be removed to a large extent. For a mirror with a high quality factor, it is possible
to approach the quantum mechanical ground state as we show below. In Fig.6.2, we show that
the measurement uncertainty (Vxx, Vxp, and Vpp are calculated using the discrete linear regression
method) decreases as we increase the quality factor of the mirror. Alternatively we can also decrease
the temperature to achieve the quantum mechanical ground state of the mirror. Here VxxVpp−V 2xp >
~2/4 even for T = 0 because of the remaining entanglement between test mass and cavity mode.
6.5 Conclusion
In this chapter, we have extended classical optimal filtering methods to macroscopic quantum me-
chanical experiments in laser interferometers. We showed that multivariate Wiener filtering can be
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Figure 6.2: Uncertainty versus quality factor. Following [13], we measure test-mass uncertainty by
4
√
4(VxxVpp − V 2xp)/~2. The bottom line is the conditional uncertainty from multivariate Wiener
filtering. The top line is the measurement uncertainty for carrier light and the middle line for
subcarrier light. The temperature is T = 300K.
.




















Figure 6.3: Uncertainty versus temperature. Following [13], we measure test-mass uncertainty by
4
√
4(VxxVpp − V 2xp)/~2. The bottom line is the conditional uncertainty from multivariate Wiener
filtering. The top line is the measurement uncertainty for carrier light and the middle line for
subcarrier light. The quality factor is Q = 108.
.
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used to suppress the thermal noise so that the suspended mirror can achieve its quantum mechan-
ical ground state when increasing the quality factor and/or reducing the temperature. With the
preparation of quantum ground states, one can do several interesting experiments such as quantum
swapping and quantum teleportation. In another related study, we found that the stochastic optimal
control method can help quantum swapping experiments of two interferometers.
In summary, we found that it is feasible to design some quantum mechanical experiments that
use the advanced LIGO interferometer, and we showed that in such experiments the theory of filter
and control is crucial to eliminating the impact of environment thermal noises.
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Chapter 7
Analytical Solutions for Expanding
Fireballs
Many models of Gamma Ray Bursts (GRBs) as well as of Soft Gamma Ray
repeaters (SGRs) involve a fireball: an optically thick concentration of radiation
energy with a high ratio of energy density to rest mass. We study the asymptotic
behavior of an ultra-relativistic fireball consisting of electron-positron pairs and
photons. We show that in the ultra-relativistic limit, after photons decouple
from the pairs, the photon distribution function remains a blackbody spectrum
in some appropriate Lorentz frame, allowing us to define an effective Lorentz
factor and temperature for the photon gas. We also study the freezing out of
electron-positron pairs and their asymptotic Lorentz factor γ∞. The dependence
of these quantities on initial conditions can be described by simple scaling laws.
We apply our results to SGR 1806-20, and find that the energy carried by electron-
positron pairs is higher than calculated by former estimates, but is still an order
of magnitude short of the minimum energy required to produce the observed
afterglow. A viable solution of the energy budget is that the fireball is loaded by
baryons or electromagnetic flux.
Originally published as C. Li and R. Sari, Astrophys. J. 677 425 (2008).
7.1 Introduction
The release of a large amount of energy into a compact region can lead to an opaque electron-
positron-photon fireball. The formation and evolution of fireballs are of interest in astrophysics,
especially for the understanding of GRBs at cosmological distances [2, 3, 4, 5, 9] and SGRs [6, 7, 8].
The evolution of an electron-positron-photon fireball consists of several phases [1, 4]. Initially, the
electrons, positrons and photons are in thermal equilibrium due to high temperature and large optical
depth. As the fireball expands, its temperature decreases, and the equilibrium number density of
electrons and positrons decreases. The optical depth for pair annihilation drops below unity, and
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their density deviates from thermal equilibrium below a temperature of about 20 keV. Around the
same time, the optical depth for photon scattering drops below unity so that photons decouple from
pairs and begin freestreaming. Further expansion causes the density of electron-positron pairs to
decrease, but their total number is now conserved. The Lorentz factor of electrons increases until the
optical depth for scattering off photons becomes small. Then the pairs decouple from the photons
and therefore no longer accelerate. If we consider the fireball as a steady state wind, there will be a
constant number of pairs per unit time N˙∞ arriving at infinity with Lorentz factor γ∞.
In this paper we analytically study these fireball processes. We assume a steady-state wind and
focus on deriving exact solutions for N˙∞ and γ∞. These quantities have only been estimated to
an order of magnitude previously [1, 11]. We prove in §7.2 that after photons decouple from the
pairs, the photons remain thermal in a Lorentz frame that is accelerating as γph ∝ r. We define the
Lorentz factor of this frame, γph, as the Lorentz factor of the photons. When the fireball is optically
thick, the pairs Lorentz factor γe is almost equal to that of the photons γph since the photons are
dragging the pairs. As the fireball expands and becomes sufficiently optically thin, γph and γe start
to deviate from each other, with γe < γph. Finally γe approaches its coasting value γ∞.
In §7.3 we calculate the number of pairs per unit time that survive or freeze out once the
annihilation timescale becomes longer than the dynamical time. We arrive at an exact expression
under the assumption that the pairs Lorentz factor during freeze out is very similar to that of the
photons and that the temperature at freeze out, kBT±, is significantly below the electron rest mass.
In §7.4 we derive an expression for the coasting Lorentz factor. We generalized our results in §7.5
for the case that the fireball is loaded with some amount of baryons and their associated electrons,
or with magnetic fields. We discuss the applications to SGRs in §7.6.
7.2 Freely Streaming Photons
The sudden release of a large amount of energy in a compact region produces an expanding fireball.
Relativistic dynamics in spherical geometry ensures that the matter expands such that its Lorentz
factor is proportional to the radius [4, 9]. Before the photons reach the photosphere, they are in
thermal equilibrium, and the distribution function is of blackbody form. If, at some radius the
photons begin to stream freely without scattering, then, as we will show below, photons remain
thermalized as long as we observe them in a Lorentz frame that continues to accelerate linearly with
distance, γph ∝ r. As a side note, we mention that since this relation is true for no scattering, γph
continues to increase all the way to the observer. For example, in the giant flare of SGR 1806-20
the observed 200 keV photons, when they reach the observer, have a thermal distribution with a
temperature of 4× 10−12 eV if viewed in a frame that has a Lorentz factor γph = 5× 1016.









Figure 7.1: A photon emitted at point 1 is received at point 2. Point O is the origin of the fireball,
point 1 lies on the photosphere; point 2 is an arbitrary point outside the photosphere. All the angles
are exaggerated since θ, θ10, θ20 ¿ 1.
are angles measured in the observer frame. Correspondingly, θ1 and θ2 denote the same angles
measured in the comoving frames of the photon gas at point 1 and 2. When the fireball reaches
photosphere, γph À 1, which means that the transverse optical depth is of the order γ2ph À 1, thus
point 2 can only receive tiny amount of photons which are emitted from high-latitude regions on the
photosphere. Therefore it is reasonable to assume
θ ¿ 1, θ10 ¿ 1, θ20 ¿ 1. (7.1)
We note that although θ10, θ20 are very small, their counterparts θ1, θ2 in the comoving frames can
be large. From Liouville’s theorem, the phase space distribution function is conserved along each
collisionless trajectory. Thus we get the relation for the photon distribution function:
f(ν2, θ2) = f(ν20, θ20) = f(ν10, θ10) = f(ν1, θ1). (7.2)
Here the second equality is from Liouville’s theorem and the first and third equalities are from the
Lorentz invariance of the phase space distribution function. Since we assume the photon distribution
at point 1 is that of a blackbody in its comoving frame, we obtain
f(ν2, θ2) = f(ν1, θ1) =
1
ehν1/kBT1 − 1 . (7.3)
In order to express the photon distribution function at point 2 in terms of photon frequency ν2 and
angle θ2, we need to do Lorentz transformations at points 1 and 2 and use the relation ν10 = ν20 for










where γph,1, γph,2 denote corresponding photon Lorentz factors at points 1 and 2. In the above
argument, we use Eq. 7.1, r1/γph,1 = r2/γph,2 and a geometrical relation r1θ10 = r2θ20. Therefore
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the photon distribution function at point 2 is
f(ν2, θ2) =
1
ehν1/kBT1 − 1 =
1
ehν2/(kBT1γph,1/γph,2) − 1 . (7.5)
Therefore, by defining the photon Lorentz factor γph to be proportional to r, the photon distribution
function remains a blackbody spectrum in this comoving frame, with the corresponding temperature
inversely proportional to r. As such, the distribution function is isotropic, f(ν2, θ2) = f(ν2). In
other words, if we observe the freely-streaming photons in a carefully chosen Lorentz frame, we will
always observe an isotropic blackbody spectrum. In deriving this conclusion, we have only used
the following properties of freestreaming photons: γph ∝ r, θ10 ¿ 1. The result is therefore quite
general.
Clearly, the free streaming of photons is a valid assumption only when the optical depth for
scattering is well below unity. It is therefore important to explain why those conclusions continue
to hold even when the optical depth is around unity. The collision effect vanishes as long as the
electron-positron pairs are thermal. It is the photons that keep the electrons thermal as the fireball
expands. However, at the photosphere, where the photons escape and the optical depth for scattering
of a photon off an electron is of order unity, the density of photons far exceeds that of pairs. An
order of magnitude estimate gives the photon-to-pair number ratio to be
e(mec
2)/kBT ∼ e(511)/20 ∼ 1011, (7.6)
where we have substitute the temperature T ∼ 20 keV at the photosphere, which will be explained
below in §7.3. Therefore, the last few collisions that a photon experiences are with electrons that
have already been scattered by many photons. Due to the rest mass of the pairs, the criterion for the
electrons to stay thermal is that the photon-to-pair number ratio exceeds mec2/kBT ∼ 20, which is
easily satisfied.









exp [γhν(1− βµ)/kBT ]− 1 . (7.7)
Here, γ and T are the Lorentz factor and temperature of the photon gas at the observer. Similar
expressions for this spectrum were obtained by Goodman [2] and Grimsrud & Wasserman [1]. In
























at high energies. Compared to a blackbody, the peak of the flux is broader, and the slope at low
energies is slightly shallower. Note that the product γT appearing in the exponent and in the
logarithm is independent of distance, while the ratio T/γ appearing in the prefactors is decreasing
as distance square as expected.
7.3 Freeze Out of Pairs
In this section we assume that the fireball has a constant luminosity (steady wind) and consider the
freeze out of electron-positron pairs. This assumption is valid if the variability timescale is longer
that the light crossing time at the source. Initially the fireball is hot. The electron-positron pairs and
photons are in thermal equilibrium with each other. Therefore, for a given temperature, the density
of pairs is completely determined. Near the photosphere, photons decouple from the pairs. But due
to the large ratio between the numbers of photons and pairs (Eq. 7.6), pairs are still accelerated
efficiently by photons. On the other hand, because the local expansion rate is larger than the pair
annihilation rate, the pair annihilation process gradually stops and the number of pairs emitted per
unit time freezes to some limiting value N˙∞. Therefore, in this section we assume γe = γph ∝ r when
calculating N˙∞. We define the effective initial radius of the fireball by ri ≡ r/γph. This definition
allows ri to be somewhat different from the actual radius where the energy is released (e.g., the
radius of a neutron star).












where N˙ ≡ 4pir2neγec is the number of pairs emitted per unit time and 〈σannv〉 is the pair an-
nihilation cooling rate, which is almost constant for kBT ¿ mec2 (Ref. [10]). Throughout the
paper, we assume kBT ¿ mec2 and adopt the cgs unit. When the temperature is high enough,
electron-positron pairs are in thermal equilibrium with photons. With the expansion and cooling
of the fireball, the equilibrium is broken at some temperature T±, and the number of pairs freezes
afterwards.



























Figure 7.2: The comparison between the numerically exact solution of Eq. (7.13) and our analytical
approximation Eq. (7.14). The horizontal axis is the logarithm of initial distance ri in unit of cen-
timeters. Dashed line: our first approximation T1 in Eq. (7.14), solid line: our second approximation
T2 in Eq. (7.14), thick solid line: numerical solution of Eq. (7.13)













Eq. 7.13 serves as our definition of T±, the temperature at which pair annihilation is no longer
effective. The right hand side has an exponential dependence which is highly sensitive to T±, while
the left hand side depends only weakly on T±. Therefore, we can solve this equation iteratively.
We start with T0 = mec2/kB . Assume that at step n we have obtained an approximate solution
T± ≈ Tn; then at step n + 1 we can substitute Tn to the left hand side of Eq. 7.13 and solve
for Tn+1. This iterative method converges very fast. We have tried some typical values of initial
conditions and found that, after two iterations, T2 is already very close to the numerical values
of T±. Elegant analytical expressions for T1 and T2 can be written in terms of the dimensionless
quantity x ≡ (2pi)1/2α2(ri/λe) where α = 1/137 is the fine structure constant and λe is the Compton






T± ≈ T2 = mec
2/kB
lnx− (3/2) ln lnx. (7.14)
Fig. 7.2 shows T1 and T2 as functions of ri as well as the exact solution to Eq. 7.13. For ri > 104
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cm the analytical expression T2 is accurate to within 2 percent.
It is easy to relate T± to the temperature at the photosphere. There are two differences here.
First, the average velocity times the cross section in Thomson scattering is larger than that in pair
annihilation since 〈σannv〉 = 3σT c/8. Furthermore there are twice as many pairs that are involved
in Thomson scattering. These two reasons lead to a lower temperature than T±, which is also given
by Eq. 7.14 but with x = (16/3)(2pi)1/2α2(ri/λe); typical values are around 20 keV, which we used
in §7.2.








N , r = Tiri
T±
R, (7.15)







− 2mec2(R−1)kBT± . (7.16)
We are ultimately interested in
N∞(T±) ≡ limR→∞N (T±,R), (7.17)
since this provides the flux of pairs arriving at infinity. The solution of Eq. 7.16 depends weakly on
T± if kBT± ¿ mec2. In the appendix, we have derived an approximate analytical expression
N∞(T±) = 31 + (ln 8− 3γEu)T± − 3T± lnT± , (7.18)
where γEu = 0.577216 . . . is the Euler constant. Numerical integration of Eq. 7.16 results in
N∞(T± = 23 keV) = 1.95, while the approximate Eq. 7.18 gives N∞(T± = 23 keV) = 2.09.
Here T± = 23 keV corresponds to ri = 106 cm. From Eq. 7.15, we then obtain the number of pairs
per unit time arriving at infinity,








For more general T±, we use Eq. 7.18 to obtain








In Fig 7.5, we plot the fractional error of the analytical expression to the numerical solution. From
this comparision, we see that the analytical expression Eq. 7.20 is an accurate expression for the
number of pairs arriving at infinity per unit time.
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7.4 Coasting of Pairs
Even after the photons decouple from the pairs, the pairs are still accelerated by the free-streaming
photons due to the large ratio between the numbers of photons and pairs. The consequence is that
the Lorentz factor for pairs continues to grow. At large radii, the acceleration gradually stops, and
the pairs enter their coasting phase. In this section we calculate the coasting Lorentz factor γ∞.







where σtot = σa + σs is the total cross section for both absorption and scattering, and F0 is the
energy flux of photons in the rest frame of pairs. Since we have already proven that the photon
distribution function is a blackbody in the local rest frame of free-streaming photons, we can do a
simple Lorentz transformation to get the energy flux in the rest frame of electrons. This is different
from the method of [1], who calculate a multipole expansion of the photon distribution function
and only retain up to quadrupole terms. The relative Lorentz factor of the photon rest frame with




























where Tph = Tiri/r and γph = r/ri are the photon temperature and Lorentz factor, and the radiation
constant a = 8pi5k4B/15h




























Numerical integration of this dimensionless equation shows that the asymptotical limit is Γ(R →










The kinetic energy flux arriving at infinity is given by L±,∞ = 2γ∞mec2N˙∞, or since the photons














































where in the last equalities we have substitute σtot ∼ σT and 〈σannv〉 ∼ 3σT c/8. We introduce the
subscript “pure” here to stress that this result is for a pure radiation fireball.
7.5 Baryonic Loading
The generalization of our current results to a loaded fireball is straightforward. For simplicity, let
us consider a fireball loaded with some protons and their associated electrons. As discussed in [11],
the electrons that accompany the protons contribute to the opacity while the protons contribute to





and obtain accurate results for a baryonic loaded fireball. Let us denote the mass loading rate to be









































is defined by the condition that the photons have effectively transferred all their energy to the
protons (Eq. 7.27). Here we have improved the results of [11] by adding accurate factors before the
expressions in the parentheses. The scaling relations in Eq. 7.27 have already been obtained by [11],
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Figure 7.3: The number of pairs per unit time in SGRs, the values of parameters are ri = 106 cm,
L = 1047 erg/s. We have taken the logarithm (to base 10) of the horizontal and vertical axes.
so we can modify their Eqs. (17,18) to include our numerical accurate factors here and obtain
γ∞,load =

γ∞,pure, η1 ¿ η,
(η/η1)1/4γ∞,pure, η2 ¿ η ¿ η1,
η3, η3 ¿ η ¿ η2,
η, η ¿ η3.
. (7.32)
The energy that remains in the ejecta is
L∞,load =

L∞,pure, η1 ¿ η,
(η/η1)−3/4L∞,pure, η2 ¿ η ¿ η1,
η3/ηL, η3 ¿ η ¿ η2,
L, η ¿ η3,
. (7.33)
where L∞,pure = 2mec2N˙∞,pureγ∞,pure and L is the photons luminosity. Here we note that we
can use m¯e defined in Eq. 7.28 to obtain accurate results near the transition point η ∼ η1. When
η ¿ η2, the number of electrons that are associated with baryons exceeds the number of pairs, our
calculation of the surviving number of pairs is no longer valid since the excess amount of electrons
will more easily annihilate positrons. The number of surviving positrons will be smaller than our
estimate for N˙∞ (Eq. 7.19). However, this has no energetic consequence since in this case the energy
is carried by the baryons instead of the pairs.
7.6 Application to SGRs
We have numerically solved Eq. 7.16 and 7.21 for typical values of parameters for SGRs. In Fig. 7.3,
we plot the number of pairs per unit time in SGRs. Clearly the electron-positron pairs freeze out.
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Figure 7.4: The normalized electron Lorentz factor Γ defined in Eq. (7.24). Here we plot the
numerical solution to the dimensionless equation Eq. (7.25).
In Fig. 7.4 we plot the evolution of the electron Lorentz factor. This figure shows that the Lorentz
factor of electron-positron pairs increases and reaches its asymptotic value.
Let us compare these numerical results with their former estimates [1, 11]. Consider the situation
of a typical SGR where an energy E is deposited in the vicinity of a neutron star within the duration
time t. In this case, the number of electrons emitted per unit time is







≈ 1.8× 1045L3/447 r−1/2i,6 , (7.34)
where the luminosity L = 16pir2i acT
4
i /3 is measured in units of 10
47 erg/s and ri in units of 106
cm. For comparison, Eq. (61) of Grimsrud & Wasserman [1] gives the emission rate of the pairs as
N˙∞ ≈ 4piric2T 3i /〈σannv〉T 3±, which is about half of our estimate.1
Based on the photon luminosity L = (16pi/3)cr2i aT
4
i , we obtain the initial temperature to be





This estimate agrees very well with the observation [12]. In addition, the giant flare from SGR 1806-
20 has an optically thin thermal spectrum [12]. From this evidence it is reasonable to conjecture that
we have directly observed the photons from the fireball. This is different from the usual GRBs, where
we observe the non-thermal photons from the shocks between the fireball and the environment.
From Eq. 7.26, we find that the coasting Lorentz factor is (assuming σtot ≈ σT , the Thomson
cross section)
γ∞ ≈ 7.0× 102L1/447 r−1/4i,6 . (7.36)
1Note the small differences between the definitions of T± of our Eq. 7.13 and Eq. (54) of Grimsrud & Wasserman
[1]. We have also defined our initial radius ri such that the initial Lorentz factor γi = 1. We have taken these small
differences into account when comparing with their results.
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In Eq.(71) of Grimsrud & Wasserman [1], γ∞ ≈ 5.3×102L1/447 r−1/4i,6 , which is smaller than our value.
This is because they only expanded the flux of photons to quadrupole terms (Eqs.(36) and (66) of
Grimsrud & Wasserman [1] ).
Finally, after combining Eqs. 7.34 and 7.36, the total kinetic energy of electron positron pairs is
E∞ = 2mec2N˙±tγ∞ ≈ 2.1× 1041ergE46r−3/4i,6 . (7.37)
This result is slightly larger than previous estimates [1, 11]. It is shown in Nakar et al. [11] that
the amount of kinetic energy in the pair outflow is too small to produce the observed radio flux.
Our numerical results that arrive at a slightly higher pair energy can not solve the energy budget
problem either. It is still two orders of magnitude short of producing the observed radio afterglow.
Thus a pure electron-positron-photon fireball can not explain SGR 1806-20. A viable explanation
is that the fireball is loaded with baryons or an electromagnetic field. As we have shown above,
the ejecta of a heavy baryonic loaded fireball can carry enough energy and explain the observations.
Electromagnetic loading is also quite natural since the magnetar model of SGR assume the central
engine to be a neutron star with strong magnetic field [7]. The radio afterglow produced by this
loaded fireball is further discussed in Taylor & Granot [14] and Wang et al. [16].
7.7 Appendix: The Analytical Solution of Equation (7.16)
Here we consider the limiting solution of Eq. 7.16. To simplify our expressions, we measure tem-
perature by the electron mass, i.e., we convert the temperature by T → kBT/mec2. Therefore the
three constants kB ,me, c will not appear in this section.
As T± decreases, the dimensionless radius where equilibrium is effectively broken gets closer and
closer to unity. Therefore we can divide the solution of Eq. 7.16 into two intervals, R ∈ [R0, 1] and
R ∈ [1,∞), here R0 is some fiducial radius where we set the initial condition to be N (T±,R0) =






The solution to this equation has an analytical form




here I0, I1,K0,K1 are the modified Bessel functions of the first and second kinds and C0 is the
integration constant to be determined by the initial condition. When x ¿ 1, we can use the
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Figure 7.5: The relative error of our analytical solution compared to the numerical solution. As
the equilibrium temperature T± decreases, our analytical formula Eq. 7.44 becomes closer to the
numerical exact solution.
following asymptotic forms of those modified Bessel functions [15]
K1,0(x)À I1,0(x), K1(x) = 1
x
+O(x2), K0(x) = −γEu + ln 2− lnx+O(x2), (7.40)
where γEu = 0.577216 . . . is the Euler constant. Plugging these relations into Eq. (A2), we obtain
the analytical solution at R = 1 according to
N (T±, 1) = 1
T±(−γEu + ln 2− lnT±) . (7.41)
Given this as the initial condition, we can solve Eq. 7.16 in the interval R ∈ [1,∞). This time we





which has the analytical solution
lim
T±→0
N (T±,R) = −11
3R3 + C1
, (7.43)
where C1 is another integration constant determined by the initial condition Eq. 7.41. Substituting
the initial condition Eq. 7.41, we obtain the analytical expression for the number of freeze-out pairs
according to
Nana = 31 + (ln 8− 3γEu)T± − 3T± lnT± . (7.44)
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In Fig. 7.5 we plot the relative error
∆ ≡ Nana −NnumNnum , (7.45)
where Nana is the number of freeze-out pairs obtained via direct numerical integration and Nana
is the number of freeze-out pairs obtained by the analytical method here. From Fig. 7.5 we see
that as T± decreases, our analytical formula becomes closer to the numerical solution. For example,
when T± ≤ 0.1me, our analytical formula Eq. 7.44 only introduces an error which is smaller than
17 percent.
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Direct Reconstruction of the Dark Energy
Scalar-Field Potential
While the accelerated expansion of the Universe is by now well established, an
underlying scalar field potential possibly responsible for this acceleration remains
unconstrained. We present an attempt to reconstruct this potential using recent
SN data, under the assumption that the acceleration is driven by a single scalar
field. Current approaches to such reconstructions are based on simple paramet-
ric descriptions of either the luminosity distance or the dark energy equation of
state (EOS). We find that these various approximations lead to a range of de-
rived evolutionary histories of the dark energy equation of state (although there is
considerable overlap between the different potential shapes allowed by the data).
Instead of these indirect reconstruction schemes, we discuss a technique to deter-
mine the potential directly from the data by expressing it in terms of a binned
scalar field. We apply this technique to a recent SN dataset, and compare the re-
sults with model-dependent approaches. In a similar fashion to direct estimates
of the dark energy equation of state, we advocate direct reconstruction of the
scalar field potential as a way to minimize prior assumptions on the shape, and
thus minimize the introduction of bias in the derived potential.
Originally published as C. Li, D. E. Holz and A. Cooray, Phys.Rev.D 75, 103503
(2007).
8.1 Introduction
Distance estimates to Type Ia supernovae (SNe) are currently a preferred probe of the expansion
history of the Universe [1], and have led to the discovery that the expansion is accelerating [2]. It is
now believed that a mysterious dark energy component, with an energy density ∼70% of the total
energy density of the universe, is responsible for the accelerated expansion [3]. While the presence of
acceleration is now well established by various cosmological probes, the underlying physics remains a
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complete mystery. As the precise nature of the dark energy has profound implications, understanding
its properties is one of the biggest challenges today.
With the advent of large surveys for Type Ia supernovae, such as the Supernova Legacy Survey
(SNLS)1 and Essence2, among others, it is hoped that we will study details of the expansion,
and thereby elucidate the physics responsible for the acceleration. Under the assumption that the
dark energy is due to a single scalar field rolling down a potential, several studies have considered
how future data might be used to reconstruct the potential, either based on various analytical
descriptions of the luminosity distance [4], or through specific assumptions about the potential, such
as a polynomial function in the scalar field [5]. It is already well established that certain parametric
descriptions of the distance lead to biased estimates for the dark energy equation-of-state (EOS)
and the potential [7]. While improved parametric forms of fitting functions have been suggested
[8, 10], it is unclear how to select an optimal approach for reconstructing the dark energy scalar field
potential from SN distances (for a review of various possibilities, see Ref. [11]).
In this paper we discuss issues related to potential and dark energy EOS reconstruction by
making use of a recent set of SN data from the SNLS survey [12]. The sample includes 73 high
redshift SNe complemented with a sample of 44 nearby supernovae [12]. We compare and contrast a
variety of methods to reconstruct the potential and the dark energy EOS. We write the luminosity
distance either as a simple polynomial expansion in redshift, or as a Pade´ approximation [13] (which
avoids some of the known problems in the polynomial expansion when taking derivatives [14, 7, 8]).
In addition to approximating the luminosity distance, we also explore two approximations to the
EOS: w(z) = w0 + wa(1− a) [15, 16] and w(z) = w0 − α ln(1 + z) [8].
Based on our model reconstruction of the potential, we find that while there is significant overlap
of the allowed V (φ) region favored by each of the four reconstruction methods, the models give rise to
different histories for the EOS, especially within the two parameter plane, w–w′ (the EOS parameter,
w, and its time derivative, w′ ≡ dw/d ln a, as functions of redshift [17]). We argue that existing
parametric fitting functions for either distance or the EOS lead to biased reconstructions of the
potential. In the literature, however, there exist model-independent approaches to the reconstruction
of the dark energy density [18] and the EOS [19], which bin the parameters directly as a function
of redshift, with the number and width of the bins determined by the statistical quality of data.
These estimates can also be arranged to be uncorrelated [19], allowing unique insights into the
evolution without being subject to prior assumed redshift dependencies. Here we suggest a similar
model-independent approach to the reconstruction of the scalar potential from SN data. Instead of
utilizing a polynomial expansion for the potential [5], which assumes a limited range of models (once




can be applied to data with a minimal, and easily controlled and understood, number of assumptions
for the potential shape.
The paper is organized as follows: In the next section we review techniques for reconstructing
the scalar-field potential from SN distances. We also reconstruct the EOS as a function of the
redshift, and use this to study the w–w′ plane (which has been advocated as a way to characterize
the underlying potential responsible for the dark energy component by separating the regime into
“freezing” and “thawing” potentials [17]; see, also [20] for a Monte-Carlo exploration). In section 8.3
we explore the impact of different parameterizations on the derived evolutionary histories. While we
observe these differences with ∼ 115 SN data points, future large SN datasets may lead to apparently
inconsistent results. In section 8.4, following the approach to model-free estimates of the dark energy
EOS [19], we present a model-independent estimate of the scalar field potential. We conclude with
a summary of our main results in section 8.5.
8.2 Potential via Parametric Forms
For this study we make use of SN data from SNLS [12]. Due to complications related to independent
data sets (e.g., differing calibration, color correction, extinction correction), we do not attempt to
increase the sample size by combining other SN datasets. The measurements from Ref. [12] present
the quantity µB = mB−M for 117 SNe, with 73 of these at redshifts greater than 0.23. This distance
modulus is related to the luminosity distance through µB = 5 log10 dL, while the luminosity distance




H(z) the expansion rate of the Universe. When model fitting the data, we fix M = 19.3 ± 0.03 to
the value determined by SNLS. We take the central value; further uncertainty will be incorporated
into σint, as discussed below.
In our reconstruction of the potential, we describe r(z) through two parametric forms widely
used in the literature. First, we expand r(z) as a simple power law [4] such that
r(z) = z + a2z2 + a3z3 + a4z4 . (8.1)
Note that the coefficient of the first order term is exactly one. Since this polynomial expansion has
known problems when estimating the derivatives of r(z) (e.g., Figure 3 of Ref. [8], and also Ref. [9]),





c2(1 + z) + c3
√
1 + z + 2− c1 − c2 − c3
, (8.2)
3The distance estimates for two high-redshift SNe lie more than 3σ away from the best-fit relation in the Hubble
diagram. As in Ref. [12], we exclude these two data points and only make use of 115 data points to model fit the
data.
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Figure 8.1: Hubble diagram for 115 Type Ia SNe used in the present analysis. The error bars are on
µB only. We also include an additional constant error, σint = 0.13, to account for the SN intrinsic
dispersion. For reference we also plot 300 curves drawn uniformly from the 2σ consistent likelihood
fits to the data using the Taylor expansion with r(z) = z + a2z2 + a3z3 + a4z4.
such that as z → 0, r(z) → z. In this form, using r(z → ∞), one can additionally constrain the
parameters with:
3ΩM ≤ 4c2 + 2c3 − c12− c1








In addition to the two fitting forms for r(z), we also determine r(z) through model parameterizations
for w(z), including w(z) = w0 + (1− a)wa [15, 16] and w(z) = w0 + α ln(1 + z) [8]. Since from w it
is possible to determine the distance, these approximations allow us to once again reconstruct the
dark energy potential.
In each of two parametric descriptions of r(z) we have three free parameters. We parameterize
w(z) with two parameters, and include Ωm as a third free parameter (under the assumption of a flat
universe; weakening this assumption significantly degrades our ability to measure anything about
the potential with existing data). When showing results related to potentials or EOS as a function
of redshift, we take a prior on Ωm such that the probability is Gaussian with a mean of 0.25 and a
standard deviation given by σ = 0.05 [3]. In each case, to obtain the join likelihood distribution of










where, following Ref. [12], in addition to statistical uncertainty in µB we include an additional
Gaussian uncertainty, σint = 0.13, representing the intrinsic dispersion of SN absolute magnitudes,
M . We ignore complications related to covariances in the Hubble diagram, either due to effects
related to calibration [21] or fundamental limitations such as gravitational lensing correlation of SN




2(pi), and we marginalize the likelihood over the uncertainty in Ωm, assuming a Gaussian prior
distribution.
Once the joint probability distribution for parameters is determined, we sample the 1σ and
2σ range allowed by these parameters to draw a fixed (> 600) number of independent r(z) curves
consistent with the data. For each of these distance curves, ri(z), we obtain the scalar-field potential,













ΩM (1 + z)3 ,
(8.5)
where r˜ = H0r. For each of the ri(z) estimates, we also randomly draw Ωm from a Gaussian prior














ΩM (1 + z)3
]1/2
, (8.6)
where φ˜ = φ/mPl. Furthermore, for models where we parameterize r(z), we can also extract the




3Ωm(1 + z)2 + 2(d2ri/dz2)/(dri/dz)3
Ωm(1 + z)3 − (dri/dz)−2 − 1 .
(8.7)
When selecting models associated with scalar fields, we require that dφ˜/dz > 0, such that w ≥ −1.
Even in the case of w(z) parameterizations where model fits allow w < −1, we ignore w(z) below
this value as single scalar-field models do not naturally give rise to such EOS.
8.3 Biases in Model-Dependent Estimates
In Fig. 8.1 we show the Hubble diagram for the 115 data points from Ref. [12] used in this analysis.
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Figure 8.2: The normalized quintessence potential V˜ (φ) versus φ/mPl. The shaded region is allowed
at the 2σ confidence level when using the Taylor expansion for r(z). The red lines mark the same
when using a Pade´ approximation to the distance. The orange and blue lines are for the cases where
w(z) is parameterized by w(z) = w0 + α ln(1 + z) and w(z) = w0 + wa(1 − a), respectively. Here
φ = 0 corresponds to z = 0, while φ > 0.1 generally corresponds to z > 1 (depending on dφ/dz).
The points with error bars show the 1σ (solid) and 2σ (dashed) model-independent estimates of the
potential described in section 8.4 (see equation (8.8)). While there is considerable overlap in the
allowed region, there are also significant differences in terms of the redshift evolution of the EOS.
likelihood distribution for parameters under the Taylor expansion for r(z). The best fit model with
this parameterizations has a chi-square value of 113.1 with 112 degrees of freedom. Note that in
Ref. [12], σint is tuned so that χ2 = 1 for the best fit model under standard-ΛCDM cosmological fits
to the data. We use their best-fit value, σint = 0.13, and do not take this intrinsic uncertainty as
an additional free parameter in our modelling. The exact value of the intrinsic dispersion does not
impact our comparison of different approaches to the reconstruction of the quintessence potential. It
is to be emphasized that all of our parameterizations of either distance or the EOS yield comparable
χ2 values for the best-fit model. This suggests that all four of the reconstruction methods outlined
above are indistinguishable within the redshift range considered.
As discussed in the previous section, for each of the four parameterizations we determine a best-fit
r(z) to the SN data. We then use Monte-Carlo method to generate models within 2σ of this best-fit,
generating over 600 instances of w(z) and V (φ), all of which are consistent with the underlying
SN dataset at the 2σ level. In Fig. 8.2 we show the potentials reconstructed from each of the four
methods, with the bands encapsulating 95% of the distribution of the individual models. Due to the
behavior of the Taylor expansion at high z, and the fact that we do not restrict the coefficients of
the polynomial expansion to follow a flat universe, this parametrization gives rise to a large range
of acceptable potentials which satisfy the data. The Pade´ parametrization of r(z), as well as the
w(z) models, significantly improve the constraints on allowed potential shapes. This is because the
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Figure 8.3: The dark energy EOS, w(z), as a function of redshift. The curves show the 2σ allowed
values and correspond to the potentials shown in Fig. 8.2. Note that if we impose ∂φ/dz > 0,
then w > −1, as single scalar-field models do not lead to w < −1. However, as shown, most of
the parameterizations allow the region below w < −1. When constructing the potentials shown in
Fig. 2, we apply the condition that ∂φ/dz > 0. Note that the w(z) parameterizations, with two free
parameters, are the most restrictive parametrization in the regime z < 0.3. Over the redshift range
probed, the different parameterizations generally agree with each other. The plotted error bars show
the 1σ and 2σ errors of wi(z) when the EOS is subdivided into three bins in redshift, with wi(z)
directly measured from data and no restrictions on its values. A Gaussian prior has been taken on
Ωm with a 1σ uncertainty of 0.05 with w(z) parameterizations.
parameters in the Pade´ approximation are additionally constrained to satisfy criteria related to the
behavior of r(z) as z →∞, as well as by the assumption of a flat universe [13]. When fitting the w(z)
parameterizations to the data, we were able to impose a prior on Ωm based on existing cosmological
information (this was not possible when using r(z) fitting functions). While we find some overlap
in the 2σ allowed region in the φ–V (φ) plane between the four approaches, there are also noticeable
inconsistencies. Analysis of an identical dataset with different approximations to V or w lead to
differing resulting best-fit potentials.
The differences related to potential shapes between the four methods are best captured in terms
of evolutionary histories for the dark-energy EOS. In Fig. 8.3 we summarize the best-fit w(z) results
for each of the four reconstruction techniques. Note that some of our parameterizations allow
w(z) < −1, but due to our assumption that the dark energy arises from a scalar-field potential
where w(z) is always expected to be greater than −1, we restrict the allowed parameter space to be
the region where w(z) > −1. Similarly to Fig. 8.2, we find considerable overlap between different
reconstruction schemes in the w(z) versus redshift plane, with most models indicating that as the
redshift is decreased, w(z) tends to values between −0.8 and −1.0 at z = 0. In terms of our direct
w(z) parameterizations, with w(z) = w0+(1−a)wa we find w0 = −1.12±0.14 and wa = 0.38±0.49
at the 68% confidence level. In the case of w(z) = w0 + α ln(1 + z) we find w0 = −1.08± 0.11 and
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α = 0.35± 0.75. As shown in prior studies [14], w(z) parameterizations allow for a minimum w(z)
region at a certain pivot redshift. For the dataset used here, this pivot redshift is at z ∼ 0.12, and
at the 2σ confidence level we find that the pivot point satisfies −1.23 < wp ≡ w(z = 0.12) < −0.74,
using w(z) = w0 + (1 − a)wa. It is important to note that all the parameterizations are consistent
with a cosmological constant.
In Figs. 8.2 and 8.3 we show the 2σ bands of best-fit models to the data, under different pa-
rameterizations of the distance or dark energy EOS. In addition to this outer envelope, we are also
interested in the distribution of the individual w(z) models within the 2σ bands. We thus study the
behavior of the models in the w–w′ plane, which has been suggested as a natural venue in which to
distinguish models [17]. We Monte-Carlo 600 scalar potentials, V (φ), and evolution histories, w(z),
within the 2σ regime of the best-fit parameters for each of the four fitting functions. In Fig. 8.4 we
plot w and w′ at z = 0.1 and z = 0.5 for each Monte-Carlo model, with the scatter of points being
2σ consistent with our underlying SN data set.
Based on the evolutionary behavior of simple scalar-field models in the w–w′ plane, it has been
suggested that one can separate potentials into “thawing” and “freezing” regions, based on their
shapes [17]. These regions are delineated in Fig. 8.4, for comparison with our individual Monte-
Carlo models. It is apparent that the different parametrization approaches yield separate, though
often overlapping, regions within the w–w′ plane. In addition, the models are not necessarily well
contained within the thawing or freezing regions, with a freezing model in one parametrization ending
up as a thawing model in another, or with models ending up in between thawing or freezing, or well
outside of either regime. Using generic numerical models for the potential shape, this behavior has
also recently been highlighted in Ref. [20]. By applying additional constraints on allowable potentials
(especially at high z), Ref. [17] find much tighter confinement in the w–w′ plane.
Any statement regarding the shape of the scalar potential, as determined from data, is thus
crucially dependent upon the underlying parameterizations. For example, for the Taylor expansion
approach w′ is largely negative at z = 0.5, while it is positive at z = 0.1. Under the Pade´ approxi-
mation, w′ is negative at both z = 0.1 and z = 0.5, with w tightly clustered (−0.9 <∼ w <∼ −0.8) at
z = 0.1 and relatively unconstrained at z = 0.5. Although the reconstructed potentials show signif-
icant overlap (see Fig. 8.2), the distributions in the w–w′ plane are less consistent among different
parameterizations. Thus, while there is motivation from theoretical arguments for using the w–w′
plane for potential recognition, there is no obvious, parametrization independent way to convert
distance data to constraints in this plane.
The differences seen in Fig. 8.4 are attributable to the different parametric forms used to ap-
proximate the distance or the dark energy EOS. To paraphrase our results: you get out what you
put in. Furthermore, the fitting forms to both the distance and the EOS are motivated by their
ability to fit data, and possess no clear physical motivation. Fig. 8.4 thus emphasizes the need for
170













Figure 8.4: w versus dw/d ln a. The data points show the EOS and its time derivative for 600
model potentials uniformly drawn at the 2σ confidence level at redshift of 0.1 (filled symbols) and
0.5 (open symbols). The cyan, red, orange, and blue data points show potentials selected under
the Taylor expansion, Pade´ approximation, w(z) = w0 + α ln(1 + z) and w(z) = w0 + wa(1 − a)
model fits to the data, respectively. For comparison, we also plot the thawing (dashed) and freezing
(solid) potential regions, following Ref. [17]. There are considerable differences in w and dw/d ln a
values, and the evolution captured by two redshifts, between the four approaches. These values do
not satisfy the expectations under simple model criteria for the dark energy potentials, though all
of these potentials, and the w(z) curves, are consistent with the data at the 2σ confidence level.
an approach which makes minimal assumptions about the underlying potential, thereby maximizing
the measurement of a completely unknown scalar field. The less we assume about the potential, the
more powerful the ensuing measurement of its shape. Such an approach is presented in the following
section.
8.4 Model-Free Estimates
Thus far we have discussed results based on assumed parameterizations for either distance or dark
energy EOS. These parameterizations lead to conclusions that are subject to the assumed parameter-
izations. It is desirable to make model independent estimates of dark energy. In the case of the EOS
w(z), one could approach this by binning w(z) in redshift [19]. Applying this to our SNLS dataset,
we evaluate w(z) over three bins in redshift, 0 < z1 < 0.25, 0.25 < z2 < 0.6, and 0.6 < z3 < 1.0,
assuming w(zi) constant in each bin.
The resulting best-fit to the SN data is shown by the data points with 1σ and 2σ error bars in
Fig. 8.3. We find w(z1) = −0.88 ± 0.28 and w(z2) = −1.02+0.94−1.26 with no useful constraint for w(z)
in the z3 bin. Although these bins are correlated at the 10% level, it is possible to decorrelate the
binned wi(z) estimates following the approach of Ref. [19]. While only three bins are attempted
here, as SN sample sizes increase, one can consider larger numbers of bins, each narrower in redshift.
The estimates shown in Fig. 8.3 are consistent with estimates based on both fitting functions to the
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EOS, w(z) = w0 + wa(1 − a) and w(z) = w0 + α ln(1 + z). As discussed in Ref. [19], the binned
estimates capture the dark energy EOS with minimal prior assumptions on the parameterization.
This is expected to maximize the information one can extract from the data, while minimizing the
introduction of biases.
As discussed and noted elsewhere [7, 8], the scalar-field potential reconstruction is also subject to
prior assumptions on the fitting form. To avoid biases and to make statements that are not subject
to assumed parametrization, it is useful to directly construct the potential from data. Recent
approaches in the literature consider fitting distance data to a potential expanded as a polynomial
in the scalar field with V (φ) =
∑∞
i=0 Viφ
i [5, 6, 20]. Since we are forced to truncate the expansion
at low order (for example, at cubic order with existing data [5]), the potential is no longer arbitrary,
but rather has a very limited range of possible shapes.
Instead of assuming a specific family of shapes for V (φ), we propose a “model-free” extraction
of the potential directly from the data. We make two assumptions about the scalar field potential:
(1) that it is a piecewise continuous function, and (2) that its structure is “uniform” in the φ range
explored by the data. For (N − 1)∆φ < φ < N∆φ, we describe the potential as a function of the
field with constant gradients, dV/dφ, over binned intervals, ∆φ:
V (φ) = V0 +
N−1∑
i=1
(dV/dφ)i∆φ+ (φ− (N − 1)∆φ)(dV/dφ)N . (8.8)
Assumption (1) above ensures continuity of V (φ), which is necessary since one evolves the potential
through the dynamic equation for the field as φ¨+3Hφ˙+ dV/dφ = 0, and discontinuities would lead
to infinite derivatives. This requirement is unnecessary when considering parameter-free estimates
of the dark energy EOS, which is allowed discontinuous jumps in redshift. Both the constant-
value and the constant-slope approaches to parameterizing the dark energy EOS lead to similar
conclusions [19]. Assumption (2) states that our bins in φ are fixed width: ∆φ is a constant,
independent of φ. This assumption could be relaxed (e.g., finer bins near φ = 0), but this would
lead to additional parameters, in addition to introducing model-dependent assumptions into the
analysis. The expansion of V (φ) in Eq. 8.8 appears to make the least offensive assumptions possible,
and thereby offers the basis with which to maximally constrain the full range of possible underlying
potentials.
We apply the above potential description to SNLS data following the same approach as Ref. [5],
with three free parameters: V0, (dV/dφ)1 for 0 < φ < 0.03, and (dV/dφ)2 for φ > 0.03. The sizes of
the bins are chosen by the range of φ we are able to constrain, which is in turn related to both the
redshift range of the SN dataset and the shape of the potential. Note that we take φ = 0 to coincide
with z = 0. Instead of (dV/dφ)2, we convert the gradient to a data point at φ = 0.06, although we
find only an upper limit, as this gradient is not strongly constrained by existing data. In Fig. 8.2
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we show the estimated potential and error bars at the 1σ and 2σ level. The potential values allowed
by the data are generally consistent with other indirect reconstructions based on fitting forms for
the distance or the EOS. While fitting forms lead to largely positive V (φ) at φ > 0.05, our binned
approach finds only an upper limit in this range.
While we have described the potential with only three parameters, this can be straightforwardly
generalized to additional bins as the statistics and quality of the SN samples improve. In addition,
we make a minimal number of assumptions regarding the potential, and thus are not biased for or
against any particular shapes for the scalar field potential. The proposed approach is similar to the
case where the EOS is binned and directly measured from the data without specifying a model for
the evolution. As SN data samples increase in size, we believe such a model independent approach
will become a powerful tool in extracting information about underlying scalar field potentials.
8.5 Summary
We have presented a reconstruction of a single scalar-field potential using recent SN data from the
SNLS survey [12]. We have shown that reconstructions based on various approximations to the
distance and the EOS lead to differing evolution histories of the dark energy EOS, particularly
when the models are examined in the w–w′ plane. In this plane the same data can lead to large
movements in best-fit models, depending on the specific approximations to distance or EOS which
are being utilized. Thus the underlying model assumptions lead to biases, compromising our ability
to distinguish evolutionary behaviors of the dark energy. At present the models are only weakly
constrained by the data, and thus this model dependence, although apparent, is not a critical failure.
As the data improves, however, a model-independent approach will be essential to determining an
otherwise completely unknown scalar-field potential.
As an alternative to existing indirect reconstruction schemes, we have thus proposed a technique
which establishes the potential directly from the data with only minimal assumptions about the
underlying shape of the potential. We take the potential to be a binned scalar field, piecewise linear
and continuous, but otherwise completely arbitrary. Given the simplicity of these assumptions, this
potential is unlikely to introduce biases in the determination of a completely unconstrained, under-
lying potential. We have demonstrated this approach with current SN data, comparing the results
to parameterized analysis. The ensuing constraints, although weaker, are expected to be robust
and unbiased. It has been found that direct binning approaches to the dark energy EOS hold great
promise for establishing model-independent measurements [19]. We propose a similar approach to
reconstructing the underlying dark energy scalar field potential, allowing us to make assumption-free
statements about the nature of the completely unknown and mysterious field potentially responsible
for the accelerating expansion of the Universe.
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Chapter 9
Weak Lensing of the Cosmic Microwave
Background by Foreground Gravitational
Waves
Weak lensing distortion of the background cosmic microwave background (CMB)
temperature and polarization patterns by the foreground density fluctuations is
well studied in the literature. We discuss the gravitational lensing modification
to CMB anisotropies and polarization by a stochastic background of primordial
gravitational waves between us and the last scattering surface. While density
fluctuations perturb CMB photons via gradient-type deflections only, foreground
gravitational waves distort CMB anisotropies via both gradient- and curl-type
displacements. The latter is a rotation of background images, while the former is
related to the lensing convergence. For a primordial background of inflationary
gravitational waves, with an amplitude corresponding to a tensor-to-scalar ratio
below the current upper limit of ∼0.3, the resulting modifications to the angular
power spectra of CMB temperature anisotropy and polarization are below the
cosmic variance limit. At tens of arcminute angular scales and below, these
corrections, however, are above the level at which systematics must be controlled
in all-sky anisotropy and polarization maps with no instrumental noise and other
secondary and foreground signals.
Originally published as C. Li and A. Cooray, Phys. Rev. D 74, 023521 (2006).
9.1 Introduction
The weak lensing of cosmic microwave background (CMB) anisotropies and polarization by inter-
vening mass fluctuations, or scalar perturbations, is now well studied in the literature [1, 2], with
a significant effort spent on improving the accuracy of analytical and numerical calculations (see,
recent review in [3]). The non-Gaussian pattern of CMB anisotropies and polarization created by
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non-linear mapping associated with lensing angular deflections aids the extraction of certain statisti-
cal properties of the foreground mass distribution [4]. Weak lensing deflections by intervening mass
also leak CMB polarization power in the E-mode to the B-mode [5]. This lensing B-mode signal
presents a significant confusion when searching for primordial gravitational wave signatures in the
CMB polarization [6]. The lensing reconstruction techniques discussed in the literature, however, al-
low the possibility to “clean” CMB polarization maps and to search for a background of inflationary
gravitational waves with an energy scale as low as 1015 GeV [7].
Similar to gravitational lensing by density perturbations, if there is a background of gravitational
waves in the foreground, then one would expect metric perturbations associated with these waves to
distort and gravitationally lens background images [8]. While the lensing deflections by the density
field can be written as the gradient of the projected gravitational potential, lensing displacements due
to gravitational waves can be decomposed to both a gradient and a curl-like component [9, 10, 11].
In these two components, gradient-type displacements are related to the lensing convergence, while
curl-type displacements are related to the image rotation, though both types of displacements lead to
image shear. While linear density perturbations do not produce rotations, second-order corrections
to weak lensing by scalar perturbations, such as due to the coupling of two lenses along the line of
sight, can produce rotational modes [12].
While the study of CMB lensing by foreground density fluctuations is now well developed [3], the
discussion of CMB lensing by foreground gravitational waves is limited. In the context of large-scale
structure weak lensing surveys with galaxy shapes [13], the rotational power spectrum of background
galaxy images when lensed by primordial gravitational waves in the foreground is discussed in
Ref. [10]. In the context of lensing reconstruction with CMB temperature and polarization maps,
the curl component of the displacement field can be used to monitor systematics [11], though lensing
by gravitational waves will leave a non-zero contribution to the curl component.
Here, we extend the calculation in Ref. [10] and study both the curl and the gradient modes of
the deflection field from primordial gravitational waves that intervene CMB photons propagating
from the last scattering surface. Our calculations are both useful and important given the increasing
interest on, and plans for, high-sensitivity CMB anisotropy and polarization measurements, includ-
ing a potential space-based mission after Planck, called CMBpol in the future. Such an experiment
is expected to study polarization B-modes in exquisite detail and it is important to understand
potentially interesting secondary signals beyond those that are routinely mentioned in the litera-
ture. Based on the calculations presented here, we find that gravitational lensing of CMB by a
background of primordial gravitational waves from inflation, with an amplitude below the current
tensor-to-scalar ratio upper limit of 0.3, will produce an undetectable modification to anisotropy and
polarization power spectra. Moreover, since the corrections are below the cosmic variance level, it is
unlikely that one needs to account for these secondary corrections when making precise cosmological
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Figure 9.1: Lensing-deflection power spectra. Here, we show the gradient component from density
perturbations (top curve), the curl (dot-dashed line) and gradient (dashed line) components from
foreground inflationary gravitational waves. We have taken a background of gravitational waves
with an amplitude for the power spectrum corresponding to roughly a tensor-to-scalar ratio of 0.3
or a Hubble parameter during inflation of 2× 1014 GeV.
measurements.
This paper is organized as follows. In Section 9.2, we discuss lensing by foreground gravitational
waves by discussing both the gradient and curl components of the displacement field. Section 9.3
presents expressions for the weak lensing correction to the CMB anisotropy and polarization power
spectra. We conclude with a discussion of our results in Section 9.4.
9.2 The Spectrum of Expansion and Rotation
To establish the lensing correction to CMB anisotropy and polarization maps by foreground gravita-
tional waves, we first need to calculate the photon displacement on the spherical sky by gravitational
waves in the foreground. We make use of synchronous coordinates and take the metric of a Friedman-





where the scale factor is a(η), and the conformal time is denoted by η with the value today of η0.
Here, H is the transverse (∇ · H = 0), symmetric (H = HT), and traceless (Tr H = 0) tensor
metric perturbation associated with gravitational waves, while I is the identity matrix. The photon










By changing variables to the conformal time η from the affine parameter λ, the geodesic equation













∇H (r˙ ·H · r˙)
]
, (9.3)
where, to simplify the notation, we have not written out the explicit dependence of η in each of these
terms. In here, the overdot represents the derivative with respect to the conformal time. The full
derivative d/dη can be separated to ∂/∂η + r˙ · ∇. Here, and throughout, ∇H denotes the gradient
that applies only to the metric perturbation H; when not subscripted with H, the gradient should
be interpreted as the one that applies to all terms, including the line-of-sight directional vector n.
As gravitational fluctuation is very weak today, hereafter we neglectH(η0), and choose the initial
conditions of the trajectory to be
r(η0) = 0 , r˙(η0) = −nˆ . (9.4)
We find that the general displacement on the celestial sphere induced by primordial gravitational
waves is





H · nˆ+ 1
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where x′ = (η0 − η′)nˆ. Similar to Ref. [10], we have evaluated the trajectory on the unperturbed
path following the so-called Born approximation. One could potentially evaluate corrections to this
approximation in terms of a perturbative correction to the path length, but these would be at the
second order in metric perturbations and will be ignored.
The total displacement can be separated to a part along the line of sight and a part perpendicular
to it. The radial displacement leads to a time-delay effect, similar to the lensing timedelay asso-
ciated with foreground potentials [14]. This timedelay couples to the radial gradient of the CMB,
due to finite extent of the last scattering surface, while the angular displacement couples to the
angular gradient. As discussed in Ref. [15], the overall correction to CMB anisotropy spectra from
the timedelay effect is subdominant since the spatial gradient of the CMB is, at least, two orders
of magnitude smaller compared to the angular gradient. There are also geometrical cancelations
that make the time-delay effect smaller relative to angular deflections. Thus, we ignore the radial
displacement and only consider the transverse component related to gravitational lensing angular
deflections.
Using the transverse displacement, the angular deflection projected on the spherical sky is ~∆ =
[r(η) − (nˆ · r)nˆ]/(η0 − η). These two-dimensional displacements can be related to usual quantities
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where ⊕ and ⊗ denote the gradient- and curl-type deflections, respectively. For simplicity, we have
dropped the dependence on the directional vector parameterized by nˆ. The lensing by foreground
density perturbations to the firstorder only leads to a gradient-like displacement, while both compo-
nents are generated when lensed by gravitational waves. We now calculate both the convergence and
the rotational spectrum of the displacement field due to foreground stochastic gravitational waves.
9.2.1 Gradient Spectrum
Gradient deflections are associated with the expansion and, as defined above, can be described in


















where r = η0 − η′. When substituting the form of r(η) from equation (9.5), the gradient terms here
lead to terms that are due to ∇ · nˆ and ∇ ·H. We first consider the former and making use of the
fact that ∂inˆj = (δij − nˆinˆj)/(η0− η′), we separate contributions to convergence to two components
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dη′(η′ − ηs)(nˆ · ∇H)(nˆ ·H · nˆ) , (9.10)
where we have explicitly simplified the calculation by including terms associated with ∇ · nˆ.
Note that we have also replaced η → ηs corresponding to the conformal time at the last scattering









where we have introduced the gravitational wave transfer function that describes the time evolution
of the metric perturbation with Hj(k, η) = T (k, η)Hj(k)ej(k).































































Hj(k)[nˆ · ej(k) · nˆ](ik · nˆ). (9.12)
Here, x′ = (η0 − η′)nˆ and ej represents the symmetric, traceless polarization tensor that obeys
Tr [ej(k) · ek(k)] = 2δjk and k · ej(k) = 0 with j in equation (9.12) summing over the two linear
181
polarization states.
Since gravitational waves trace the wave equation with
H¨−∇2H+ 2 a˙
a
H = 16piGa2P , (9.13)
where P is the tensor part of the anisotropic stress, say from neutrinos (see, Ref. [16] for details);
The term in the right-hand side acts as a damping term for the evolution of gravitational waves
and is important for modes that enter the horizon before matter-radiation equality, with a smaller
correction for modes enter horizon after matter-radiation equality. Since these corrections are not
more than 30%, while the amplitude of the gravitational wave background is uncertain to more than
orders of magnitude, we ignore such subtleties here assuming no anisotropic stress; for a cosmological
model dominated by matter, in Fourier space, one can write the evolution ofH in terms of the transfer
function as T (k, η) = 3j1(kη)/(kη).
We define the power spectrum of metric perturbations as
〈Hi(k)H∗j (k)〉 = (2pi)3PT (k)δijδ(3)(k− k′) , (9.14)
where we assume isotropy and equal density of gravitational waves in the two polarization states










Using this three-dimensional power spectrum for metric perturbations, the angular power spec-























d3kPT (k)|T1 + T2 + T⊕m |2,
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(η′ − ηs)T (k, η′)






dη′(η′ − ηs)T (k, η′)
× [∂x(x−2jl(x))|x=k(η0−η′)] . (9.17)





In Eq. (9.16) we have also introduced an additional correction to the gradient-type deflection
spectrum with the term T⊕m . As discussed in [10], this is associated with the gradient-type deflection
pattern or convergence related to shearing of the last scattering surface by gravitational waves
present at that surface. To calculate this correction, we first evaluate the displacement vector at the
last scattering surface
rm = −H2 · nˆ(η0 − ηs) , (9.18)
and then project this displacement vector to obtain the transverse displacement vector of
∆m =
rm − (rm · nˆ)nˆ
η0 − ηs . (9.19)
This vector can be decomposed to the gradient- and curl-types deflections. Making use of the fact
that the convergence is κ(nˆ) ≡ −∆am:a/2 and taking the Fourier transforms, we write the required








−T (k, ηs)(x−2jl(x))|x=k(η0−ηs) . (9.20)
This completes the calculation of gradient-type deflection power spectrum by taking into account
the lensing by intervening gravitational waves between the last scattering surface and the observer
and the metric-shear correction related to gravitational waves present at the last scattering surface
from which photons propagate.
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9.2.2 Curl Spectrum
Rotation is defined to be ω(nˆ) ≡ 12 (∆a²ab):b, which leads to
ω(nˆ) ≡ −1
2







dη′ [nˆ · (∇×H) · nˆ] , (9.22)
since ∇× nˆ =0. Here we define the curl of the second rank tensor H by (∇×H)il = ²ijk∂jHkl.




























dη′T (k, η′)(x−2jl(x))|x=k(η0−η′) . (9.24)




Here also we include the correction to the rotational spectrum due to metric perturbations at
the last scattering surface. Similar to convergence, by following the same procedure as before but
taking 1/2([∆m]a²ab):b of Equation (9.19), we get
T⊗m = k(η0 − ηs)T (k, ηs)(x−2jl(x))|x=k(η0−ηs). (9.25)
For comparison, we note that density fluctuations along the line of sight lead to gradient-type
deflections only. The resulting contributions are described in terms of the angular power spectrum of
projected potential Cφφl that is well studied in the literature [2]. We do not repeat those derivations
here, but will provide a comparison of lensing under gravitational waves and lensing by mass in the
discussion later.
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Figure 9.2: The lensing modification to CMB power spectra for density perturbations and for grav-
itational waves. Top: Temperature fluctuations. The top curve is the primordial power spectrum.
The middle curve is the secondary anisotropy contribution, |C˜l − Cl|, to the temperature power
spectrum from lensing by density perturbations, and the lower curve is for lensing by gravitational
waves, assuming the maximum IGW background consistent with current data with the deflection
power spectra shown in Figure 9.1. Bottom: Temperature-E polarization cross correlation, with
curves following the left panel. In both panels, thin long-dashed line is Cl/l at each multipole with
Cl related to the intrinsic anisotropy spectrum; while the cosmic variance is Cl/
√
l, Cl/l denotes
the level at which one must control the systematics, if the effects resulting systematics apply to a
wide range of multipoles. The lensing by density fluctuations cannot be ignored as the corrections
are well above the cosmic variance limit and will be detectable in upcoming anisotropy data. The
lensing by foreground gravitational waves, however, are below the cosmic variance limit, suggesting
that they will remain undetectable, but above the systematic level when l > 103.
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9.3 Lensing of CMB by Gravitational Waves
In this section, we will discuss the analytical calculation related to how foreground gravitational
waves modify the background CMB temperature anisotropy and polarization patterns. Here, we will
concentrate on the angular power spectra of CMB observables. The lensing of CMB by foreground
density fluctuations is formulated in Ref. [2] and we follow the same procedure here. Since deflection
field power spectra peak at large angular scales, we present an analytical formulation as appropriate
for the spherical sky. The calculation we consider here, however, is perturbative, and one expects
important corrections beyond the first order in the deflection angle. For foreground gravitational
waves, such issues can be ignored as the overall modification to the anisotropy and polarization
spectra is small.
9.3.1 Temperature Anisotropies
Following Ref. [2], the lensed temperature field θ˜ can be expressed as
θ˜(nˆ) = θ(nˆ+∆) = θ(nˆ) +∇aθ ·∆a + 12∇
b∇aθ ·∆a∆b ,
(9.26)
where θ(nˆ) is the unlensed temperature fluctuation in the direction nˆ. The temperature field can be
expanded to multipole moments such that θ(nˆ) =
∑
lm θlmYlm(nˆ). Taking the spherical harmonic
moment of equation (9.26) and using equation (9.7), we find






































































The lensed temperature anisotropy power spectrum spectrum is




















































J⊗lmlml1m1l1m1 + c.c. ,
and c.c. is the complex conjugate. The terms S⊕1 and S
⊕
2 are similar to those involving lensing
by foreground density perturbations [2]. First, the integral I⊕lml1m1l2m2 can be simplified through
integration by parts and noting ∇2Ylm = −l(l+1)Ylm and the general integral of three spin-spherical












 l1 l2 l3
−m1 m2 m3
 , (9.31)
when s1 = s2 + s3. We note that under parity inversion, sYlm → (−1)l−sYlm, which is a useful
property when we discuss lensing modifications to the CMB polarization field.




[l1(l1 + 1) + l2(l2 + 1)− l(l + 1)](−1)m
×
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
×
 l l1 l2
0 0 0
 l l1 l2
−m m1 m2
 . (9.32)
Using the orthonormality relation of Wigner-3j symbols
∑
m1m2
 l1 l2 l3
m1 m2 m3






















Figure 9.3: The lensing modification to CMB polarization spectra for density perturbations and
for gravitational waves. From top to bottom, these curves are for primordial power spectrum in
the E-mode (solid line), lensing correction to E-mode from density fluctuations (long -dashed line),
lensing correction to B-mode from density fluctuations (short-dashed line labeled “Scalars”), lensing
correction to B-mode from gravitational waves (short-dashed line labeled “Tensors”), and the lensing
correction to E-mode from gravitational waves (long-dashed line). For reference, the thin dot-dashed
line is the systematic level of the B-mode lensing power spectrum, Cl/l, from the density field. While
the corrections from lensing by foreground gravitational waves is below the cosmic variance limit of
the lensing B-mode power spectrum and, again, undetectable in anisotropy maps, they may become













[l1(l1 + 1) + l2(l2 + 1)− l(l + 1)]
×
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
 l l1 l2
0 0 0
 . (9.35)
Though tedious, the calculation related to S⊗1 can be simplified using the gradient relation for










(eθˆ ∓ ieφˆ) . (9.37)





l1(l1 + 1)l2(l2 + 1)(−1)m
×
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
×
 l l1 l2
−m m1 m2
 l l1 l2
0 −1 1
[1− (−1)l+l2+l2] . (9.38)
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To calculate S⊗2 and S
⊕






l1(l1 + 1)(2l1 + 1)
8pi
gab, (9.41)












= −l(l + 1)l1(l1 + 1)2l1 + 18pi . (9.43)
Also S⊗2 = S
⊕
2 . Finally, combining all expressions, we can write
C θ˜l = C
θ




















where F⊕ll1l2 and F
⊗
ll1l2















This expression is similar to that of equation (62) of Ref. [2] when Ch
⊗
l1




the power spectrum of projected lensing potentials due to intervening density perturbations between
us and the CMB.
9.3.2 Polarization
The lensing effect on CMB polarization can be described similar to temperature anisotropies by
making use of the remapping ±X˜(nˆ) = ±X(nˆ) + ∇iφ(nˆ)∇i±X(nˆ) + ...+, where ±X = Q ± iU ,
where we have simplified the notation by replacing the spin-dependent gradients with a covariant
derivative that acts on the spin components of the symmetric tensors that are traceless. Here, we
have also ignored the rotation needed to align the polarization basis vectors between the lensed and
unlensed fields, but this rotation is unimportant when considering displacements along the lines of
constant azimuthal angles [18]. We refer the reader to Refs. [18, 19] for details of our shorthand
notation and why it can be used for the lensing of the polarization pattern on the spherical sky.
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While our notation here is simple and follows that of Ref. [2], the final result is the same as what
one gets by using the standard notation of differential geometry. This is due to the fact that the
overlapping integrals involving spin harmonics that we will perform remain consistent with our
simplified notation.
As is well known, the CMB polarization components form a spin-2 field and are expanded in
terms of the spin-weighted spherical harmonics such that ±X(nˆ) =
∑
lm ±Xlm±2Ylm(nˆ). Instead of
Stokes parameters, the more popular, E and B modes are are given by
±Xlm = Elm ± iBlm (9.46)
. We will discuss lensing modifications to angular power spectra of E and B modes as well as the
cross correlation between E and θ, while cross-correlation between E and B, and between B and θ are
ignored as these are zero through parity arguments. Furthermore, the modifications to polarization
by lensing do not violate parity conservation.
Taking the spherical harmonic moment of the polarization field under lensing, we write































































After straightforward but tedious algebra, the lensed power spectra of E˜-modes, B˜-modes, and
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To simplify terms in Eq. (9.49), we again make use of the integral relations outlined earlier when
describing lensing of temperature anisotropies. In the case of polarization, these relations need to
be generalized for integrals over spin-weighted spherical harmonics. First, the integral related to the
gradient spectra is straightforward. Making use of the fact that ∇2±2Ylm = [−l(l + 1) + 4]±2Ylm













[l1(l1 + 1) + l2(l2 + 1)− l(l + 1)]
×
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
 l l1 l2
2 0 −2
 . (9.50)
This is exactly the relation that one encounters when lensing the polarization field by foreground
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density fluctuations [2].
The integral related to the curl-type displacement is tedious, but can be simplified using relations










m− · ∇sYlm =
√
(l − s)(l + s+ 1)
2 s+1
Ylm,
m+ · ∇sYlm = −
√




(m+)i(m−)j + (m−)i(m+)j = gij , (9.53)
to write ∇ sYlm = (m+m− +m−m+) · ∇sYlm as
sYlm =
√
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[l(l + 1)− 4]l1(l1 + 1)2l1 + 14pi , (9.56)

























Putting the terms together, we can write the lensed power spectra in polarization as
CE˜l = C
E















































l2 )− (−1)L(CEl2 − CBl2 )
]
,
C θ˜E˜l = C
θE




















with R from equation (9.45).
The case of CMB lensing by foreground density fluctuations is simply the replacement of Ch
⊕
l1
with the power spectrum of projected potentials and with Ch
⊗
l1
= 0. The lensing contribution to
the B-mode from the foreground density field [5] act as the main contaminant in detecting the
primary gravitational wave signal in B-modes of polarization. To see the extent to which lensing
by gravitational waves themselves may become important in B-mode polarization studies, we will
assume CBl to be zero and present a comparison between C
B˜
l from density fluctuations and C
B˜
l from
gravitational waves. As we find, the secondary lensing from gravitational waves is smaller than the
cosmic variance level of lensing B-modes from density perturbations and will remain undetectable
in anisotropy maps. While below the cosmic variance limit, Cl/
√
l, for anisotropy measurements,
systematics must generally be controlled to a level far below this; if systematics apply to a wide range
of multipoles, then one must control their effects to Cl/l. For lensing by foreground gravitational
waves at the maximum amplitude, we find that the corrections are above this level when l > 103
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suggesting that one only needs to be concerned of these signals in all sky maps with no instrumental
noise and other secondary signals.
9.4 Results and Discussion




l and the angular power spectrum of deflection angle
from projected density perturbations along the line of sight to ηs at a redshift of 1100 corresponding
to the CMB last scattering surface. In calculating the power spectra of lensing from foreground
gravitational waves, we have assumed an amplitude for the tensor modes with a value for HI in
equation (9.15) of 2×1014 GeV. This corresponds to a tensor-to-scalar ratio of 0.3, which is roughly
the upper limit allowed by current CMB and large-scale structure observations [20].
The curl spectrum of deflections from gravitational waves has been previously discussed in the
literature in the context of weak lensing surveys with galaxy shapes [10]. The gradient-type dis-
placement spectrum from gravitational waves discussed here is also important and cannot be ig-





l peak at large angular scales corresponding to ` = 2 to ` = 10. To compare
lensing by gravitational waves and lensing by mass, we calculate the rms deflection angle through
θ2rms = [
∑




l )]. For gravitational waves related spectra shown in Fig-
ure 1, θrms is 3.62× 10−5 radians or roughly 7 arcsecs, which is a factor of 20 smaller than the rms
deflection angle for CMB photons under density fluctuations, where θrms ∼ 7×10−4. The coherence
scale, where the rms drops to half of its peak value, is about ∼ 60 degrees for lensing by gravitational
waves, while for density perturbations the coherence scale is about a degree. With such a large co-
herence scale and a small rms deflection angle, foreground gravitational waves deflect large patches
of the CMB sky by the same angle of about 6 arcsecs, resulting in an overall small modification to
the CMB anisotropy and polarization spectra, when compared to the case with density fluctuations
alone.
The differences between lensing by density perturbations and lensing by gravitational waves is
clear in Figure 9.2, where we show modifications to the temperature power spectrum and the cross
power spectrum between temperature and E-modes of polarization. The secondary lensing correction
from the foreground gravitational waves is smaller than the cosmic variance level of intrinsic CMB
anisotropies. Even with perfect CMB observations devoid of instrumental noise, it is unlikely that the
lensing modification by primordial gravitational waves in the foreground of CMB will be detectable.
As shown in Figure 9.2, however, the corrections are above the systematic level of Cl/l for primordial
anisotropy measurements when l > 103. Thus, in the extreme case where one is dealing with perfect
all-sky maps cleaned of foregrounds and other secondary signals, one could be concerned that these
effects act as a source of systematic error for primordial anisotropy measurements. As is clear from
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Figure 9.2, while lensing by gravitational waves is not significant, lensing of the CMB by foreground
density perturbations will be detectable as the modifications are well above the cosmic variance
limit.
In Figure 9.3, we summarize our results related to lensing of polarization anisotropies in terms of
the power spectra or E- and B-modes. Again, the lensing effect by foreground gravitational waves is
below the cosmic variance level of the dominant signal in the E- and B-mode maps, but above the
systematic level. In the case of B-modes, lensing by density perturbations will remain the main con-
taminant in searching for gravitational wave signatures from the primary B-mode power spectrum.
Lensing signals by foreground gravitational waves are unlikely to affect reconstruction techniques
that attempt to remove the lensed B-modes when searching for a low amplitude gravitational wave
background [4].
While we have only considered angular displacements on the sky, gravitational waves also con-
tribute to a variation along the line of sight that can be described as a time-delay effect. Just as
angular displacement couples to the angular gradient of the CMB, the radial displacement couples
to the radial gradient of the CMB. These effects, however, are smaller due to lack of radial struc-
ture in the perturbations that form the primordial anisotropy spectrum in the CMB, such as the
acoustic peaks. There are also geometric cancellations associated with the projection of line-of-sight
time-delay modulations to an anisotropy pattern on the CMB sky [15]. Thus, it is unlikely that
our conclusions related to lensing by foreground gravitational waves are affected by including the
time-delay effect.
In general, our results are consistent with those of Ref. [10] who studied the possibility of mea-
suring the gravitational wave background amplitude using weak lensing surveys of galaxy shapes
and using the curl mode of the shear. Even with an optimistic survey with a large surface density of
galaxies to measure shapes, the gravitational wave signal in the shear remains undetectable below
the noise.
To summarize our calculation, while weak lensing distortion of the cosmic microwave background
(CMB) temperature and polarization patterns by foreground density fluctuations is well studied in
the literature, we noted the lack of a detailed description related to lensing modifications by fore-
ground gravitational waves or tensor perturbations. Here, we have presented an analytical formula-
tion on how CMB anisotropies and polarization patterns are distorted by a stochastic background
of primordial gravitational waves between us and the last scattering surface. Our analytical formu-
lation is useful when studying general lensing of any background source by foreground gravitational
waves.
While density fluctuations perturb CMB photons via gradient-type displacements only, gravita-
tional waves distort CMB anisotropies via both the gradient- and the curl-type displacements. The
latter can be described as a rotation of background images in the presence of foreground gravita-
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tional waves while the former is related to the lensing convergence. For a primordial background
of gravitational waves from inflation with an amplitude corresponding to a tensor-to-scalar ratio
below the current upper limit of ∼ 0.3, the resulting modifications to the angular power spectra of
CMB temperature anisotropy and polarization are below the cosmic variance limit, but above the
systematic level. Thus, it is unlikely that planned high sensitivity CMB observations warrant an
accounting of the secondary contributions discussed here as they are not expected to affect precise
parameter measurements; if observations are all-sky measurements with no instrumental noise, then
these effects may be present in the form of systematic corrections to the primary anisotropy and
polarization measurements.
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Chapter 10
Non-Gaussian Covariance of CMB
B-modes of Polarization and Parameter
Degradation
The B-mode polarization lensing signal is a useful probe of the neutrino mass and
to a lesser extent the dark energy equation of state as the signal depends on the
integrated mass power spectrum between us and the last scattering surface. This
lensing B-mode signal, however, is non-Gaussian and the resulting non-Gaussian
covariance to the power spectrum cannot be ignored as correlations between B-
mode bins are at a level of 0.1. For temperature and E-mode polarization power
spectra, the non-Gasussian covariance is not significant, where we find correlations
at the 10−5 level even for adjacent bins. The resulting degradation on neutrino
mass and dark energy equation of state is about a factor of 2 to 3 when compared
to the case where statistics are simply considered to be Gaussian. We also discuss
parameter uncertainties achievable in upcoming experiments and show that at a
given angular resolution for polarization observations, increasing the sensitivity
beyond a certain noise value does not lead to an improved measurement of the
neutrino mass and dark energy equation of state with B-mode power spectrum.
For Planck, the resulting constraints on the sum of the neutrino masses is σΣmν ∼
0.2 eV and on the dark energy equation of state parameter we find, σw ∼ 0.5.
Originally published as C. Li, T. L. Smith and A. Cooray, Phys. Rev. D 75,
083501 (2007).
10.1 Introduction
The applications of cosmic microwave background (CMB) anisotropy measurements are well known
[1]; its ability to constrain most, or certain combinations of, parameters that define the currently
favorable cold dark matter cosmologies with a cosmological constant is well demonstrated with
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anisotropy data from Wilkinson Microwave Anisotropy Probe [2]. Furthermore the advent of high
sensitivity CMB polarization experiments with increasing sensitivity [3] suggests that we will soon
detect the small amplitude B-mode polarization signal. While at degree scales one expects a unique
B-mode polarization signal due to primordial gravitational waves [4], at arcminute angular scales the
dominant signal will be related to cosmic shear conversion of E-modes to B-modes by the large-scale
structure during the photon propagation from the last scattering surface to the observer today [5].
This weak lensing of cosmic microwave background (CMB) polarization by intervening mass
fluctuations is now well studied in the literature [6, 7], with a significant effort spent on improving
the accuracy of analytical and numerical calculations (see, recent review in Ref. [8]). As discussed
in recent literature [9], the lensing B-mode signal carries important cosmological information on
the neutrino mass and possibly the dark energy, such as its equation of state [9], as the lensing
signal depends on the integrated mass power spectrum between us and the last scattering surface,
weighted by the lensing kernel. The dark energy dependence involves the angular diameter distance
projections while the effects related to a non-zero neutrino mass come from suppression of small
scale power below the free-streaming scale.
Since the CMB lensing effect is inherently a non-linear process, the lensing corrections to CMB
temperature and polarization are expected to be highly non-Gaussian. This non-Gaussianity at
the four-point and higher levels are exploited when reconstructing the integrated mass field via a
lensing analysis of CMB temperature and polarization [10]. The four-point correlations are of special
interest since they also quantify the sample variance and covariance of two-point correlation or power
spectrum measurements [11]. A discussion of lensing covariance of the temperature anisotropy
power spectrum is available in Ref. [12]. In the case of CMB polarization, the existence of a large
sample variance for B-modes of polarization is already known [13], though the effect on cosmological
parameter measurements is yet to be quantified. Various estimates on parameter measurements in
the literature ignore the effect of non-Gaussianities and could have overestimated the use of CMB
B-modes to tightly constrain parameters such as a neutrino mass or the dark energy equation of
state. To properly understand the extent to which future polarization measurements can constrain
these parameters, a proper understanding of non-Gaussian covariance is needed.
Here, we discuss the temperature and polarization covariances due to gravitational lensing. Initial
calculations on this topic are available in Refs. [13, 14], while detailed calculations on the CMB
lensing trispectra are in Ref. [15]. Here, we focus mainly on the covariance and calculate them
under the exact all-sky formulation; for flat-sky expressions of the trispectrum, we refer the reader
to Ref. [10]. We extend those calculations and also discuss the impact on cosmological parameter
estimates. This paper is organized as follows: In §10.2, we introduce the basic ingredients for the
present calculation and present covariances of temperature and polarization spectra. We discuss our
results in §10.3 and conclude with a summary in §10.4.
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10.2 Calculational Method
The lensing of the CMB is a remapping of temperature and polarization anisotropies by gravitational
angular deflections during the propagation. Since lensing leads to a redistribution of photons, the
resulting effect appears only at second order [8]. In weak gravitational lensing, the deflection angle
on the sky is given by the angular gradient of the lensing potential, δ(nˆ) = ∇φ(nˆ), which is itself a







Φ(r, mˆr) , (10.1)
where r(z) is the comoving distance along the line of sight, r0 is the comoving distance to the surface
of last scattering, and dA(r) is the angular diameter distance. Taking the multipole moments, the
power spectrum of lensing potentials is now given through






k2 dkP (k)I lenl (k)I
len
l (k) , (10.3)
where
I lenl (k) =
∫ r0
0
drW len(k, r)jl(kr) ,









where F (r) = G(r)/a(r) and G(r) is the growth factor, which describes the growth of large-scale
density perturbations. In our calculations we will generate Cφφl based on a non-linear description
of the matter power spectrum P (k). In the next three subsections we briefly outline the power
spectrum covariances under gravitational lensing for temperature and polarization E- and B-modes.
In the numerical calculations described later, we take a fiducial flat-ΛCDM cosmological model with
Ωb = 0.0418, Ωm = 0.24, h = 0.73, τ = 0.092, ns = 0.958, A(k0 = 0.05 Mpc−1) = 2.3 × 10−9,
mν = 0.05 eV, and w = −1. This model is consistent with recent measurements from WMAP [2].
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10.2.1 Temperature Anisotropy Covariance
The trispectrum for the unlensed temperature can be written in terms of the multipole moments of
the temperature θlm as [15]
〈θl1m1θl2m2θl3m3θl4m4〉 = Cθl1Cθl4(−1)m1+m4δm1−m3l1l3 δm2−m4l2l4 + Cθl1Cθl3(−1)m1+m3δm1−m2l1l2 δm3−m4l3l4
+ Cθl1C
θ
l2(−1)m1+m2δm1−m4l1l4 δm2−m3l2l3 . (10.5)
It is straightforward to derive the following expression for the multipole moment of lensed θ field as
a perturbative equation related to the deflection angle [7]:

















where the mode-coupling integrals between the temperature field and the deflection field, Imm1m2ll1l2
and Jmm1m2m3ll1l2l3 , are defined in [15, 16].
As for the covariance of the temperature anisotropy powerspectrum, we write





〈θ˜l1m1 θ˜∗l1m1 θ˜l2m2 θ˜∗l2m2〉 − C˜θl1C˜θl2 = O + P + (Q+R)δl1l2 , (10.7)
where the individual terms are
O = 2








































2L(L+ 1)(2L+ 1) , (10.8)
and the last two terms, which are related to the Gaussian variance, can be written in terms of the






Figure 10.1: The correlation matrix [Eq. (10.24)] for temerature (left), E-mode (middle), and B-
mode (right) power spectra between different l values. The color axis is on a log scale and each scale
is different for each panel. As is clear from this figure, the off-diagonal correlation is weak for both θ
and E-mode power spectra, but is more than 0.1 for most entries for the B-mode power spectrum.
This clearly shows that the non-Gaussianities are most pronounced for the B-mode signal and will
impact the information extraction from the angular power spectrum of B-modes than under the
Gaussian variance alone. The B-mode covariance shown in the left panel agrees with Figure 5 of
Ref. [14].
where




















[l1(l1 + 1) + l2(l2 + 1)− l(l + 1)]
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
 l l1 l2
0 0 0
 .
We note that Eqs. (10.10) are readily derivable when considering the lensing effect on the temperature
anistropy spectrum as in Ref. [7].
10.2.2 E-Mode Polarization Covariance
Similar to the case with temperature, the trispectrum for an unlensed E-field can be written in
terms of the multipole moments of the E-mode Elm:






l2 (−1)m1+m2δm1−m4l1l4 δm2−m3l2l3 . (10.11)
To complete the calculation, besides the trispectrum of the unlensed E-field in Eq. (10.11), we also
require the expression for the trispectrum of the lensing potentials. Under the Gaussian hypoth-
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esis for the primordial E-modes and ignoring non-Gaussian corrections to the φ field, the lensing












(−1)m1+m2δm1−m4l1l4 δm2−m3l2l3 . (10.12)
For simplicity, we assume that there is no primordial B field such as due to a gravitational wave
background and find the following expression for the lensed E-field:



















(1 + (−1)l+l1+l2+l3) , (10.13)





As for the covariance of E-mode power spectrum, we write





〈E˜l1m1E˜∗l1m1E˜l2m2E˜∗l2m2〉 − C˜El1 C˜El2 = H+ I + (J +K)δl1l2 , (10.14)
where
H = 1










































2L(L+ 1)(2L+ 1) . (10.15)
The last two terms can be written in terms of the lensed power spectrum of E-mode anisotropies as





Figure 10.2: Here we show the cumulative signal-to-noise ratio for a detection of the power spec-
trum (Eq. (10.30)) for temperature (left), E-mode (middle), and B-mode (right) polarization power
spectra. The solid line is the case with a Gaussian covariance whereas the dashed line is with a
non-Gaussian covariance. We can see that for the case of the temperature and E-mode polarization
there is little difference between the Gaussian and non-Gaussian covariance, but for the B-mode
polarization there is a difference of a factor of ∼ 10 at large l values.
where






















[l1(l1 + 1) + l2(l2 + 1)− l(l + 1)]
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
 l l1 l2
2 0 −2
 .
Note that C˜El is the power spectrum of the lensed E-modes.
10.2.3 B-Mode Polarization Covariance
The calculation related to B-mode power spectrum polarization is similar to the case of the E-
modes except that we assume that the B-mode polarization is generated solely the lensing of the






















Here, we will only calculate the B-mode trispectrum with terms involving Cφl since we will make the
assumption that corrections to B-modes from the bispectrum and higher-order non-Gaussianities of
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Figure 10.3: The derivatives of the temperature (θ), E-mode, and B-mode power spectra with
respect to the sum of the neutrino masses (∝ Ωνh2, top panel) and the dark energy equation of
state, w (bottom panel). It is clear that in the case of the sum of the neutrino masses the addition of
the B-mode polarization greatly increases sensitivity. In both cases we find that large l information
also increases sensitivity. We note that the derivative of the temperature power spectrum with
respect to neutrino mass agrees with that shown in Fig. 3 of Ref. [18].
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×(1− (−1)l1+L1+l′1)(1− (−1)l2+L2+l′2)(1− (−1)l3+L3+l′3)(1− (−1)l4+L4+l′4),
where
+2Ilml1m1l2m2 = 2Fll1l2(−1)m
 l l1 l2
−m m1 m2
 . (10.19)
The covariance of the B-mode angular power spectrum can be now defined as





〈B˜l1m1B˜∗l1m1B˜l2m2B˜∗l2m2〉 − C˜Bl1 C˜Bl2 . (10.20)
After some straightforward but tedious algebra, we obtain
CovBB = A+ B + C + δl1l2D, (10.21)
where the terms are given by
A = 2


























































































CEl2 (1− (−1)l+l1+l2). (10.23)
Unlike the calculation for the covariances of the lensed temperature and polarization E-mode,
the numerical calculation related to covariance of the B-modes is complicated due to the term C,
which involves a Wigner-6j symbol. These symbols can be generated using the recursion relation
outlines in appendix of Ref. [15], though we found that such recursions are subject to numerical
instabilities when one of the l values is largely different from the others and the l values are large.
In these cases, we found that values accurate to better than a ten percent of the exact result can
be obtained through semiclassical formulae [17]. In any case, we found that C is no more than 1%
of A, B, and these terms are in turn no more than 10% of D. The same situation happens to those
expressions in flat-sky approach [20].
10.3 Results and Discussion
We begin our discussion on the parameter uncertainties in the presence of non-Gaussian covariance
by first establishing that one cannot ignore them for the B-mode power sptectrum. In Figure 10.1
we show the correlation matrix, which is defined as
rij ≡ CovXY (i, j)√
CovXY (i, i)CovXY (j, j)
. (10.24)
This correlation normalizes the diagonal to unity and displays the off-diagonal terms as a value
between 0 and 1. This facilitates an easy comparison on the importance of non-Gaussianities between
temperature, E-, and B-modes of polarization. As shown in Figure 10.1, the off-diagonal entries of
temperature and E-modes are roughly at the level of 10−5 suggesting that non-Gaussian covariance is
not a concern for these observations out to multipoles of 2000 [12], while for B-modes the correlations
are at the level above 0.1 and are significant.
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Figure 10.4: The expected error on the sum of the neutrino masses (top three panels) and the dark
energy equation of state, w (bottom three panels) as a function of experimental noise for three
different values of the beam width, θFWHM. The solid line considers Gaussian covariance with just
temperature information, the dotted line considers non-Gaussian covariance with just temperature
information, the dashed line considers Gaussian covariance with both temperature and polarization
(E- and B-mode), and the dot-dashed line considers non-Gaussian covariance with both temperature
and polarization. It is clear that as the beam width is decreased the estimated error on the sum
of the neutrino masses and w is increasingly overly optimistic when just the Gaussian covariance
is used in the Fisher matrix calculation. We choose 5 bins uniformly spacing between l = 5 and
l = 100, while we choose 13 bins logarithmic uniformly spacing between l = 100 and l = 2000. This
choice of bins are sparser compared to [20]. From the expressions of covariance matrix [Eqs.(10.7,
10.14, 10.22)], we know the Gaussian parts are diagonal and therefore the larger the bin is, the more
important the non-Gaussian effect is. So the non-Gaussian effects in our bandpower statistics are
more obvious than those in [20].
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Figure 10.5: The error ellipses from our Fisher matrix calculation. We have varied eight parameters,
and show the error ellipses for each parameter with Σmν . The dot-dashed ellipse is the expected
error from Planck with just a Gaussian covariance, the solid ellipse is same but with a non-Gaussian
covariance. The short-dashed ellipse is for an experiment with the same beam width as Planck
(θ ∼ 5′) but with decreased noise (1 µK√sec as opposed to 25 µK√sec) with a Gaussian covariance
and the long-dashed ellipse is the same but with a non-Gaussian covariance.
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Below when we calculate the signal-to-noise ratio and Fisher matrices, we use the band powers as
observables with logrithmic bins in the multipole space. Our band power estimator for two quantities













where αi = li2 − li1 is an overall normalization factor given by the bin width. The angular power
spectra are





(2l + 1)lCB,E,θl , (10.26)
while the full covariance matrix is
〈(∆ˆ2i −∆2i )(∆ˆ2j −∆2j )〉 = SGii δij + SNij , (10.27)


















FWHM/8 ln 2, (10.28)






(2l1 + 1)(2l2 + 1)l1l2(CovNB,E,θ) . (10.29)
To further quantify the importance of non-Gaussianities for B-modes, in Figure 10.2, we plot
the cumulative signal-to-noise ratio for the detection of the power spectra as a function of the band









by ignoring the instrumental noise contribution to the covariance. As shown, there is no difference
in the signal-to-noise ratio for the temperature and E-mode power spectra measurement due to
non-Gaussian covariances, while there is a sharp reduction in the cumulative signal-to-noise ratio
for a detection of the B-modes. This reduction is significant and can be explained through the
effective reduction in the number of independent modes at each multipole from which clustering
measurements can be made. In the case of Gaussian statistics, at each multipole l, there are 2l + 1
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modes to make the power spectrum measurements. In the case of non-Gaussian statistics with a
covariance, this number is reduced further by the correlations between different modes. If N is the
number of independent modes available under Gaussian statistics, a simple calculation shows that
the effective number of modes are reduced by [1 + (N − 1)r2] when the modes are correlated by an
equally distributed correlation coefficient r among all modes. With N = 2l + 1 and substituting a
typical correlation coefficient r of 0.15, we find that the cumulative signal-to-noise ratio should be
reduced by a factor of 7 to 8 when compared to the case where only Gaussian statistics are assumed.
This is consistent with the signal-to-noise ratio estimates shown in Figure 10.2 based on an exact
calculation using the full covariance matrix that suggests a slightly larger reduction due to the fact
that some of the modes are more strongly correlated than the assumed average value.
To calculate the overall impact on cosmological parameter measurements using temperature and















where the summation is over all bins. While this is the full Fisher information matrix, we will divide
our results to with and without non-Gaussian covariance as well as to information on parameters
present within temperature, and E- and B-modes of polarization.
Since B-modes have been generally described as a probe of neutrino mass and the dark energy
equation of state, in Figure 10.3, we show ∂Cl/∂mν and ∂Cl/∂w to show the extent to which
information on these two quantities are present in the spectra. It is clear that B-modes are a strong
probe of neutrino mass given that the sensitivity of temperature and E-modes are smaller compared
to the fractional difference in the B-modes. Furthermore, B-modes also have some senitivity to the
dark energy equation of state, but fractionally, this sensitivity is smaller compared to the information
related to the neutrino mass.
In Figure 10.4, we summarize parameter constraints on these two parameters as a function of
the instrumental noise for different values of resolution with and without non-Gaussian covariance.
While for low resolution experiments the difference between Gaussian and non-Gaussian extraction
is marginal, non-Gaussianities become more important for high resolution experiments where one
probes B-modes down to large multipoles. In this case, the parameters extraction is degraded by up
to a factor of more than 2.5 for both the neutrino mass and the dark energy equation of state. We
have not attempted to calculate the parameter errors for experiments with resolution better than 5
arcminutes. This is due to the fact that such experiments will probe multipoles higher than 2000
and we are concerned that we do not have a full description of the non-Gaussian covariance at such
small scales due to uncertainties in the description of the matter power spectrum at non-linear scales.
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As described in Ref. [8], the CMB lensing calculation must account for non-linearities and their
importance only become significant for small angular scale anisotropy experiments. Furthermore,
we also do not think any of the upcoming B-mode polarization experiments with high sensitivity,
which will be either spacebased or balloonborne, will have large apertures to probe multipoles above
2000.
The value of 2000 where we stop our calculations is also consistent with Planck. Since Planck
HFI experiment will have a total focal plane polarization noise of about 25 µK
√
sec, based on
Figure 10.4, we find that it will constrain the neutrino mass to be below 0.22 eV and the dark
energy equation of state will be determined to an accuracy of 0.5. Note that the combination of
Planck noise and resolution is such that one does not find a large difference between Gaussian and
non-Gaussian statistics, but on the other hand, experiments that improve the polarization noise
well beyond Planck must account for non-Gaussian noise properly. In future, there are plans for
a Inflation Probe or a CMBpol mission that will make high sensitive observations in search for a
gravitational wave background. If such an experiment reach an effective noise level of 1 µK
√
sec and
has the same resolution as Planck, the combined polarization observations can constrain the neutrino
mass to be about 0.18, while the dark energy equation of state will be known to an accuracy of 0.44.
This is well above the suggested constraint from Gaussian noise level. This suggests that while
highly sensitive B-mode measurements are desirable for studies involving the gravitational wave
background, they are unlikely to be helpful for increasingly better constraints on the cosmological
parameters.
The non-Gaussianities in the B-modes, while providing information on gravitational lensing,
limit accurate parameter estimates from the power spectrum alone. This is contrary to some of the
suggestions in the literarture that have indicated high precision of measurements on parameters such
as the neutrino mass and the dark energy equation of state with CMB B-mode power spectrum by
ignoring issues related to non-Gaussian correlations. Furthermore, while atmospheric oscillations
suggest a mass-squared difference of ∆m2ν ∼ 10−3 for two of the neutrino species, it is unlikely
that one will be able to distinguish between mass hierarchies with CMB polarization observations
alone if one of the two masses related to the atmospheric oscillation result is close to zero ([19]).
This is discouraging, but understanding the information present in CMB polarization beyond pow-
erspectra, such as direct measurements of non-Gaussianities themselves, could potentially allow an
improvement.
From Figure 10.4 we see that as we decrease ∆p the measurement errors on the parameters
asymptote to a constant value. We can understand this in the following way. As we see from
Eq. (10.28), the noise blows up exponentially at large l and therefore sets an effective cutoff l0.
Only the band powers which are smaller than l0 contribute to parameter estimates. Therefore, if
we decrease ∆p, we increase the number of band powers we can observe and hence obtain better
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sensitivity with negligible instrumental noise for l . l0. Therefore, the curves in Figure 10.4 become
flatter as we decrease ∆p. The same situation applies to Figure 10.5. Figure 10.4 also shows that
as we decrease the beam width, θFWHM, we see the Gaussian covariance becomes more significant.
This is a result of the fact that the Gaussian covariance grows in significance with increasing l.
In Figure 10.5, to highlight the impact on cosmological parameters beyond the neutrino mass
and dark energy equation of state, we also show constraints from the Fisher matrix calculation. We
show error ellipses calculated with and without the non-Gaussian lensing covariance for two different
experiments: Planck, with θFWHM = 5′ and ∆p = 25 µK
√
sec and “super-Planck” with θFWHM = 5′
and ∆p = 1 µK
√
sec. This comparison shows that while parameters such as mν and w are affected,
parameters such as τ , Ωmh2 are not affected by non-Gaussian information. This is due to the fact
that the cosmological information on these parameters come from temperature and E-modes rather
than B-modes. This highlights the fact that the issues discussed here are primarily a concern for
the B-mode measurements and extraction of parameters, especially the parameters that have been
recognized to be mostly constrained by the B-mode measurements, and not for temperature and
E-modes.
10.4 Summary
The B-mode polarization lensing signal is a useful probe of certain cosmological parameters such as
the neutrino mass and the dark energy equation of state as the signal depends on the integrated mass
power spectrum between us and the last scattering surface. This lensing B-mode signal, however, is
non-Gaussian and the resulting non-Gaussian covariance to the power spectrum cannot be ignored
when compared to the case of temperature and polarization E-mode anisotropy covariances. The
resulting degradation on neutrino mass and dark energy equation of state is about a factor of 2 when
compared to the case where statistics are simply considered to be Gaussian. We discuss parameter
uncertainties achievable in upcoming experiments.
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