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ABSTRACT
Sensitivity of future far infrared space telescopes likeMillimetronwill be limited by a confusion
noise created by distant galaxies. We construct a model of the Cosmic Infrared Background
(CIB) aimed at exploration of methods of prediction and reducing the confusion noise. The
model is based on a public available eGALICS simulation. For each simulated galaxy we
construct a spectral energy distribution with the help of public GRASIL and CHE_EVO codes.
In this paper, in order to put our model in the context of current CIB investigations, we compare
the outputs of themodel: luminosity andmass functions, source counts as a function of flux and
redshift, spectrum of the CIB, prediction of confusion limit, with the available observational
data and with three other models: one is a well known "backwards evolution" model of
Bethermin et al. 2011 and two others are based on a simple mass-luminosity (M-L) relation
applied to simulated dark matter halo catalogues. We conclude that our model reproduces
the observational data reasonably well. All four models show significant differences in the
predictions of the distribution of sources on the flux-redshift plane, especially at high redhifts.
The predicted confusion noise on the wavelengths 70–350 microns is consistent between
models, while for 650–2000 microns there are significant differences and M-L models should
not be used.
Key words: submillimetre: diffuse background – galaxies: statistics – galaxies: evolution
1 INTRODUCTION
Our Universe is filled with background radiation in the full range
of electromagnetic spectrum. Due to huge progress in the Far Infra
Red (FIR) astronomy in the past few decades, the Cosmic Infrared
Background (CIB) is getting more and more attention. This back-
ground is comprised by the radiation of submillimeter galaxies
which have maximum of their spectral energy distribution (SED)
at about 100 µm in the galaxy’s rest frame due to large amounts
of dust produced by active star formation. The density of submil-
limeter galaxies on the sky is so high, that for FIR telescopes with
apertures less than few tens of meters a fraction of these galaxies
will be unresolved, i.e. there is a problem of confusion which affects
sensitivity of FIR telescopes (Dole et al. 2004).
The sensitivity of future space FIR missions such as Mil-
limetron (Smirnov et al. 2012; Kardashev et al. 2014), Callisto, OST
in the mode of wide band photometry will be limited by confusion.
Several approaches have been proposed how the sensitivity can be
improved beyond the confusion limit. Optical data can be used to
get positions of possible submillimeter sources and then to model
their approximate SEDs and subtract their contribution from FIR
observations (Safarzadeh et al. 2014). Another opportunity is to use
submm spectral lines which can give redshifts and other properties
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of unresolved galaxies. This information can be used to decrease the
confusion limit by an order of magnitude (Raymond et al. 2010). A
modern multi-band source extraction software can use information
from the shortest wavelengths (where the resolution is the best) in
order to better decompose crowded picture at longer wavelengths.
This is implemented in, e.g., GETSOURCES, GETFILAMENTS
and GETIMAGES (Men’shchikov et al. 2012; Men’shchikov 2013,
2017).
Estimating the usefulness of thesemethods can be done by sim-
ulating observations with future instruments. Existing observations
cannot be used for this purpose: the data from space observatories
(Herschel, Spitzer, Akari) suffer from the relatively low angular
resolution and sensitivity in comparison with future observatories.
The observations of ALMA have high enough angular resolution
and sensitivity, but they have a very limited area on the sky and will
not cover the shortest wavelengths, λ < 300 µm. Thus, we need an
accurate model, which will predict the distribution of sources with
different spectra on the sky, over redshifts and luminosities which
can be probed by future space missions. Building such a model and
testing it against existing observational data and other models is the
goal of this paper. In next papers we plan to use this model to test
various approaches in beating the confusion limit.
There is already a large number of papers in which various
models of the CIB are developed. They can be divided into three
groups:
backwards evolution;
© 2018 The Authors
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semi-analytical models;
semi-numerical models.
In the first group of models the population of galaxies is described
by a luminosity function (LF) or a series of luminosity functions
of several populations of galaxies with different spectra. The LFs
are evolving with redshift, and this evolution is parameterized by
some simple mathematical law. The parameters of the evolution
are found by fitting the model to all existing observational data,
including source counts and measurements of LFs. Since the LF
data at low redshifts is the most complete, this data defines the
shape of the LF which is then evolved backwards in time to fit other
data, such as source counts. This type of models has advantage of
very accurate reproduction of the observational data. Due to this
advantage we use the backwards evolution model by Béthermin
et al. (2011) as a reference for comparison with our own model.
The details of this model are discussed in Section 3 in more detail.
On the other hand backwards evolution models may lack predictive
power in the range not probed by observations. Such models also
usually do not take into account the large scale structure of the
Universe and the hierarchical clustering of matter.
Models of this type were developed in many papers,
e.g. Béthermin et al. (2012b); Franceschini et al. (2010); Grup-
pioni et al. (2011); Jeong et al. (2006); Rahmati & van der Werf
(2011); Rowan-Robinson (2009); Valiante et al. (2009); Weinmann
et al. (2012); Lagache et al. (2003); Dole et al. (2003); Domínguez
et al. (2011); Marsden et al. (2011); Le Borgne et al. (2009); Chary
& Elbaz (2001); Pearson (2001); Roche & Eales (1999); Takeuchi
et al. (2001); Tan et al. (1999); Wilman et al. (2008, 2010). They
differ by the number of galaxy populations used (2–5 populations)
and by the main function which describes the evolution. In particu-
lar, in Rahmati & van der Werf (2011) a color – luminosity function
is used instead of LF, while Béthermin et al. (2012b) is based on
the evolution of the specific star formation rate.
The second group is represented by semi-analytical models,
which are based on the evolution of dark matter (DM) haloes, which
is described by the halo mass function. Sometimes the spatial dis-
tribution of haloes is also taken into account by using the power
spectrum of halo number density perturbations. Both the mass func-
tion and power spectrum can be computed by numerical integration,
without running N-body simulations. Then haloes with given mass
M are assigned luminosity using mass-to-light relation, and quanti-
ties of interest such as source counts, LFs, can be easily computed by
assuming some spectral energy distribution. Examples of suchmod-
els are found in Guiderdoni et al. (1998); Devriendt & Guiderdoni
(2000); Bouché et al. (2010); Conroy & Wechsler (2009); Granato
et al. (2004); Hopkins et al. (2008a,b); Lacey et al. (2010); Cole
et al. (2000); Somerville et al. (2008); Younger & Hopkins (2011);
Wang & Biermann (2000); Wang (2002).
The third group of semi-numerical models differs from semi-
analytical ones by the usage of results of N-body cosmological
simulations, from which halo catalogs are extracted. Halos are then
populated with galaxies basing on their merging and accretion his-
tory. This makes semi-numerical models the most accurate in repro-
ducing the large scale structure of the Universe. Examples of such
models are Cattaneo et al. (2005, 2006); Cousin et al. (2015a,b);
Croton et al. (2006); Guo et al. (2011); Monaco et al. (2007); Hen-
riques et al. (2013); Hopkins et al. (2010).
One should note that classification of CIB models presented
here is simplified, and there exist models which incorporate features
of different types of models. Earlier we have developed a simple
semi-numerical model in which simulated haloes were assigned lu-
minosities according to a mass-luminosity relation Pilipenko et al.
(2017). We have found the parameters of the mass-luminosity re-
lation by fitting observed source number counts. The model re-
produced source counts with high enough precision in the range
100–2000 microns. It also has reproduced the angular power spec-
trum of CIB observed by Herschel (Viero et al. 2013). However, our
model used a single SED for all galaxies, thus it failed to reproduce
galaxy properties at shorter wavelengths.
In this paper we construct a model of extragalactic background
light (EBL) using the eGALICS simulation from Cousin et al.
(2015a) and Cousin et al. (2015b). The public available eGAL-
ICS data contains dark matter halo parameters as well as properties
of stellar and gaseous components built using a semi-numerical ap-
proach. We create a SED library with the GRASIL and CHE_EVO
program codes (Silva et al. 1998) and assign each model galaxy its
individual SED. We distribute galaxies in a cone of a model survey
and analyse properties of this survey. The main advantages of our
CIB model in comparison with many published models of submil-
limeter galaxies are 1) the usage of N-body simulations which guar-
anties the most precise large scale structure, hierarchical clustering
and dark matter halo parameters, 2) the absence of free parameters
tuned to fit the observations and 3) taking into account the complex
evolution of SEDs of galaxies.
The paper is organized as follows: in Section 2 we give the
parameters of Millimetron space observatory since our ultimate
goal is to develop methods to beat the confusion limit, which can be
used for observations with Millimetron. Thus, Millimetron defines
the requirements for our model. In section 3 we describe the models
that we consider in this paper, the original data and methods used.
In Section 4 we give and discuss our results: mass and luminosity
functions are given in Section 4.1, integral and differential source
counts are presented in Section 4.2, the 2D plots of contribution
from objects with different fluxes at different redshifts to the number
counts can be found in section 4.3. The spectrum of the CIB and
contribution of sources on different redshifts and luminosities is
given in Section 4.4, the confusion noise is computed in Section 4.5.
A summary of our work is given in Section 5. In the Appendix A
we discuss the predicted optical number counts in SDSS bands.
2 MILLIMETRON SPACE MISSION
The primary goal of this study is to create a model that will allow
us to gauge CIB parameters for the planning Millimetron space
mission. The detailed characteristics of the telescope and scientific
payload can be found in Kardashev (2017); Kardashev et al. (2014);
Smirnov et al. (2012) and on the official website of the project1.
Below we describe the parameters that are vital for this work.
The Millimetron space mission will have a 10-m diameter
primary mirror that will be actively cooled to the temperature 4.5K.
The spacecraft will be launched to the orbit near L2 point of the
Earth-Sun system. Photometric observationswill be carried outwith
LACS (Long wave Array Camera Spectrometer) and SACS (Short
wave Array Camera Spectrometer) instruments. Their wavebands
are listed in Table 1
Short wave matrix spectrometer (SACS) will consist of
two main parts – the matrix photometer operating in the
whole frequency range, which is divided into several sub-
bands by dichroic beam splitter, and a matrix spectrome-
1 millimetron.ru
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Table 1. LACS and SACS detector parameters of the Millimetron Mission.
Details see in text.
Band 1 Band 2 Band 3 Band 4
Long wave Array Camera Spectrometer
Wavelength(µm) 3000–1500 1500–850 850–450 450–300
FWHM (arcsec) 42 22 12 7.5
Short wave Array Camera Spectrometer
Wavelength(µm) 50–90 90–160 160–300 300-450
FWHM (arcsec) 1–2 2–4 4–6 6–10
Table 2.Past, present day and currently under development space telescopes.
In this table we cite the general parameters of the following instruments:
Spitzer (Rieke et al. (2004)) with MIPS – The Multiband Imaging Pho-
tometer. Herschel with PACS and SPIRE. APEX LABOCA – Atacama
Pathfinder EXperiment the Large Apex BOlometer CAmera (Siringo et al.
2009), SABOCA – The Submillimetre APEX Bolometer CAmera (Siringo
et al. 2010). IRAS – Infrared Astronomical Satellite (Beichman et al. 1988).
Akari (Murakami et al. 2007). AzTEC camera (Wilson et al. 2008) that was
initially used with 15-m James Clerk Maxwell Telescope (JCMT) and later
with 10-mAtacama Submillimeter Telescope Experiment (ASTE) and 50-m
Large Millimeter Telescope(LMT).
Telescope Detector Wavelengths
Spitzer, 0.85-m MIPS 24, 70, 160 µm
Herschel, 3.29-m PACS 130–210, 60–90
PACS 90–130 µm
SPIRE 250, 350, 500 µm
APEX 12-m LABOCA 870 µm
SABOCA 350 µm
IRAS 57-cm 12, 25, 60 and 100 µm
Akari 68.5-cm N60 65 µm
Wide-S 90 µm
Wide-L 140 µm
N160 160 µm
James Clerk SCUBA 1 450, 850 µm
Maxwell Telescope SCUBA 2 450, 850 µm
(JCMT) 15m, ground
JCMT, ASTE, LMT AzTEC 1100 µm
ter, the spectral resolution of which will be determined by
the input optical filter. A similar approach was used in the
PACS receiver (http://www.cosmos.esa.int/web/herschel/science-
instruments), successfully operated as part of the Herschel Space
Observatory, which, undoubtedly, will be used in the development
of short wave matrix spectrometer for the Millimetron observatory.
LACS is similar to the SPIRE receiver
(http://www.cosmos.esa.int/web/herschel/science-instruments)
that successfully operated as a part of the Herschel Space Obser-
vatory. Simultaneously, this receiver will be optimized for precise
measurement of Syunaev-Zeldovich effect. The spectrometer whole
frequency range from 100 GHz to 1 THz will be divided into 4
sub-bands. See Table 1.
3 DATA USED
In this study we utilize the data from the following three sources.
The first is the model created by the authors of this study, previous
version of which was described in detail in Pilipenko et al. (2017).
In this paper we refer to is as P2017.
As a second model we considered the IRGAL project and the
model presented by Béthermin et al. (2011). Here we refer to it as
BM, the Bethermin backward evolution Model.
Finally, we used the eGALICS model. The simulation is de-
scribed in copious details in Cousin et al. (2015a) and Cousin et al.
(2015b).
Our models of the EBL are based on different cosmologi-
cal simulations and thus imply different cosmological parameters.
For the P2017 model the Cosmology was as following: ΩΛ0 =
0.692885, Ωm0 = 0.307115, H0 = 67.77kms−1Mpc−1 Klypin
et al. (2016). In the BM model the cosmology was: ΩΛ0 = 0.734,
Ωm0 = 0.266, H0 = 71.0kms−1Mpc−1 Larson et al. (2011). And
the eGALICS simulation was based on theWMAP 3-yr cosmology:
ΩΛ0 = 0.76,Ωm0 = 0.24 H0 = 73kms−1Mpc−1. As will be shown
below, such differences do not greatly affect the results of interest.
For all the calculations the Python 2.7 language was used.
3.1 P2017 model
Let us briefly describe the approach used in creation of the model
that was previously published in Pilipenko et al. (2017). Using the
COSMOSIM database we have extracted all available redshift cuts
in the SmallMultidark PlanckKlypin et al. (2016) numerical model.
The size of the cube was 40 Mpc h−1 and the angle of the cone was
set to 1◦ × 1◦.
The orientation of the axis of the cone was set such that any
part of the cube contributes to the cone only once. Minimum and
maximum redshifts were set to zmin = 0.30 and zmax = 6.19.
Minimum and maximum mass of a DM halo in the simulation was,
respectively, Mmin = 3 × 1010M , Mmax = 2.56 × 1014M . The
total amount of haloes N = 1285307. Lensing was accounted for
with the assumption of a point lens model. Magnification coefficient
in such a case is (see, e.g. Schneider et al. (1992))
µ(ML,DL,DS, β) = β˜
2 + 2
β˜
√
β˜2 + 4
(1)
where
β˜ =
β
α0
(2)
β – angular distance between lens and the source α0 – characteristic
angular distance which in turn depends on redshift of the source zS
and redshift of the lens zL . Equation for calculation of α0 can be
found in the same paper Schneider et al. (1992):
α0 =
√
4GML
c2
DLS
DSDL(1 + zL) (3)
DL and DS – comoving distance between the observer and the lens
and from the observer and the source, respectively.DLS – comoving
distance between the lens and the source, zL – redshift of the lens,
c – speed of light, G – gravitational constant. We only considered
lensed objects with magnification coefficient greater than 2.
We utilized the the following frequently used equation as a M
– L ratio:
L(M, z) = L0(1 + z)η log(M) exp
(
−(log(M) − log(M0))
2
2σ2
L
)
(4)
The parameters were as following: log(M0) = 12.6, σ2L = 0.15,
η = 3.16 when z < 2 and η = 0 when z > 2, L0 = 5 × 109L for
the IR luminosity in the wavelength range of 8 – 1000 µm. Averaged
spectra of galaxies were taken from Michałowski et al. (2010).
MNRAS 000, 1–19 (2018)
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3.2 IRGAL
In order to compare predictions of fundamentally different ap-
proaches we also performed calculations following the prescrip-
tions of Béthermin et al. (2011) (the BM model). Let us shortly
describe here their approach. Two populations of objects, namely
‘normal galaxies’ and ‘starforming galaxies’ are considered. Thus,
two spectra were utilized. It should be noted that the shape of the
latter depends on luminosity. The luminosity function has the fol-
lowing shape:
Φ(LIR) = Φ∗ ×
(
LIR
L∗
)1−α
× exp
[
− 1
2σ2
log210
(
1 +
LIR
L∗
)]
(5)
where Φ∗ is the constant of normalization, L∗ characteristic lumi-
nosity of the break, σ = 0.406 characterizes the bright end of the
luminosity function. The redshift evolution is set in the following
way: L∗ ∝ (1 + z)rL , Φ∗ ∝ (1 + z)rΦ , where rL and rφ are the
parameters characterizing the evolution. These coefficients depend
on the redshift. They change twice, at redshifts zbreak,1 = 0.879
and zbreak,2 = 2.0. For these three intervals the numerical values
are as following: rL∗,lz = 2.931, rΦ∗,lz = 0.774, rL∗,mz = 4.737,
rΦ∗,mz = −6.246, rL∗,hz = 0.145, rΦ∗,hz = −0.919. Where lz
means ‘low z’, mz – ‘intermediate redshifts’ and hz – ‘high red-
shifts’ respectively.
The fraction of ‘starforming galaxies’ is expressed in the fol-
lowing way:
Φstarburst
Φ
=
1 + tanh[log10(LIR/Lpop)/σpop]
2
(6)
The parameter Lpop = 23.677 × 1010L corresponds to the lu-
minosity at which the amounts of normal and starforming galaxies
are the same, while σpop = 0.572 characterizes the width of the
transition between these two populations.
As a next step the grid in Sν and redshift z is created and
LIR(Sν, z, pop) and dLIR/dSν are calculated on it.
The counts of sources are calculated with the following for-
mula:
dN
dSνdΩ
=∑
pop
∫ ∞
0
fpop(LIR) dNdLIRdV
LIR(Sν, z, pop) dLIRdSν dVdzdΩ dz =
=
∑
pop
∫ ∞
0
dN
dSνdzdΩ
dz
(7)
where dN/dSν/dΩ is the number of objects per flux unit per unit
solid angle, fpop(LIR) is a fraction of galaxies of certain population
defined by equation 6, dN/dLIR/dV is derived from equation 5 the
following way
dN
dLIRdV
=
dN
d log10(LIR)LIR log(10)dV
=
Φ(LIR)
LIR log(10) (8)
The values of dN/dSν/dz/dΩ are calculated on the grid and
saved for further use.
As can be derived from Perrotta et al. (2001) and Perrotta et al.
(2002), the probability of lensing with multiplication factor greater
that µ at redshift zs can be written in the following form:
P(µ, zs) = (1 + zs)
2
4pir2(zs)
∫ zs
0
dz
dV
dz
(1 + z)3
×
∫
dMσ(µ, z, zs,M)nc(z,M)
(9)
In this equation r(z) is a comoving distance to the redshift z, dV/dz
is a volume element, nc(z,M) – comoving lens density. If we use
n(z,M) ≡ (1 + z)3nc(z,M) instead of nc(z,M), then the equation 9
takes the similar form of equation 13 from Béthermin et al. (2011).
Following Béthermin et al. (2011) we utilized mass function
from Reed et al. (2007). The source code that was originally written
in Fortran language was modified and used with the f2py utility –
Fortran to Python interface generator.
The cross-section of lensing with magnification factor greater
than µtot > µ is expressed with the following formula (Perrotta
et al. (2001) and Perrotta et al. (2002)):
σ(µtot > µ) =
4piα̂2D2
ds
µ2
(10)
where α̂ is expressed the following way.
α̂ = 4pi
σ2v
c2
(11)
In equations 10 and 11: σv – halo velocity dispersion, Dds –
angular diameter distance between the lens and the object.
For a virialized halo the ratio between collisionless matter and
the gas temperature is expressed as:
β =
µmpσ2
kT
(12)
where µ – molecular mass of the interstellar gas, mp is the proton
mass, k is the Boltzmann constant, T is the temperature (see, e.g.,
Bryan & Norman (1998)). The molecular mass of the interstellar
gas µ = 0.6 was taken from Rosati et al. (2002). The following
equation for temperature was used (Ilić et al. 2015):
T = ATM (hMv)2/3
(
Ωm∆(Ωm, z)
178
)1/3
(1 + z)1+αTM (13)
In this equation ATM = 6.29 is the normalization constant, h
is the dimensionless Hubble constant, Mv is the virial mass in
units 1015M , Ωm = Ωm0(1 + z)3/E2(z), and E(z) = H(z)/H0 =
[Ωm0(1+z)3+Ω0R(1+z)2+Ω0Λ]1/2. Also∆(z) = 18pi2+82x−39x2,
where x = Ωm − 1. See, e.g. Bryan & Norman (1998).
We utilized the approach in calculations described in Béther-
min et al. (2011). Firstly matrices with coefficients corresponding
to the lensing probability are calculated. As the next step matrices
containing the source counts (axes are Sν and z) are multiplied with
the lensing matrices.
3.3 eGALICS data
In order to create a model of extragalactic background based on the
simulations of the barionic matter we made use of the data of the
eGALICS project. The detailed description of this model can be
found in the following two papers: Cousin et al. (2015a) and Cousin
et al. (2015b). Creators of the simulation call it ‘Semianalytical’.
As the first step the simulation of the dark matter with the following
parameters was created. Cosmology – WMAP-3yr, where Ωm =
0.24, ΩΛ = 0.76, fb = 0.16, h = 0.73. Volume of the simulation
(100h−1)3 ' 150Mpc3, number of particles 10243, each with mass
mp = 8.593×107M , minimal halomassMminh = 1.707×109M .
Then authors of the model add barionic matter taking into account
the formation of discs, pseudobulges, supernova feedback, AGN,
hot halo, cooling processes etc. One of the key new elements of the
model considered is the cold non-starforming gas reservoir.
The first step one must take to create the background model
MNRAS 000, 1–19 (2018)
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E2 (No transformations applied)
Figure 1. Differential number counts at λ = 350µm. Two hatched areas
show predictions of the E2 model with and without transformations applied
to the model cubes. Details see in text.
from this simulation is to create a cone. If one creates a large cone
from simulation with quite modest cube size a certain problem
arises. The same part of the cube is included multiple times in the
cone. Large scale structure evolves rather slowly, thus the repeating
elements create the effect of perspective. This effect is illustrated
on the left panel of the Fig. 3. Original solution to this problem was
proposed in Blaizot et al. (2005). During the process of the creation
of the cone each cube is affected by the following transformations
independently on each axis: shift with random distance, rotation to
pi/2, pi or −pi/2, reflection along selected axis.
The result of such transformation is shown on Fig. 3, right
panel. As should be expected, the repeating structures are absent.
The presence of such structures affects not only the outlook of
the model map of the sky and the angular correlation function,
but also the source counts. In order to illustrate this the angular
correlation functions at the λ = 350µm wavelength are shown on
the Fig. 2 and differential number counts for the two cones are
shown on Fig. 1. The elements of the first cone were affected by the
aforementioned transformations while the elements of the second
were not. Correlation function was calculated for objects with the
flux within the interval log10(S350µm[mJy]) = 0.0+0.1−0.1. In order
to calculate the two-point correlation function the Vanderplas et al.
(2012) astronomical package was used. Themethod of assessing the
correlation function is the one described in Landy & Szalay (1993):
ω(θ) = DD − 2DR + RR
RR
(14)
In this equation DD is the number of pairs in the simulation, RR is
the number of pairs the the random sample, DR is the number of
pairs between the simulation and the random sample.
As can be seen from the plot, the differences are quite severe.
Correlation function of the map obtained without transformations
shows excess clusterisation on low angular scales. For differential
number counts the differences are significant on large fluxes. That
effect can be easily explained. There are more objects with lower
fluxes, and due the averaging the effect of real spatial distribution
is decreased.
We used eGALICS data to create two models of EBL. The
first is a simple one based on a M–L relation, and the second took
properties of baryonic matter into account. Comparison of these
two models will show the importance of taking the full physics into
account.
At first let us consider a simple model of the EBL. We used
information about darkmatter halomass, mass – luminosity relation
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
(deg)
0.00
0.05
0.10
0.15
0.20
0.25
0.30
w
(
)
With transformation
No transformation
Figure 2. Correlation functions of model simulations. Circle markers – the
transformations were applied to cubes of the simulation. Square markers –
no transformations were applied to the cubes. Error bars are the same size
as markers. Details see in text.
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Figure 3. Model maps of the E2 model. Wavelength 350 µm, pixel size is
1 angular minute. Left panel: maps obtained without applying any transfor-
mation to the cubes. Repeated structures can be clearly seen. Right panel:
transformations described above were applied to individual cubes. The re-
peated structures can not be detected visually.
and a simple model spectrum. We refer to this model as E1. These
ingredients are sufficient to calculate fluxes. The M–L ratio was
taken from Planck Collaboration et al. (2014):
L(1+z)ν(M, z) = L0Φ(z)Σ(M, z)Θ[(1 + z)ν] (15)
where Φ(z) = (1 + z)δ and
Σ(M, z) = M 1(2piσ2
L/M )1/2
e−(log10(M)−log10(Me f f ))
2/2σ2
L/M (16)
Parameters in this equation are, respectively: δ =3.6,σ2
lm
= 0.5
log10 Me f f = 12.6 (Me f f is in units of M), L0 = 0.0135L ,
Mmin = 1.0 × 1010M . First three parameters were adopted
from Planck Collaboration et al. (2014), the latter two from Wu
& Doré (2017). In case when M < Mmin luminosity L = 0. If
z > 2 parameter δ = 0.
We used the SED library of Chary & Elbaz
(2001). The data is publicly available at the website:
http://david.elbaz3.free.fr/astro_codes/chary_elbaz.html. The
library consists of 105 spectra for the luminosity interval
L = 2.73 × 108L – 3.53 × 1013L . As a simplistic first
approximation such library allows reproduction of variety of types
of galaxies if we imply simple dependence of their parameters on
mass. But it should be noted that usage of such a library is only
justified if we aim at creating a simplistic model for illustrative
purposes. The reason is that this library was created for local
galaxies on low redshifts. The fact that SEDs of galaxies change
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with redshift was put under close consideration in numerous works.
See for example the paper dedicated to the GRASIL code: Silva
et al. (1998).
Plots of differential and integral number counts and of confu-
sion noise criteria obtained by this simplified approach are shown
at corresponding figures in sections 4.1–4.5.
On the plots of differential and integral number counts,
luminosity and mass functions errors were Poissonian. Details
see Gehrels (1986).
In order to obtain the results of interest from the eGALICS
simulation we utilized the following approach. Hereafter we refer
to this model as E2. Discs and bulges were treated independently
due to the fact that in the simulation there is data available for
them separately. We create a library of SEDs using the publicly
available code GRASIL and CHE_EVO (Silva et al. 1998). This
code calculates spectral evolution of stellar systems taking dust
effects into account.
For our purposes two libraries of SEDs were created, for discs
and bulges respectively. The first one contained 16164 spectra, the
second 7056 spectra. The grid of parameters is given in Table 3.
Parameters that are not mentioned in Table 3 were left by default
according to the recommendations of creators of the code.
For each object in the eGALICS cone with disc and/or bulge
the closest model in the parameter space was found. The parameters
were: age of the galaxy tgal , stellar massM∗, mass of gasMgas , star
formation rate and metallicity. For further processing we selected
models which differ from the eGALICS object in stellar mass less
than 0.1 dex. We also excluded model that are more than 5Gyr
younger than the age of the Universe. The result of these operations
is a model cone that contains three-dimensional coordinates of the
objects and the identificator in the bulge and/or disc in the library.
As can be seen from the Table 3 in order to keep the calculation
time reasonable, the step in each parameter should not be to small.
In order to al least partly compensate the effects of the discrete
step in each parameter we utilized the following approach. If i is a
number of a model in the catalog then in the parameter space the
distance between this model and the disc or bulge of the galaxy can
be calculated the following way:
D2i,gal =
M∑
k=1
(log10(Pk,gal) − log10(Pk,i))2 (17)
where Pk,gal – k-th bulge or disc parameter from the model cone,
Pk,i – k-th parameter of the i-th bulge or disc from the library. If
we consider the actual parameters, we can get:
D2i,gal = (log10(SFRi) − log10(SFRgal))2 +
(T∗,i − T∗,gal)2 + (log10(Mgas,i) − log10(Mgas,gal))2 +
(log10(Ri) − log10(Rgal))2 (18)
where SFRi ,T∗,i ,Mgas,i , Ri – for the i-thmodel from the catalogue,
respectively: star formation rate, age, gas mass and radius. SFRgal ,
T∗,gal , Mgas,gal , Rgal – the same parameters for the galaxy from
the model cone. Here R means rd for discs and rc for bulges. We
use T instead of log10(T). This was done because in the most of
equations governing the evolution of galaxies age contributes in
exponential form: ekt . Then for each disc or bulge we take weighted
average of N models the following way:
〈Pk〉 =
∑N
i=1 Xi/D2i,gal∑N
i=1 1/D2i,gal
(19)
where summation is done for the N closest in distance Di,gal ob-
jects. X is a quantity of interest, e.g. luminosity. In this work the
value of N was set to 7.
During the next step of our work we had calculated the fluxes
in the wavelengths of interest and integral IR luminosities. This is
necessary to calculate differential and integral counts, luminosity
function, etc.
It should be noted that for each bulge and disc we created 10
SEDs for the following inclination angles: 0◦, 10◦, ..., 90◦. Each
object was assigned a random inclination.
Contribution of the Active Galactic Nuclei was also taken into
account. The eGALICS data provide bolometric luminosities of
active nuclei in galaxies. Bolometric correction to the IR was taken
from Risaliti & Elvis (2004) where it has the following form LIR =
0.19Lbol . For simplicity’s sakewe used a singleAGNSED template
for AGN type 1 from Lyu & Rieke (2017). Their data reach only
2000 µm, but it is stated that on larger wavelengths the SED can
be approximated by the black body SED with the temperature of
118 K.
In our calculations we also accounted for lensing. The method
implied was analogous to the one described above and implemented
in P2017.
In the following sections the results obtained with aforemen-
tioned model are described in detail.
4 RESULTS
4.1 Mass and luminosity functions
In every model the key element is a dark matter halo mass function
and luminosity functions of galaxies. We plot them here in order to
compare the models considered in this paper.
In the model of Béthermin et al. (2011) luminosity functions
are set parametrically. With the use of e.g., ratio 15 it is possible to
obtain mass function. Which in turn can be compared with the one
used for lensing (Reed et al. 2007).
Fig. 4 shows these two mass functions along with the one from
eGALICS model and from the model described in section 3.1. As
can be seen, all mass functions show reasonable agreement. This is
a principal thing because it advocates for basic agreement between
models.
Let us consider the luminosity functions of the models. They
are plotted on Fig. 5. For the eGALICS simulation two LFs are
plotted. The first was simply obtained from the mass function with
the ratio 15. The second one was calculated from the spectra of
discs and bulges. For details see section 3.3. Unsmooth appearance
of the luminosity functions derived from GRASIL SED library is
due to the limited amount of model spectra.
At the redshift of z = 1 models based on Béthermin et al.
(2011), E1 and E2 show fair agreement. However, the P2017 model
shows some discrepancy.
Towards higher redshifts the following trend can be clearly
seen. Due to the lack of massive haloes on high redshifts LFs of
E1 and P2017 show a drop off on large luminosities in comparison
to the BM model. The fact that in these two model spectra of local
galaxies were used as template also contributes to this tendency. In
the E2 we used spectra of galaxies of various ages. So, as can be
expected, the difference between the LF of these models and the
others increases with redshift.
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Table 3. Parameter grids for GRASIL and CHE_EVO Silva et al. (1998). Detailed description of the meaning of each parameter can be found in the
aforementioned paper of the authors of the code as well as on their website. Parameter names have superscripts on them, which mean: a – parameter of
CHE_EVO. b – GRASIL configuration file, section ‘MAIN’.
Parameter Value Unit Comment
DISCS
t_fina Gyr Up to this age chemical evolution is calculated.
By default is set to tgal.
t_wina 20 Gyr After t_win the feed-back rate is multiplied by f _win.
nu_scha [0.05, 0.5, 1.0, 2.0] Efficiency of Schmidt law ν: Ψ(t) = νMg (t)k .
tau_infa [2.0, 5.0, 9.0] Gyr Exponential infall time-scale.
f_wina 1 After t_win the feed-back rate is multiplied by f _win.
m_infa [1.0e5,1.0e6,1.0e7,1.0e8] M Infall mass at t_in f .
[1.0e9,1.0e10,1.0e11]
t_infa [13.0] Gyr See m_in f .
mmolfrazb [0.5] Fraction of molecular over total gas mass.
rcloudb [15.0] pc Radius (pc) of molecular clouds.
etastartb [0.003,0.08] Gyr Escape time-scale of young stars from MCs (Gyr).
idzb 1 This is a flag. If idz=0.0 dsug is simply the dust/gas
mass ratio, if idz=1.0 then dsug becomes the
proportionality factor between Z (metallicity) and dust/gas.
dsugb 0.45 See idz.
igeob 2 Flag that sets the geometry of stars and gas.
In this case the exponential profile was used.
rdstar=rddiffb [3.000e-02, 9.587e-02, 3.064e-01 kpc Scale lengths of disc for diffuse and stellar
, 9.791e-01, 3.129e+00, 1.000e+01] components.
rdstar
zdstar
= ,
rddi f f
zddi f f
b [10.0] Ratio between radial and vertical scale length.
tgal [1.0, 3.0, 5.0, 7.0, 9.0, 11.0, 13.0] Gyr Age of the galaxy.
BULGES
t_fina Gyr
t_win (flag)a [0, 1] If this parameter is equal to 0, then
t_win=20, if it is equal to 1, then t_win=t_inf
nu_scha [2.0]
tau_infa [0.1,1.0] Gyr
f_wina [1.8e-3]
m_infa [1.0e4,1.0e5,1.0e6,1.0e7,1.0e8] M
[1.0e9,1.0e10,1.0e11,1.0e12]
t_infa [0.9, 1.0, 3.0, 5.0] Gyr
mmolfrazb [0.0,0.5,1.0]
rcloudb [16.0] pc
etastartb [0.1] Gyr
idzb 1.0
dsugb 0.4545
igeob 1 Flag that sets the geometry of the system. In this case
the King profile was used: ρ = ρ0[1 + (r/rc )2]−γ .
rcstar, rcdiffb [0.03,0.1,0.5,1.0,3.0,5.0,10.0] kpc Parameters of the King profile for stars and diffuse matter.
tgalb [1.0, 3.0, 5.0, 7.0, 9.0, 11.0, 13.0] Gyr
4.2 Integral and differential number counts
The key prediction of any model of the extragalactic background is
the integral and differential number counts.. For the BM model the
equation used to derive number counts was described above. The
main product of the P2017 model as well as both E1 and E2 models
are the cones containing coordinates, magnification coefficients due
to the lensing and fluxes of objects in the wavelengths of interest.
Thus the calculation of number counts is trivial.
The number counts were calculated for the following wave-
lengths: 70, 110, 250, 350, 650, 1100, 2000µm. Such a choice was
made because this study focuses on the prediction of the infrared
background parameters for the Millimetron mission. In the Table 4
instruments that performed observations in this wavelengths are
listed. Brief information on them in given in Table 2.
Let’s pay close attention to each number counts plot.
70µm. The following instruments have performed observa-
tions in this wavelength: Herschel (the PACS detector), Spitzer (the
MIPS detector), IRAS (60 µm), Akari (65 µm). Millimetron will
perform observations with the SACS detector, in the band 1 (50 µm
– 90 µm). Integral number counts are shown on Fig. 6, upper left
panel, differential source counts can be found on Fig. 8, upper left
panel. Number counts of all the four models considered demon-
strate fair agreement with each other and with observational data. It
should be noted that on this wavelength the influence from AGN is
significant and it is responsible for the shape of the curve on large
fluxes.
110µm. On this wavelength the observations were carried out
by Herschel space telescope with the PACS instrument (100 µm).
Millimetron will perform observations with the SACS instrument
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Figure 4. Mass functions from various model on different redshifts. From
top to bottom: z = 4.0, z = 3.0, z = 2.030, z = 1.0. The following mass
functions are shown. 1) The mass function from Reed et al. (2007) that was
used for taking into account the lensing effects in Béthermin et al. (2011). 2)
BM: mass function derived from the luminosity function used in Béthermin
et al. (2011) with the ratio 15. 3) The mass function of dark matter haloes
from the eGALICS simulation (Cousin et al. (2015a), Cousin et al. (2015b)).
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Figure 5. Luminosity functions of galaxies (without AGN contribution) of
different models for four redshifts: z = 4.0, z = 3.0, z = 2.03 and z = 1. 1)
BM. 2) E1. 3) P2017. 4) E2.
Table 4. Left column: wavelength for which number counts were calcu-
lated. Second column: instruments which provided information about num-
ber counts in the wavelength considered. The wavelength in parentheses is
present if the wavelength of observations differed from the wavelength in the
left column. Right column – the corresponding detector of the Millimetron
space observatory. Details see in text.
λ, µm Instrument Millimetron’s detector
70 Herschel PACS (75 µm) SACS band 1
Spitzer MIPS
IRAS (60 µm)
Akari (65 µm)
110 Herschel PACS SACS band 2
IRAS (100 µm)
250 Herschel SPIRE SACS band 3
350 Herschel SPIRE SACS band 4
Apex SABOCA LACS band 4
650 – LACS band 3
1100 Aztec camera LACS band 2
2000 SPT LACS band 1
in band 2 (90 µm – 160 µm). Differential number counts are plotted
on Fig. 8, upper right panel. Integral number counts are plotted on
Fig. 6, upper right panel. All considered models correspond each
other and observational data fairly well. On larger fluxes the tail of
the E2 model in created by the AGN like at the 70 µm.
250µm. On this wavelength the observations were performed
by the Herschel space telescope with the SPIRE instrument and
by the BLAST. Millimetron will perform observations with SACS
in band 3 (160 µm – 300 µm). Differential number counts are
plotted on Fig. 8 on the lower left panel. Integral number counts
are shown on Fig. 6, lower left panel. The E1 model shows drop
off on fluxes larger than ∼ 20mJy and predicts number counts
only up to ∼ 100mJy. The E2 model reproduces number counts
up to ∼ 500mJy. In contrast to shorter wavelengths AGN does
not significantly contribute to the number counts. Such a trend
remains for longer wavelengths. Slight deviation of the E2 model
from observational data at fluxes log10 S250µm ∼ 1.3+0.5−0.5 should be
noted.
350µm. On this wavelength observations were earlier per-
formed by the Herschel space telescope with SPIRE instrument,
by BLAST and PLANCK. Millimetron will perform observations
with the SACS instrument in the band 4 (300 µm – 450 µm). Dif-
ferential number counts are plotted on Fig. 8 on lower right panel.
Integral number counts are plotted on Fig. 6, lower right panel. The
E1 model shows drop off on fluxes larger than ∼ 10mJy. The E2
model does not demonstrate the drop off and predicts number counts
up to higher fluxes ∼ 300mJy. The slight deviation of the E2 model
with observational data in the flux range 6mJy < S350µm < 30mJy
should be noted.
650µm. On this wavelength the observations will be carried
out by Millimetron with the LACS instrument in band 3 (450 µm –
850 µm). Up to this day there is no information about the number
counts in this wavelength. Differential number counts are plotted
on Fig. 9, upper left panel. Integral number counts are plotter on
Fig. 7, upper right panel. All the models considered demonstrate
significant differences. But is is impossible to judge the correctness
of the models due to the lack of observational data.
850µm. In this wavelength the observations were performed
by PLANCK, SCUBA, LABOCA (870 µm), SCUBA-2, ALMA
(870 µm). Millimetron will perform observations with the LACS
instrument. The 850 µm is the lower limit for the band 2 and the
upper limit for band 3. Differential number counts are plotted on
Fig. 9, upper right panel. Integral number counts are plotted on
Fig. 7, upper right panel. The E1 and E2 models shows fair agree-
ment with each other up to the ∼ 1mJy flux. The former shows
significant drop off on larger fluxes. Some disagreement exists be-
tween all the models considered but it does not exceed the errors in
the observational data.
1100µm. On this wavelength observations were performed by
AzTEC and ALMA. Millimetron will perform observations with
the LACS instrument in band 2 (850 µm – 1500 µm). Differential
number counts are plotted on Fig. 9, lower left panel. Integral num-
ber counts are shown on Fig. 7, lower left panel. The E1 and E2
models show fair agreement up to ∼ 0.5mJy, but on larger fluxes
the former shows a drop off. The differences between E2, P2017
and BM are noticeable but does not exceed observational errors.
2000µm. On this wavelength the observations were performed
by PLANCK (2096 µm) and SPT. All the models considered show
significant differences in predicted number counts but their validity
can not be checked due to the lack of observational data for lower
fluxes.
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Figure 6. Integral source counts for different wavelengths. The predictions of four models are shown. 1) BM: number counts, calculated by the methods
described in Béthermin et al. (2011). 2) P2017 model. 3) E1. 4) E2. The following observational data are shown: 70µm) Béthermin et al. (2010a) – Spitzer.
Berta et al. (2011) – Herschel. Clements et al. (2011) – Spitzer. Frayer et al. (2006) – Spitzer. 110µm) Berta et al. (2010) – Herschel PEP GOODS-N field
100µm. Berta et al. (2010) – Herschel PEP LH field 100µm. Berta et al. (2010) – Herschel PEP COSMOS field 100µm. Berta et al. (2011) – Herschel PEP
100µm. Magnelli et al. (2013) – Herschel GOODS-S ultradeep field 100µm. Magnelli et al. (2013) – Herschel GOODS-N/S deep 100µm. 250µm) Clements
et al. (2010) – Herschel. Oliver et al. (2010) – Herschel. Glenn et al. (2010)[I] – Herschel, multiply-broken power-law model. Glenn et al. (2010)[II] – Herschel,
multiply-broken power-law model with the FIRAS prior. Béthermin et al. (2010b) – BLAST. Béthermin et al. (2012a) – Herschel. Patanchon et al. (2009) –
BLAST. Valiante et al. (2010) – BLAST. Valiante et al. (2016) – Herschel. 350µm) Planck Collaboration et al. (2013) – PLANCK. Clements et al. (2010) –
Herschel. Oliver et al. (2010) – Herschel. Glenn et al. (2010) – Herschel. Béthermin et al. (2010b) – BLAST. Béthermin et al. (2012a) – Herschel. Patanchon
et al. (2009) – BLAST. Valiante et al. (2016) – Herschel.
4.3 Redshift distribution
It is a well known fact that on different wavelengths the depen-
dence of contribution to the source counts from redshift varies
significantly. Here we present 2d plots that show the dependence
of contribution to number counts from objects with different fluxes
on different redshifts. See Fig. 10, 11, 12, 13, 14, 15 and 16 re-
spectively. These plots were created for all four models considered:
BM, P2017, E1, E2. Let’s pay close attention to each plot. The most
important is the shape of the curve of dependence of contribution
into source counts on redshift. In the text below we consider it’s
behaviours on different flux intervals.
70µm. The BMmodel due to it’s semianalytic nature allows us
to plot data on the whole Sν – z surface. For small fluxes log10(Sν) ∼
−2 the contribution to source counts is uniformon thewhole range of
redshifts with a smooth peak near z ∼ 1. Towards the larger fluxes
there is a tendency of increasing the contribution from sources
at z ≤ 1 and the peak itself moves towards lower redshifts. At
log10(Sν) = 1 the greatest contribution is from objects at 0 < z < 1.
For even larger fluxes there is a trend of increasing the contribution
from galaxies at lower redshift.
The situation for the P2017 model is quite different. At low
fluxes log10(Sν) < −2 the contribution to the number counts is uni-
form on all redshifts with gradual decline towards higher redshifts.
If we go to higher fluxes the shape of the dependence on redshift
does not change but on certain redshift a drop off appears. It shifts
towards lower redshifts with the increase of the flux.
For the E1 model the picture is as follows. At fluxes in the
interval −2 < log10(Sν) < 0 the curve is quite uniform with no-
ticeable growth near z = 0. There is also a drop off at z = 2. It’s
presence can be explained by the form of the equation used to de-
rive luminosity from the halo mass. It’s parameters change at this
redshift (see equation 15). At fluxes larger that 0.5 the shape of the
dependence does not change significantly but the drop off moves
towards z = 0.
The prediction of the E2 model has the following properties.
The feature at z = 2 is not present. For all fluxes the dependence
on redshift is uniform with noticable decrease on low redshifts. At
large fluxes log10(Sν) ≥ 2.0 the main contribution is from active
galactic nuclei at low redshifts.
110µm. For the BM model the situation does not differ from
70 µm. But for large fluxes 3 ≤ log10(Sν) < 4 the contribution of
sources up to z = 1–2 becomes uniform and for larger redshifts a
gradual decline can be observed.
For the P2017 model the shape of the 2d plot does not show
any significant differences from 70µm.
The same is true for the E1 and E2 models.
250µm. The shape of the 2d plot for this wavelength for the BM
model changes significantly. On low fluxes −2 ≤ log10(Sν) ≤ −1
there is a peak at z = 1, a decline at z = 1 – 2 and a further gradual
decrease towards higher redshifts. On fluxes log10(Sν) ' 0 the peak
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Figure 7. Integral source counts for four different wavelengths. 1) BM: counts calculated by the approach described in Béthermin et al. (2011). 2) The
P2017 model. 3) E1. 4) E2. The following observational data are shown: 850µm) Planck Collaboration et al. (2013) – PLANCK. Johansson et al. (2011) –
LABOCA(APEX) 870µm. Zemcov et al. (2010) – SCUBA. Chen et al. (2013a) – SCUBA-2. Karim et al. (2013) – ALMA 870µm. Oteo et al. (2016) – ALMA
870µm. Geach et al. (2017) – SCUBA-2. Aguirre et al. (2018) – LABOCA/ACT 870µm. Stach et al. (2018) – ALMA 870µm. Zavala et al. (2017) – SCUBA
2. Simpson et al. (2015) – SCUBA 2. Chen et al. (2013b) – SCUBA 2. Hsu et al. (2016) – SCUBA 2. 1100µm) Hatsukade et al. (2011) – AzTEC/ASTE ADFS
field. Hatsukade et al. (2011) – AzTEC/ASTE SXDF field. Hatsukade et al. (2011) – AzTEC/ASTE SSA22 field. Hayward et al. (2013) – model predisctions.
Scott et al. (2012) – AzTEC. Aretxaga et al. (2011) – AzTEC. Austermann et al. (2009) – AzTEC. Fujimoto et al. (2016) – ALMA 1.2 mm. Aravena et al.
(2016) – ALMA 1.2 mm. Austermann et al. (2010) – AzTEC. Oteo et al. (2016) – ALMA 1.2 mm. Scott et al. (2010) – AzTEC Umehata et al. (2017) – ALMA
1.1 mm. Zeballos et al. (2018) – AzTEC 1.1 mm. Hatsukade et al. (2013) – ALMA 1.3 mm. Muñoz Arancibia et al. (2017) – ALMA 1.1 mm. 2000µm) Planck
Collaboration et al. (2013) – Planck 143GHz(2096 µm). Vieira et al. (2010) – SPT. Mocanu et al. (2013) – SPT.
starts to widen and shift towards higher z. At log10(Sν) ' 2 two
peaks appear, one at low redshifts and another at z = 2. Towards
even larger fluxes the contribution from the second peak decreases
and the contribution from the nearby galaxies increases rapidly.
As for the P2017model the shape of the dependence on redshift
has almost identical shape at all fluxes. Gradual increase towards
z ∼ 1.5 then gradual decline towards higher redshifts. Starting from
log10(Sν) ∼ −1 a drop off appears on high z that shifts towards
lower redshifts with the increase of the flux.
The behaviour of the prediction for the E1 model is as follows.
On small fluxes log10(Sν) ∼ −2 there is an increase towards z = 1,
a plateau up to z = 2 then a gradual decline. At higher luminosities
the shape of the dependence does not change for redshifts lower
than z = 2. At higher redshifts a drop off is present and it shifts
towards low redshift with the increase of the flux. In the flux interval
0 ≥ log10(Sν) ≥ 1 she shape of the curve and the position of the
drop off at z = 2 does not depend on the flux.
The shape of the curves of the E2 model is similar for all fluxes
log10(Sν) > −2. Initial increase, plateau and a gradual decrease
towards higher redshifts. At fluxes log10(Sν) > −2 a drop off at
higher redshifts is present which shifts towards lower redshifts with
the increase of the flux. The point is that on intermediate fluxes the
main contribution comes from high redshift objects. It should be
mentioned that the AGN contribution is still present on high fluxes
and low redshifts but is much lower than it is at shorter wavelengths.
Towards higher λ this trend will persist.
350µm. For all four models considered the shape of the 2d
planes does not differ significantly from 250 µm.
650µm. On this wavelength the shape of the 2d distribution
changes significantly.
The BM model shows a peak near z = 1 on small fluxes
log10(Sν) ' −2. The decrease is quite steep towards low redshift
and smooth towards higher z. At higher fluxes this peak becomes
more prominent especially at log10(Sν) ' 0. At highest fluxes there
are two peaks – on small redshifts and in the vicinity of z = 2.
In the P2017 model the dependence of the contribution to the
number counts from redshift does not depend on flux for all the
range of Sν . The gradual rise and decline is observed. In another
words it can be said that in number counts on 650 µm contribute
objects from all the redshift range.
The E1 model on small fluxes −4 ≤ log10(Sν) ≤ −2 shows
gradual increase up to z = 2 and decrease towards higher redshifts.
On higher fluxes the general shape does not change but the cut off on
high redshift moves towards z = 2. The area around log10(Sν) ∼ 0.5
is quite curious. There are no objects with redshifts greater than
z > 2. At fluxes log10(Sν) > 0.5 the main and ony contributors to
the number counts are the objects with redshifts 1.5 < z < 2 and
the local ones.
The shape of the curve of the E2 model is similar in wide range
of fluxes log10(Sν) < 0. It shows gradual rise towards z ∼ 0.5, then
plateau up to z ∼ 4.5. On high fluxes log10(Sν) > 0.5 two separate
peaks can be clearly seen. In another words on intermediate and low
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Figure 8. Differential source number counts. Common for all plots: 1) Predictions of the BM model. 2) The P2017 model. 3) E1. 4) E2. Various markers
show data from the following papers: 70µm) Béthermin et al. (2010a) – Spitzer. Berta et al. (2011) – Herschel. Clements et al. (2011) – Spitzer. Frayer et al.
(2006) – Spitzer. 110µm) Berta et al. (2010) – Herschel/PEP GOODS-N 100 µm. Berta et al. (2010) – Herschel/PEP LH 100 µm. Berta et al. (2010) –
Herschel/PEP COSMOS 100 µm. Berta et al. (2011) – Herschel/PEP 100 µm, all fields. Magnelli et al. (2013) – Herschel/PACS GOODS-S 100 µm. Magnelli
et al. (2013) – Herschel/PACS GOODS-N/S 100 µm. 250µm) Oliver et al. (2010) – Herschel Multi-tiered Extra-galactic survey(HerMES): SPIRE. Glenn et al.
(2010) [I] – Herschel: differential number counts constraints for a multiply-broken power-law model. Glenn et al. (2010) [II] – Herschel: differential number
counts constraints for a multiply-broken power-law model with the FIRAS prior. Details see in the paper. Clements et al. (2010) – Herschel. Béthermin et al.
(2010b) – BLAST. Béthermin et al. (2012a) [I] – Herschel, Stacking (GOODS-N). Béthermin et al. (2012a) [II] – Herschel, Stacking (COSMOS). Béthermin
et al. (2012a) [III] – Herschel, Resolved (COSMOS). Patanchon et al. (2009) – BLAST. Valiante et al. (2010) – BLAST. Valiante et al. (2016) – Herschel.
350µm) Legend is the same as for 250 µm, with one exception: Planck Collaboration et al. (2013) – PLANCK. Lower panels – intervals of the confusion noise
estimations for different sizes of the main mirror. Details see in text.
fluxes objects from all redshifts contribute to the number counts,
mainly from 0.5 < z < 4.5.
1100µm. The BM model shows the following behaviour. On
small fluxes log10(Sν) ' −2 a slight peak is present at z = 1.
Towards larger fluxes−1 < log10(Sν) '< −0.5 the peak widens and
moves towards larger redshifts. From the flux log10(Sν) ' 0.5 and
higher the curve takes the following bimodal shape. Close objects
give significant contribution. There is a significant depression at
z ∼ 0.5 followed by gradual rise and from z ∼ 2 the curve becomes
uniform and shows no further dependence on redshift.
As for the model of P2017 the shape of the 2d distribution does
not qualitatively differ from the one for λ = 650µm.
The same is true for the E1 and E2 models. The whole 2d
surface is shifted towards larger fluxes.
2000µm.As for the BMmodel, on the small fluxes log10(Sν) =
−2 the contribution is uniform on all redshift with exception of a
prominent peak around z ' 1. When the flux is about log10(Sν) '
−1 the behaviour is as follows. The contribution increases from
z = 0 towards z ' 1while on larger redshifts it stays almost constant.
On larger fluxes two peaks become apparent. The first one is
at low z and shifts towards z = 0 with the increase of the flux. The
second one on larger redshifts becomes less and less prominent with
the increase of the flux.
As for the P2017, the shape of the curve does not depend on
the flux. The gradual increase towards z = 2 and decrease to even
higher redshifts is observed.
The E1 model predicts number counts only up to fluxes 3 ×
10−1mJy. For sources with flux log10(S2000µm) > −2 the upper
limit of sources is on z = 2. With the increase of redshift the
contribution into source counts also increases.
In the E2 model on fluxes lower than log10(Sν) = −2 there is
a rise up to z ' 1, a plateau up to z =' 4.5 and a decrease towards
even higher redshifts. On larger fluxes two disconnected regions are
present, at low redshifts and at z = 1–1.5.
All the above said leads to the following short takeaway. There
is an obvious tendency of increasing of the contribution of distant
galaxies on lower fluxes and longer wavelengts. The changes in the
redshift distribution of sources between adjacent wavelength bands
are the most prominent for the pairs of 110–250 microns, 350–650
and 1100–2000 microns. There are significant differences between
four models we consider. BM and E2 models show a presence of
two peaks in the redshift distribution of source counts for relatively
high fluxes, while P17 and E1 do not show this feature. All models
show a very different behaviour at high redhifts, z > 4.5. P2017
and E1 models show a significant dropoff at some redhift which
changes with flux. These differences show that the analysis of the
distribution of sources on the redshift–flux plane in observations
and models can be a challenging test of these models.
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Figure 9. Differential source number counts. Common for all plots: 1) Predictions of the BM model. 2) The P2017 model. 3) E1. 4) E2. Various markers
show data from the following papers: 850µm) Planck Collaboration et al. (2013) – PLANCK. Johansson et al. (2011) – APEX LABOCA 870µm. Noble et al.
(2012) – SCUBA, lensed sample. Noble et al. (2012) – SCUBA, control sample. Zemcov et al. (2010) – SCUBA. Chen et al. (2013a) – SCUBA-2. Chen et al.
(2013b) – SCUBA-2. Karim et al. (2013) – ALMA 870 µm. Oteo et al. (2016) – ALMA 870 µm. Simpson et al. (2015) – ALMA 870 µm. Hsu et al. (2016) –
SCUBA-2. Geach et al. (2017) – SCUBA-2. Aguirre et al. (2018) – LABOCA/ACT 870 µm. Stach et al. (2018) – ALMA 870 µm. Stach et al. (2018) –
SCUBA-2. 1100µm) Scott et al. (2012) – AzTEC GOODS-S field. Scott et al. (2012) – AzTEC. Austermann et al. (2010) – AzTEC. Aretxaga et al. (2011) –
AzTEC COSMOS field. Austermann et al. (2009) – AzTEC COSMOS field. Carniani et al. (2015) – ALMA. Hatsukade et al. (2011) – Aztec ADF-S field.
Hatsukade et al. (2011) – Aztec SXDF field. Hatsukade et al. (2011) – Aztec SSA22 field. Hayward et al. (2013) – model predictions. Fujimoto et al. (2016) –
ALMA 1.2 mm. Aravena et al. (2016) – ALMA 1.2 mm. Hatsukade et al. (2016) – AzTEC/ASTE. Ono et al. (2014) – ALMA 1.2 mm. Oteo et al. (2016) –
ALMA 1.2 mm. Umehata et al. (2017) – ALMA. Zeballos et al. (2018) – Aztec. Hatsukade et al. (2013) – ALMA 1.3 mm. Muñoz Arancibia et al. (2017) –
ALMA 1.1 mm. 2000µm) Planck Collaboration et al. (2013) – PLANCK 143GHz (2096 µm). Mocanu et al. (2013) – SPT-SZ survey. Vieira et al. (2010) –
SPT. Lower panels – range of the confusion noise estimates for different diameters of the main mirror. Details see in text.
Figure 10. Contribution into differential number counts dN/dSS2.5 from
sources with different fluxes Sν on different redshifts. Wavelength λ =
70µm. Upper left panel – BM. Upper right panel – P2017. Lower left
panel – E1. Lower right panel – E2.
4.4 Extragalactic Background Light
In this section we consider the dependence of the Extragalactic
Background Light on the wavelength λ (SED). We also plot the
contribution to it from objects with different luminosities and from
objects in different redshift intervals.
The Extragalactic Background Light SED for four cuts in red-
shift is shown on Fig. 17. All fourmodels are plotted. Let us consider
these redshift intervals individually.
0.0 < z < 1.0. The EBL SED is shown on Fig. 17, upper left
panel. All models show fair agreement with each other. The BM
model demonstrates slight disagreement with observational data
from Viero et al. (2013). The dashed line shows the E2 EBL SED
without the contribution from AGN. As was already mentioned
before, the contribution from AGN is significant only for relatively
short wavelength λ ≤ 100µm.
1.0 < z < 2.0. The EBL SED is shown on Fig. 17, upper right
panel. All models show fair agreement with each other and with
observational data. It should be noted that the contribution of AGN
is significant here on short wavelengths λ < 100µm.
2.0 < z < 3.0. The EBL SED is plotted on Fig. 17, lower left
panel. On this redshift interval three of the four models agree with
each other. The outstanding one is E1. That is due to the utilized M
– L ratio which parameters change at z = 2. It should be noted that
the contribution of AGN is less prominent.
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Figure 11. Contribution into differential number counts dN/dSS2.5 from
sources with different fluxes Sν on different redshifts. Wavelength λ =
110µm. The legend is equal to the one of Fig. 10.
Figure 12. Contribution into differential number counts dN/dSS2.5 from
sources with different fluxes Sν on different redshifts. Wavelength λ =
250µm. The legend is equal to the one of Fig. 10.
z > 3.0. The EBL SED is plotted on the Fig. 17, lower right
panel. In this redshift range the best agreement is demonstrated
by the BM model and E2. The E1 model has a couple of orders
of magnitude difference due to the reasons described above. The
important fact is that the contribution from AGN is insignificant. It
is worth noting that observational data from Viero et al. (2013) lie
significantly higher than all four curves.
On this plot the total EBL sed is also shown. All models show
good agreement with each other. It should be noted that the differ-
ences between total EBL spectra of the four models considered is
lower than the discrepancy between observational data from various
papers.
The EBL SED for four luminosity cuts is shown on Fig. 18.
Let us pay close attention to each plot.
L < 106L . The EBL SED is plotted on Fig. 18, upper left
panel. In this luminosity bin BM and E1 show good agreement with
Figure 13. Contribution into differential number counts dN/dSS2.5 from
sources with different fluxes Sν on different redshifts. Wavelength λ =
350µm. The legend is equal to the one of Fig. 10.
Figure 14. Contribution into differential number counts dN/dSS2.5 from
sources with different fluxes Sν on different redshifts. Wavelength λ =
650µm. The legend is equal to the one of Fig. 10.
each other. The E2 and P2017 show severe discrepancy. The contri-
bution into the EBL fromAGN in this luminosity range is small. On
this plot the total EBL SED is also shown. As was discussed above,
the total EBL SEDs predicted by different models agree fairly well.
It can be seen that the contribution to EBL from galaxies with such
low luminosities is of order ∼ 10−4.
106L < L < 108L . The EBL SED is plotted on Fig. 18,
upper right panel. In this luminosity range all four models predict
different shapes of the EBL SED. The contribution from AGN is
very small.
108L < L < 1010L . The EBL SED is shown on Fig. 18,
lower left panel. All models show some degree of agreement with
each other. On the short wavelengths λ < 100µm the contribution
of AGN starts to show itself.
1010L < L < 1012L . The EBL SED is plotted on the
Fig. 18, lower right panel. In this wavelength range the models
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Figure 15. Contribution into differential number counts dN/dSS2.5 from
sources with different fluxes Sν on different redshifts. Wavelength λ =
1100µm. The legend is equal to the one of Fig. 10.
Figure 16. Contribution into differential number counts dN/dSS2.5 from
sources with different fluxes Sν on different redshifts. Wavelength λ =
2000µm. The legend is equal to the one of Fig. 10.
show fair agreement with each other. The BM model shows differ-
ent behavior at the shortest wavelengths, while the the E1 model on
wavelengths larger than 100 µm.
4.5 The confusion noise
Three criteria of the confusion noise estimation were used in this
paper.
This first criterion can be defined as the minimal completeness
of detection of sources with flux greater than Slim. It is defined
through a fraction of sources that are lost in the detection process
when a neighbor with a flux greater than Slim is at an angular
distance that makes the separation impossible.
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Figure 17. Extragalactic background light spectrum. Legend is the same
for all four subplots. 1) The predictions of the BM model. 2) E1. 2) P2017.
4) E2. The four plots shown demonstrate four redshift slices. Upper left
panel: 0.0 < z < 1.0. Upper right panel: 1.0 < z < 2.0. Lower left panel:
2.0 < z < 3.0. Lower right panel: 3.0 < z. Upper group of curves are
the EBL SEDs for the whole redshift range. The following observational
data are shown on the plot. Upper panels and lower left one: Viero et al.
(2013). Lower right panel: 1) Viero et al. (2013)(3.0 < z < 4.0). 2) Viero
et al. (2013). 3) Fixsen et al. (1998). 4) Compiled observational data from
Béthermin & Dole (2011). Detail and links to actual publications see in
the paper. 5) Kim et al. (2012), Akari. 6) Kim et al. (2012), Spitzer. 7)
Compiled observational data from Dwek & Krennrich (2013). Links to the
actual publications see in the paper. 8) Planck Collaboration et al. (2014).
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Figure 18. Contributions from galaxies with different luminosities to the
EBL. Legend is the same for all four plot and is analogous to the one of
Fig. 17. Upper left panel: L < 106L . Upper group of curves are the EBL
SEDs for the whole luminosity range. Upper right panel: 106L < L <
108L . Lower left panel: 108L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 . Lower right panel:
1010L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Frequently the following formula is used (Dole et al. 2003):
NSDC = − log(1 − P(< θmin))
pik2θ2
FW
(20)
Here the probability P = 0.1 and k = 0.8, while θFW is a full width
at half magnitude of the beam profile.
The second criterion is called photometric and is calculated in
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Figure 19. The signal to noise ratio vs the confusion limit for the 10.0-
m telescope and λ = 2000µm. Horizontal lines show Slim/σcon f = 5
(dashed line) and Slim/σcon f = 3 (dot-dashed line). For this plot number
counts from the P2017 model were used.
the following way (Dole et al. 2003). First, the response amplitude
x from the source with flux S and coordinates θ, φ is defined:
x = S f (θ, φ) (21)
Where f (θ, φ) is the two-dimensional shape of the beam profile. The
average number of responses R(x)with amplitudes from x to x+dx
from sources in the element of the beam profile dΩwith coordinates
(θ, φ), where dΩ = 2piθdθdφ can be found in the following way:
R(x)dx =
∫
Ω
dN
dS
dSdΩ (22)
The dispersion of the measurement in the beam due to the extra-
galactic sources with flux lower than Slim is expressed as:
σ2c =
∫ xlim
0
x2R(x)dx (23)
where xlim = Slim f (θ, φ) is the upper limit of response on large
fluxes. Dole et al. (2003) rewrite this in the following way
σ2c =
∫
f 2(θ, φ)dθdφ =
∫ Slim
0
= S2
dN
dS
dS (24)
Here dN/dS is the differential number counts expressed in
Jy−1Sr−1, σc is the confusion noise, Slim the confusion limit.
As a next step the photometric criterion qmust be set. The common
choice is 3 or 5. Then the following equation must be solved.
q =
Slim
σcphot (Slim)
(25)
The Fig. 19 illustrates the search for solution for d = 10.0 m
and the wavelength λ = 2000µm.
The third criterion is called ‘Probability of Deflection’ – P(D).
It is calculated in the following way (see, e.g. (Glenn et al. 2010).
The average density of sources per solid angle with flux in the
interval from x to x + dx.
R(x)dx =
∫
Ω
dN
dS
( x
b
)
b−1dΩdx (26)
The probability distribution function for a single pixel is:
P(D) = F−1ω
[
exp
(∫ ∞
0
R(x) exp(iωx)dx −
∫ ∞
0
R(x)dx
)]
(27)
where F−1ω is the inverse Fourier transform.
Different parameters can be used in order to quantify the con-
fusion limit. The authors of Béthermin et al. (2011) have used, for
example, an interquartile. The Figs. 20–24 show the confusion noise
vs wavelength for the following values of the main mirror diameter:
0.85 m, 3.29 m, 10.0 m, 15.0 m, 25.0 m.
As long as we consider only space missions we suppose the
diffraction quality of the imaging. In this case the confusion noise
depends only on angular resolution of the telescope and the shape of
the source number counts curve. The resolution of the instrument
depends on the diameter of the main mirror and the wavelength.
Thus the general trend of increasing of the confusion noise with
increase of λ and decrease of diameter is superimposed on the effects
caused by the change in the shape of the number counts curves. This
is how the plotted shapes of the dependencies of confusion noise on
wavelength can be explained.
It is quite curious that for every diameter of the main mirror
the curves have peak on a certain wavelength and a decline towards
lower and higher wavelengths.
It is worth considering which part of the number counts curve
influences the confusion noise estimates. Let’s again pay atten-
tion to the Figs. 8 and 9. Each has a lower panel where the in-
tervals of confusion noise estimates are plotted. They are defined
as σmin = min(σSDC, σP(D)) and σmax = max(σSDC, σP(D)).
Numbers correspond to the diameter of the mirror. On the plots
for 70µm, 110µm, 250µm, 350µm the confusion noise estimation
intervals for large diameters are not plotted because the confusion
noise is lower than the minimal value on the X axis. On some plots
intermediate diameters are not shown because the corresponding
intervals overlap thus making the plot uninformative. With the help
of these plots the two following conclusions can be made.
At first let us find out whether the confusion noise estimations
lie within the flux ranges for which we have observational data.
For the d = 0.85 m this holds true for all the wavelength range.
This is pretty obvious because after Spitzer there were plenty of
other space telescopes. For 3.29 m observational data exists for all
wavelengths longer than 70 µm. For 10 m (Millimetron) this is true
for 250–1100 µm, but not for 2000 µm.At 2000 µmwe have number
counts estimates only for large fluxes. For diameters 15–25 m we
have number counts for 850µm and 1100µm but not for 2000µm.
As can be seen from the number counts plots all models con-
sidered show good agreement on low fluxes and some level of
discrepancy on bright fluxes. This is especially the case for the E1
model that shows a drop for somewavelengths. Let us find for which
mirror diameters and wavelengths the estimations of the confusion
noise lie in the interval where the differences between the mod-
els start to play a significant role. This question can be formulated
another way. ‘For which diameters and wavelengths in order to es-
timate the confusion noise it is possible to use the simplest model
(like P2017 or E1) the only ingredients of which are the halo mass
function, the Mhalo–L ratio and the SED library of local galaxies.’
The answer is as follows.
70µm and 110µm) The answer is positive for all the diameters
considered.
250µm) The simple approach is not valid for d = 0.85 m.
350µm) The simple approach is not valid for 0.85 m and 3.29 m.
650µm) The simple approach is valid only for 15 m and 25 m.
850µm) The simple approach is valid only for 25 m.
1100µm and 2000µm) More complex algorithms must be used.
This trend is quite obvious but is definitely worth noting be-
cause it bears great implications.
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Figure 20. Diameter of the main mirror 0.85 m. The confusion noise vs
wavelength for four models considered and three estimation methods. That
gives total 12 curves. First group – BM. Second group – the P2017 model.
Third group – E1 model. Fourth group – E2. Dotted lines – photometric
criterion. Dot-dashed lines – SDC (Source density criterion). Solid lines –
P(D) criterion. Estimations from the following papers are also plotted: 1)
Frayer et al. (2009). 2) Dole et al. (2004) (SDC). 3) Dole et al. (2004)
(Photometric criterion).
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Figure 21. Diameter of the main mirror 3.29 m. The confusion noise vs
wavelength for four models considered and three estimation methods. The
legend is identical to the legend of Fig. 20 except the observational estima-
tions. 1) Nguyen et al. (2010). 2) Lacey et al. (2010). 3) Dole et al. (2004)
(SDC). 4) Fernandez-Conde et al. (2008). 5) Marsden et al. (2009).
5 CONCLUSIONS
In this paper we constructed a model of extragalactic background
light and compared itwith three othermodels andwith observational
data. The primary model, referred to as E2, was based on the eGAL-
ICS simulation (Cousin et al. 2015a,b). With help of GRASIL and
CHE_EVO code (Silva et al. 1998) we created the library of SEDs
of discs and bulges for a given parameter grid. Each disc or bulge
in the eGALICS simulation was assigned an object ID with closest
parameters in the SED catalog. The inclination of each galaxy was
set random, the AGN contribution and gravitational lensing were
taken into account.
We compared this model with a widely used in literature model
of Béthermin et al. (2011), referred to as BM in text. We have
reproduced source counts using the recipes published in Béthermin
et al. (2011). We also compared the results with our previously
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Figure 22.Diameter of the main mirror 10 m. The confusion noise vs wave-
length for four models considered and three estimation methods. The legend
is identical to the legend of Fig. 20 except the observational estimations. 1)
Dole et al. (2004) (SDC).
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Figure 23.Diameter of the main mirror 15 m. The confusion noise vs wave-
length for four models considered and three estimation methods. The legend
is identical to the legend of Fig. 20 except the observational estimations.
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Figure 24.Diameter of the main mirror 25 m. The confusion noise vs wave-
length for four models considered and three estimation methods. The legend
is identical to the legend of Fig. 20 except the observational estimations.
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published model (Pilipenko et al. 2017) (P2017). It is based on a
simulation of dark matter evolution, mass-luminosity relation and a
SED library. The third comparison model (E1) is a simplified one
based on the same eGALICS simulation as E2. Only the data on dark
matter was used. Then following the approach close but not similar
to P2017, we used the M – L relation and a SED library from Chary
& Elbaz (2001), where SED depends solely on luminosity.
With these models we calculated differential and integral num-
ber counts, extragalactic background light SEDs for various bins in
redshift and luminosity, the dependence of the confusion noise from
wavelength and telescope diameter. Models BM, P2017, E2 demon-
strate fair agreement with each other and observational data in case
such data is available. The main feature of E2 model is the lack of
a priori set free parameters, whether BM and P2017 models are in
fact very complex approximations of the observational data.
We have analyzed the number counts of sources on a 2D flux-
redshift plane. All the models have shown obvious trends: the in-
crease of contribution of distant galaxies on lower fluxes and longer
wavelengths. Besides this, the 2D distributions turned to be quite
sensitive to the way in which the model is constructed. Simple mod-
els based on the mass-luminosity relation show an abrupt dropoff of
number counts above some redhift which depends on flux. BM and
E2 models show a much more complicated behaviour: for a given
flux there may exist multiple peaks of number counts at different
redhifts. We belive that these features can be used to further test and
constrain models of submillimeter galaxies.
All models reproduce the total background SED fairly well.
The same is true for relatively small redshifts: 0 < z < 1 and
1 < z < 2. The deviation of the E1 model with all other models can
be explained by the SEDs used in it.
If we consider the contribution to EBL from galaxies with dif-
ferent luminosities the following trend can be found. A model based
on SEDs assigned to galaxies by the properties of their baryonic
matter and a model based on simple M - L ratio will show similar
results formassive haloes and, therefore, high luminosities. For rela-
tively low luminosities 106L–108L the E2model predicts higher
contribution to EBL. That is because the M – L ratio predicts lower
luminosities for low mass objects. The short wavelengths are the
most affected.
We used different methods to estimate confusion limits for
telescopes with diameters of 0.85 m–25 m on wavelengths 75–
2000 µm. It was discussed how the shape of the curve of the source
number counts affects the confusion noise estimates. We conclude
that simple models, based on the mass-luminosity relation, can
be used to reliably predict the confusion noise for Millimetron or
other 10-m class telescopes only for wavelengths shorter than 650
microns. For larger wavelengths more sophisticvated models are
needed. Our new model, based on public eGALICS simulation and
GRASIL and CHE_EVO codes, turned out to be consistent with
observational data and allows to explore the confusion limit in the
whole range of wavelengths accessible by Millimetron. We have
also tested the source counts in optical wavelenghts (Appendix B),
which may be helpful in testing methods of reducing the confusion
noise which use information from multiple bands.
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Figure A1. Number counts in the SDSS u′ band. 1) SDSS observational
data (Yasuda et al. (2001)). 2) E1 model. 3) E2 model.
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APPENDIX A: SDSS
Despite the fact that optical source counts are outside the scope of
this paper they provide a good test of the results obtained. Obser-
vational data were taken from Yasuda et al. (2001) where data for
four optical bands are given: u′, g′, r ′, i′ and z′.
In order to calculate the magnitudes we need the information
about the sensitivity curves, which was taken from http://www-
star.fnal.gov/ugriz/Filters/response.html. The equation used to cal-
culate the magnitudes in this system is (Smith et al. (2002)):
m = −2.5 log
∫
d(log ν) fνSν∫
d(log ν)Sν
− 48.60 (A1)
where Sν is the flux in units ergs−1cm−2Hz−1, fν is the filter
response curves.
The counts were calculated for the E1 and E2 models. We have
implied the redshift cut z < 1.2 to limit the calculation time. As can
be seen from figures A1, A2, A3, A4, A5, both models correspond
with each other and the observational data fairly well. The drop off
in i′ and z′ on high magnitudes is caused by the limited depth of the
survey. Such successful prediction of optical number counts is not
surprising. For close objects usage of a SED catalog obtained for
local galaxies is a justified assumption. Lensing is also not expected
to have any significant influence, nevertheless we included it, just
in case. The E2 model does not show advantages in this case except
for the u’ band where E2 reproduces the number counts better than
E1. This effect is due to the presence of AGN in the former model.
APPENDIX B: NUMBER COUNTS TABLES
In this appendix in Table B1 source number counts for two models
are given. Wavelength λ = 650µm. This is a short example of the
data available online
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Figure A2. Number counts in the SDSS g′ band. Legend is identical to
figure A1.
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Figure A3. Number counts in the SDSS r′ band. Legend is identical to
figure A1.
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Figure A4. Number counts in the SDSS i′ band. Legend is identical to
figure A1.
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