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Abstract
This article presents an identification methodology to capture general relationships, with application to piecewise nonlinear approx-
imations of model predictive control for constrained (non)linear systems. The mathematical formulation takes, at each iteration, the
form of a constrained linear (or quadratic) optimization problem that is mathematically feasible as well as numerically tractable.
The efficiency of the devised methodology is demonstrated via two industrial applications. Results suggest the possibility to achieve
high approximate precision with limited number of regions, leading to a significant reduction in computation time when compared
to the state-of-the-art implicit model predictive control solvers.
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1. Introduction
Model predictive control (MPC) [1] is a model-based con-
trol method which involves the solution at each sampling period
of a finite horizon optimal control problem subject to the sys-
tem dynamics and constraints. This form of MPC, whose con-
trol actions are obtained by an online optimization, is referred
to as implicit MPC. To reduce the online computational com-
plexity of such an optimal control problem, two directions have
been investigated. On the one hand, more efficient optimization
strategies have been proposed in the aforementioned implicit
MPC context. These approaches try to exploit as far as possi-
ble the problem structure and the possibility to use hot starts in
order to reduce the number of iterations needed to reach a good
solution (see e.g. [2] and the references therein). On the other
hand, the so-called explicit MPC (EMPC) has been the subject
of significant research efforts, where the control laws are avail-
able a priori, accordingly reducing an online optimization to a
function evaluation. This contribution lies in this second direc-
tion with nonlinear systems as targeted domain of application.
For linear or hybrid systems, the explicit control laws can
be exactly solved offline via parametric programming [3] [4].
As for nonlinear systems, deriving the true optimal nonlinear
MPC (NMPC) control law is generally not possible and hence
approximate approaches have to be followed. Following this
direction, several techniques have been devised where the MPC
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control laws are approximated using piecewise affine approx-
imators [5], artificial neural networks [6] [7] and set mem-
berships identification [8] [9]. Nevertheless, piecewise affine
approaches normally lead to an excessive number of regions
needed to represent the approximate control law while stan-
dard nonlinear approximators offer universal capabilities at the
price of non-convex optimization schemes. Thus, approximat-
ing (or learning) the MPC control laws by piecewise nonlinear
(PWNL) functions are recently of interest (see, for instance,
[10]).
This paper suggests a practical computational methodology
to EMPCs derived from learning data that incorporates implicit
MPC solution and a problem-dependent regressor. In particu-
lar, each component of the control vector is identified indepen-
dently as a PWNL map of the available regressor. A heuris-
tic identification procedure to do so is proposed, which is an
extension of the preliminary work [11]. Regarding complex-
ity, the PWNL representations of the identified EMPCs allows
to reduce the number of regions with respect to the piecewise
affine approaches, especially for constrained NMPCs. Com-
pared to the standard nonlinear structures, the methodology
takes advantages of efficient computation of constrained linear
(or quadratic) programming problems.
The preliminary version of this paper has been presented in
[12]. The current work introduces additional details, includ-
ing the improvement of algorithms, their numerical analysis as
well as one more multivariable control application, namely, the
constrained control of the compression station used in the cryo-
genic refrigerators.
The remainder of this paper is organized as follows. Sec-
tion 2 recalls the identification of a nonlinear map proposed in
[11]. The extension of this framework to the piecewise non-
linear maps is explained in Section 3 where an identification
methodology is developed with application to EMPCs. Two
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real control design problems are used in Section 5 to assess the
ability of the proposed methodology to approximate the MPC
control laws with rather small number of regions and the pos-
sibility to monitor the complexity as a function of the required
precision. Moreover, the resulting computation time is com-
pared to the one obtained by the state-of-the-art solver ACADO
[13], showing the potential benefit from the explicit representa-
tion to extend the applicability of the MPC framework. Finally,
Section 6 concludes the paper and gives hints for further inves-
tigations.
Notation
In the sequel, the following notation is extensively used: For
x ∈ Rn, its i-th component is xi, the Euclidean norm is ||x||, the
weighted norm is ||x||A = (xT Ax)1/2, the p-norm is ||x||p with
p ≥ 1 be a real number, the absolute norm is |x| when n = 1.
For a discrete set, #X means the cardinality, i.e. the number of
elements of the set X.
2. Design of A Nonlinear Approximator
In this section, we briefly recall the identification framework
[11] for a class of nonlinear relationships. Several modifica-
tions with preliminary analysis are also introduced.
2.1. Problem Statement and Mathematical Formulation
Problem 1. Given the data D = {(q(k),Z(k)}Nk=1 where Z ∈Z ⊆ Rnz is the regressor and q ∈ [q, q] ⊂ R is the output.
Find a map F : Rnz → R of the form:
F(Z) := Γ−1(LT Z) (1)
where L ∈ Rnz , Γ(·) is strictly increasing and such that the fol-
lowing approximation holds:
q ≈ F(Z) (2)
The structure (1) is a Wiener-like model with a strictly
increasing static output mapping whose inverse map can be
parametrized using a finite function basis:
Γ(q) =
nb∑
i=1
B(i)(ξ(q))µi = B(ξ(q))µ; ξ(q) =
q − q
q − q (3)
where the basis functions are given by:
{B(i)}nbi=1 := {1} ∪ {B(i)1 }nmi=2 ∪ {B(i)2 }nmi=1 (4)
B(i)1 (η) := (1 + αi)
η
1 + αiη
; B(i)2 (η) :=
η
1 + αi(1 − η) (5)
The number of functions is nb = 2nm while the coefficients αi
are given by αi := eβ(1−i) − 1 for some constant β > 0.
Denote µ ∈ Rnb and L ∈ Rnz as the parameters of F(Z). The
total number of parameters is np = nb + nz. The basic idea of
the above formulation is to solve Problem 1 by finding µ ∈ Rnb
and L ∈ Rnz such that the following approximation holds
B(ξ(q))µ ≈ LT Z (6)
while guaranteeing the following inequalities
[
dB
dη
(η)]µ ≥  ∀η ∈ [0, 1] (7)
given a positive constant .
The constraint (7) expresses the fact that Γ(·) has to be strictly
increasing in order to guarantee the existence of the inverse map
Γ−1(·). This constraint can be transformed into a finite number
of linear inequalities by defining a sufficiently dense grid of η
over the interval [0, 1] as
η = {0 = η1 < η2 · · · < ηngrid = 1} (8)
and can be rewritten in the following compact form
dB(1)
dη (η1) . . .
dB(nb )
dη (η1)
dB(1)
dη (η2) . . .
dB(nb )
dη (η2)
...
. . .
...
dB(1)
dη (ηngrid ) . . .
dB(nb )
dη (ηngrid )
︸                                   ︷︷                                   ︸
[dB/dη(η)]
·

µ1
µ2
...
µnb
︸︷︷︸
µ
≥  ·

1
1
...
1
︸︷︷︸
1
(9)
To summarize, the optimal parameters (µ, L) can be obtained
by solving the following linear program (LP):
min
µ,L
max
(q,Z)∈D
ω(q,Z) · |B(ξ(q))µ − ZT L| (10a)
s.t. [
dB
dη
(η)]µ ≥  · 1 (10b)
where the weight indicator ω(q,Z): R × Rnz → R>0 is intro-
duced in the cost function (10a) to enforce specific precision.
This formulation obviously recalls the known weighted norm
approximation where∞-norm is employed. Alternative formu-
lation, based on the L2-norm, can also be adopted leading to a
quadratic programming (QP) problem.
2.2. Preliminary Analysis
For convenience, the quadruple identification parameters
(nm, β, , η) is defined as follows:
• The parameter nm ≥ 1 is used to manipulate the degree of
freedom;
• The parameter β is normally fixed as 0.5;
• The parameter  is normally fixed as 1;
• The output grid η need to be sufficiently dense.
The strictly positive weight indicator ω(q,Z) can be small
or large over some subsets of data while being equal to 1 for
the remaining. The strict positivity of this weight is to avoid
any drastically loose approximation as well as to guarantee the
well-posedness of the formulation. In this paper, we utilize a
simple form of the weight indicator ω(q,Z) as
ω(q,Z) =

ρ1 if (q,Z) ∈ W1
ρ2 if (q,Z) ∈ W2
...
1 otherwise
(11)
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where ρi > 0 are the constant weights corresponding to disjoint
subspacesWi ⊂ [q, q] ×Z.
Once the identification parameters are set and the weight in-
dicator is constructed, the model parameters (µ, L) can be ob-
tained owing to the following feasibility assessment:
Proposition 1. The LP (10) is feasible.
Proof. According to (4) and (9), [dB/dη(η)] is an ngrid × nb
matrix with the elements of the first column being zeros while
the remaining being strictly positive. Hence, it is obvious that
there exists µ, for instance, the one with µi > 0 for all i =
2, . . . , nb, such that the l.h.s. of (10b) is strictly positive. Thus,
the fulfillment of the feasibility condition (10b) is guaranteed
with any  > 0. 
The identification residual of the identified model can be
characterized as follows:
Proposition 2. Given the map F whose model parameter,
namely (µ, L), is a feasible solution of the LP (10) with cor-
responding minimization cost
J = max
(q,Z)∈D
ω(q,Z) · ∣∣∣B(ξ(q))µ − ZT L∣∣∣ (12)
The identification residual at any learning data point (q,Z) is
such that: |q − F(Z)|
q − q ≤
1
ω(q,Z)
· J

(13)
Proof. Consider any (q,Z) ∈ D. Let us denote the approxi-
mate as qˆ = F(Z), i.e. B(ξ(qˆ))µ = LT Z. Since the map Γ(·) is
continuous differentiable, one clearly has
J ≥ ω(q,Z) · |B(ξ(q))µ − LT Z|
= ω(q,Z) · |B(ξ(q))µ − B(ξ(qˆ))µ|
≥ min
ξ∈[0,1]
[
[
dB
dξ
(ξ)]µ
]
ω(q,Z) · |ξ(qˆ) − ξ(q)|
≥  · ω(q,Z) · |qˆ − q|
q − q
which is equivalent to (13). 
Proposition 2 implies that the desired fit would be obtained
for a sufficiently small minimization cost. In other words, the
approximations (2) and (6) are relevant.
3. Piecewise Nonlinear System Identification
The lack of universal property of the approximator (1) need
to be underlined. In general, finding L and Γ(·) such that the
approximation Γ(q) ≈ LT Z holds might be impossible for many
identification problems even for infinite number of parameters.
This structural limitation can be overcame by using a number
of submodels where each submodel valids over a region of the
regression domain. An identification methodology, which is a
generalization of piecewise affine frameworks , is proposed in
this section to do so.
3.1. Problem Statement and Proposed Methodology
Problem 2. Given the data D = {(q(k),Z(k)}Nk=1 where Z ∈Z ⊆ Rnz is the regressor and q ∈ [q, q] ⊂ R is the output.
Find s maps F(i) : Rnz → R of the form:
F(i)(Z) := Γ−1(i) (L
T
(i)Z) (14)
where L(i) ∈ Rnz , the strictly increasing map Γ(i)(·) is
parametrized as
Γ(i)(q) = B(ξ(q))µ(i); ξ(q) =
q − q
q − q (15)
and corresponding regions {R(i)}si=1 forming a complete parti-
tion of Z (i.e. ⋃si=1 R(i) = Z and R(i) ∩ R( j) = ∅ ∀i , j) such
that the following approximation holds:
q ≈

F(1)(Z) if Z ∈ R(1)
...
F(s)(Z) if Z ∈ R(s)
(16)
where s is referred to as the model complexity.
Once the partition {R(i)}si=1 is constructed, the corresponding
classification {D(i)}si=1 can be defined as
D(i) = {(q,Z) ∈ D : Z ∈ R(i)} (17)
According to Proposition 1, the submodel parameters (µ(i), L(i))
of F(i)(·) are hereafter available by solving the following LP:
min
µ(i),L(i)
max
(q,Z)∈D(i)
ω(q,Z)|B(ξ(q))µ(i) − ZT L(i)| (18a)
s.t. [
dB
dη
(η)]µ(i) ≥  · 1 (18b)
The challenge is to find the minimal number s of regions R(i)
such that the following conditions hold:
1. The associated dataset is such that
#D(i) ≥ κ ∀i = 1, . . . , s (19)
where κ is the minimum required cardinality of each
dataset. This lower bound is imposed to avoid overfit.
2. The associated identification residual is bounded by a
given tolerance σ > 0, i.e.
γ(i) = max
(q,Z)∈D(i)
|q − F(i)(Z)|
q − q ≤ σ ∀i = 1, . . . , s (20)
The structure (16) satisfying (20) will be reffered to as an
s-regions σ-error PWNL model. The following heuristic iden-
tification methodology is proposed to derive such a model, con-
sisting of two stages:
1. Domain partitioning: At this stage, the partition is initially
rough and is then refined at each step. Precisely, we seeks
partition {R(i)}ri=1 and associated classification {D(i)}ri=1,
leading to a r-regions σ-error approximation with a raw
complexity r for the desired fit. Generally, the lower σ, the
finer resulting partition.
3
2. Complexity reduction: At this stage, the initial partition is
the one resulted from the previous stage and is simplified
at each step. Precisely, we aim to obtain an approximation
with the reduced complexity s < r by merging iteratively
regions and datasets while maintaining the fitting level of
σ-error.
The following sub-sections detail such stages.
3.2. Domain Partitioning
For convenience, all involved variables should be normal-
ized. Hence, we restrict our attention to hyperrectangular re-
gression domainsZ = [0, 1]× · · · × [0, 1] ⊂ Rnz without loss of
generality.
An iterative algorithm is proposed for the nonuniform hyper-
rectangular partitioning of PWNL function domains, i.e. each
region R(i) is a hyperrectangle, satisfying both (19) and (20). In
addition, we utilize ν as the minimum allowed size of the hy-
perrectangles along each dimension. This lower bound is not
only imposed by the machine precision but also can be tuned
by the designer. The algorithm is summarized as follows:
1. Initialization: The algorithm starts with a rough initial
partition which can be the whole domain, i.e. r[0] = 1,
R[0](1) = Z andD[0](1) = D.
2. Algorithm iterations: At each iteration k, a hyperrectan-
gle R[k](·) with γ[k](·) > σ is split into two subhyperrectan-
gles by an axis-orthogonal hyperplane that goes through
the centroid of the dataset D[k](·) . The basic idea is to se-
lect the hyperplane leading to a maximal reduction in the
identification residual while guaranteeing the size of the
resulted subhyperrectangles and the cardinality of the as-
sociated datasets are not lower than ν and κ, respectively.
In the sequel, the selected hyperplane will be replaced by a
maximum-margin hyperplane that is parallel with it. Then,
a new iteration of the algorithm is performed by increas-
ing the complexity by one unit r[k+1] = r[k] + 1. Otherwise,
the split fails when resulted subhyperrectangles and sub-
datasets are too small for all split options.
3. Termination: The algorithm ends when the identification
residual is not larger than σ or in the case of splitting fail-
ure.
The algorithm successfully terminates when, at the end of
the iterations, a σ-error approximation is achieved while the
size of all hyperrectangles and the cardinality of all datasets are
not lower than ν and κ, respectively.
3.3. Complexity Reduction
Let us assume that the domain partitioning stage returns a
partition {R(i)}ri=1, a classification {D(i)}ri=1 and the raw complex-
ity r. If the model complexity r needed for data fit is overesti-
mated, this number can be reduced by forcing the parameters
of some partitions to be identical while maintaining the fitting
level in a postprocessing step as follows:
1. Initialization: The algorithm starts with an admissible ini-
tial partition {R(i)}ri=1, i.e. s[0] = r.
2. Algorithm iterations: At each iteration k, a nonempty sub-
set I ⊆ {1, . . . , s[k]} is computed satisfying the following
conditions:[
µ(i)
L(i)
]
=
[
µ( j)
L( j)
]
∀i , j; i, j ∈ I (21a)
γ(i) ≤ σ ∀i ∈ I (21b)
Then, a new iteration is performed by reducing the model
complexity s[k+1] = s[k] − #I + 1. Moreover, one merges
all the regions and datasets whose indexes belonging to I.
3. Termination: The algorithm always successfully termi-
nates and stops when the maximum number of iterations
Niter is reached.
The search for the subsetI at each iteration k will be detailed.
Since searching for the subset I over the whole set of regions
{1, . . . , s[k]} is computationally expensive, the search over sev-
eral regions with indexes belonging to a set L ⊆ {1, . . . , s[k]}
might be more practical. Once the set L is chosen, its subset
I satisfying (21a) and (21b) is referred to as a compatible sub-
set. The searching for the compatible subset I is summarized
as follows:
1. Initialization: The procedure start with an initial guess
I[0] = L.
2. Algorithm iterations: At each sub-iteration l, consider the
following LP whose decision variables are {µ(i), L(i)}i∈L
and µ˜, L˜:
min
∑
i∈L
max
(q,Z)∈D(i)
ω(q,Z)|B(ξ(q))µ(i) − ZT L(i)| (22a)
s.t. [
dB
dη
(η)]µ(i) ≥  · 1 ∀i ∈ L (22b)
and ||
[
µ(i)
L(i)
]
−
[
µ˜
L˜
]
||∞ = 0 ∀i ∈ I[l] (22c)
The feasibility of the LP (22) is straightforward from
Proposition 1. The additional constraints (22c) are re-
ferred to as compatibility constraints, including #I[l] lin-
ear equalities. If the LP (22) results into the submodels
with the following identification residual
γ(I[l]) = max
i∈I[l]
γ(i) (23)
which is larger than σ, it is an indication that the mini-
mization cost of (22) is insufficiently small. This cost can
be reduced by removing some of the compatibility con-
straints (22c). Since the sensitivities of (22) with respect
to such constraints are represented by the corresponding
Lagrange multipliers, namely {λ(i)}i∈I, a common strategy
is to iteratively remove the constraint associated with the
largest Lagrange multiplier. This is equivalent to removing
an element of I, i.e.
I[l+1] = I[l] \ {argmax
i∈I[l]
λ(i)} (24)
3. Termination: The procedure stops when γ(I[l]) ≤ σ.
4
4. Approximate Explicit Model Predictive Control
4.1. Extension to Multi-Input Multi-Output MPC
Although the presented methodology is restricted to the
multi-input single-output relationships, the extension to ap-
proximate an MPC control law is trivial by approximating each
component of the control vector (see Sub-section 5.2 for exam-
ple).
4.2. On the Stabilization
A crucial aspect of the resulting EMPC in the regulation
problem is setpoints stabilization. On the one hand, the key
properties to guarantee stabilization of such an approximate
control law have been extensively studied in the literature. Ex-
ample is [5] which indicates the boundedness of the state tra-
jectory and its convergence to a neighborhood of the setpoint
can be achieved by a sufficient small approximation error. A
quantitative analysis on such an upper bound is presented in
[8], however, is difficult to applied here due to the limitations
of the identification approach. On the other hand, the efforts
to establish asymptotic stability in a setpoint’s neighborhood
generally deploy the dual-mode design where a local stabiliz-
ing controller is used. In this paper, we impose a sufficiently
high weight for the data point in a neighborhood of the setpoint
to acquire an extremely high local accuracy. This parameter
choice is based on the approximate stability result of discontin-
uous control laws (Theorem 1, Assumption 3, [14]).
4.3. Remarks on Weight Tuning
This can be generalized to the reference tracking problem.
First, we extract from the learning data a discrete set of samples
corresponding to stationary state of the closed loop. Second,
in the identification procedure of control actuators, a typically
high weight, namely ρst, is associated to such stationary data
to obtain nearly zero steady errors of the closed-loop controlled
by the EMPCs. Lastly, a moderate weight, namely ρstab, is asso-
ciated to the data points in the neighborhood of the considered
stationary data.
Note finally that a piecewise control law may results into un-
desired oscillations in the closed-loop response. This can be
partially overcame by imposing a moderate weight, namely ρsw,
for the data in the neighborhoods of the switching surfaces be-
tween computed regions.
5. Illustrative Examples
5.1. Application 1: Reference Tracking Control of A Stirling
Engine Based Power Generation System
Consider the following system which belongs to a stand-
alone hybrid Stirling engine / supercapacitor power plant (see
Fig. 1) with x1 = Ω being the shaft rotational speed, x2 = Ired
and x3 = Vred being the rectified current and the rectified volt-
age while x4 = ILfb and u = αfb being the output current and the
N
S
Ω
Ired ILfb
V
red
αfb
PMSG Diode Bridge DC/DC Full Bridge
Figure 1: Schematic diagram of a power electronics module in
thermodynamic power plants. The component named PMSG is
permanent magnetic synchronous generator whose shaft is
connected with a Stirling engine.
duty ratio of the DC/DC full bridge converter:
x˙1 = −a1x1 − a3x2 + a2
x˙2 = −a4x2 + a6x1 − a7x3
x˙3 = a8(x2 − kx4u)
x˙4 = a9(−xst5 + kx3u)
(25)
The parameters of this model are a1 = 0.183, a2 = 558.11, a3 =
118.4453, a4 = 9615.4, a6 = 5101.1, a7 = 641.02, a8 = 425.53,
a9 = 6666.7, k = 0.5 and xst5 = 50. The system states should
satisfy positivity constraints x ≥ 0 since the used converter is
not reversible. The control variable u is the duty ratio of this
converter and has a strong saturation u ∈ [0, 1]. The sampling
time is fixed as Ts = 100µs.
The control objective is to force the state x4 to track a ref-
erence signal xr4 while respecting the constraints. In [15], it
has been shown that this is a challenging problem as (25) con-
tains highly oscillatory modes that induce constraints violation
if the latter are not explicitly addressed. These make the NMPC
methodology particularly suitable. This can be achieved by
minimizing the following cost:
Np∑
i=1
(||x(k + i) − xr(k)||2Q + ||u(k + i − 1) − ur(k)||2R) + ρδ2 (26)
with the prediction horizon Np = 3, the cost matrices Q = I,
R = 1 and the weight penalizing constraint violations ρ = 104
while fulfilling the hard constraint 0 ≤ u(k) ≤ 1, the soft
constraints [0 − δ, 4.5 − 0.1δ, 55 − δ, 1 − δ]T ≤ x(k) ≤
[40 + δ, 5.5 + 0.1δ, 200 + δ, 25 + δ]T where δ ≥ 0. The pre-
diction simulator is under-sampled with a sampling period of
τu = 1ms.
The fast dynamics of the considered system would require
the design of an EMPC controller. In order to do this, a data
record is generated by simulating the closed-loop system with
the implicit NMPC during a 10s scenario. This simulation
scenario is based on the considered range of the reference as
xr4 ∈ [7, 13] [A]. Hereafter, a learning data is extracted with the
cardinality of N = 24205 including 48 stationary data points
that are then used to build the instances
Z(k) =
[
xT (k), (xr(k))T , (ur(k))T , (e(k))T
]T
; q(k) = u(k) (27)
The reference tracking error e(k) = x(k) − xr(k) is incorporated
into the regressor Z(k) to further reduce the partition complexity
5
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Figure 2: Trade-off curve.
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Figure 3: Nonlinearity and strict monotonicity of the i-th
submodels corresponding to the 32-regions 1%-error EMPC.
The black dots are the function evaluation for validation data
while the red and the blue curves are the identified nonlinear
function and its derivative, respectively.
of the explicit controller. The values q = 0.35, q = 0.7 are the
range of u in the learning data.
Several approximate controllers have been identified in Mat-
lab using the IBM’s CPLEX with the same identification and
partitioning parameters. The identification parameters have
been chosen with β = 0.5,  = 1, nm = 10 and a uniform grid η
of ngrid = 50 points. The weight indicator is defined by impos-
ing a high weight of ρst = 102 for stationary data, a moderate
weight of ρstab = 10 for data in the neighborhood of stationary
data, a lower weight of ρsw = 2 for data near the boundary of
each hypercubes and the weight of 1 for the remaining. The
partitioning parameters have been chosen as ν = 5 × 10−2 and
κ = 50.
Fig. 2 portrays a complexity assessment of identified con-
trollers with different values of the bounded-error σ while the
nonlinear characteristic of several i-th submodels correspond-
ing to a 32-regions 1%-error EMPC are illustrated in Fig. 3.
In Fig. 3, the red curves represent the identified maps Γ−1(i) (ξ)
which are strictly increasing as their derivatives (blue curves)
are higher than  = 1. Although these maps are defined over the
interval ξ ∈ [0, 1], we only show the range with the presence of
data points. The black dots illustrates the nonlinear nature of
data.
The performance of the resulted EMPCs is evaluated by sim-
ulations and is compared with the closed-loop controlled by the
implicit NMPC. Fig. 4 shows the closed-loop response with dif-
ferent controllers: the implicit NMPC (green), the 32-regions
1%-error EMPC (red) and the 4-regions 3%-error EMPC (blue).
Notably, there are switching between regions, especially in the
transient duration. It is also clear that the tracking errors of
those EMPCs are negligible.
Regarding real-time aspect, Fig. 5 illustrates the computation
efficiency of the EMPCs. Their computation time vary between
8µs and 18µs which is slightly faster than that of the implicit
NMPC delivered by ACADO and obviously suitable for this
application.
5.2. Application 2: Control of A Compression Station
To illustrate the efficiency of the proposed framework for a
multi-input multi-output case, we consider the constrained con-
trol for a warm compression station [18] (see Fig. 6). Variables
to be regulated are the low pressure PC and the high pressure
PH . The unmeasured flows MH and MC , respectively denote
the inflow and outflow, are considered as the process distur-
bances. MC1 and MC2 respectively denote the flowrates handled
by the first and second compressor which are variable frequency
driven, MV1 represents the flowrate passing through the bypass
valve V1 while MV2 and MV3 depict the flows generated by the
charge valve V2 and discharge valve V3. These five variables
are the manipulated variables of the process. Valves opening is
obviously in the range [0, 100] [%], the compressor C1 is lim-
ited to a speed in the range [30, 53] [Hz] while the compressor
C2 is manually set at a speed of 50 [Hz]. A simulator built up
from the SimCryogenics Toolbox [19] is available.
In [18], the three variables Mprod = MC1 + MC2 + MV1,
Mch = MV2 and Mdis = MV3 are introduced as the virtual actu-
ators. Then, the virtual actuators value (in [kg/s]) will have to
be converted into actual control actions for the system actuators
(in [Hz] or [%]) by a conversion function. Then, a discrete-time
linear model in the following form
x(k + 1) = A · x(k) + B · u(k) + F · d(k) (28)
with the sampling time Ts = 0.25s is synthesized for the con-
trol design. The system states, the control inputs and the distur-
bances are defined as the deviations around an operating point
of interest, i.e.
x =
[
∆PH
∆PC
]
; u =
∆Mprod∆Mch
∆Mdis
 ; d =
[
∆MH
∆MC
]
(29)
The control objective is to regulate system states to the set-
point PH = 16 [bar], PC = 1.05 [bar] under variable distur-
bances as well as input saturation. In addition, the low pressure
is limited by a soft constraint PC ∈ [1, 1.1] [bar]. In [18], a
MPC design is derived with the following cost
Np∑
i=1
(||x(k + i)||2Q + ||u(k + i − 1) − ur(k)||2R) (30)
in which the control reference ur is computed based on the es-
timated disturbances. A typically long prediction horizon of
Np = 200 has been used.
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Figure 4: Closed-loop performance comparison. The
constraint satisfaction are portrayed in the zooms on the
evolution of x2.
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using the ACADO code generation [16] with the qpOASES
solver [17] while the EMPCs were implemented in C language.
Platform: 2.6 GHz Intel(R) Core(TM) i7 and 16GB of RAM.
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Figure 6: Schematic diagram of a warm compression station.
Arrows represents the fluid’s direction. The block between V2
and V3 valves represents the capacity buffer.
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Figure 7: Trade-off curve.
Our objective is to identify three maps Fi such that qi ≈
Fi(Z), i = 1, 2, 3 where:
Z(k) =
[
x(k)
ur(k)
]
; qi(k) = ui(k) (31)
A data record over an interval of 25 × 103s is available. It is
hereafter extracted into a learning data with the cardinality of
N = 11633 including 388 stationary data points. The iden-
tification parameters have been chosen with β = 0.5,  = 1,
nm = 10 and a nonuniform grid η of ngrid = 100 points. The
weight indicator is defined by ρst = 103, ρstab = 20 and ρsw = 5.
The partitioning parameters have been chosen as ν = 1 × 10−2
and κ = 10.
Fig. 7 shows the trade off between the (reduced) complexity
of the identified maps given different level of accuracy.
Fig. 8 depicts the closed-loop behaviours of the system in
time under different controllers. The first 600s duration shows
how the system reacts when disturbed by some excessive dif-
ference between the inflow and the outflow. It is worth noting
that pressure stability is ensure and large disturbances are ef-
fectively handled even in this critical situation. With less dif-
ference between inflow and outflow in the last 400s duration,
the performance of the implicit MPC and the identified EMPCs
are obviously comparable. Notably, the pressures are return-
ing to the setpoints without oscillations during such a normal
situation.
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Figure 8: Closed-loop performance comparison. The depicted
response of the pressures has an amount of performance
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6. Conclusion and Future Work
In this paper, a new approach is proposed for explicit piece-
wise nonlinear presentation of approximate MPC control laws.
Future research efforts will be devoted to different MPC set-
tings such as output-feedback MPC, hybrid MPC or distributed
MPC. Further developments include applying the methodology
outside the MPC context, e.g. off-line computation of the mov-
ing horizon observers.
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