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На сегодняш ний день автоматические системы управления строятся, в основном, 
на базе аппарата классической математики -  теории автоматического регулирования, 
численных методов и т.д. При таком подходе возникает необходимость разработки точ­
ной математической модели объекта управления с учетом таких трудно формализуемых 
условий, как нелинейность и изменчивость свойств объекта в процессе ф ункционирова­
ния. П роцесс построения подобной модели для сложного объекта занимает значительное 
время, в течение которого задача может потерять свою актуальность. Чтобы  избежать 
описанных проблем, разработчики все чащ е начинают обращ аться к «интеллектуаль­
ным» методам управления, которые строятся не на априорных математических моделях 
объектов, а эмпирических «знаниях» функционирования. При таком подходе система 
управления способна приспосабливаться к изменчивым условиям внешней среды, изме­
няя соответствую щ ие методы управления.
На основании выш еизложенного подхода в настоящее время развивается один из 
такого рода методов -  метод автономного адаптивного управления (ААУ) (рис.1), на осно­
ве которого можно строить самообучающ иеся системы управления, удовлетворяющ ие 
описанным в нее объектом управления (ОУ) представляет собой замкнутую систему с эм ­
пирически неизвестной внутренней организацией и законами функционирования. 
Управляю щ ая система (УС) взаимодействует с внеш ней средой посредством датчиков и 
актуаторов, которые являются для У С  частью  внеш ней среды. Сенсоры и актуаторы 
долж ны обеспечивать наблюдаемость и управляемость ОУ. Система А А У  в процессе рабо­
ты совмещ ает две целевые функции: поддержание ОУ в оптимальных для него условиях и 
накопление знаний о внешней среде. Зачастую эти задачи противоречивы, так как поиск 
и накопление новых знаний подразумевает определенную долю риска для ОУ со стороны 
внеш ней среды. Способность поддержания баланса м еж ду указанными функциями опре­
деляет уровень приспособленности ОУ к конкретной внеш ней среде. Критерий опти­
мальности описывается создателем ОУ на основе априорных знаний, либо выводится эм ­
пирически, учиты ваю щ их выживаемость ОУ в данной среде. Если в процессе работы сре­
да изменит некоторые свои параметры, У С  способна адаптироваться, т.е. вновь отыскать 
оптимальный набор законов управления.
У С  состоит из набора взаимосвязанных подсистем, которые выполняю т функции 
формирования и распознавания образов, их оценки, накопления знаний и принятия ре­
шения. Весь этот процесс в комплексе обеспечивает автономное адаптивное управление. 
Каждый такт У С  получает сведения о внешней среде от блока сенсоров, анализирует, оце­
нивает и накапливает информацию -  знания, после чего производит выбор управляю щ е­
го воздействия, опираясь на полученные ранее знания. Принятое реш ение реализуется 
блоком актуаторов (рис 2).
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Рис. 1. Структура работы системы автономного адаптивного управления
В блоке сенсоров формируется вектор, в котором содержится вся информация, по­
лученная от сенсоров в текущ ий момент времени. Далее, вектор сигналов поступает в 
подсистему формирования и распознавания образов (ФРО), обладающ ей своей памятью. 
ФРО анализирует вектор и, в случае выявления закономерного повторения одной и той 
же комбинации его компонент вектора сигнала, она распознает уже сформированный об­
раз и присваивает ему идентификационный номер. В следующ ий раз, когда ФРО получит 
ту ж е (или схожую) комбинацию компонент вектора сигнала, она распознает уж е сфор­
мированный образ. Стоит заметить, что один вектор может содержать в себе несколько 
различных образов. Набор распознанны х в дискретный момент образов ф ормирует со­
стояние ОУ. Блок аппарата эмоций образов разбивает текущ ее состояние на набор состав­
ных образов, производит их оценку и суммирует полученные результаты. В итоге, на вы ­
ход подсистемы поступает оценка состояния в целом. Текущ ее состояние также поступает 
в подсистему принятия реш ения, которая обращ ается к базе знаний и выбирает действие, 
которое будет воспроизведено в блоке актуаторов путем воздействия на объект управле­
ния. Состояние, его оценка, а также произведенное действие передаются в базу знаний, 
которая накапливает и упорядочивает полученные знания.
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Рис. 2. Внутренняя организация управляющей системы
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М етод А А У  позволяет внедрять в У С  как детермированные, так и вероятностные подсис­
темы, если того требует задача. Теоретически возможен полный переход от детермиро- 
ванной системы А А У  к вероятностной системы управления, каждая подсистема которой 
будет вероятностной ( рис. 2):
1) подсистема формирования и распознавания образов выдает на выходе массив ве­
роятностей принадлеж ности рассматриваемого в данный момент образа к известным 
классам;
2) подсистема оценки образов формирует на выходе для каждого поступающ его 
образа вероятностное распределение эмоциональны х оценок;
3) база знаний хранит набор троек состояние -  действие -  результат, сопоставляя 
каждой из них вероятность перехода;
4) подсистема принятия решения осуществляет выбор действия из конкретного со­
стояния, основываясь на вероятностной модели, использующей информацию базы знаний.
П роведенные нами исследования показали эф ф ективность применения вероятно­
стного подхода к построению системы адаптивного управления для системы управления 
интегрированной телекоммуникационной компанией реализующ ей концепцию сети но­
вого поколения NGN.
Softswich, это устройство управления сетью NGN, призванное отделить функции 
управления соединениями от функций коммутации, способное обслуж ивать большое 
число абонентов и взаимодействовать с серверами приложений, поддерживая открытые 
стандарты.
Softswch в составе сети общего использования показан на рис. 3.
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Рис. 3. Softswich в составе сети общего использования
Архитектура Softswitch предусматривает четыре функциональные плоскости при­
менения:
•  транспортная плоскость — отвечает за транспортировку сообщ ений по сети свя­
зи. Включает в себя Домен IP-транспортировки, Домен взаимодействия и Домен доступа, 
отличного от IP.
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•  плоскость управления обслуж иванием вызова и сигнализации — управляет ос­
новными элементами сети IP-телефонии. Включает в себя контроллер медиаш люзов, Call 
Agent, Gatekeeper.
•  плоскость услуг и прилож ений — реализует управление услугами в сети. Содер­
жит серверы прилож ений и серверы  ДВО.
•  плоскость эксплуатационного управления — поддерживает функции активиза­
ции абонентов и услуг, техобслуживания, биллинга и другие эксплуатационные задачи.
В рамках указанных плоскостей в статье рассматриваются только вопросы 
мониторинга и эксплуатационная управляемость сети.
На вышеизложенных принципах вероятностной организации системы автономного 
адаптивного управления может быть построена модель технология адаптивной обработки 
информации центра мониторинга и управления (ЦУС) интегрированной структуры NGN.
Ключевым моментом синтеза информационных технологий для оперативного 
управления трафиком в цифровой сети является применение разработанных алгоритмов 
для коррекции марш рутны х таблиц и оптимизации дополнительных управляю щ их воз­
действий через оператора деж урной смены Центра Управления (входят SoftSwitch).
На рис.4 представлена схема организации мониторинга работоспособности муль-
U  U  1 U  / Ч  U
тисервисных сетей для ведомственной информационной системы. От каждой ведомст­
венной сети организован канал связи к серверу мониторинга. Сервер мониторинга с за­
данной периодичностью  опраш ивает состояние сетевых узлов и каналов связи и ф икси­
рует изменения в их состоянии, за счет чего обеспечиваются минимальные перерывы в 
работе системы. Кроме того, система мониторинга позволяет зафиксировать случаи не­
санкционированного доступа к служебным каналам и предпринять меры по их устране­
нию. Данная система реализует вероятностную  систему адаптивного управления сетью.
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Рис. 4. Схемы организации мониторинга работоспособности региональной сети
Сложность и чрезвычайно высокая размерность современных мультисервисных 
сетей связи (МСС) определяют многочисленные особенности, характеризую щ ие процеду­
ры мониторинга основных параметров сети, используемы х при организации управления.
В целом задачи мониторинга МСС сущ ественно шире, чем просто оценка некото­
рых параметров, характеризующ их функционирование многочисленных телекоммуника­
ционных сетей, входящ их в ее состав. К задачам мониторинга необходимо отнести и ана­
лиз качества функционирования сети.
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Анализ качества функционирования М СС сущ ественно шире, чем просто оценка 
некоторых параметров, характеризую щ их функционирование многочисленных телеком­
муникационных сетей, входящ их в ее состав. К задачам мониторинга необходимо отнести 
и анализ качества функционирования сети. Анализ качества функционирования М СС с 
учетом множества действую щ их факторов может быть проведен на основе учета апосте­
риорных данных, т.е. данных, получаемых в процессе эксплуатации сети. Апостериорные 
данные, необходимые для анализа и использования при управлении, могут быть получе­
ны путем измерения характеристик сети. Используя наблю даемые реализации процессов, 
можно вычислить показатели качества. Эти показатели будут являться условными вели­
чинами, справедливыми только для полученных реализаций процессов. Условны е пока­
затели качества характеризую т свойства М СС в данны х конкретных условиях ее ф унк­
ционирования. П олучение условны х (апостериорных) показателей качества позволяет 
определить влияние различны х факторов на работу М СС, а также строить управление 
процессами ее функционирования и эксплуатации. Управление функционированием сис­
темы заключается в выработке управляю щ их воздействий на систему управления, обес­
печиваю щ их приемлемые значения показателей качества.
На основании собранной статистики по параметрам и неисправностям персонал 
управления принимается реш ение на замену оборудования или организацию новых ка­
налов связи, на рис. 5 показан джиттер в реальном масш табе времени. В области теле­
коммуникаций дж иттером называется перваяпроизводная задержки прохождения дан­
ных по времени.
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Рис. 5. Джиттер в реальном канале связи
Во многих случаях измерение необходимых характеристик М СС не может быть про­
изведено непосредственно, т.к. наблюдению часто доступны параметры, связанные тем или 
иным образом с измеряемыми характеристиками. Процесс измерения в этом случае носит 
косвенный характер, т.е. по наблюдаемым параметрам требуется получить оценки величин, 
определенным образом связанных с наблюдаемым параметром. Отсюда следует, что для по­
строения процедуры измерения необходимо знать структуру зависимости наблюдаемого па­
раметра от измеряемой характеристики, в т.ч. корреляционные связи.
Косвенная зависимость наблюдаемого параметра от измеряемой характеристики МСС 
и влияние помех и ошибок измерения приводят к необходимости разработки процедур по­
лучения оценки характеристик, т.е. разработки методов и алгоритмов обработки наблюдае­
мого параметра. Естественно необходимо, чтобы эти методы и алгоритмы были в определен­
ном смысле наилучшими, т.е. оптимальными по некоторому показателю качества.
М етоды реализации мониторинга при управлении мультисервисными сетями 
включает в себя ряд аппаратно -  программных средств позволяющ их осущ ествлять мо­
ниторинг состояния сети со сбором данны х из сети, измерение трафика, вычисление па­
раметров и обнаружение аномалий.
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На рис. 6. Приведена функциональная архитектура блока управления трафиком центра ор­
ганизации управления и мониторинга работоспособности мультисервисной сети (ЦУС).
Измерения трафика
Сбор данных из сети
У П РАВЛ ЯЕМ АЯ СЕТЬ
Рис. 6. Функциональная архитектура мультисервисной сети
При создании ЦУС была поставлена и реш ена задача создания сложной много­
уровневой модели, включающ ей имитационную модель ведомственной сети с учетом ее 
специфики и функционирования, а также адаптивные алгоритмы динамического управ­
ления сетью использую щ ие как имитационную, так и аналитическую модель интегриро­
ванной сети. На блок-схеме (рис. 6) представлена модель функционирования системы 
управления, включающая в себя модуль сбора данны х из сети, модули вычисления пара­
метров и обнаружения аварийных ситуаций, модули контроля трафика и статистики. Для 
сбора статистики по занятости каналов используется опрос устройств с помощ ью прото­
кола SNM P, измеренные значения сравниваются с заложенными пороговыми значения­
ми характеристик каналов. Для передачи данны х м еж ду модулями и сохранения исполь­
зуется база данных, поддерживающ ая запросы.
При обнаружении несанкционированных действий система оповещ ает о них опе­
ратора, который принимает действия предписанные регламентом работ. При возникно­
вении неш татной ситуации, при которой система сама может восстановить работоспособ­
ность сети, она делает это с использованием адаптивных алгоритмов.
Адаптивны е алгоритмы центра организации мониторинга и управления работо­
способности мультисервисной информационной сети устроены как рекуррентные проце­
дуры, осущ ествляю щ ие поиск в конечном пространстве ведомственного регионального 
информационного пространства на основе статистических оценок. Выбор адаптивных ал­
горитмов обосновывается необходимостью быстрого реагирования на изменения условий 
и обстоятельств функционирования региональной сети (возникновение неисправностей, 
структурной перестройки сети, замена телекоммуникационного оборудования). При этом 
долж ны выполняться требования:
> адаптивность -  используется оперативная информация, полученная в ходе взаи­
модействия с ведомственными клиентами;
> эфф ективность -  время адаптации, т.е. время до осущ ествления оптимизации по 
выбранному критерию качества должно быть минимальным;
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> универсальность -  алгоритмы долж ны  быть применимы к ш ирокому классу объ­
ектов разнообразной физической природы, допускать локальное распределенное и де­
централизованное использование.
Адаптивны е методы применимы к сетям передачи пакетных данных, каковыми 
являются ведомственные региональные сети.
В качестве адаптивных алгоритмов в мультисервисных сетях используются прото­
колы динамической марш рутизации RIPv2 и OSPF. Как тот, так и другой протоколы реа­
лизованы в программном обеспечении центральных марш рутизаторов сетей. Часть пе­
риферийного оборудования поддерживает только протокол RIPv2, как наиболее легкий в 
реализации. Протокол OSPF обладает лучш ими характеристиками на больш их сетях. И с­
пользование обоих протоколов позволяют соблюсти баланс между эфф ективностью сети 
и возможностью использования ш ирокого спектра оборудования.
Открытый протокол, базирующ ийся на алгоритме поиска наикратчайш его пути 
(Open Shortest Path Fisrt -  OSPF) является протоколом марш рутизации, разработанным 
для сетей IP рабочей группой Internet Engineering Task Force (IETF), занимающ ейся раз­
работкой протоколов для внутрисистемных роутеров (interior gatew ay protocol -  IGP).
В процессе работы обоих протоколов марш рутизаторы в сети осущ ествляю т опера­
тивный обмен информацией с соседними марш рутизаторами. Таким образом, обеспечи­
вается требование адаптивности.
Эффективность заключается в том, что оба протокола обладают сходимостью, т.е. 
при возникновении изменения в сети информация об этом изменении распространяется 
по сети и на всех марш рутизаторах вычисляются новые согласованные друг с другом таб­
лицы  марш рутизации за конечное время.
Универсальность заключается в том, что применение данны х протоколов позволи­
ло построить гетерогенную сеть на основе оборудования разны х производителей.
Применение динамических протоколов марш рутизации позволяет автоматически 
задействовать резервные каналы без вмеш ательства персонала центра управления регио­
нальными сетями. Тем не менее, любая, неисправность основных или резервны х каналов 
фиксируется системой мониторинга. И нформация об этих неисправностях немедленно 
передается операторам деж урной смены. Операторы принимают меры для выявления 
причин неисправности и устранения самой неисправности.
На основании собранной статистики по неисправностям персонал центра управле­
ния мультисервисной сети принимает реш ение на замену оборудования или организацию 
новых каналов связи.
Таким образом, в системе управления мультисервисными сетями присутствуют три 
контура мониторинга и управления с разными масш табами времени. В первом контуре 
(масштаб -  десятки секунд) вся работа целиком ложится на динамические протоколы 
марш рутизации. М арш рутизаторы периодически (при использовании RIPv2 -  раз в 30 
сек., при OSPF -  10 сек) контролируют состояние каналов к своим соседям. Если какой-то 
из каналов пропал, то марш рутизаторы автоматически перестраивают свои марш рутные 
таблицы. Во втором контуре (масштаб -  минуты) автоматизированная система управле­
ния обеспечивает мониторинг объектов сети с периодами от 1 до 5 минут и уведомляет 
операторов деж урной смены об обнаруженных неполадках. Основная масса неисправно­
стей требует взаимодействия деж урной смены с техническими службами других операто­
ров. В зависимости от сложности неисправности время восстановления может быть от 15 
минут до нескольких часов. Третий контур (масштаб -  недели и месяцы) включает в себя 
сбор статистической информации о состоянии сети с помощ ью автоматической системы 
управления и действия персонала центра управления, такие как: общий анализ состояния 
сети, принятие реш ения на изменение отдельных участков сети, проектирование этих из­
менений и планирование работ по их реализации, в том числе по анализу структурной 
надежности по наложенной информационной сети.
В ы в о д ы .
1. В статье предложена методика вероятной организации системы автономного 
адаптивного управления и на ее основе может быть разработаны  алгоритмы и технология 
адаптивной обработки информации центра мониторинга и управления мультисервисной 
структурой NGN
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2. П редлож енные в статье методы и технологии адаптивной обработки информа­
ции могут быть использованы для нахождения оптимальных системотехнических и про­
граммно-аппаратных реш ений при разработке центра мониторинга и управления для 
инфокоммутационных систем регионального уровня, входящий в SoftSwitch сети NGN.
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LIKELIHOOD ORGANIZATION OF SYSTEMS OF ADAPTIVE MANAGEMENT 
OF MULTISERVICE SYSTEM
Scientific and technical materials on the organization of system of 
adaptive management by multiservice system on principles of the likelih­
ood organization are stated.
Key words: likelihood organization of system of adaptive manage­
ment, multiservice network NGN, softswich, center of the organization of 
management of operability of a network, adaptive algorithms.
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