where t., ,tg f ... ,t n e T, t.,< t g <... <t Q , x ± ,x ± ,...,3^ e 3E , 12 n be the transition probabilities of the process X.
We assume that the process X satisfies the conditions:
1°.
(1) and the convergence ia uniform with respect to t" ,, x. , hi-3°. The function q is continuous with respect to t -j, irom (1) it follows that n n-i nJ and the convergence is uniform with respect to x->, x n-1 L nJ i.e. the process X satisfies the continuity condition.
Prom (2) it follows that (4) lim follows that t n -n" 1 t n " t n-1 n n-1 = '(^^Kl) and the convergence is uniform with respect to Vv^'K}'
In [1] the definition of a discrete stochastic process was given and some properties of this process were considered, k Let us consider a stochastic process Y = X^, where are independent stochastic process satisfying jitions 2° -3°. Denote by i = { y^,y 2 
The main result of this paper is given in the following theorem. 
is uniformly convergent with respect to t Q , then process Y is a discrete stochastic process.
Proof. First we shall show that process Y satisfies condition 1°. Mote that where l n « (l 1 ,l 2 ,...,l n ).
Since the processes X.j ,X 2 ,... are independent we oan write (5) in the form To simplify the notations, in the sequel we shall write 12 12 instead of 12 , 12 , B n» B n-1 r 11'"*» r k-1,n r 11 * * ' r k-1 ,n-1 respectively.
It follows from the assumption c) of the theorem that series (6) is uniformly convergent with respect to t fl . Therefore we can pass in (6) to the limit under the sum sign as t n -»t n _ 1 . Taking into account (1) we have
The convergence in (7) is uniform with respect to r1 n_i»***» r k-1,n-1 ,r 1n'* * * ,r k-1,n* 
2°.

Let as consider two cases:
In the case a) we have = In) -MlJ^n-I^V.) = n n-1
Talcing into aocount the assumption c) of the theorem we can write (9) in the form It follows from (1) and (2) 
wtov r ta = -r ln r k-1,n-T Taking into account the assumption c) of the theorem (1) and (2) Consider the process Y = X^ + X g . It is possible to show that Y is not Markov process.
We shall now to find the intensity function of the process Y. Taking into account (14'), (15) and (16) 
