In recognition memory, a classic finding is that receiver operating characteristics (ROCs) are curvilinear. This has been taken to support the fundamental assumptions of signal detection theory (SDT) over discrete-state models such as the double high-threshold model (2HTM), which predicts linear ROCs. Recently, however, Bröder and Schütz (2009) challenged this argument by noting that most of the data on which support for SDT is based have involved confidence ratings. The authors argued that certain types of rating scale usage may result in curved ROCs even if the generating process is thresholded in nature. From this point of view, only ROCs constructed via experimental bias manipulations are useful for discriminating between the models. Bröder and Schütz conducted a meta-analysis and new experiments that compared SDT and the 2HTM using binary (yes-no) ROCs and found that many of these functions were linear, supporting 2HTM over SDT. We examine all the data reported by Bröder and Schütz, noting important limitations in their methodology, analyses, and conclusions. We report a new meta-analysis and 2 new experiments to examine the issue more closely while avoiding the limitations of Bröder and Schütz's study. These new data indicate that binary ROCs are curved in recognition, consistent with previous findings in perception and reasoning. Our results support classic arguments in favor of SDT and indicate that curvature in ratings ROCs is not task specific. We recommend the ratings procedure and suggest that analyses based on threshold models be treated with caution.
The item recognition task is an important and widely used technique for investigating the operation of decision-making processes in human memory. In general, item recognition involves presentation of words to be studied followed by a test containing previously studied (old, or target) words as well as unstudied (new, or lure) words. The subject's task is to make an old-new decision for each test item. Correct responses to old items are called hits, and correct responses to new items are called correct rejections; incorrect responses to old items and new items are called misses and false alarms, respectively.
Performance on recognition tests is often assessed via the hit rate (H) and false-alarm rate (F). Unfortunately, these statistics confound the subject's overall willingness to make an "old" response (i.e., the subject's response bias) with his or her ability to discriminate between old and new items (i.e., the subject's sensitivity). For this reason, analyses of recognition data have often relied on quantitative models that attempt to provide independent assessments of both sensitivity and bias. Importantly, the validity of the parameters these models provide is directly related to the validity of their processing assumptions. In other words, an evaluation of the validity of model-based measurement indices implicitly entails an evaluation of processing assumptions, and vice versa.
Contemporary modeling efforts in recognition are often situated in the framework provided by signal detection theory (SDT; Green & Swets, 1966; Macmillan & Creelman, 2005) . SDT assumes that responses in recognition experiments operate on a continuously distributed memory strength variable. This basic assumption is disputed by proponents of threshold models of memory, examples of which are found in the multinomial processing tree (MPT; Batchelder & Riefer, 1999; Krantz, 1969) framework. Threshold models of item recognition do not reflect the assessment of a graded strength variable, but rather entry into one of a small number of discrete mental states. Historically, the assumptions of SDT and threshold models have been evaluated with receiver operating characteristics (ROCs), which plot hits against false alarms as a function of response bias, with sensitivity held constant. As we detail below, ROCs generated with SDT are curved, whereas those generated from threshold models of old-new and other binary decisions are linear. Because ROCs collected in recognition have most often been shown to be curvilinear, many researchers have embraced the SDT framework and its implications for the processes underlying recognition judgments (Macmillan & Creelman, 2005; Swets, 1986a Swets, , 1986b Wixted, 2007) .
Recently, challenged this longstanding argument in favor of SDT. The authors noted that much of the ROC data cited to support SDT have been obtained via a confidence rating procedure. As noted previously (e.g., Malmberg, 2002) , tendencies to avoid extreme ratings may potentially introduce curvature, even if the generating process is thresholded rather than graded. Bröder and Schütz reported a meta-analysis and new data comparing the fit of a threshold model and SDT to ROCs constructed with yes-no data from conditions differing in response bias, rather than the typical ratings data. They found that neither model was consistently favored, although in some cases a better fit was obtained with the threshold model. The authors concluded that "ROCs based on bias manipulations do not speak against threshold models. Rather, the 2HTM [double high-threshold model] tends to fit data better than SDT in bias manipulation experiments" (p. 600) .
In what follows, we will dispute the claims advanced by . We begin with an introduction to SDT and threshold models, highlighting their processing assumptions and predictions for ROC data. We then review the arguments advanced by Bröder and Schütz in favor of threshold models, focusing on what we think are the limitations of their analyses, methodology, and conclusions. We will demonstrate, using existing data and two new experiments, that ROCs are typically curved in the areas of memory and perception, regardless of whether a binary or ratings procedure is used. Our results support the argument previously marshaled in favor of SDT and suggest that threshold models should be treated with extreme caution in analyses of recognition data. We recommend the use of the ratings procedure for collecting ROCs, as it provides a valid and efficient method of assessing the independent contributions of sensitivity and bias.
Signal Detection and Threshold Models
One influential class of models for recognition is based on SDT (Green & Swets, 1966; Macmillan & Creelman, 2005) . The most basic, one-dimensional model provides a convenient starting point for understanding SDT; it is illustrated in Figure 1A . In SDT, subjects are assumed to operate on the basis of a continuously distributed "memory strength" (or "familiarity") variable. Items that have been recently studied are assumed to have higher mean activation in memory than new items and thus higher average strength. More specifically, SDT assumes that the strength of new items is normally distributed with mean n and standard deviation n (these are usually set to 0 and 1, without loss of generality) and that the strength of old items is normally distributed with mean o and standard deviation o , where o Ͼ n . Subjects are assumed to make a given old-new decision by comparing the strength of the test item to a yes-no criterion c x . If the strength of the item exceeds the criterion, the subject makes an "old" response, otherwise the subject makes a "new" response. As illustrated in the figure, the area under the old item distribution to the right of the criterion corresponds to the hit rate, and the area under the new item distribution to the right of the criterion corresponds to the falsealarm rate. Misses and correct rejections correspond to the areas under the old and new distributions to the left of the criterion in Figure 1 .
Sensitivity is often measured in the simplified SDT model with dЈ, which estimates the distance between the means of the old and new distributions in units of a common standard deviation:
Importantly, dЈ provides a valid measure of accuracy (i.e., it is independent of response bias) only if the strengths of the old and new items are normally distributed and of equal variance.
A variety of response bias measures exist in the SDT framework (see Macmillan & Creelman, 2005 , for discussion), but the measures most often encountered involve transformations of c, the criterion placement parameter. Criterion placement defines bias relative to the point at which the error rates to targets and lures are equated. For the equal-variance distributions in Figure 1 , that point occurs at the intersection of the distributions; by this definition an unbiased subject produces c ϭ 0. Liberal biases maximize hits (at the cost of an inflated false-alarm rate) and produce negative values of c, whereas conservative biases minimize false alarms (at the cost of a reduced hit rate) and produce positive values of c:
Binary ROC curves can be generated with SDT by setting a constant value of dЈ and varying the position of a single old-new criterion across several levels. For above-chance performance, this procedure yields a curved ROC like the one in Figure 1B . More conservative responding implies a rightward criterion position on the strength axis in Figure 1 and operating points in the vicinity of the origin in ROC space. More liberal responding implies a more leftward criterion and operating points that fall toward the upper right corner of ROC space. Repeating this procedure with higher (or lower) levels of sensitivity produces ROCs falling higher (or lower) in the space. Chance performance (dЈ ϭ 0) yields points along the major diagonal. ROCs are commonly generated with confidence ratings instead of a bias manipulation. In this procedure, subjects are asked to follow each old-new decision with a rating on a scale of, for example, 1 to 6 where 1 corresponds to sure old and 6 corresponds to sure new. Empirical ROCs are plotted from ratings by cumulating H and F across the levels of confidence. For instance, the leftmost point on a ratings ROC would correspond to the (F, H) pair at the most stringent "old" rating ("sure old"). The next (F, H) pair is obtained by adding the response proportions with a rating of 2 to the corresponding proportions with a rating of 1, the third point is obtained by summing the proportions from 1 to 3, and so on. Cumulating in this way necessarily results in a sixth point that falls at (1, 1). SDT can be applied to ratings data by assuming that the subject holds several confidence criteria simultaneously, in addition to the old-new criterion shown in Figure 1 . In this way, the strength axis can be partitioned into the six response categories via a set of five criteria positioned at different points on the strength axis. The areas under the old and new distributions that fall within each of these categories correspond to the observed ratings-contingent response proportions and can be cumulated and plotted analogously.
Empirical ROC data can be used to evaluate the assumptions of a given SDT model, regardless of whether the data were collected from confidence ratings or yes-no decisions at different levels of bias. For example, the assumption of equal variance implies an ROC that is symmetric about the minor diagonal. For ROCs plotted on z coordinates (by applying an inverse Gaussian transform to H and F), this implies a straight line with unit slope. If the ROC is asymmetric (implying a zROC with nonunit slope), then the equal-variance model and its parameters are no longer valid. Use of the measures implied by equal-variance SDT in this case may greatly elevate the risk of falsely declaring two conditions to differ in sensitivity (Rotello, Masson, & Verde, 2008) . As zROC slopes less than 1 are commonly observed in the recognition memory literature (Glanzer, Kim, Hilford, & Adams, 1999; Heathcote, 2003; Ratcliff, Sheu, & Gronlund, 1992; Ratcliff, McKoon, & Tindall, 1994) , the unequal-variance SDT model is often applied. Sensitivity in the unequal variance model can be measured in units of either the old (dЈ 2 ) or new (dЈ 1 ) distribution, where n may be set to 1 and n to 0 without loss of generality. Alternatively, one can substitute the measures d a and c a for dЈ and c, respectively. These measures are also distances but in units of the root-mean-square of the two standard deviations ( n ϭ 1; 1/ o ϭ s, the zROC slope; see Macmillan & Creelman, 2005 , for derivation):
Violation of the normality assumption of SDT indicates that the basic processing assumptions of the model may be in error. One possibility is that these basic assumptions still hold but some approximation to normality is necessary (Luce, 1959) . Another possibility is that processing does not output a continuously distributed value at all but instead results in a discrete mental state. In this case, rectangular distributions (or any other distributions that yield exactly three likelihood ratios) may provide a more appropriate method of generating ROC data. Models that make this discrete-state assumption are referred to as threshold models (Egan, 1958; Krantz, 1969) . Recently, a variety of threshold models of recognition memory have been implemented as MPT models (e.g., Batchelder & Riefer, 1990 Bayen, Murnane, & Erdfelder, 1996; Bröder & Meiser, 2007; Klauer, Musch, & Naumer, 2000) .
On the basic assumptions of these particular MPT models, consider the double high-threshold variant diagrammed in Figure  2A . According to this model, a subject presented with an old item enters a "detect" state with probability p o ; this state always yields a correct "old" response. With probability 1 Ϫ p o , the subject enters a nondetect state in which no information regarding the actual old-new status of the item is available. In that case, the subject must guess whether the item is old or new Analogously, a subject presented with a new item correctly detects the item's status with probability p n and fails to do so with probability 1 Ϫ p n , in which case responding is again governed by the guessing parameter b. In this model, the hit rate is the sum of all branches that begin with studied items and end in an "old" response:
Analogously, the false-alarm rate is F ϭ (1 Ϫ p n )b. The assumption in the 2HTM of three discrete mental states (detect old, detect new, and nondetect) implies a linear ROC with y and upper x intercepts equal to p o and 1 Ϫ p n , respectively. Points along the ROC differ in the value of the guessing parameter, b, as indicated in Figure 2B . The slope of this line will equal 1 only when p o ϭ p n ϭ p; in this case, response bias is equal to F/(1 Ϫ H ϩ F), and a simple measure of sensitivity, p, can be obtained by subtracting the false-alarm rate from the hit rate (Snodgrass & Corwin, 1988 , labeled this measure P r ). When the ROC data do not imply a straight line with unit slope, H-F is confounded with response bias.
Not all threshold models necessarily imply linear ROCs, however. For instance, Malmberg (2002) has shown that threshold models that allow the detect states to result in any level of confidence can produce curved ROCs similar to those predicted by SDT. Relatedly, Kellen (2010, 2011) have proposed an extension of the basic 2HTM that extends the branches from the detect states by the parameters s h , s m , and s l (see Figure 3) . These parameters estimate the probability with which a subject in a detect state chooses either the high-, middle-, or low-confidence rating response for the 6-point ratings case. The s parameters were included solely on the basis of claims that curvature in ratings ROCs may be due to inter-and/or intrasubject variability in scale usage . We now turn to the data that provided the empirical motivation for this assumption.
Bröder and Schü tz (2009): Evaluating SDT and Threshold Models With ROCs
Although research in recognition memory has usually confirmed the ROC predictions of the SDT model, finding the ratings functions to be curved (see Wixted, 2007) , this classic argument in favor of SDT has been challenged on methodological grounds Malmberg, 2002) . As pointed out by , much of the data on which ROC predictions have been tested have involved only the ratings procedure. Echoing Malmberg (2002; see also Erdfelder & Buchner, 1998; Krantz, 1969) , the authors noted that the 2HTM produces strictly linear confidence-based ROCs only to the extent that detect states always result in the most extreme confidence ratings corresponding to those states ("sure old" or "sure new"). As subjects sometimes avoid the extremes of the rating scale in other kinds of ratings tasks (e.g., Schwarz, Knäuper, Hippler, Noelle-Neumann, & Clark, 1991) , it is possible that the prevalence of curved ROC data in recognition is due to the ratings method by which they are typically collected. Binary ROCs are free of this criticism, however, and the 2HTM clearly predicts them to be linear.
Although binary ROCs are less frequently encountered in recognition than the ratings variety, Schütz (2009, 2011) 1 identified 62 such data sets in the literature. They fit those data with both the SDT model and the 2HTM shown in Figure 2 . The authors reported that in 24 of those 62 cases, the 2HTM outperformed the SDT model in G 2 (the models use the same number of parameters), which is not significant by a sign test. Further, both models were rejected at a fairly low rate (13 times for the MPT, eight for SDT) according to both conventional G 2 criteria and a compromise criterion (appropriate for large samples) that equates the probabilities of Type I and Type II errors. The authors argued that although the results did not clearly favor either model, there was a good deal of variability in the fit of both models, due perhaps to the inclusion of data sets varying widely in procedural details.
To assess more clearly the fit of the 2HTM and SDT model to binary recognition ROCs, conducted three experiments that varied the proportion of old items at test across five levels, yielding 5-point binary ROCs. In their Experiment 1, subjects studied and were tested on single words, and were randomly assigned to groups that received a target base rate of 10%, 30%, 50%, 70%, or 90% (the remaining test probes were lures). Both models fit the resulting data well, but the 2HTM performed slightly better in G 2 . The authors also fit the models to three subgroups differing in overall memory performance. In this analysis, Bröder and Schütz reported that the 2HTM consistently outperformed the SDT model. In their Experiment 2, subjects studied and were tested on black-and-white line drawings taken from Snodgrass and Vanderwart (1980) and Szekely et al. (2004) . As in Experiment 1, there were five groups of subjects, each tested on a different proportion of target items. The results for this experiment showed the SDT model was rejected in the aggregate fit, though the 2HTM was not. The 2HTM performed better than the SDT model on each of the three subgroups differing in overall accuracy. Experiment 3 repeated Experiment 2 but used a withinsubjects design. According to Bröder and Schütz, a within-subjects manipulation of bias should reduce the probability of true differences in memory performance across conditions, which could distort the ROCs and possibly affect the modeling results. The authors found that contrary to the results of their second experiment, both models fit the data well, though the 2HTM showed an advantage in G 2 . In the subgroup analysis, the SDT model outperformed the 2HTM for the low accuracy group. concluded that ROCs constructed via confidence ratings are not useful in discriminating between the SDT model and the 2HTM and that analyses of binary ROC data tend to support the 2HTM rather than SDT. In what follows, we will take issue with these conclusions. We begin by discussing the shortcomings of the study by Bröder and Schütz.
Limitations of Bröder and Schü tz (2009)
The first argument advance against SDT is based on a meta-analysis of 62 data sets. This analysis did not clearly favor the SDT model, contrary to typical results for ratings-based ROCs. However, 43 of the 62 cases included in their meta-analysis varied response bias over only two levels. To fit those 2-point ROCs, Bröder and Schütz had to impose the restrictions of equal variance in the SDT model and of p o ϭ p n in the 2HTM; misfits of either model may simply reflect asymmetry in the ROCs, because 2-point ROCs can in most cases be fit by unconstrained functions whether curved or linear. The remaining 19 data sets consisted of 3-and 5-point ROCs that are more useful in discriminating between the models. As can be seen in Table 1 , the results for these data are strikingly at odds with Bröder and Schütz's conclusions: The SDT model outperforms the 2HTM in 15 out of 19 cases. This result is significant according to a sign test even if the control data from Henriques, Glowacki, and Davidson (1966) are excluded because the two G 2 values are essentially tied. According the compromise-G 2 criterion, the 2HTM was rejected seven times, and the SDT model was rejected three times. The overall fit of each model can also be evaluated by summing G 2 and the corresponding degrees of freedom for each model. This analysis reveals a better overall fit for the SDT model (G total 2 ϭ 271.61 for SDT vs. 548.50 for 2HTM). These results indicate that the first argument against SDT advanced by Bröder and Schütz is a consequence of their inclusion of uninformative 2-point ROC data. When ROC data that can discriminate between the models are considered separately, the results are better described by SDT than the 2HTM.
Nonetheless, it is clear that these results include four cases in which the fit of the 2HTM is exceedingly poor (see Table 1 ). Although it may be appropriate to exclude these cases on the grounds that they stem from only two studies (Ratcliff et al., 1992; Van Zandt, 2000) , the sample size is small to begin with. These cases constitute 21% of the useful data in the meta-analysis. Second, these four cases are all adequately fit by SDT, so that exclusion could be construed as a biased selection of the data. Third, of the results included in meta-analysis, the data reported by Ratcliff et al. (1992) and Van Zandt (2000) are unique in that they include a relatively large number of observations per subject. The Van Zandt study is also the only study conducted and analyzed at the individual-subject level (though Bröder and Schütz only fit the group data).
2 These aspects of the two studies make them perhaps the best suited for exploring differences in model fit, as binomial variability in the operating points is likely to be minimized relative to most of the other studies in the analysis. Finally, even if these four cases are excluded, the remaining data still favor SDT in 11 of 15 cases, which is significant according to a sign test.
The limitations inherent in metaanalysis underscore the need for additional, and more diagnostic, data. Fortunately, such data can be found in the studies of signal detection and recognition conducted by researchers in perception, where many of the claims against the existence of sensory thresholds were first advanced. In those studies, binary ROC data were often found to be curved, as predicted by SDT (e.g., Creelman & Donaldson, 1968; Egan, Schulman, & Greenberg, 1959; Green & Swets, 1966; Emmerich, 1968; Swets, Tanner, & Birdsall, 1961; Tanner, Haller, & Atkinson, 1967) . These data are particularly noteworthy because the analyses were carried out at the individualsubject level, thereby avoiding problems inherent in analyses of aggregated data (Estes, 1956; Pratte, Rouder, & Morey, 2010) . The study by Egan et al. (1959) , for instance, compared binary and ratings ROCs within subjects and found that both types of data were consistent with SDT. Moreover, both the binary and ratings tasks produced very similar parameter values for each of their subjects.
None of these perception studies reported the fit of the 2HTM, however, and none of them were included in meta-analysis. We provide the fit statistics, as well as those of the SDT model, in Table 2 (see also Figure 4 ). As can be seen in the table, the results are quite clear: In 46 of the 54 cases (i.e., 85% of the time), the SDT model fit the data better in terms of G 2 , and one of the remaining cases was a tie. Moreover, when G 2 and its corresponding degrees of freedom for each model are summed, the results indicate a better overall fit for SDT (305.02 vs. 848.17). Finally, the 2HTM was rejected 14 times, 11 of which were significant according to both the standard and compromise-power criteria used by Bröder and Schütz. In contrast, the SDT model was rejected eight times according to the conventional analysis but only three times in the compromise analysis. These rejections 2 We fit her individual-subject data. All five subjects' ROCs were better fit by the SDT model than the MPT model. In addition, the SDT model provided a good fit to each subject's data, maximum G 2 (3) ϭ 4.72, ns, whereas the MPT model was rejected for three subjects, minimum G 2 (3) ϭ 16.26, p Ͻ .01, and was marginally significant for another, G 2 (3) ϭ 6.85, p ϭ .08. The multinomial processing tree model adapted from Kellen (2010, 2011) .
include a small number of particularly poor fits for SDT. Importantly, these fit statistics do not appear to stem from any systematic failure to describe the data, but rather the wide variability in certain data sets collected across multiple sessions. For example, Egan et al.'s (1959) subjects participated in nine experimental sessions, making thousands of judgments on the same auditory signal; it would not be unreasonable to assume that their attention, and consequent performance, might vary somewhat across those sessions. An example subject's data from that study are shown in Figure 5 (this subject is also flagged in Figure 4) ; it shows systematic curvature in both the ratings and binary ROCs but also some noise. Taken together, these results provide strong support for the SDT model and indicate that curvature in the ratings data is unlikely to be a result of variation in scale usage.
Regarding the perception literature, Bröder and Schütz (2009) argued that they "see no a priori reason why the perceptual detection of simple stimuli should necessarily follow the same laws or include similar processes as the recognition of more or less complex stimuli involving the retrieval of an episodic memory" (p. 599). We feel that this statement is somewhat at odds with classic (Egan, 1958) and more recent findings alike, which indicate that similar perceptual mechanisms may form the bedrock of performance in a wide range of tasks. For instance, Heit and Hayes (2011) have documented a striking correspondence between inductive reasoning and recognition performance, which can be successfully modeled by assuming a common perceptual generalization mechanism. This basic contention is further supported by recent results from Dube, Rotello, and Heit (2011) in which the SDT model fit binary reasoning ROCs better than the 2HTM. We feel that such commonalities should not be downplayed, as they may help to forward the systematization of diverse phenomena in experimental psychology (Sidman, 1960) .
The final argument provided against SDT is based on their three new experiments. As detailed above, however, only one of those experiments produced results that were not well described by SDT. That experiment (Experiment 2) used picture stimuli rather than the words used in Experiment 1. Picture stimuli are known to differ from verbal stimuli in terms of the coding operations that can be recruited during study (Paivio, 1971) . In relation to this, a recent study by Onyper, Zhang, and Howard (2010) demonstrated that ratings-based ROCs may be more linear for pictures than for words. These findings indicate that the results for two of the three experiments reported by Bröder and Schütz may simply be replications of an analogous finding for ratings data, which actually supports the notion that ratings and binary ROCs are similar in form. Unfortunately, Bröder and Schütz did not directly compare ratings-based and binary ROCs, so one cannot assess the extent to which their conclusions generalize beyond the specific tasks, stimuli, and/or procedures that were used.
Another concern about Bröder and Schütz's (2009) experiments is that they used a true base rate manipulation. There are two major consequences of this decision. First, the extreme bias conditions included very few test trials of one type (i.e., only six targets or six lures), which decreases the stability of the observed response rates. This could result in nonsystematic effects on the form of the ROC and could conceivably result in random fit results (e.g., a 50% rate for a given model in a sign test). Second, as the authors themselves noted, changes in the actual base rates of target items may also produce changes in accuracy (Balakrishnan, 1999; Markowitz & Swets, 1967) . Because ROCs hold accuracy constant across conditions, these effects violate the assumptions of both the 2HTM and the SDT model. Relatedly, there is evidence from studies in recognition as well as perception that the form of the ratings ROC Table 1 The Meta-Analysis From Schütz (2009, 2011) varies with actual base rates, which suggests changes in processing or response strategies and may also lead to changes in estimated accuracy across conditions (Mueller & Weidemann, 2008; Schulman & Greenberg, 1970; Treisman & Faulkner, 1984; Van Zandt, 2000) . Finally, the newer 5-point results reported by conflict with their own meta-analysis results, which, as we have shown, strongly support SDT. Although more emphasis should perhaps be placed on Bröder and Schütz's newer results, as their studies were specifically designed to compare the models, such discrepancies underscore the need for further experimentation.
Given the curved form of binary ROCs in the perception literature, as well as our specific concerns with Bröder and Schü tz's (2009) study, we find it difficult to agree with the conclusion that "ROCs based on bias manipulations do not speak against threshold models" (p. 600). Thus, we conducted two new experiments to address our concerns with Bröder and Schü tz's designs. One goal of our approach was to examine the generality of their experimental results by using a slightly different bias procedure. Although Bröder and Schü tz's bias manipulation has merit, we also see it as only one of a number of possible manipulations. For example, response bias can also be influenced with a payoff scheme (see, e.g., Table 2 ) by providing erroneous feedback after some responses (Han & Dobbins, 2008 or by misinforming subjects about the proportion of targets and lures on the test (e.g., Rotello, Hautus, & Macmillan, 2011; Rotello, Macmillan, Hicks, & Hautus, 2006) . Conclusions regarding the form of binary ROCs should generalize across these possible designs.
In our experiments, we manipulated the implied, rather than actual, base rate of studied items on the test (e.g., Rotello et al., 2006) . There is justification for this approach in the perception literature. Friedman, Carterette, Nakatani, and Ahumada (1968) compared performance in conditions in which the base rate of signal trials actually varied (25%, 50%, or 75%) with conditions in which 50% of trials contained signals but random feedback was Note. All data sets consist of binary receiver operating characteristics with at least 3 operating points, from individual subjects. Bold values correspond to the better fitting model. MPT ϭ multinomial processing tree; SDT ϭ signal detection theory. Figure 4A , for observations of G 2 Ͻ 10 for both models. MPT ϭ multinomial processing tree.
provided after either the signal trials only or the noise trials only. The random feedback implied to the subjects that 25% or 75% of the trials contained signals, and the resulting data were not significantly different from those actual base rate conditions. Similar, though more modest, effects were obtained in a memory task in which subjects were given false feedback following either false alarms or misses (Han & Dobbins, 2008 ).
There are several advantages of our design. Because the number of target and lure trials is held constant across the conditions, this design choice should reduce differences in estimated accuracy that stem from changes in binomial variability across the points on the ROC. In addition, the bias manipulation is carried out within subjects, which should also minimize differences in accuracy that stem from between-subjects variability in response strategies and/or random differences in accuracy across the experimental conditions. Following the perception literature, we also directly compared ratings and binary ROCs for both words and pictures using a within-subjects manipulation of response bias for both sets of stimuli. This approach allowed us to assess the claim that "the use of confidence ratings creates rather than reveals nonlinear ROCs" (Klauer & Kellen, 2011, p. 172) . Finally, we conducted model fits at both the group (Experiments 1-2) and individualsubject level (Experiment 2) to ensure against averaging artifacts (Estes, 1956; Pratte et al., 2010) .
Experiment 1
Experiment 1 was designed to compare the 2HTM and SDT model on ROC data obtained with both a binary response (Experiment 1A) and confidence ratings procedure (Experiment 1B). Subjects were presented with either words or picture stimuli of the sort used by . In Experiment 1A, the implied base rate of studied items varied across study-test blocks, providing a binary ROC, whereas in Experiment 1B confidence ratings were collected to produce a ratings ROC.
Method
Subjects. One hundred and twenty-four undergraduates at the University of Massachusetts Amherst participated; they received course credit in exchange for their participation. Seventy-five subjects participated in Experiment 1A; 49 participated in Experiment 1B.
Design. Experiment 1A used a 2 (within: old or new test item) ϫ 2 (between: picture or word stimuli) ϫ 5 (within: instructed "old" response rate: 15%, 30%, 50%, 70%, or 85%) mixed design. Each subject participated in five study-test cycles differing in the percentage of old items implied at test. The order of these cycles was counterbalanced across subjects with a 5 ϫ 5 Latin square. Each cycle involved presentation of 40 items at study and 80 items at test. Half the test items in each cycle were old (from that study cycle only), and half were new (never appearing on any other study or test list). Subjects were randomly assigned to study either pictures (N ϭ 39) or words (N ϭ 36).
In Experiment 1B used the same design and materials as Experiment 1A, but in place of the implied base rate manipulation, subjects were simply asked for a confidence rating following each "old" or "new" response. Thus, subjects in Experiment 1B participated in five study-test cycles. Subjects were randomly assigned to study either pictures (N ϭ 27) or words (N ϭ 22) .
Stimuli. The word stimuli used in Experiment 1 were 400 singular nouns taken from the MRC psycholinguistic database (Coltheart, 1981) . They were five to eight letters long and had an average written frequency of 37.7 (Kučera & Francis, 1967) . The items were assigned to the five study and test lists for each subject by randomly sampling five subsets of 80 items, without replacement, and randomly assigning 40 words from each subset to be studied in a given cycle and the other 40 to serve as lures for the same cycle. The picture stimuli for Experiment 1 were 400 black-andwhite line drawings taken from Snodgrass and Vanderwart (1980) and the International Picture Naming Database (Szekely et al., 2004) . All pictures were roughly 3 ϫ 3 in. (7.62 ϫ 7.62 cm) in size. Assignment of items to the cells of the design was accomplished in the same manner as assignment of word stimuli.
Procedure. All subjects were tested individually and seated approximately 2 ft (6.1 m) in front of a computer monitor. At the start of the first study-test cycle, subjects were informed that they would be shown several lists of words (or pictures) to study and that, following each list, their memory for the words (or pictures) in that list would be tested. Subjects were then advanced to the first study list. During the study phase, subjects were presented randomly with 40 items, one at a time, centered on the computer screen for 1 s each. Each study phase was followed by an item recognition test containing the 40 most recently studied items and 40 lures, randomly intermixed.
In Experiment 1A, the instructions for the recognition test varied within subjects, across five levels. Specifically, for a given test list, subjects were informed that they would be shown a mixture of previously studied and new items and that they would be required to indicate whether each item was previously studied ("old") or not ("new") . Following this, they were told, "For this test [at most, about, or at least] 50% of the [words or pictures] were on the study list, and we'd like you to try to respond 'old' about [15%, 30%, 50%, 70%, or 85%] of the time." The phrases at most and at least were used for target percentages below and above 50%, respectively; the phrase about was used when the target percentage was 50%. Subjects were also instructed that although they should respond according to the desired "old" response rate for that cycle, they should still try to be as accurate as possible. Following these instructions, the 80 test items were presented one at a time, in a random order in the center of the computer screen, with the response options "old" (F key) and "new" (J key) below each item. In order to help subjects monitor their response rates, feedback was given at six unpredictable points during the test (i.e., after 11, 13, or 16 trials; each interval was used twice and in a random order). The feedback simply restated the desired response rate and indicated the actual response rate for the most recent interval. Following termination of the first recognition test, subjects were informed that they could take a short break if desired and to advance to the next study-test cycle via keypress when ready. The next study-test cycle began with instructions similar to those of the initial cycle, but indicated that memory for items from the previous study and test lists would not be tested and no items seen in any of the previous cycles would be present in the current cycle. The procedure then repeated for the remaining cycles.
The procedure for Experiment 1B was similar but did not include any instructions or feedback relating to implied base rates. Instead, subjects were asked to make a confidence rating following each old-new response. Ratings were made on a scale of 1 to 3, where 1 indicated not at all confident, 2 indicated moderately confident, and 3 indicated very confident. Because the ratings ranged from low to high confidence for "old" and "new" responses, there was a total of six possible response categories in Experiment 1B. For the analyses to follow, these were subsequently recoded as ratings 1-6, ranging from high-confidence "old" to high-confidence "new" responses.
Results
Figure 6 plots the empirical ROCs for both the word (dots) and picture stimuli (diamonds). The 2HTM of Bröder and Schütz Lines were generated by the double high-threshold model, and curves were generated by signal detection theory (SDT). (B) Ratings ROCs for words and pictures. Curves were generated by SDT, and crosses were generated by the multinomial processing tree model for confidence ratings .
(2009) and the unequal-variance SDT model were fit to the ROC data by using Excel's Solver routine to minimize G 2 for each model. As both models used seven parameters to fit 10 independent observations for a given stimulus condition, these models were tested on 3 degrees of freedom and can be compared via G 2 . For the ratings data, however, the double high-threshold extension to confidence ratings advanced by was adopted (see Figure 3) . The 2HTM for ratings has a total of nine free parameters (the three s parameters must sum to 1, allowing only two to vary freely), two more than the SDT model for the same data. This 2HTM is capable of producing curved ROCs, based on the assumption of scale usage variability that is reflected in the inclusion of the s parameters . The resulting fit statistics and best fitting parameter values for the SDT model and the 2HTM can be found in Tables 3 and 4 . The fit of the SDT model and the extended 2HTM for ratings data, in terms of Akaike information criterion (AIC) and Bayesian information criterion (BIC), is displayed in Table 5 . The statistics AIC and BIC take into account the different number of parameters for the two models, by including a penalty for additional free parameters (smaller values of each statistic are preferred). Predicted ROC functions are displayed in Figure 6 for each model. Observed response frequencies are reported in Appendix A.
For the word condition in Experiment 1A, the binary ROC results plotted in Figure 6 indicate that the SDT model provides a better description of the data than the 2HTM. This observation is confirmed by the fit statistics: G 2 (3) is lower for the SDT model than for 2HTM (6.13 vs. 14.51). Further, although the value for SDT model indicates a good fit according to conventional levels of significance, the fit of the 2HTM indicates a significant departure from the observed data. These results suggest that contrary to the conclusions reached by , binary recognition ROCs are curved for word stimuli.
As can be seen in Figure 6 , the results for word stimuli are replicated in the confidence rating ROCs collected in Experiment 1B. Although both models depart significantly from the data in this case, a comparison with the compromise-power criterion advocated by indicates that neither model exceeds its respective criterion (26.73 for SDT, 22.67 for 2HTM). However, inspection of the data in Table 5 shows that although the models are more or less tied in AIC, the somewhat harsher penalty for free parameters in BIC yields a better fit for SDT.
The SDT model also indicates roughly similar parameter values for words across Experiments 1A and 1B, though the slope of the zROC is slightly lower for the ratings data (1/ o ϭ .86 vs. .72). Although the precise nature of this difference is unclear, it could indicate greater criterion variability in the ratings data, in which subjects may need to maintain several criteria simultaneously (Benjamin, Diaz, & Wee, 2009; Treisman & Faulkner, 1984 , 1985 . Alternatively, it may simply reflect the relatively wide standard error of zROC slopes (Macmillan, Rotello, & Miller, 2004) . The accuracy parameters of the 2HTM are not as stable as those for the SDT model, however. Whereas d a is similar for words regardless of the ROC type (1.83 for binary vs. 1.80 for ratings), p n differs greatly (.38 vs. .06), indicating a change in lure detection across response formats. This is important to note, because Klauer and Kellen (2011) have argued that "the stimulusstate mapping is [supposed to be] independent of response format," (p. 167).
The results for picture stimuli are not as clear-cut as those for words. For the binary ROCs of Experiment 1A, an apparent reversal can be seen in Figure 6 : Whereas the SDT model described the word data better than the 2HTM, the picture data appear to be linear and better fit by the 2HTM than by SDT. This observation is confirmed by the fit statistics: G 2 is lower for the 2HTM than for the SDT model (4.42 vs. 10.59). It is also clear that although the 2HTM provided a good fit to the data, the SDT model was rejected according to the conventional chi-square criterion. In the case of the ratings data from Experiment 1B, however, the results are similar to those obtained for words in both experiments: G 2 is lower for the SDT model than the 2HTM (16.23 vs. 34.19), and although the SDT model fits the data well, the 2HTM proposed by Klauer and Kellen is rejected even when the compromise-power criterion of 27.67 is applied. Perhaps not surprisingly, similar results are apparent in Table 5 : Both AIC and BIC are lower for the SDT model than for Klauer and Kellen's 2HTM.
Finally, we conducted an analysis of sensitivity as a function of bias condition to assess whether accuracy changes across the conditions. Note that this analysis entails a circular argument: In order to determine which accuracy statistics are most appropriate for our data, the validity of the models that provide them must be determined with ROC data . However, to determine which models are valid, we need to know which accuracy statistics are appropriate. Nonetheless, such an analysis could still be informative if, for example, several measures converge in the conclusions they suggest. We considered four such measures: dЈ, Pr ϭ (H-F), q ϭ (H-F)/(1 Ϫ F), and d a . Both dЈ and Pr assume symmetric ROCs, and zROCs with unit slope. This follows from the assumptions of equal variance in dЈ and equal old and new detection probabilities in the double highthreshold measure. In the event that the unit slope assumption is not met, both statistics confound sensitivity and bias. The q statistic is the accuracy measure implied by the one high-threshold model, which differs from the 2HTM in that lure detection is excluded. These statistics were computed for each subject in Experiment 1A. Separate analyses of variance were conducted to examine the effect of bias condition on sensitivity for each index (an alpha level of .05 was assumed for all analyses). Stimulus type (pictures vs. words) was included as a between-subjects factor. For d a , slope values for each subject were estimated with the values obtained in the group fits for pictures and words. 
Discussion
The results for word stimuli are clear: The binary ROCs are curved and similar in form to ROCs obtained with the ratings procedure. These data conflict with the results of Bröder and Schütz's (2009) Experiment 1, in which the 2HTM provided a numerically superior fit to the group data. This suggests that the results reported by Bröder and Schütz may have been affected by increased binomial variability at the endpoints of the ROCs and/or changes in accuracy across their between-subjects bias conditions. Our results showed a clear advantage for the SDT model, and are consistent with previous data obtained for perception and reasoning tasks that indicate binary ROCs are similar in form to ratings ROCs.
This conclusion may not extend to memory for pictures, however. We found that although the ratings data for pictures were consistent with the binary and ratings data for words, the binary data for pictures were best fit by the 2HTM. There are a number of potential explanations for this finding. First, it may indicate that fundamental differences in how words and pictures are processed may have repercussions for ROC data. In support of this, the well-known picture superiority effect (Nelson, Reed, & Walling, 1976) was obtained in the present experiment, with higher accuracy for pictures relative to words apparent in the ROC data and sensitivity parameters of both models. Perhaps the more consistent availability of verbal and image-based coding options assumed by dual-coding theory (Paivio, 1971) to explain the picture superiority effect may also explain the change in the form of the ROC. Unfortunately, even if a processing explanation can be offered in detail (see, e.g., Onyper et al., 2010) , it is unclear how encoding or retrieval processes could also interact with ratings to produce the curvature observed in Experiment 1B. This explanation could be augmented by the assumption that the ratings data produce taskspecific curvature for both stimulus classes but that the upshot of the processing difference for words and pictures is that such an effect will be revealed only for the latter. Unfortunately, this explanation lacks parsimony.
A second possibility is that the inconsistency for pictures across conditions is due to averaging artifacts that differ when the individual data exhibit binomial as opposed to multinomial variability (Jaeger, 2008) . Indeed, one weakness of the present results is that the data are too sparse to allow a convincing analysis of the ROCs for individual subjects. 5 This limitation means that the conclusions of Experiment 1 may be restricted to aggregate results that do not represent any given individual contributing to the sample (Estes, 1956; Sidman, 1960) . Of course, differences between binomial and multinomial variance still fail to explain the interaction between stimulus type and procedure.
Third, we cannot completely rule out the possibility of accuracy changes across the bias conditions in Experiment 1A. We took several steps to address this possibility: We used a within-subjects design and an implied (rather than actual) base rate manipulation, and we also conducted accuracy analyses that converged on the conclusion that there are no changes across conditions. Nonetheless, it is still possible that subjects systematically applied different strategies when signal trials were assumed to be relatively few (or great) in number. Given the much higher accuracy overall for pictures relative to words, such strategic adaptation to the conditions may have also been more successful for pictures. Note that this is consistent with the finding of higher d a for the pictures in the .15 condition than in the .50 condition and no effects of condition for words.
Finally, the operating points for picture data in Experiment 1A are clustered closely together. Dube et al. (2011) reported model recovery simulations for the SDT model and the 2HTM that showed it is difficult to recover the model that actually generated the data when the operating points are tightly spaced. This indicates that curvature may be difficult to detect when (a) the data exhibit binomial variability and (b) bias does not vary widely across conditions. Experiment 2 was conducted to address these concerns.
Experiment 2
The goal of Experiment 2 was to examine more closely ROC data for pictures while addressing our concerns regarding Experiment 1. Specifically, we used a within-subjects manipulation of implied base rates with a larger set of stimuli to allow modeling at 5 We did, however, conduct an analysis of low-, medium-, and highaccuracy subgroups, as in . The results were in accordance with the group data in showing a consistently better description of the word data by the SDT model but a better description of the picture data in two out of three cases by the 2HTM. both the individual and group levels. We also decreased the presentation duration at study to reduce memory accuracy. We expected that this might increase subjects' willingness to respond to the bias manipulation, as fewer items would be likely to be remembered with high confidence. If the manipulation is successful, the spread of the operating points should facilitate model selection. Finally, we expected subjects would be less able to apply different strategies across conditions in this experiment than in Experiment 1, because the memory demands were greater.
Method
Subjects. Twenty-four psychology students at the University of Massachusetts Amherst participated. Subjects received course credit or a modest payment for their participation.
Design. Experiment 2 used a 2 (old or new test item) ϫ 5 (instructed "old" response rate: 15%, 30%, 50%, 70%, 85%) within-subjects design. All subjects were presented with picture stimuli only. Each subject participated in five study-test cycles differing in the percentage of old items implied at test; the order of these cycles was counterbalanced across subjects with a 5 ϫ 5 Latin square.
Stimuli. The stimuli for Experiment 2 were 770 black-andwhite line drawings. These stimuli included those used in Experiment 1 as well as additional black-and-white line drawings taken from Cycowicz, Friedman, Rothstein, and Snodgrass (1997) and Bonin, Peereman, Malardier, Méot, and Chalard (2003) . The items were assigned to five study and test lists for each subject by randomly sampling five subsets of 154 items, without replacement, and randomly assigning half of each subset of 154 to the target set for a given cycle and the other half to the lure set for the same cycle.
Procedure. The procedure was the same as that of the picture condition in Experiment 1A but included more items per studytest cycle (i.e., 154 rather than 80) and a shorter presentation duration at study (0.5 s per item rather than 1 s) and used 11 (rather than six) feedback intervals. The intervals varied randomly across 11, 14, and 17 trials where the intervals 11 and 17 were used four times and the interval 14 was used three times.
Results
Each subject's observed and predicted ROCs are plotted in Figure 7 , and the group data are plotted in Figure 8 . The corresponding fit statistics and parameter values for the group data can be found in Tables 3 and 4 , and those for individual subjects can be found in Table 6 . Observed response frequencies are reported in Appendix B.
With the data for individual subjects, it can be seen in Figure 7 that most subjects are better fit by the SDT model than by the 2HTM. 6 This observation is confirmed in a comparison of G 2 values, displayed in Table 6 : In 18 out of 24 cases, the SDT model outperforms the 2HTM. We consider the model fits for Subject 10 to be effectively a tie, so 17 of the 23 differences favor SDT, which is significant by a sign test at the .05 level. The magnitude of the difference in fit is also significant, even with all 24 subjects included, t(23) ϭ 2.28, p Ͻ .05. Further, when the G 2 values and their corresponding degrees of freedom are summed for each model, the results indicate rejection for the 2HTM according to both the standard criterion, G 2 (30) ϭ 170.28, p Ͻ .001, and the compromise criterion of 140.21 (using w ϭ .1, consistent with . The fit of the SDT model is significant according to the standard analysis, G 2 (30) ϭ 127.94, p Ͻ .001. Given the fairly large number of observations contributing to the G 2 statistic in this analysis (N ϭ 18,480), the result is unsurprising. However, this deviation for SDT is not significant in the compromise analysis. Note. The double high-threshold model for ratings includes two free parameters for scale usage (s h , s m ) and a third parameter s l ϭ 1 Ϫ (s h ϩ s m ). Thus, the degrees of freedom for the double high-threshold model extended to ratings are 1; for the other models and conditions they are 3. ROC ϭ receiver operating characteristic. 
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False Alarm Rate Hit Rate Figure 7 . Observed and predicted binary receiver operating characteristics for Experiment 2, from individualsubject data. Observed data are shown as circles. Lines were generated with the double high-threshold model, and curves were generated with signal detection theory (SDT). Subjects who were best described by SDT are labeled with an asterisk.
For the aggregate analysis, the data in Figure 8 appear to accord quite well with the predictions of the SDT model, exhibiting the asymmetrical and curvilinear shape so often observed for ratings data. The apparent difference in fit is confirmed in G 2 , reported in Tables 3 and 4 , which indicates an excellent fit for the SDT model, G 2 (3) ϭ 0.63, p ϭ .89, but rejection for the 2HTM according to the standard analysis, G 2 (3) ϭ 16.00, p Ͻ .01. Finally, we conducted tests to evaluate whether accuracy can be assumed to be constant across the bias conditions of Experiment 2. As we noted regarding Experiment 1, accuracy analyses of the sort reported by entail somewhat problematic reasoning. That is, in order to decide which sensitivity statistics are appropriate for recognition data, the models corresponding to those statistics must be assessed with valid ROCs. However, to ensure that the ROCs are in fact valid (i.e., only response bias varies), one must know what statistics to use to compare accuracy across the conditions. Thus, results from such an analysis may merely add superfluous and possibly misleading information. All the same, we find that the results in this case are informative as to the consequences of violated measurement assumptions, consequences that we have tried to illuminate (Dougal & Rotello, 2007; Dube, Rotello, & Heit, 2010; Dube et al., 2011; Rotello et al., 2008; Verde & Rotello, 2003) .
As in Experiment 1, we considered four measures: dЈ, Pr, q, and d a . These statistics were computed for each subject in Experiment 2 and were used as dependent measures in separate repeatedmeasures analyses of variance on the condition factor. Unlike in Experiment 1, the individual fits in the present experiment allowed us to use the individual slope estimates in computing d a . The results (significant main effects and paired comparisons) are displayed in Table 7 .
In short, we found significant effects of condition in every measure except d a . It can be seen that the two measures that assume an equal-variance model (Pr and dЈ) show accuracy steadily decreasing across the five conditions (i.e., from the .15 to .85 condition). This is because the observed slopes were nearly all less than 1, violating an assumption of both measures (see Rotello Figure 8 . Observed and predicted binary receiver operating characteristics for Experiment 2, from group data. Observed data are shown as circles.
The line was generated with the double high-threshold model, and the curve was generated with signal detection theory. , 2008) . For q, which is a threshold statistic that allows slopes to be less than 1, we see the opposite pattern: Estimated accuracy steadily increases across the bias conditions. Unfortunately, this statistic makes the assumption that (a) the ROC is linear and (b) there is no lure detection (i.e., p n ϭ 0). Even if we assume for a moment that the ROCs are in fact linear, there is no justification even from the standpoint of a threshold framework that p n ϭ 0 (see Table 6 ). Our results show that the unequal-variance SDT model provided the best description of the individual and group data in Experiment 2, indicating that the ROCs are curved and have slopes less than 1 and that accuracy does not differ across the bias conditions. Thus the most appropriate statistic for these data is d a . The results obtained with the other measures serve to illustrate the measurement issue we have documented in previous work (Dube et al., 2010 (Dube et al., , 2011 Rotello et al., 2008) . That is, we have a situation in which there is only one accuracy statistic under consideration that is justified by the data. When statistics other than that measure are adopted, Type I errors result. Perhaps the clearest indication of this is the fact that the measures that were not justified by the data suggested opposing conclusions.
Discussion
Taken together, the results of Experiment 2 suggest that binary ROCs are curved for pictures. The results for the group analysis also hold at the individual-subject level: Most subjects' ROCs were better described by the SDT model. This suggests, at the very least, that the interaction reported in Experiment 1 was not due to curvature that was introduced by the ratings design and that it may in fact have been influenced by the close clustering of the operating points in the binary picture condition. Dube et al. (2011) showed previously that model selection is difficult when the operating points are clustered in this way.
The present experiment attempted to improve the design and analyses of Experiment 1 in order to address several of our previous concerns. More observations were included per studytest cycle, and presentation duration at study was reduced by half. This should have reduced the possibility of the kind of strategic adaptation postulated for Experiment 1A by weakening memory, which was previously associated with near-ceiling performance levels. Also, these changes appear to have successfully increased the effectiveness of the bias manipulation over that of the picture condition in Experiment 1A: Most of the plots in Figure 7 show a good separation of the operating points, so that the model selection issues highlighted by Dube et al. (2011) do not apply in the present case as they may have previously. Finally, the greater number of observations in the present study allowed us to avoid the problems inherent in averaging over subjects by producing more stable individual-subject data and allowing analyses at both the group and individual-subject level.
The results of Experiment 2 conflict with those of Bröder and Schütz's (2009) Experiment 3, which also used a within-subjects design and picture stimuli. There are a number of limitations to Bröder and Schütz's study, however, that we have attempted to avoid in the present case. First, although the authors reported individual fits for Experiment 3, those data were unstable, as noted by the authors themselves. Given the noise in those data, it is perhaps not surprising that the two models fit about equally well; no clear conclusion about the form of the individual-subject ROCs emerged. Thus it is still unclear whether Bröder and Schütz's group results may have been influenced by distortions from averaging over unstable individual ROCs. Another difference between our experiment and their Experiment 3 is that whereas their study used an actual base rate manipulation, ours used an implied base rate manipulation. By manipulating implied base rates, we have avoided the possibility of increased variability at the endpoints of the ROCs that could have occurred due to the small number of old or new trials per subject in the extreme conditions of Bröder and Schütz's experiment. It is also unclear whether implied base rate manipulations are prone to changes in accuracy or underlying ROC slope, 7 as may be the case with actual base rate manipulations. Finally, in their Experiment 3, Bröder and Schütz were not able to reject the SDT model, and actually found the model outperformed the 2HTM numerically in one of their subgroup analyses. This could indicate low power to discriminate between the models in that experiment. The inclusion of more observations per subject in our Experiment 2 could have increased our power to detect true differences in model fit in the present analysis.
General Discussion
Our results from analyses of previously reported data and two new experiments suggest that the conclusions reached by are incorrect: Binary ROCs are not generally linear, and the 2HTM does not describe binary data better than SDT. Although the authors explicitly made these claims (e.g., on p. 600), their meta-analysis included a large sample of nondiagnostic data, and their own data potentially confound changes in accuracy and bias across conditions. We have addressed both of these limitations in the present study.
Regarding the recognition memory meta-analysis, we have demonstrated that when the 2-point data are excluded, the resulting data set is better fit by SDT. This is in agreement with our meta-analysis of several individual-subject data sets from the perception literature as well as the group reasoning data reported by Dube et al. (2011) . This indicates that common perceptual mechanisms may underlie performance in all three tasks and suggests a potentially fruitful area for future investigation (see, e.g., Heit & Hayes, 2011) .
Of the new experiments reported by , only one (Experiment 3) used a within-subjects design. The goal of this manipulation was to reduce the effects of between-subjects variability in accuracy or response strategies on the ROC data, if indeed such effects had occurred in the other experiments. The results from their Experiment 3 did not consistently favor either the 2HTM or the SDT model. Additionally, although the authors generally obtained a better fit for 2HTM over SDT in small groups analyses, they did not collect enough new data to produce stable observations at the individual-subject level. We have addressed these issues by using a within-subjects design and an implied (rather than actual) base rate manipulation in both of our experiments and by increasing the number of observations per subject in Experiment 2. Our results showed that the SDT model generally provided a good fit to the data. Importantly, the SDT model provided a substantially better fit than the 2HTM for word data in Experiment 1 and at both levels of the analysis for the picture stimuli in Experiment 2. The comparison of binary and rating data in Experiment 1 also indicated substantial agreement in the SDT parameters for words, although this was not the case for the accuracy parameters of the 2HTM. Together, these results suggest that curvature in ratings ROCs is not a by-product of the ratings task. Hence, for reasons of efficiency, we recommend the use of the ratings procedure in collecting ROC data for recognition memory.
Although these conclusions are well supported by our data, we initially speculated that the data for pictures might show less curvature than the data for words. This was due in part to the fact that the SDT model (but not 2HTM) was rejected in second experiment. We also noted that Onyper et al. (2010) found that ratings ROCs for pictures were more linear than those for words, though they were still clearly curved. This prediction was confirmed only in the binary ROCs for pictures in Experiment 1A; the same materials were associated with curvature in the ratings ROCs of Experiment 1B, the binary data for 17 of the 24 individuals in Experiment 2, and the group data of Experiment 2. Together with the simulations reported by Dube et al. (2011) , these data suggest that the result in Experiment 1A may have been due to the combined effect of (a) binomial variability and (b) the clustering of the operating points, which can be seen in Figure 6 . Under precisely these conditions, Dube et al. showed that the models are difficult to discriminate. Although this explanation may not seem satisfying in light of the Onyper et al. (2010) data, it should be noted that the effect reported in that study was not supportive of pure threshold models. Specifically, Onyper et al. compared SDT and the dual-process model (Yonelinas, 1994) , which is capable of generating more linear ROCs, for both types of stimuli. They demonstrated a better fit for SDT than the dual-process model for words, and the converse for pictures. The ROCs for pictures were not strictly linear, however, and were well approximated by SDT. Also, the dualprocess model is not a threshold model of the sort we tested in our experiments; it combines a single high-threshold process with an equal-variance signal detection process and may produce curved ROCs similar to the ones generated by SDT. Finally, other studies that have used pictures produced ROC data that appear to be consistent with the SDT model (Heit & Hayes, 2010) , suggesting that the Onyper et al. result may be specific to the precise materials and/or procedures used in their experiments.
Our results do come with a final caveat, however. As acknowledged by , one cannot be absolutely certain that bias manipulations such as the one we have employed do not produce accuracy changes across conditions. Friedman et al.'s (1968) study of random feedback suggests that at least some types of implied bias manipulations work similarly to actual base rate changes. Additionally, the fact that SDT provided a good fit to the data is in itself consistent with the idea that accuracy does not vary markedly across the conditions in our experiments. On the other hand, there is a good deal of evidence from perception and recognition that changes in actual base rates are associated with changes in the form of the ratings ROC (Markowitz & Swets, 1967; Mueller & Weidemann, 2008; Schulman & Greenberg, 1970; Treisman & Faulkner, 1984; Van Zandt, 2000) . Depending on what portion of the underlying function the binary points are sampled from, accuracy could be over-or underestimated at different points on the binary ROC, thus violating a central assumption of ROC analysis that accuracy is held constant across conditions. Although we attempted to reduce this possibility by using a within-subjects manipulation and an implied (rather than actual) base rate manipulation in our experiments, it is still possible that accuracy was not constant across conditions. For example, in Experiment 2, some subjects produced nonmonotonic ROC functions: The likelihood ratio is not monotonically decreasing with more liberal response biases, as is required by SDT. Thus, although our results are largely consistent with previous results in perception, reasoning, and Bröder and Schütz's meta-analysis for 3-and 5-point data, they will require replication with other methods and/or manipulations in order to distinguish between the random effects of binomial variability and true changes in accuracy across conditions.
Implications for Threshold Modeling
The present results support previous ratings-based arguments that the assumptions of 2HTMs are violated in perception (Egan, 1958; Green & Swets, 1966) , item recognition (Wixted, 2007; Yonelinas & Parks, 2007) , source monitoring (Hautus, Macmillan, & Rotello, 2008; Hilford, Glanzer, Kim, & DeCarlo, 2002; Slotnick & Dodson, 2005) , and reasoning (Dube et al., 2010; Rotello & Heit, 2009 ). This suggests that there are important commonalities across these domains that the 2HTM consistently fails to capture. Although researchers who are more interested in accurate measurement than process modeling per se may not see this as a crucial issue, the validity of the processing assumptions of threshold models is directly related to the validity of their corresponding measurement indices. A failure to meet the processing assumptions of a threshold model may thus lead to statistical errors and false conclusions wherever that model is applied. We have demonstrated this point empirically in the accuracy analysis of Experiment 2: Widely varying conclusions were reached depending on which measure was considered. Two threshold-based indices (Pr, q) suggested opposing conclusions, whereas d a , which was justified by our data, indicated no effect of bias condition on accuracy.
Despite considerable disagreement as to whether the assumptions of threshold models are met in perception and item recognition (Green & Swets, 1966; Kinchla, 1994; Macmillan & Creelman, 2005 ), these models have seen wide application in studies of source monitoring, which continues to the present day (Batchelder & Riefer, 1990; Bayen, Murnane, & Erdfelder, 1996; Bröder & Meiser, 2007; . In source recognition, subjects study items that come from more than one source (male and female voices, two study lists, locations on a computer screen, etc.) and must follow "old" responses at test with a decision as to the source of the item. Source experiments have the potential to generate more data than the typical item recognition experiment and can also lead to more complicated measurement issues. Problems inherent in accuracy statistics such as percent correct inspired several researchers to apply threshold models, which they claimed could provide more precise estimates of sensitivity and response bias (Batchelder & Riefer, 1990; Bayen et al., 1996) . Although Kinchla (1994) noted the danger in applying such models given their failure to describe ratings data in perception and item detection, ROC analysis was not common in the initial years of research on source monitoring. When ROCs have been considered, however, they have usually been found to be consistent with Gaussian evidence distributions rather than the discrete states assumed by threshold models (Hautus et al., 2008; Hilford et al., 2002; Rotello et al., 2011; Slotnick & Dodson, 2005; Slotnick, Klein, Dodson, & Shimamura, 2000; Yonelinas, 1999) . As noted by , however, such claims depend on the validity of ratings ROCs as diagnostic tools in model selection. Our data show that ratings ROCs are valid and thereby substantiate these conclusions.
Recently, however, advanced a 2HTM of source recognition that includes parameters to account for task-specific curvature in ratings ROCs. Although alternative mappings from internal states to confidence ratings could be considered, that approach seems unlikely to be productive. We found that Klauer and Kellen's parameterization for ratingsspecific curvature is unnecessary because curvature is also present in individual subjects' binary ROCs. Curved binary ROCs, particularly at the individual level, are clear evidence against these threshold models.
In reasoning research, the effect of prior beliefs on reasoning performance (i.e., the belief bias effect; Evans, Barston, & Pollard, 1983 ) is typically measured with a contrast of H-F where H and F refer to correct and incorrect valid-invalid decisions about logical arguments that differ in validity status. An interaction between logic and believability often appears when this contrast is compared across problems differing in believability status, suggesting that reasoning accuracy is greater for arguments that contain unbelievable content (e.g., "Some cigarettes are not addictive"). Crucially, the observation and manipulation of this interaction in H-F has driven much of the theoretical work on belief bias (e.g., Ball, Phillips, Wade, & Quayle, 2006; Evans et al., 1983; Evans & Curtis-Holmes, 2005; Evans, Newstead, Allen, & Pollard, 1994; Morley, Evans, & Handley, 2004; Newstead, Pollard, Evans, & Allen, 1992; Quayle & Ball, 2000; Roberts & Sykes, 2003; Shynkaruk & Thompson, 2006; Stupple & Ball, 2008; Thompson, Striemer, Reikoff, Gunter, & Campbell, 2003) , and double highthreshold modeling of the interaction has seemingly supported the idea that it reflects an effect of world knowledge on the reasoning process (Klauer et al., 2000) .
As we noted in the introduction, however, H-F implies a 2HTM with p o ϭ p n . Dube et al. (2010) , echoing Kinchla (1994) , noted that apparent changes in accuracy could in fact be due to changes in response bias across believability conditions if ROC data for the belief bias task do not exhibit linearity. Further, Rotello et al. (2008) showed that persistent measurement error is a near certainty if threshold statistics (i.e., percent correct, H-F) are used when the ROCs are curved. In three experiments, Dube et al. showed that the ROC data were curved and broadly consistent with the unequalvariance SDT model, whereas several instantiations of the MPT framework fared poorly in describing the data. Most importantly, Dube et al. found that the interaction in H-F was in fact a pure response bias effect: tests of A z and the parameters of the SDT model indicated no change in accuracy across conditions, despite a pronounced effect of argument believability on response bias. The 2HT analyses, however, concurred with H-F in erroneously finding an effect of believability on the valid-invalid detection parameters. Dube et al. concluded that over 30 years of theoretical work on belief bias was misdirected: The Belief ϫ Logic interaction is a consequence of inappropriately using H-F to measure accuracy.
In sum, the ROC predictions of threshold models are not supported in recognition memory, perception, or reasoning. This conclusion follows from several previous studies that evaluated ratings ROCs, a method that is validated by the results of the present study. More importantly, use of threshold-based measurement indices is likely to produce errors that may be consistently observed across materials, experiments, and laboratories, as indicated by Rotello et al. (2008) and demonstrated empirically by Dube et al. (2010) . The major implication of these findings is that researchers should treat the parameters of threshold models with extreme caution. In the event that ROC data are not available to assess the validity of a threshold analysis, we recommend that researchers either complement such analyses with analogous SDT-based analyses or avoid threshold models altogether.
Conclusions
Our data suggest that ROCs collected with the confidence ratings procedure are similar in form to those collected with the binary response procedure. In both cases, the data were most consistent with the unequal-variance signal detection model. The 2HTM entails assumptions that were not supported by the data and should thus be treated with caution in analyses of recognition data. The similarity of the present results to those previously reported in perception and reasoning indicates further that the SDT model should be preferred over the 2HTM in those areas as well. As the present results indicate that the curvature in ratings ROCs is not a by-product of the ratings procedure, we recommend the use of confidence ratings in analyses of recognition data. 
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