NeuroSuites-BNs is the first web framework for learning, visualizing, and interpreting Bayesian networks (BNs) that can scale to tens of thousands of nodes while providing fast and friendly user experience. All the necessary features that enable this are reviewed in this paper; these features include scalability, extensibility, interoperability, ease of use, and interpretability. Scalability is the key factor in learning and processing massive networks within reasonable time; for a maintainable software open to new functionalities, extensibility and interoperability are necessary. Ease of use and interpretability are fundamental aspects of model interpretation, fairly similar to the case of the recent explainable artificial intelligence trend. We present the capabilities of our proposed framework by highlighting a real example of a BN learned from genomic data obtained from Allen Institute for Brain Science. The extensibility properties of the software are also demonstrated with the help of our BN-based probabilistic clustering implementation, together with another genomic-data example.
parents, Pa(X i ), in the graph (Figure 1 ). With all this information, the joint distribution of all the random variables can be expressed as
Following the example in Figure 1 , if a patient has neuronal atrophy but has not had a stroke, using inference tools we can calculate that there is a 0.40 probability he will be demented: P (d|n,s) = 0.40.
Although theoretically obtained properties are sufficient to explain a model, we need appropriate software tools to visualize and manipulate the model interactively. The remainder of this paper is structured as follows: first we review the requirements that BN software tools should meet to fully exploit their interpretability features: scalability, extensibility, interoperability, ease of use, and interpretability.
In the next section, we review the existing multiple software tools in the state-of-the-art and highlight that all of them lack one or more fundamental aspects so that they cannot visualize all the BN capabilities.
Then, in Section 3, we present NeuroSuites-BNs, a new open-source framework that aims to address all these key factors and provide real-world use cases.
Finally, we discuss future improvements to be implemented in this line of research.
Problems with state-of-the-art of software in massive BN interpretability
It is important to differentiate between individual software components addressing specific tasks (e.g. a learning algorithm), referred as software packages, and general frameworks, as the one presented in this paper, which provide all the necessary tools to work with BN capabilities (learning, visualization, and reasoning) . In this section, we review the problems with the current BN software frameworks and packages by explaining the contents summarized in Table 1 , which compares all the main BN software.
Scalability
Massive BNs present mainly three scalability problems:
learning their graph structure, efficiently visualizing it, and developing a fast inference engine for the reasoning.
When the number of variables is extremely small, the graph structure of a BN can be even modelled with only expert knowledge. However, when the dataset has numerous random variables, the graph must be learned by computational methods. Learning the structure of a BN is known to be an NP-hard problem (Chickering et al., 1994) . The search space for all the possible DAGs is super-exponential in the number of nodes, i.e. O(n!2 ( n 2 ) ) (Robinson, 1973) . Different algorithms attempt to solve the above problem by applying heuristics to this super-exponential space.
The problem becomes comparatively more complex when dealing with a massive number of variables of the order of thousands of nodes, requiring distinct types of algorithms for constraining the computational memory and time. This problem can be solved in a reasonable time by two methods: constraining the graph structure and developing new algorithms that completely uti-lize parallelization technologies. The first solution includes algorithms that inherently constraint the structure (e.g. the Chow-Liu method (Chow and Liu, 1968)) and the generating poly-tree recovery algorithm (Rebane and Pearl, 1987) ; in the latter, the resulting graph can only be a tree or a polytree. There are other algorithms which by default do not constraint the structure;
however, when the problem has an extremely high dimensionality, they include assumptions, like limiting the number of parents, for each node to finish in a reasonable time. Some examples of this case are the PC algorithm (Spirtes et al., 2000) and the max-min hillclimbing (MMHC) algorithm (Tsamardinos et al., 2006) .
For a more detailed view of BN structure learning algorithms, we refer the reader to Koski and Noble (2012) .
However, some problems like learning gene regulatory networks (GRNs) need to be modelled without restricting the structure, because all types of relations between the variables are possible. The algorithms available for these models are highly limited because most of them cannot be parallelized; therefore, new optimized algorithms are emerging (Bernaola et al., 2019; Liu et al., 2016; Madsen et al., 2017) . Another problem is that some of these state-of-the-art algorithms are not typically found in the existing BN software frameworks, because the latter are not frequently updated to include new algorithms. Moreover, the existing frameworks do not have a scalable software architecture to parallelize these algorithms on multiple computing nodes.
Once the BN structure and its corresponding parameters have been learned, we need approaches to visualize it efficiently to understand the model and to analyse it to draw conclusions. Although there exist software packages that can visualize generalpurpose massive graphs (Graphistry; Jacomy and Plique; Kashcha) using the GPU computational power, this is not so for BNs. Specifically, for BNs, viewing the nodes and edges is not sufficient; we also need to visualize their node parameters and run BN operations, such as making queries and observing the posterior distributions. Essentially, we need a rich set of interactive options to fully understand and exploit the graph structure and parameters. This is clearly one of the most important bottlenecks in the current frameworks when dealing with massive BNs.
Finally, we require an efficient inference engine, which in the ideal case would be exact. However, exact inference in discrete BNs is NP-hard (Cooper, 1990); therefore, the network structure can be constrained to reduce this cost with unique algorithms. Approximate inference is the alternative when we do not want to constrain the network structure; however, it is also associated with computational problems as it is also NP-hard (Dagum and Luby, 1993) . In comparison, exact inference is tractable in the continuous space for Gaussian
BNs (see Section 3.4.4). 
Extensibility

Interoperability
Interoperability can be considered as one of the direct consequences of a good extensibility level. This is because it refers to the capability of integrating new func-tionalities (from other software packages to improve their usability) and possessing an ecosystem where all the components can work together.
The current frameworks (Table 1) This problem is another bottleneck when customized solutions need to have an easy and rapid workflow, ranging from acquiring the data to analysing them.
Ease of use and interpretability
NeuroSuites-BNs
In this section, we present NeuroSuites-BNs, whose software architecture has been specifically designed to overcome all the problems highlighted in the previous section (see also 
Scalability
NeuroSuites is developed as a scalable web application to run the heavy operations in the backend while providing a lightweight rapid experience in the frontend. Its framework follows a modular architecture ( Fig Standard HTTP requests and responses have time and computational limitations, which make them unfeasible to run long-duration tasks, e.g. some BN structure learning algorithms. To overcome these limitations,
we have included a queue-workers system using RabbitMQ (RabbitMQ) and Celery (Celery) (Figure 2 .7).
The system arranges all the long time-consuming requests and queues them to be executed in the most efficient order. The system administrator can opt to scale the necessary containers when the workload is not sufficient for the number of concurrent users. For instance, when the workload is highly intense in the heavy operations, the system administrators will increase the number of workers and the queue system will automatically distribute the workload.
For high memory efficiency, the uploaded datasets are internally stored on our server using the Apache Parquet (Vohra, 2016) format . To save the internal state of an application, the data session of the user is stored in a PostgreSQL database (PostgreSQL) con- (f) Multi-dimensional Bayesian network classifier. All the algorithms where we have not specified a reference here, were implemented in bnlearn.
Only some structure learning algorithms are suitable for large-scale networks, such as the Chow-Liu algorithm, GENIE3, sparsebn, MMHC, and FGES-Merge.
However, for massive networks only the FGES-Merge can learn a network in a reasonable time without constraining the structure, because it is coded to run in parallel in multiple computing instances. NeuroSuites-BNs includes MPI (Walker and Dongarra, 1996) , which allows this type of parallelism using the mpi4py Python package (Dalcin) . However, owing to the computational limitations of our production server, we cannot provide more than one computing node. Nevertheless, devel- 
Extensibility
NeuroSuites follows an extensible architecture where each module has internal submodules, allowing the modules to extend in any manner. would be directly queued to the system when a request is sent.
As the backend core is written in Python, the easiest method to extend it is by coding a Python extension. Because we aimed to support maximal scientific communities, we also included bindings to the R programming language for the BN learning algorithms and other statistical packages. The binding was easily achieved via the wrappers provided using the Rpy2 package (Gautier) (Figure 2 .9).
To demonstrate the extensibility of the models, we also included support for BNs-based clustering models.
Thus, in the backend side, a subclass of the BN model was created with the necessary extensions, and for the frontend side, the same Javascript core for BNs was recycled and the necessary extensions were included (see Section 3.4.4).
Interoperability
To provide an interoperable ecosystem, we designed a well-defined workflow consisting of first uploading the raw dataset and then selecting the desired tools to analyse it. Therefore, different sections can be found on 
Ease of use and interpretability
Here, we review the capabilities of NeuroSuites-BNs Steps to upload a data set and select its desired variables.
In step 1, the desired dataset (Figure 3a) is uploaded.
In our deployed production server, we accept CSV and Following the selection of the desired variables, the BN structure graph is learned by selecting a structure learning algorithm, as described in the section below (Figure 4a ). For this example, we use FGES-Merge because it is specifically designed for genomic data, being memory and computationally efficient and having the ability to readjust the final structure to follow the 
To estimate the parameters, β 0 , β, and σ 
Layouts
A predefined layout is displayed in the visualizer when the BN is loaded for the first time, but depending on the problem, a different one might be needed to be set. Choosing the appropriate layout should be the first step to understand the graph structure of For small or medium BNs, tree layouts are recommended, whereas force-directed layouts are recommended for large BNs, because with this type of layout cluster formation occurs. In this example, we select the ForceAtlas2 algorithm because it can clearly yield the topology properties of GRNs (locally dense but globally sparse) (Figure 6a ). Note that the extensibility nature of a project affect the convenience for the developers to add new layout algorithms or modify the existing ones to meet their own needs.
General viewing options
For general viewing options, we can easily navigate A filtering option to remove the edges below or above a certain weight threshold is also included (Figure 5b , bottom left).
Highlighting nodes/edges
Subsequent to selecting the appropriate layout and configuring the general viewing options, the next step is highlighting the relevant nodes or edges. We provide tools for highlighting the nodes isolated in the Markov blanket of a given node or its parents or children (Figure 5a , centre).
When dealing with massive networks, one of the most important features is the creation of groups. The groups can be created by three ways: manually, automatically, or uploading a list of already defined groups (a) Selection of one random node associated with schizophrenia disease, following inclusion of the metadata information about the gene-disease association. In this case, we select the node on top, corresponding to gene KIF17, fix its value to make it an evidence node, E = e, and only show its children to have a clear view of their relations (b) Evidence node set (KIF17) (top) and one of its children (bottom), corresponding to gene KCNIP3 associated with malignant neoplasm of a breast. The plot includes its original marginal Gaussian PDF in blue, p(Q), as it is before setting any evidence, and the new one in black, p(Q|E), which corresponds to its PDF after setting the evidence of gene KIF17. The exact parameters are also displayed. Therefore, the inference process demonstrates how fixing a low value for the gene associated with schizophrenia (KIF17) also results in a value near zero for the gene associated to the malignant breast neoplasm (KCNIP3), which indicates a relationship between these two genes. Note that in this example, the standard deviation values seem to be zero, because they are rounded to two decimals. Further, the effect of fixing the evidence of only one node in a network of more than 20,000 nodes can be minimal for the standard deviation of the other nodes.
When selecting a group of nodes, the arcs between these nodes are also selected to provide a clear view of the group. A user can also opt to highlight the neighbours of the nodes for that group, even if they do not belong to that group (Figure 5a, centre) . Finally, to realize a clear understanding of where a group is within the global network, a user can enable an almost transparent view of all the other nodes that are not in the selected group.
Additionally, individual important nodes can also be selected by fixing a threshold for their minimum number of neighbours. An automatic approach has also been included to highlight the important nodes using the betweenness centrality algorithm (Figure 9a ) implementation in NetworkX. It can detect the importance of a node is according to the number of shortest paths (for every pair of nodes) that pass through the node.
Comparisons of two different BNs are also possible by displaying both structures in the same graph and colouring the edges depending on which network they belong to. To achieve this, we must first upload a BN or learn it from a dataset, and then repeat this with the second BN. However, a visual comparison is not sufficient when the networks are large. Hence, we include a summary table displaying some structural measures, such as the accuracy, precision, recall, F-Score, and
Matthews correlation coefficient, which use the confusion matrix of the edge differences of the second BN with respect to the first BN.
Parameter visualization and inference
The next step is to visualize the node parameters and make some queries to the BN, to demonstrate how the inference engine works. NeuroSuites-BNs supports visualization for both discrete and continuous nodes. In the case of discrete nodes, the marginal CPD table is provided, whereas in the continuous case, an interactive plot of its marginal Gaussian PDF is displayed (Figure 7a ).
Because our example has only continuous Gaussian nodes, we describe the continuous exact inference engine. This involves converting the network parameters into a multivariate Gaussian distribution, N (µ; Σ); therefore, the marginalization operation for a query variable, p(Q = q), is trivial, because we only need to extract its mean and variance from the multivariate Gaussian distribution. For the conditioning probability density of a query variable given a set of evidence variables, p(Q = q|E), we also utilize the multivariate Gaussian distribution, following the equations described in Koller and Friedman (2009) .
Performing the inference operations in this manner allows a highly rapid inference engine because the most time consuming operation is conditioning over a large set of evidence variables in E, which is O(l 3 ), being l is the number of evidence variables E to condition on. This complexity is directly a result of the formulas for conditioning, as it is needed to invert a matrix of size
From the user perspective, this entire process is transparent, which is a key factor for the ease of use and interpretability of BNs. The inference process is as follows: to set the evidence nodes, E, the user either clicks on the desired node and fixes the exact value (Figure 7a ) or selects a group of nodes. The last option only allows fixing a shared value of the evidence for the whole group, because the standard deviation of each member of the group varies from its mean value.
Setting different values at each node would be inefficient because the group can be large and the nodes can have different scales.
To view how the parameters of the query nodes, Thus, the D-separation algorithm can be particularly useful when we are running inference and want to determine whether some nodes are conditionally independent when some evidence nodes are given.
We have implemented further extensions to support BN-based probabilistic clustering models. The utilized dataset for this use case is also from the Allen Brain Atlas, specifically the one in the Cell Types Database:
RNA-Seq Data, which contains single-cell gene expression levels across the human cortex. Therefore, the genes correspond to a set of continuous attributes X = {X 1 , ..., X n } for the cell measurements (i.e. the dataset instances). can easily notice that the most probable cluster assignation for this gene is cluster 1 (in grey), p(X6857|C = c1). In model-based clustering (Fraley and Raftery, 2002) , it is assumed that the data follow a joint probability distribution, P (X), which can be expressed as a finite mixture of K components. This implies that each mixture component, P (X|C = c), refers to the CPD of X variables given a cluster, c, where the hidden cluster, c, has its own probability distribution, P (C = c). Thus,
Learning the parameters for this mixture model requires a more advanced technique than MLE, because the cluster variable is hidden. Therefore, we learn the parameters (mixture weights P (C = c) and the CPD parameters, i.e. P (X|C = c)) with the expectation maximization algorithm (Dempster et al., 1977) because it can handle incomplete data.
In genomics it is typically assumed that P (X|C = c) follows a multivariate Gaussian distribution, N (µ, Σ).
Hence, the parameters are the mixture weight vector, π, and the multivariate Gaussian distribution parameters, i.e. the mean vector µ, and the covariance matrix,
Σ.
Numerous genes require a high-dimensional model, which can lead to major computational problems, in terms of both memory and time. For instance, we would have to work with Σ, which is an n × n matrix, where n is the number of X variables (genes in this case).
To reduce the computational complexity and improve the interpretability, we can factorize this expression to encode the conditional independences between the X variables in a cluster. This allows different graphical models for different clusters, because the relationships between the X variables are conditioned on each cluster as
To represent this, we display each graph corresponding to P (X|C = c) in the same BN, colouring the edges with different colours for each cluster (Figure 9a ). Selection tools are also implemented to show/hide the different cluster edges and filter them (Figure 9b ).
Finally, we express the joint probability distribution of X (Eq. 3) factorized according to Eq. 4. We call this BN-based probabilistic clustering (Pham and Ruz, 2009),
Therefore, inference can be performed on each graph corresponding to a cluster without affecting the other cluster CPDs. For instance, we can fix the evidence for the distribution of a gene, as X i = e, given a cluster C = c, where e is a scalar value, and then query another gene to determine how its CPD for that cluster has changed, P (X j |C = c, X i = e).
The obtained BN can be exported as an SVG image or as a CSV file containing the graph information about the arcs between the nodes. This exported file can be loaded subsequently in another session to continue working. Finally, it is important to acknowledge that the user data in a session remains in our servers for 48 h since the last modification of the data. This limit is imposed by our hardware limitations. To overcome this limitation, a user can always create new sessions, and the data will be stored again for 48 h. Users are also encouraged to deploy their own server instance to modify the framework according to their needs.
which we believe that this tool can be of great interest. The first example could be the use of a private server instance in closed local networks environments, such as hospitals, clinical laboratories, or companies.
A workflow could be easily designed to have a clear pipeline to process the data with machine learning techniques. New data sources connections could be implemented to automatically plug into the data acquisition machines. In addition, some type of specific preprocessing for the data could be implemented in NeuroSuites (e.g. for genomic data it could be the removal of irrelevant genes and the inclusion of domain knowledge about the most important genes). Further, the experts could analyse the data with the NeuroSuitesBNs framework. The web characteristics of the frameworks would make the tool available in a web browser for each employee in the local network without the need of installing the software on their computer.
Finally, we also believe this simplicity could be a great aid for educational purposes when teaching BNs allowing the theorical properties to be shown in a dynamic environment.
The framework aims to be a complete product; however, this is an extremely large research field, and at the time of writing this paper it does not include all the existing state-of-the-art functionalities. Its extensibility properties can make it possible to include numerous extensions and implement new functionalities.
A useful implementation to be included would be some inference algorithms for discrete BNs. We have provided the support to learn and visualize discrete parameters in BNs. However, we have not included yet any inference algorithm for them owing to the development time constraints and the difficulty to visualize the changes in the parameters when there are many parameters per node and numerous nodes. Moreover, massive datasets in various neuroscience fields, such as genomics and electrophysiology, comprise only continuous features.
Another interesting extension would be the inclusion of dynamic BNs (Murphy, 2002) . The steps to implement this would be similar to the ones described in the last section to include BN-based clustering models. However, there would be an increased complexity to visualize the network for each timeframe and for performing new types of inferences (e.g. filtering, smoothing, etc.).
Finally, we want to highlight that NeuroSuites also offers different tools, such as morphological reconstructions and microscopy data, for other neuroscience domains. However, although this framework is designed focusing on the neuroscience field, many other tools can also be used in other research fields. Developers can modify the platform to target a different research field. However, it is also important to note that no modifications are needed if the user wants to upload his own dataset and learn a probabilistic graphical model and interpret it, despite the neuroscience background theme of the website. For instance, the use case that we followed here needs a specific BN structure learning algorithm designed for genomics (FGESMerge) along with all the visualization tools for understanding its massive network. However, for other domains, where datasets are relatively smaller, other algorithms could also be applied.
Data availability
Our production server on https://neurosuites.com can be freely accessed, where all the futures updates will be live. We also provide access to the NeuroSuites source code repository in https://gitlab.com/mmichiels/neurosuite.
The BNs used in the examples for showcasing NeuroSuites-BNs can be found in https://gitlab.com/mmichiels/fges parallel production /tree/master/BNs results paper
