Abstract: An algorithm for the identification of a multi-input single-output (MISO) Box-Jenkins model is developed. The method consists of several simple steps: first a high order ARX model is estimated; then the process model is calculated using the so-called Steiglitz-McBride iteration on the filtered inputoutput data; and finally the disturbance model is calculated by estimating an ARMA model of the output error residual. It can be proven that the Steiglitz-McBride iteration for the process model part is asymptotically globally convergent. The proposed method outperforms a standard Box-Jenkins method in simulation examples.
INTRODUCTION
In system identification, the family of prediction error methods is the most well established branch theoretically; see Ljung (1999) . If correct model orders are used, a prediction error model is unbiased and minimum variance for using open loop data as well as closed-loop data. However, all these nice properties rely on a precondition that global convergence is obtained in parameter estimation. With the exception of an ARX model, all the prediction error methods need nonlinear numeric optimization routines in parameter estimation and global convergence cannot be guaranteed. Numerical difficulties such as local minimum and nonconvergence have hindered the application of prediction error methods for large and complex systems.
The so-called Box-Jenkins model is a well know prediction error method; see Ljung (1999) . The model has compact rational descriptions for the process model and disturbance model, which is theoretically advantageous. Because the prediction error is nonlinear in model parameters, nonlinear minimization routines are used in parameter estimation. The optimization routine is complex and no global convergence is guaranteed. It may work well for low order small scale systems; but its applicability is in doubt for large and/or complex systems.
In this work, we will develop a simple algorithm for a BoxJenkins model that is asymptotically globally convergent for using open loop test data. The idea is inspired by the work of Stoica and Söderström (1981) in the analysis of the Steiglitz and McBride method. In Section 2 the algorithm will be developed and its asymptotic global convergence of the process model part proved. In Section 3, simulation examples will be used to demonstrate the accuracy and numerical robustness of the new algorithm. Section 4 is the conclusion.
A GLOBALLY CONVERGENT BOX-JENKINS METHOD
The multi-input single output (MISO) Box-Jenkins model of a linear time-invariant system is given as
where y(t) is the output at time t, u(t) = [u 1 (t), …, u m (t)] T is the m dimensional input vector and e(t) is white noise. The transfer functions of the system is the ratios of polynomials
where q -1 is the unit delay operator; the disturbance filter is the ratio of relatively prime polynomials 
Assume that the system is asymptotically stable and both the disturbance filter and its inverse are also stable. 
Then the parameter estimates are determined by minimizing the loss function
where N is the number of data samples.
Because the prediction error in (5) is strongly nonlinear in model parameters, minimization of the loss function (6) has no closed form solution and a numerical optimization routine is needed to find the estimate. In general, only local minimum can be obtained. This is a serious problem for applications because, without reaching the global minimum, all the nice properties of the Box-Jenkins model are lost.
A asymptotically globally convergent algorithm for the BoxJenkins model (1) is given as follows.
1. Estimate a high order ARX model using the input-output data {u(t), y(t)}, t = 1, 2, …,
The order h of the ARX model should be higher than that of the Box-Jenkins model in order to obtain unbiased and consistent models of the system and disturbance filter. The order of the ARX model can be determined using Akaike's final prediction error (FPE) criterion (Ljung, 1999) and, moreover, the ARX model residual should pass whiteness test. It is well know that the estimation of the ARX model has a closed form solution and its global minimum is obtained.
Filter the input signals and the output signal usingˆ( )
h A q which is the inverse of the disturbance filter
Then the system (1) becomes
Because the high order ARX model can approximate the Box-Jenkins model arbitrarily well (Ljung and Wahlberg, 1992) , we have
This means that, after filtering, the Box-Jenkins model becomes an output error model (9) where the output disturbance is white noise.
Filter the filtered input-output data u f (t) and y f (t) using
using the doubly filtered data { ( ), ( )}, 1, 2,..., The iteration is initialized using the linear least-squares method (low order ARX model) on the filtered data in (8).
Calculate the disturbance filter ˆ( ) / ( )
C q D q by estimating an ARMA model of the output error residual of the obtained in Step 3
Here a nonlinear optimization routine is needed to obtain an estimate. The optimization routine can be initialized by a least-squares method (low order ARX model) using {ˆ( ), ( ) (12) which is an estimate of the output disturbance.
Note that the process model estimation in Step 3 will not be affected by the disturbance filter estimation in Step 4.
Before showing the convergence result, we need to introduce two covariance matrixes. Denote Theorem 1. Consider the system (1) under the given assumptions. Assume also that the high order h can increase to infinity when N tends to infinity in order to obtain an unbiased ARX model (7) but N >> h. This can be formally expressed by
We will call it the double asymptotic condition. Further we assume that
a) The signal-to-noise ratio at the output is not too low such that (13) 
where o θ is the true parameter vector; and at the convergent point
Proof. Denote the frequency responses of the model by replacing q by iw e in the corresponding model polynomials. Under the double asymptotic condition (14), it can be shown (Ljung and Wahlberg, 1992) 
Using (17) 
This shows that, when the double asymptotic condition (14) is satisfied, the filtered Box-Jenkins system (9) becomes an output error system where e(t) is white noise. Then, according to Theorem 1 and Theorem 3 of Stoica and Söderström (1981) , the Steiglitz-McBride iteration converges to its global minimum asymptotically, namely, (15) and (16) hold true. End of proof.
Remark 1:
The cited results of Ljung and Wahlberg (1992) and Stoica and Söderström (1981) are for single-input singleoutput (SISO) systems. To prove these results for MISO systems only needs notational changes and hence it is not performed here.
Remark 2: At first sight, the assumption that the high order h tends to infinity is rather unrealistic as only finite orders are used in the identification algorithm. Some readers may even find it a contradiction. Based on Theorem 1, the developed Box-Jenkins algorithm can be interpreted as: its model accuracy can approach that of a true globally convergent Box-Jenkins model arbitrarily well when the ARX model order h increases. If Akaike's FPE criterion is used for an ARX model of a Box-Jenkins' system, the ARX model order is often much higher than that of the Box-Jenkins' system. While the assumption that the number of data tends to infinity is widely accepted by researchers in studying the asymptotic properties of identification methods, the assumption that the model order tends to infinity is less well accepted and used. Fortunately, simulation studies show that the result is not sensitive to the assumption. When the high order h is high enough, say, 20 for a low order SISO system, then the result can be applied. See the next section for simulation examples. This assumption is also used by the author in developing the so-called asymptotic (ASYM) method which has been successfully applied to many industrial processes; see Zhu (2001 Zhu ( , 2009 ).
In practice, the condition 1 / ( ) k F q being stable is not guaranteed. This condition is also required for the (local) convergence of other identification methods, such as the normal Box-Jenkins method and the output-error method. If unstable models are encountered, a common approach is to mirror the unstable poles inside the unit circle and to continue the iteration.
Using high order ARX models in identification is not new. Many researchers have proposed to use high order ARX models and then to apply a model reduction; see, e.g., Söderström (1975) , Hsia (1977, Chapter 7) , Wahlberg (1989) and Zhu (2001, Chapters 6, 7 ).
The ARMA model estimation for the disturbance model still needs a nonlinear optimization routine and we cannot guarantee its global convergence. However, estimating a single variable ARMA model is numerically much simpler than estimating an MISO Box-Jenkins model. Moreover, even when the ARMA model estimation did not reach its global minimum, it will not affect the accuracy of the process model.
SIMULATION STUDIES
Here the proposed method is compared with the Box-Jenkins method of the Identification Toolbox of Matlab (R) using simulation data sets. The new method will be called BJSM method and that of the method of the Identification Toolbox will be called BJ method.
Example 1, a simple 2nd order process
Given the process: 
where u(t) is the input, e(t) is white Gaussian noise and the constant λ is used to adjust the signal-to-noise ratio.
The process (19) is simulated where the input u(t) is a GBN (generalized binary noise) signal with average switch time of 10 samples (Zhu, 2001) . In each simulation 1000 samples are obtained and used in identification. In total 200 simulations are performed. In the simulations the output disturbance level is 20%, which means that the variance of the disturbance is 20% of that of the noise-free output. Table 1 . There is no difference in terms of model accuracy. One can say that for a simple SISO process like (19), both methods can converge globally and they have the same accuracy. Example 2, a 4th order process with oscillation
Here we introduce a more complex process with strong oscillation (see Figure 2 ): Figure 3 . Therefore, the model accuracy of the BJ method is lower than that of the BJSM method; see Table 2 .
Example 3, a 6th order model with oscillation
Here, an even more complex process is created by connecting processes (19) and (20) in series and leave the disturbance model unchanged. In this case, the conventional BJ method encounters convergence problem when the disturbance level is as low as 1%. The number of non convergence cases increases considerably when the disturbance level is 20%.
The new BJSM method converges at all disturbance levels tested.
More simulation studies have been performed. The traditional BJ method encountered convergence problem when the true process order is very high, e.g., 7 or higher, and, when the used model order is lower than the process order (undermodelling). In these situations, the new BJSM method had no convergence problem and performed better than the BJ method. In testing the BJSM methods, different orders for the high order ARX model have been used, namely, 18, 20, 25 and 30. The end results are almost the same. Further work is needed to study how the method performs for closed-loop data.
