Light-induced Charge Transfer in Proteins of the Cryptochrome/Photolyase Family by Lüdemann, Gesa
Light-induced Charge Transfer in Proteins of the
Cryptochrome/Photolyase Family
Zur Erlangung des akademischen Grades eines
DOKTORS DER NATURWISSENSCHAFTEN
(Dr. rer. nat)
Fakultät für Chemie und Biowissenschaften
Karlsruher Institut für Technologie (KIT) - Universitätsbereich
genehmigte
DISSERTATION
von
Dipl. Phys. Gesa Lüdemann
aus
Frankfurt amMain
Dekan: Prof. Dr. P. Roesky
Referent: Prof. Dr. M. Elstner
Korreferent: Prof. (apl.) Dr. W. Wenzel
Tag der mündlichen Prüfung: 17.07.2015

Zusammenfassung
In der vorliegenden Arbeit wurden lichtinduzierte Ladungstransferprozesse in Proteinen der Fa-
milie der Cryptochrome und Photolyasen untersucht. Für deren Modellierung werden Multi-
Skalen Methoden benötigt, die klassische sowie quantenchemische Ansätze verbinden. Photoly-
asen verwenden Elektronentransfer umDNA zu reparieren, die durchUV-Licht geschädigt wurde,
und verhindern so Mutation und Absterben von Zellen. Elektronentransfer entlang einer Reihe
evolutionär konservierter Tryptophane ermöglicht Cryptochromen Signale weiterzuleiten, die
zum Beispiel Pflanzen helfen, sich an veränderte Lichtverhältnisse anzupassen.
Die Aktivierung von Photolyasen des Organismus E. coli ist experimentell gut untersucht und
eignete sich damit besonders zur Weiterentwicklung der in unserer Arbeitsgruppe entwickelten
Methode zur Simulation von Elektronentransfer. Der dominierende Elektronentransferpfad kon-
nte unter Einbeziehung vonAlternativpfaden eindeutig indentifiziertwerden. Desweiterenwurde
die Beteiligung eines vierten Tryptophans am Elektronentransfer vorhergesagt, die durch experi-
mentelle Untersuchungen bestätigt wurde. Durch Einbeziehung elektronischer Polarisation mit-
tels eines einfachen Skalierungsparameters, konnte die Voraussage der Transferraten verbessert
werden. Der vermutete Einfluss von Nichtgleichgewichtsprozessen wurde durch die Analyse der
Verweilzeiten der Tryptophan Radikale bestätigt. Die Simulationsmethode ist daher gut zur Auf-
klärung von experimentell noch nicht charakterisierten Cryptochromen und Photolyasen geeig-
net. Bei der Aktivierung von Cryptchromen des Organismus A. thal. ist neben dem Elektronen-
auch ein Protonentransfer wichtig. Anwendung der Elektronentransfermethode sowie Berech-
nungen zur Freien Energie konnten zur Aufklärung der Zeitskalen der beiden Reaktionen beitra-
gen. Die Wechselwirkung von Magnetfeldern mit Radikalpaaren, wie sie bei der Fotoaktivierung
geformt werden, bildet die Basis für die Vermutung, dass Cryptochrome für die Fähigkeit von
Zugvögeln, sich im Erdmagnetfeld zu orientieren, verantwortlich sind. Es konnte gezeigt werden,
dass A. thal. Cryptochrome, wie E. coli Photolyase, ein langlebiges Radikalpaar bildet, das die
nötigen Eigenschaften aufweist, um im Prinzip von einemMagnetfeld beeinflusst werden zu kön-
nen. Eineweiterewichtige Beobachtungwar ein feiner struktureller Unterschied zwischenA. thal.
Cryptochrome und E. coli Photolyase, welcher als Erklärung für die experimentell beobachtete,
unterschiedlich hohe Sensitivität der Proteine auf ein äußeres Magnetfeld, vorgeschlagen wurde.
Weiterhin wurden neue Modelparameter zur Simulation der Reparatur von DNA entwickelt.
Es konnte gezeigt werden, dass die verwendete approximative Quantenchemie-Methode zur Be-
schreibung der Energien der beteiligtenMoleküle geeignet ist und damit eineMethode zur Verfü-
gung steht, mit der die Dynamik der zugrundeliegenden, atomarenMechanismen des Reparatur-
prozesses, im Detail untersucht werden kann. Dadurch kann unter anderem Aufschluss über
die zur Zeit diskutierte Effizienz des Reperaturmechanismuses gewonnen werden, sowie zur Auf-
lösung der Diskrepanz zwischen experimentellen und theoretischen Ergebnissen bezüglich der
Rate der Ringöffnung beitragen.
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Abstract
In this work, light-induced charge transfer reactions in proteins of the photolyase/cryptochrome
family are investigated usingmulti-scale methods which combine quantum chemical andmolec-
ular mechanics approaches.
Photolyases are enzymes which use electron transfer reactions to repair radiation damaged
DNA, thereby preventing mutation and cell death. Long-range electron transfer along a chain of
conserved tryptophan residues provides the basis for the signaling function of the closely related
cryptochrome proteins. They mediate for example the blue-light response of plants.
The photo-activation of E. coli photolyase is well investigated and provided an ideal test case
to further develop the electron transfer simulation approach developed in our group. We showed
that the method used captures the non-equlibrium character of the reaction which is not cor-
rectly described by standard electron transfer theory. The main electron transfer pathway was
identified among alternative routes and the contribution of a fourth tryptophan to the electron
flow was predicted correctly. Inclusion of electronic polarization effects in an approximate fash-
ion yielded improved electron transfer rates. Altogether, the findings proved the direct electron
transfer approach to be a valuable predictive tool which can be used to establish electron transfer
pathways in proteins of photolyase/cryptochrome family which are less well understood.
The photo-activation of A. thal. cryptochrome involves both electron and proton transfers.
Direct electron transfer and potential of mean force calculations could add to solving the discrep-
ancy regarding the rates of proton and electron transfer. The flavin-tryptophan radical pair that
is formed during the photo-activation can interact with an external magnetic field. This effect is
thought to provide the basis for the magnetic compass sense of migratory birds. It is shown that
a persistent radical pair is formed in A. thal. cryptochrome, comprising all prerequisites to for its
potential sensitivity to weak magnetic fields. In addition, a subtle structural difference between
E. coli photolyase and A. thal. cryptochromewas identified and suggested to provide a qualitative
answer to the different magnitudes of the magnetic field effect observed for the two proteins in
experiment.
Furhermore,model parameters for the simulation ofDNA repair byCPDphotolyasewere devel-
oped. It was demonstrated that the energetics of the molecules involved in the electron transfer
are well described by the approximate quantum chemicalmethod used. The developed approach
is well suited to analyze the dynamic effects such as solvent polarization and environmental relax-
ation on an atomic level andmight provide new insight in the nature of the repair reaction. Open
questions, e.g. regarding the efficiency of the reaction might be investigated. In addition, future
simulations might help to solve the present disaccord between the experimental and theoretical
results regarding the rate of ring opening.
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CHAPTER 1
Introduction
Sunlight is essential for all life on earth. It is being converted into chemical energy by plants
and other photoautotrophs via the process of photosynthesis. Beyond serving as energy source,
various organisms rely on sunlight to gain information about their environment and to respond to
it. They do so bymeans of light-sensitive proteins which provide signals for functions such as the
development and movement of the organism, for synchronization with circadian and seasonal
rhythms or for visual perception.
On the other hand, irradiation by sunlight of a wavelenght below 300 nm is extremely harmful
to DNA which is the key molecule that encodes life on earth [1]. If the photo-products resulting
fromUV irradiation inDNA are not repaired, they accumulate to an extendwhich ultimately leads
to cell death [2]. To avoid this catastrophic effect of UV irradiation, all organisms possess DNA
repair systems which are able to recognize and remove UV photo-products. In higher eukaryotes,
as in humans, most of the UV irradiation induced lesions are typically repaired by the removal of
a whole stretch of DNA around the lesions. Other organisms and in particular plants possess DNA
repair enzymes which are able to repair the most common UV-induced lesions directly, splitting
them back into the undamaged original nucleobases. DNA photolyases [3] are probably themost
efficient and ancient ones [4].
A closely related group of enzymes has evolved from photolyases, the cryptochromes [5]. All
proteins of the cryptochrome/photolyase family share considerable sequence similarity in their
N-terminal photo-reactive domain, exhibit a homologous three-dimensional fold and bind the
chromophore flavin adenine dinucleotide (FAD) as a cofactor [6]. Cryptochromes have mostly
lost the DNA repair ability but regained a role in light-dependent signaling instead [6]. They are
involved in processes such as the blue-light responses of plants [7] and have been proposed to
be the long-sought receptor which allows birds and other animals to navigate in the earth’ mag-
1
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Figure 1.1: Chemical structure of FAD and of the isoalloxazine ring in its biologically relevant
oxidation states. Photolyases contain fully reduced FADH− in the active state, while
cryptochromes harbour oxidized FADox . During photo-activation and photo-repair
FAD is found to cycle through different oxidation states. Reprinted from Trends in
Biochemical Sciences, 38, C.A. Dodoson, P.J. Hore, M. I. Wallace, A radical sense of di-
rection: signaling and mechanism in cryptochrome, magnetoreception, 38, 435-445,
©2013, with permission from Elsevier.
netic field [8]. Cryptochromes also assume a light-independent role in the circadian rythm in
vertebrates [9] and insects [10]. Recently, an additional class of cryptochromes was identified, the
DASH-cryptochromes [11] which have been found to repair single stranded DNA [12, 13]. Pho-
tolyases occur in all organisms except of placental mammals, for example humans, while cryp-
tochromes are mostly present in higher plants and most animals [6]. Both cryptochromes and
photolyases rely on photo-induced electron transfer to efficiently carry out their function. The
mechanisms developed by nature for rapid long range electron transfer within biological macro-
molecules could in principle serve as templates for technological applications ranging fromnano-
electronics based onmolecular wires to renewable energy conversion devices.
In the following, the current knowledge about the mechanism of function of photolyases and
cryptochromes is summarized. The focus is put on on the molecular mechanisms associated
with the electron transfer reactions which are investigated by means of computational models in
this work. The theoretical fundamentals and the challenges faced upon simulation of electron
transfer in biomolecules are deferred to the next chapter.
2
1.1 Photolyases
1.1 Photolyases
The UV-irradiation of DNA leads to the formation of covalent bonds between adjacent pyrimi-
dine bases. These defects hinder DNA processing and thus lead to mutation and ultimately to
cell death [2] if not repaired. Cyclobutane pyrimidine dimers (CPD) are themost common photo-
lesions which are repaired by photolyases, being formed in vivo by a ratio of 3:1 [14] compared
to pyrimidine-pyrimidone (6-4) photo-products. Photolyases are classified either as CPD pho-
tolyases or (6-4) photolyases, depending on the type of DNA lesion they repair. As part of this
work, model parameters for the simulation of DNA repair by the former are developed. Therefore,
the current knowledge of the repair mechanism of CPD photolyases is explained in the following.
1.1.1 DNA Repair by CPD Photolyase
The first crystal structures of CPD photolyase from E. coli[15] and Anacystis nidulans (A. nidu-
lans) [16] revealed a large cavity which serves as the binding site for the CPD lesion. Crystalliza-
tion of photolyase in complex with DNA containing a repaired CPD lesion [17] showed that the
whole CPD lesion is flipped out of the DNA into the cavity. The CPD in the enzyme pocket is
stabilized by the maximum number of hydrogen bonds to neighboring amino acid side chains
which ensure that the CPD comes into close contact with the flavin. The structure of photolyase
in complex with DNA is shown in Fig 1.2.
In all photolyases the functional form of flavin is the fully reduced form (FADH−) [19]. Pho-
tolyases also contain a second cofactor which is either methenyltetrafolate (MTHF) or 8-hydroxy-
deazariboflavin (HDF). The second cofactor serves as antenna molecule which transfers addi-
tional excitation energy to FADH− via dipole-dipole interaction [20].
The observations of several experimental and computational groups led to the prediction of
a reaction scheme for the CPD repair by photolyase which is summarized in Fig. 1.3. Direct ev-
idence for the intermediate states and proof of the proposed photocycle came from subpicosec-
ond transient absorption measurements[21] and femtosecond spectroscopy experiments which
monitored the reaction in real time [22]. Subsequent to the excitation with blue-light, an electron
is transferred from the flavin π↔ π∗singlet state to the pyrimidine dimer, yielding a the neutral
flavin radical FADH• and anionic dimer CPD•−. The C5-C5’ bond in the anionic dimer breaks
spontaneously followed by or concerted with the splitting of the C6-C6’ bond, resulting in an in-
tact thymine and a thymine anion radical. The electron is then returned to the transiently formed
radical FADH• to restore the reduced form of the enzyme, resulting in repaired DNA. The reac-
tion rates for the individual steps of the photocycle in Fig. 1.3 are taken from the femtosecond
spectroscopy study by Liu et al [23].
Still, some open question remain. There is unresolved disaccord between the experimental and
3
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Figure 1.2: Structure of photolyase in complex with DNA. Based on the crystal structure of A.
Nidulans[16] photolyase with its flavin (red) and HDF (yellow) cofactors and bound
DNA containing a CPD lesion. The thymine dimer is flipped out and inserted into the
active site. As shown in the close up view, upon light excitation an electron is transferred
from the flavin to CPD lesion which ultimately results in repaired DNA. The figure was
prepared using VMD [18].
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Figure 1.3: Photocycle of CPD repair by DNA Photolyase. The lifetimes of the intermediates are
taken from a femtosecond spectroscopy study Liu et al [23]. The time constant for un-
productive back electron transfer is currently debated.
computational studies regarding the rate of ring opening. While experimental data modeled the
complete ring opening to occur in 100-300 ps [23, 24], computational studies predicted an spon-
taneous, ultrafast bond cleavage [25–27]. Also, the rate of unproductive electron back transfer
and the exact quantum yield of the photo-repair reaction are currently debated [28, 29].
The electron transfer from FADH−∗ to CPD has been studied by several experimental and the-
oretical groups yielding inconsistent results regarding the exact mechanism of transfer. The first
simulations, based on a molecular dynamics study, found the thymine dimer to be strongly cou-
pled to the adenine moiety of the FADH− and suggested that the electron is transferred via super-
exchange tunneling from the flavin to the thymine dimer mediated by the adenine moiety of the
FAD [30, 31]. Another theoretical model provided the conformationally averaged electronic cou-
pling between the excited state of FADH− and the thymine dimer which indicated that the photo-
excitationmoves the electron closer towards the thymine dimer [32]. This localization was found
to enhance the electronic coupling between flavin and CPD, suggesting that a direct through-
space electron transfer from the FADH− to the CPD is the most favorable pathway. Explicit sim-
ulation of the electron dynamics based on a quantummechanical active site model implied that
the adenine moiety of FAD promotes the electron flow by providing the correct electrostatic en-
vironment [33]. Femtosecond time resolved fluorescence experiments excluded a direct role for
adenine but suggest that the electron passes adenine via quantum tunneling[34], in accord with
the earliest theoretical study. The present discussion is further fueled by a recent QM/MM study
which indicates that the electron transfer is accompanied by proton transfer, suggesting yet an-
other transfer mechanism [35].
5
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1.1.2 Photo-activation of Photolyases
After purification of DNA photolyase in in vitro experiments the flavin cofactor exists in the in-
active oxidized or semi-reduced state. The anionic, fully reduced state which is required for the
repair function, can be re-established by electron transfer along a chain of conserved tryptophan
residues from the protein surface to the buried cofactor. This process is induced by excitation of
the flavin using red light and is referred to as photo-reduction or photo-activation. The physio-
logical significance of this process has been questioned[36] but conservation of the three trypto-
phan residues in all proteins of the photolyase/cryptochrome family points to a functional role
in vivo [37]. The first experiments found that in E. coli photolyase the excited FADH• is reduced
by intra-protein electron transfer from W306 in about 1 µs [38]. The time constant was ascribed
to electron transfer by super-exchange coupling via the intermediate W382 and W359 by a the-
oretical study [39]. Time resolved absorption measurements showed that the FADH• in E. coli
is reduced much faster, in about 30 ps and attributed the previously found slow reaction to the
deprotonation of the W306 radical cation [40]. Based on these findings and supported by muta-
tional studies [41–43], stepwise hopping along the tryptophan chain, referred to as tryptophan
triad, was suggested as the electron transfer mechanism. Results of polarized transient absorp-
tion spectroscopy allowed to deduct rates for the all the steps of the photo-activation reaction
in semiquinone photolyase, finding the electron transfer along the triad to be completed within
30 ps, followed by deprotonation of W306 within 200 ns [44, 45]. The direct evidence for the tran-
sient oxidation of W382 andW359 came from femtosecond spectroscopy experiments which also
showed the electron transfer dynamics and efficiency to be dependent on the flavin oxidation
state [46, 47]. In anionic semiquinone photolyase a fourth tryptophan residue was found to be
involved in addition to the dominant photo-reduction route along the tryptophan triad.
1.2 Cryptochromes
Many of the numerous physiological functions of cryptochromes are known aswell as their signal-
ing partners in the cell [6, 7]. It has for example been shown that signaling molecules which me-
diate photomorphogenesis and flowering [48, 49] bind to light activated Arabidopsis thaliana (A.
thal.) cryptochromes. The biological activation, on the other hand, is less well understood. The
proposed mechanism is that the light-driven photo-reduction leads to a conformational change
of the C-terminal domain which makes cryptochrome accessible to the signaling partners. This
is supported for example by observations of a conformational change related to a redox-reaction
for cryptochromes from A. thal. and Drosophila melanogaster (D. mel.) [50, 51]. Return to the
inactive state is suggested to be achieved by re-oxidation involving molecular oxygen [52]. Light-
driven cycling between alternate redox states has thus been proposed to provide the basis for
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signaling in plant [53] and animal cryptochromes [54, 55].
Experiments involvingmutations of the tryptophan triad resulted in decreased flavin reduction
in vitro but did not seem to eliminate biological activity of cryptochrome in vivo [56, 57]. This put
the physiological significance of the photo-activation reaction into question. The discrepancy is
suggested to be explained by the in vivo interaction of cryptochrome with small molecule acti-
vators such as ATP [58–60] which are supposed to facilitate the use of alternate electron transfer
pathways involving tyrosine residues [60].
1.2.1 Photocycle of Plant Cryptochromes
In plant cryptochromes, where the photo-cycle is understood best, the neutral semiquinone
FADH• is formed upon illumination with blue light and represents the signaling state [61, 62]. In
addition to the electron transfer along the tryptophan triad, protonation of the flavin and depro-
tonation of the tryptophan radical has been observed [63–65]. Fourir Transform Infra-Red (FTIR)
spectroscopy suggests that the proton donor is an aspartic acid located in the close vicinity of the
flavin [63]. In a femtosecond spectroscopy study the electron transfer in a plant cryptochrome
from the green alga Chlamydomonas reinhardtii is found to occur in less than 100 ps while flavin
protonation was detected in the µs time domain [64]. Deprotonation of the tryptophan radical
was observed within picoseconds, most likely to a histidine resdiue [66].
Most recently, Müller and coworkers found that the rate of flavin protonation in A. thal. cryp-
tochrome can be modulated by ATP binding and pH [58, 59]. In the case of high pH and ATP ab-
sence they observed some ultrafast protonation of flavin, although the probability formillisecond
flavin protonation was still found to be higher. A QM analysis of the active site in A. thal. cryp-
tochrome [67] had also suggested flavin protonation to happen ultrafast. Transient absorption
spectroscopy observed deprotonation of the tryptophan radical within microseconds for A. thal.
cryptochrome and E. coli photolayse in vitro in water-glycerol mixture [68].
1.2.2 Cryptochromes and Magnetoreception
A fascinating, yet speculative hypothesis is that cryptochromes constitute the long-sought recep-
tor by which migratory birds perceive the Earth’s magnetic field [8]. Evidence for the hypothesis
has been collected by researchers from different disciplines, with zoologists and neurophysiolo-
gists on the one hand and spin chemist on the other but conclusive validation is lacking. The
results of their studies are reviewed in detail by [69–72].
The proposed sensitivity of cryptochromes to the Earth’smagnetic fields is based on the radical
pair mechanism [69, 73, 74]. Originally suggested by Schulten [75], the magnetic sensitivity of
radical pair reactions in in vitro was demonstrated [73]. The spin-correlated radical pair, e.g. the
flavin-tryptophan radical pair created during the photo-activation, possess a magnetic moment
7
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Figure 1.4: Radical pair reaction scheme. The 1[F• W•] state is formed trough electron transfer.
Arrows indicate spin-dependent radical pair reactions that can occur either from the
singlet(red) or triplet(blue) state. An external magnetic field influences the singlet to
triplet interconversion, thereby modulating the ratio between recombination and prod-
uct formation.
that interacts with the magnetic nuclei and and with external magnetic fields. It is thought that
the interaction with the external magnetic field alters the interconversion rate between singlet
and triplet states and thereby influences the lifetime of the radical pair, leading to a change of the
rate constants or the product yield of the molecular species. This effect is called magnetic field
effect [72].
The first direct measurements of magnetic fields resulting in an effect on the chemical rate
constants of the radicals species in A. thal. cryptochrome and E. coli photolayse have beenmade
recently by Maeda et.al. They found that the recombination reaction of the anionic flavin FAD−
and tryptophan radical W•+ increases in the presence of an outer magnetic field while the pro-
tonation and deprotonation reactions were suppressed by 10-20%. The magnetic field effect for
A. thal. cryptochrome was found to be higher than for E. coli photolayse. The proposed reaction
scheme is shown in Fig. 1.4.
1.3 Overview Over this Work
In the next chapter the theoretical fundamentals needed to study the electron transfer reactions in
proteins of the cryptochrome/photolyase family are introduced. The two approaches tomodel bi-
ological systems, quantum chemical methods and molecular mechanics methods are presented.
The most important concepts for the theoretical description of electron transfer in biological sys-
tems are introduced and the limits of state-of-the-artMarcus’ theory are discussed. Subsequently,
the direct electron transfer approach which is used for the simulation of electron transfer in this
work is presented.
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In chapter 3 the direct electron transfer approach is applied to study possible alternative path-
ways for the photo-activation reaction in E. coli photolyase. Further, open questions regarding
the mechanism of electron transfer are clarified. Inclusion of the effect of electronic polarization
in the direct electron transfer approach via electrostatic potential scaling is tested and its effect
on the electron transfer rates is discussed.
Following, the photo-activation reaction of A. thal. cryptochrome is investigated using the direct
electron transfer approach and potential of mean force calculations. Furthermore, the results of
the radical pair formation are discussed in terms of magnetoreception in chapter 4.
In chapter 5 electron transfer parameters for aromatic side chains are re-evaluated which might
be used in the search for alternate electron transfer pathways in cryptochromes.
Chapter 6 presents the development of amodel for the simulation of DNA repair by CPD-photoly-
ase. Previous approaches and their drawbacks are discussed. Further, the model parameters are
tested against higher-level methods.
Finally, a conclusion in chapter 7 summarizes the findings of this work.
9

CHAPTER 2
Theoretical Framework and
Methods
Charge transfer reactions in biomolecules are determined by effectswhich occur ondifferent time
and lenght scales. On the one hand the electronic structure needs to be treated explicitly via
quantum chemical methods which is only possible for small systems up to 100 atoms. On the
other hand charge transfer is affected by the electrostatic and dynamic effects of the complete
biomolecule which might consist of as much as several 100000 atoms. These effects are captured
by empirical force field models. This chapter briefly recapitulates the methods used in this work.
For a more detailed account the reader is referred to the corresponding textbooks written on this
matter [76–78].
Both types of methods are required for the simulation of charge transfer reactions in biomole-
cules. The most widely applied theory for the description of electron transfer is Marcus’ the-
ory [79, 80]. The most important concepts as well as its limitations will be explained in the fol-
lowing and an alternative, more direct electron transfer approach which has been developed in
our group over the last years[81, 82] is presented.
2.1 Quantum Chemistry
The starting point for electronic structure calculations is usually the stationary Schrödinger Equa-
tion (SE)
Hˆψ= Eψ (2.1)
with Hˆ being the time-independent Hamiltonian for a molecular system of M nuclei and N elec-
trons. Usually the Born-Oppenheimer approximation (BOA) is applied which assumes that the
11
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motion of nuclei and electrons can be separated. Within this approximation, the Hamiltonian
depends on the electronic coordinates r and only parametrically on coordinates of nuclei R:
Hˆ = Tˆe + Vˆee + Vˆen + Vˆnn (2.2)
=−
1
2
N∑
i
▽2i +
N∑
i , j>i
1
|ri− rj|
−
N∑
i
M∑
A
ZA
|RA− ri|
+
M∑
A,B>A
ZAZB
|RA−RB|
(2.3)
where Tˆe denotes the kinetic energy of the electrons, Vˆee the electron-electron interaction, Vˆen
the electron-nucleus interaction and Vˆnn the nucleus-nucleus repulsion. An analytical solution to
the SE is only possible for single electron systems as e.g. H+2 . All quantum chemical methods aim
to find the best possible approximation of the wavefunctionψ in order to obtain the total energy
E of the molecular system. This approach is based on the variational principle which states that
any trial wavefunction yields an energy expectation value which is higher than the true ground
state density E0.
2.1.1 Hartree-Fock
The Hartree approximation is based on the assumption of a system of N non-interacting elec-
trons. The total wavefunction of the system ψ can be written as a product of single particle wave
functions φi :
ψ(r1, ...,rN)=φ1(r1)φ2(r2)...φN (rN)=
N∏
i
φi (ri) (2.4)
Assuming that each electron i is affected by the average potential created by the remaining N-1
electrons, the N electron problem reduces to N single electron problems:
hˆi (ri)φi (ri)= ǫiφi (ri) (2.5)
with hˆi (ri) being an effective single particle Hamiltonianwhich acts on the single particle wave-
function φi (ri). This so called Hartree-Approximation does not explicitly take into account the
interaction between electrons, they are uncorrelated.
According to the Pauli Principle, two electrons with identical spin can not populate the same
orbital. This can be accounted for by using spin orbitals
χi (x)=


φi (r)α(ω)
or
φi (r)β(ω)
(2.6)
and by constructing an antisymmetric wavefunction which changes sign upon exchange of the
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coordinates r of two electrons. The resulting wavefunction is usually written as a determinant,
the so called Slater-Determinant ([83])
ψN = |χ1(x1)χ2(x2)...χN (xN)| (2.7)
Applying the variational principle in order to find the set of spin orbitals χN which minimizes
the expectation value of the Hamiltonian yields the Hartree-Fock (HF) equations:
fˆiχ(xi)= ǫχ(xi) (2.8)
including the Fock operator fˆi and the Hartree-Fock potential vHF which are definded as
fˆi = hˆi +
n∑
j
( Jˆ j − Kˆ j ) (2.9)
= hˆi + vHF . (2.10)
hˆi is the effective one-electron operator, describing the motion of one electron in the field of all
nuclei
hˆi =−
1
2
▽2i −
M∑
A
ZA
|RA− ri|
. (2.11)
vHF is the average potential experienced by electron i due to the presence of the other electrons
and represents the electron-electron repulsion in an average fashion. Jˆ j is the Coulomb operator,
describing the classical coulomb repulsion between two charge densities.
Jˆ j = 〈χ j (xi)|
1
ri j
|χ j (xi)〉 (2.12)
Kˆ j is the Exchange operator and leads to an exchange of the variables in two spin orbitals and
occurs due to the antisymmetry of the Slater determinant.
Kˆ j (xi)|χi (xi)〉 = 〈χ j (xj)|
1
ri j
|χi (xj)χ j (xi)〉 (2.13)
Exchange contributions exist only for electrons with the same spin. The Fock operator depends
on the spin orbitals χi but they are also its solutions. Therefore the HF problem must be solved
iteratively until the field generated by the electrons is self-consistent (SCF).
From the Hartree-Fock total energy
E =
∑
i
hi +
1
2
∑
i j
(
Ji j −Ki j
)
+Vnn (2.14)
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it becomes apparent that for i = j the Coulomb interaction Ji i of the charge distribution of a
single electron with itself is calculated. This so called self-interaction is unphysical. However, in
HF for i = j the coulomb and exchange interaction become identical and cancel each other. In
DFT the self-interaction constitutes a major obstacle.
The fock eigenvalues ǫi represent the orbital energies of the system. Within the Frozen Orbital
Approximation (the orbitals of the N electron state are assumed to be identical to the orbitals of
the N±1 electron state), the fock eigenvalues provide a way to calculate approximate ionization
potentials (IP) or electron affinities (EA). The difference of the total energy of a system of N elec-
trons and the same systemwhere an electron from orbital k is removed, equals the orbital energy
ǫk
−ǫk ≈ E
k
N−1−EN = IP. (2.15)
The difference of the total energy of a system of N electrons and the same system where an elec-
tron is added to the orbital l is removed, equals the orbital energy ǫl
−ǫl ≈ EN −E
l
N+1 = EA. (2.16)
This relation is known as Koopmans’ Theorem[84].
2.1.2 Density Functional Theory
Density functional theory is based on the idea that the complicated N-electron problem can be
reduced by replacing the N-dimensional wavefunction by the 3-dimensional electron density ρ =
ρ(r ). Hohenberg and Kohn could indeed show that the electron density unambiguously defines
the properties of the molecular system and minimizes the energy functional for the true ground
state density [85]. The contributions to the DFT energy functional
E
[
ρ
]
= T
[
ρ
]
+Ven
[
ρ
]
+ J
[
ρ
]
+EXC
[
ρ
]
+Vnn (2.17)
include the interactions of the electrons with the static external potential of nucleiVen
[
ρ
]
and the
classical coulomb interaction between electrons J
[
ρ
]
which is defined in analogy to the Hartree
theory as
J
[
ρ
]
=
1
2
∫∫
ρ(r)ρ(r′)
r− r′
drdr′ (2.18)
Ven
[
ρ
]
=
∑
A
∫
ZAρ(r)
RA− r
dr. (2.19)
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In the formulation of the Kohn Sham (KS) Approximation [86] orbitals are reintroduced which
lead to the effective one-electron equations
−
1
2
▽2+vKS
[
ρ
]
χi = ǫiχi (2.20)
with
vKS =
δVen
[
ρ
]
δρ
+
δJ
[
ρ
]
δρ
+
δEXC
[
ρ
]
δρ
(2.21)
being the effective KS potential. Starting from an approximate density, the Kohn-Sham equations
are solved self-consistently. The resulting KS-orbitals χi are used to calculate the kinetic energy
T
[
ρ
]
=
∑
i
〈χi |−
1
2
▽2 |χi 〉. (2.22)
All the contributions arising from the many body effects are covered by the exchange-correlation
functional EXC
[
ρ
]
. The Kohn-Sham approach would yield the exact energy, if the exact form of
EXC
[
ρ
]
was known. Also, the exact exchange-correlation functional would cancel the unphysical
self-interaction arising from the coulomb term. In all real applications, however, an approxima-
tion for the exchange-correlation functional is required. The search for more accurate exchange-
correlation potentials is the central goal of modern quantum chemistry [76].
Several approaches to approximate EXC
[
ρ
]
exist. The local density approximation (LDA),
where EXC depends on the electron density only, is the simplest approach. Another class of
functionals called general gradient approximation (GGA) depends on the electron density and
its gradient. A popular representative of this class is the PBE [87] functional. However, both ap-
proaches do not describe the correct asymptotic 1/r behaviour of the exchange potential which is
needed to cancel the unphysical self-interaction. In HF, however, the asymptotic behaviour is de-
scribed correctly and the most successful exchange-correlation functionals include an exchange
term fromHF. These functionals are called hybrid functionals. Here, B3LYP[88] is themost widely
used functional which contains about 20% contribution of HF exchange. Yet another class are the
so called range-separated functionals[89] which use the exchange from the LDA/GGA approach
for small distances r and the exchange fromHF for larger distances.
According to Janak’s theorem[90] the KS HOMO energy is directly related to the vertical ioniza-
tion potential
−ǫHOMO = IPv . (2.23)
This relation is correct only for the exact exchange-correlation potential. In practice, the KS en-
ergies differ from the experimental ionization energies depending on the exchange-correlation
functional used. For LDA and GGA functionals a deviation from the experimental ionization en-
ergies by more than 2eV is found [91]. For hybrid functionals the error is reduced while range-
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separated functionals [89] are a more promising solution to this problem.
The reason why the relation Eq. 2.23 is not fullfilled by any approximate exchange correlation
potentials is a phenomenon called derivative discontinuity. Perdew et al. [92] extended the Kohn-
Sham theory to fractional electron numbers and showed that the exchange-correlation potential
jumps as the number of electrons passes through an integer. All current exchange-correlation
potentials are characterized by a continuous potential with respect to the electron number.
2.1.3 Density Functional Tight Binding
Density functional tight binding (DFTB) is an approximative quantum chemical method which
is derived from DFT. Though less accurate than DFT or ab initio methods on average, its main
advantage is the increased computational speed by 2-3 orders of magnitude. This allows to treat
largemolecules and sufficiently long sampling for QM/MMmolecular dynamics simulations [93].
Tight binding theories (TB) originate from solid state physics and assume that electrons are
tightly bound to the nuclei. Therefore, the electron density can be expressed in terms of a a refer-
ence density ρ0 and fluctuations δρ0
ρ(r)= ρ0(r)+δρ0(r). (2.24)
In this spirit, the DFTB total energy is derived by expanding the DFT total energy Eq.(2.17)
around a reference density ρ0 up to the third order:
E
(
ρ0(r)+δρ0(r)
)
=
occ∑
i
〈ψi |−
1
2
∇2+ vext +
∫
ρ0(r
′)
|r− r′|
dr′+ vXC
[
ρ0
]
|ψi 〉 (2.25)
+EXC [ρ0]+Enn −
∫
vXC [ρ0](r)ρ0(r)−
1
2
∫∫
ρ0(r
′)ρ0(r)
|r− r′|
drdr′ (2.26)
+
1
2
∫∫(
δ2EXC [ρ]
δρδρ′
+
1
r− r′
)
δρδρ′drdr′ (2.27)
+
1
6
∫∫∫
δ3EXC [ρ]
δρδρ′δρ′′
dρdρ′dρ′′drdr′dr′′ (2.28)
(2.29)
The total DFTB energy is an approximation to Eq. 2.29 and can be written as:
EDFTB =
∑
i
〈ψi |H
[
ρ0
]
|ψ〉+E rep +E2nd +E3rd . (2.30)
Truncation of the Taylor series after the first order gives the standard non-selfconsistent DFTB
method [94] which works well for solid state systems. Including second-order terms accounts for
charge fluctuations which need to be considered for the description of molecules and results in
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the DFTB2method [95]. Inclusion of the third-order allows for an improved description of highly
charged molecules and yields the DFTB3method [93, 96].
The first energy term is the energy contribution from an atomic orbital Hamiltonian depending
only on the reference density. The repulsive energy term contains all the core electron effects,
so that only valence electrons need to be considered. As the TB theory assumes tightly bound
electrons, the Kohn-Sham orbitals are expanded in a minimal basis µ:
∑
i
〈ψi |H
[
ρ0
]
|ψi 〉 =
occ∑
i
∑
µ,ν
c iµc
i
νH
0
µν. (2.31)
The matrix elements of the DFTB Hamiltonian are the principal parameters of the method[97].
The diagonal elements are Kohn-Sham eigenvalues obtained from an atomic DFT calculation
using the PBE[87] exchange-correlation functional and confined Slater-type basis functions. The
values for the Hamilton and overlap matrix elements are precomputed and tabulated for each
orbital pair and atom for different inter-atomic distances and need not to be calculated during
the runtime.
The repulsive energy term is approximated in the spirit of TB theory as a sum of pairwise po-
tentials,
E rep =
1
2
∑
ab
V abrep
[
ρa0 ,ρ
b
0 ,rab
]
(2.32)
where rab is the distance between atoms a and b. Three center contributions are neglected. The
potentials are fitted to reproduce DFT energies, geometries and vibrational frequencies.
The second order term accounts for charge density fluctuations δρ which are written as super-
position of atomic contributions δρ =
∑
a δρa . Applying the monopole approximation,
δρ ≈△qaF
α
00Y00 (2.33)
the radial dependence of the density fluctuation on atom a is assumed to be spherical. The
second-order energy can thus be written as
E2nd ≈ Eγ =
1
2
∑
ab
△qa△qbγab , (2.34)
with γab reducing to 1/rab for large inter atomic distances describing a pure Coulomb interaction
between the partial charge△qa and△qb . For vanishing inter atomic distances a = b, γ represents
the electron-electron interaction on a single atom described by the Hubbard ParameterUa . The
Hubbard parameter is twice the chemical hardness and is a measure for the energy change of a
system upon addition or removal of an electron.
In the second order approximation the Hubbard parameter is independent of the charge state.
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The third order term allows the Hubbard parameter, which represents the size of an atom, to be
charge dependent: as charge accumulates around an atom its effective size increases and vice
versa.
E3rd =
1
3
∑
ab
(
△qa
)2
△qbΓab (2.35)
Γ contains the derivative of the γ function with respect to the charge.
Γab =
∂γab
qa
|q0a =
∂γab
Ua
∂Ua
qa
|q0a (2.36)
Γaa =
∂γaa
qa
|q0a =
1
2
∂γaa
Ua
∂Ua
qa
|q0a (2.37)
The Hubbard derivative is pre-computed.
2.2 Empirical Force field Models
For large molecular systems it is not feasable to use the quantum chemical Hamiltonian as a de-
scription. Instead, empirical force field methods are used which calculate the energy of a molec-
ular system as a function of the nuclear positions only. Based on the BOA, the electrons are as-
sumed to instantly follow the motion of the nuclei. The nuclei are treated as spheres carrying
atom-centered partial charges and their interaction is described by classical mechanics models.
The empirical potential energy function which accounts for the interactions between all atoms
is called "forcefield". The representative statistical ensemble fromwhichmacroscopic properties
of the molecular system can be derived is generated by numerical integration of the Newtonian
equations of motion.
2.2.1 Force Field Description
In this work the AMBER (AssistedModel Building and Energy Refinement) force field for proteins
and nucleic acids [98] was used, which is of the functional form:
VAMBER =Vbonded +Vnon−bonded (2.38)
Vbonded =
∑
bonds
Kr (r − r0)
2+
∑
ang les
Kθ(θ−θ0)
2+
∑
dihedral
Vn
2
(1+ cos(nφ−φ0)) (2.39)
For the bond distance r and bond angle θ terms a harmonic potential is used to describe how
the energy changes with the deviation from their respective equilibrium value. For the dihedral
angle φ term a torsional potential is used to model the energy change as a bond rotates. The non-
bonded interactions Vnon−bonded are decomposed into a term which accounts for the coulomb
interaction between two atoms i and j and a second term which accounts for the attractive van
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der Waals interaction (dispersion) and the Pauli repulsion, modeled by the 6-12 Lennard-Jones
potential.
Vnon−bonded =
N∑
i=1
N∑
j=i+1
(
Ai j
r 12i j
−
Bi j
r 6i j
+
qiq j
4πǫ0ǫr ri j
)
(2.40)
ǫ0 denotes the dielectric constant in vaccuo and ǫr is the dielectric constant of the medium.
The non-bonded interactions are only calculated between atoms in different molecules or, if in
the samemolecule, separated by at least three bonds.
As inmost force fields, the concept of atom types is used in the AMBER force field. An atom type
contains not only the information about the element but also information about its hybridization
state and sometimes its local environment. So for example, the atom types for single and double
bonded carbons would be different. The parameters, such as equilibrium distances and angles,
force constants and Lennard-Jones Parameters for each interaction term between atom types are
specific for each force field. Ab initio quantum chemical calculations or experimental data is
usually used as reference data for the force field parametrization.
The partial charges of each atom type are calculated for individual residues in vaccum employ-
ing the HF method with a small basis set. This approach yields dipole moments which are 20%
too large on average and would not be considered accurate with respect to the results of the re-
cent state-of-the art quantum chemical methods and basis sets. However, this over-polarization
allows to implicitly incorporate electronic polarization effects into the force field model.
2.2.2 Molecular Dynamics
The derivative of the force field term specifies the forces acting on each particle i of themolecular
system. The dynamics of the molecular system is determined by the newtonian equations of
motion for each particle. These N coupled differential equations can not be solved analytically
and a finite difference method is used instead in order to numerically integrate the equations
of motion. From the force acting on a particle at time t accelerations can be obtained, which
togetherwith the velocities andpostions at time t are used to calculate the velocities andpositions
at time t+∆t . There are several algorithms availablewhich all assume that the positions, velocities
and accelerations can be approximated by a Taylor series expansion. The most popular ones are
the Verlet algorithm [99] and one of its variations the leap-frog algorithm [100], the latter used in
this work. Both algorithms conserve energy and are time-reversible. The integration time step is
determined by the fastest motion in the system. Usually, this is the stretching vibration of a bond
involving a hydrogen atom. A time step of 1 fs is often used in practice.
Integration of the equations of motions as described above yields a microcanonical ensemble.
Realistic simulations which resemble laboratory conditions need to create a canonical ensemble
which conserves not only the total energy but also temperature T and/or pressure P . Constant
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temperature is achieved by coupling the system to a bath via a thermostat algorithm. The Nosé-
Hoover thermostat [101] ensures the correct ensemble and is realized by introducing the bath
as an additional degree of freedom in form of a friction term in the equations of motion. The
coupling strength of the thermostat is closely related to period of oscillations between the kinetic
energy of the system and the bath. Barostats are implemented in a similar way, allowing the
system to fluctuate according to the specified external pressure. The Parinello-Rahman method
[102] ensures the correct NPT ensemble.
2.2.3 Free Energy Calculation
The free energies of molecular systems describe their tendencies to associate and react. Free
energy calculations are for example used to asses ligand binding energies or to estimate the envi-
ronmental effects on reactions in proteins and solution.
However, the free energy can not be calculated accurately from a standard MD simulation as
described in Sec. 2.2.2. In a standard MD simulation states of low energy are preferentially gener-
ated as they represent the equilibrium state. The less probable high energy states are not sampled
adequately. The internal energyU for a system of N particles with coordinates rN , momenta pN
and particle density ρ(pN ,rN ) and energy E (pN ,rN ) (normalization factors are omitted for clarity)
is definded as
U =
∫∫
dpNdprE (pN ,rN )ρ(pN ,rN ). (2.41)
Eq. 2.41 shows, that the less probable high energy states make an insignificant contribution to
the internal energy. Therefore, sampling the lower energy regions of phase space is sufficient in
order to accurately calculate the internal energyU .
The free energy of A on the other hand depends exponentially on the energy E
A = kBT ln
(∫∫
dpNdpr exp
(
E (pN ,rN )
kbT
)
ρ(pN ,rN )
)
. (2.42)
Therefore, the high energy statesmake a significant contribution to the free energy and it is not
possible to obtain converged and accurate values from a conventional simulation.
However, when considering a chemical reaction it is sufficient to know the free energy differ-
ence between the reactant and product states not the absolute free energies. There are two ap-
proaches which make use of this: thermodynamic perturbation or thermodynamic integration
[78]. The change of the free energy as a function of a reaction coordinate can be calculated using
the potential of mean force (PMF) approach. The reaction coordinatemay be for example the dis-
tance between a proton and its acceptor in case of a proton transfer reaction or a dihedral angle
in case of conformational transitions. The PMF is calculated for a physically achievable process,
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consequently yielding a free energy profile in which the point of highest energy corresponds to
the transition state of the process[78]. From the energy barrier kinetic quantities such as rate
constants can be derived.
The simplest type of PMF is the free energy change as the separation r between two particles is
changed. The potential of mean force ω is the representative potential whose gradient gives the
averaged force over all configurations of all the 3...N particles acting on particle 1, while keeping
particles 1 and 2 fixed:
−
d
dr1
ω(2) =−〈
d
dr1
V 〉r1,r2 f i xed =
−
∫
dr3, ...,drN (dV /dr1)e
−βV∫
dr3, ...,drNe−βV
(2.43)
with V being the potential which describes the interaction between the N particles. In practice
this is obtained by performing an MD simulation in which all degrees of freedom are sampled
except for the reaction coordinate r = r2− r1. The PMF is directly related to the free energy for
changing the system along the reaction coordinate r and is also referred to as reversibel work.
In order to sample the unfavorable states sufficiently, a biasing potential Vi (q) is added to the
potential energy function
V ′(rN )=V (rN )+Vi (q). (2.44)
Usually, i biasing potentials are applied for different, restricted intervals of the reaction coor-
dinate and for each potential Vi a separate simulation is carried out. The separate simulations
are referred to as "windows" and yield a set of histograms of the biased probability density ρ⋆i .
This technique is referred to as Umbrella Sampling. The PMFω(q) of the unbiased system can be
obtained from the biased probability density ρ⋆i and the biasing potential Vi (q)
ωi (q)=∆A(q)=−kBT lnρ
⋆
i −Vi (q)+ ci . (2.45)
The distributions from eachwindow have to be connected in order to obtain the PMF along the
entire reaction coordinate. The offset ci can be obtained by matching the values for ωi (q) at the
interfaces between the windows or by the weighted histogramm analysis method (WHAM) [103].
2.3 Theory of Biological Electron Transfer
Electron transfer reactions play a central role in the mechanism underlying biological processes
such as photosynthesis, DNA repair or signal transduction as described in Chapter 1. The field of
biological electron transfer is one of the most mature fields in biophysics and physical biochem-
istry, yet there remain areas which are not fully understood [104]. In the following the threemech-
anism which are currently distinguished in the description of electron transfer in biomolecules
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Figure 2.1: Electron transfer regimes. In the deep tunneling regime the energy of the vibronic
bridge (B) states (blue dashed lines) is always higher than the energy of the donor (D)
and acceptor (A) vibronic states. If the bridge states can become resonant with the donor
and acceptor states (left) resonant tunneling occurs if the bridge residence time is short
and (right) hopping takes place if the bridge responds to the charge so that the B state
energy is lowered and thermal activation becomes necessary for transfer to A. Inspired
by [104].
will be explained. The important concepts of the most widely used approach for the description
of biological electron transfer, classical Marcus theory, will be summarized. Furthermore, the
limitations of Marcus’ theory will be discussed and a recently developed, direct electron transfer
simulation approach will be introduced.
2.3.1 Electron Transfer Mechanisms
Biological electron transfer often occurs over long distances from an initial localized donor to a
final localized acceptor via intermediate bridge moieties. The bridge moieties can be any part of
protein or DNA and may include cofactor molecules or parts of cofactor molecules. The donor
and acceptor can be metal atoms, small organic molecules, aminoacids or DNA bases.
Three different transfer regimes can be distinguished [104], deep tunneling, resonant tunneling
and thermally activated hopping. The deep tunnelingmechanism applies if the energy difference
∆EB between localized donor or acceptor states and the localized bridge state is much greater
than kBT . As shown in Fig. 2.1(left), the electron here tunnels through the bridge and occupies
the intermediate bridge states only with very low probability. This mechanism is mostly found
if donor and acceptor are metal moieties whose electronic states are separated from the protein
electronic states.
In the case of resonant tunneling (Fig. 2.1(right)) the energy difference between localized donor
or acceptor states and the localized bridge state ∆EB is smaller than kBT . Therefore structural or
solvent fluctuations can bring the bridge electronic states in resonance with donor and/or accep-
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tor states. The electron occupies the bridge state with high probability but the residence time is
too short for the bridge atoms to respond to the electron.
The electron is transferred via thermally activated hopping when the residence time on the
bridge is long enough to allow relaxation of the bridge atoms due to the electron. The electron is
then trapped in the bridge state(Fig. 2.1(right)) and transfer to the acceptor can take place when
thermal fluctuations induce a conformation which brings the occupied bridge and the acceptor
state in resonance.
Resonant tunneling or hopping is common if the donor and acceptor states are amino acids or
organic molecules whose electronic states are similar to the bridge states. The different transfer
regimes are reviewed in detail in [104] and the references therein.
2.3.2 Marcus Theory
Long-range electron transfer reactions in biological systems are usually described byMarcus’ the-
ory [79, 80, 105, 106] and its extensions [107–111]. The rate of electron transfer between a donor
D and an acceptor A
D++ A⇋D+ A+ (2.46)
can be obtained in the high temperature non-adiabatic limit as
kET =
T 2DA
~
√
π
λkBT
exp
[
−
(∆G +λ)2
4λkBT
]
. (2.47)
assuming weak coupling between donor and acceptor. TDA is the electronic coupling between
donor and acceptor, ∆G is the free energy difference between the initial and final state and rep-
resents the thermodynamic driving force for electron transfer. λ is the reorganisation energy and
describes the energy which would be required to change the molecular structure of the initial
state to the relaxed structure of the final state without the electron transfer taking place. The
electron transfer rate depends also on the temperature T , Planck’s constant ~ and the Boltzmann
constant kB .
The reorganization energy is decomposed into an outer and and an inner sphere contribu-
tion. The outer sphere reorganization energy λo arises from the rearrangement of surrounding
molecules (protein and solvent molecules) due to the redistribution of the electron. The inner
sphere reorganization energy λi represents the change of the molecular structure of donor and
acceptor.
The potential energy curves of the initial and final diabatic states are approximated by har-
monic parabolas (Fig. 2.2) as a function of a reaction coordinate of the complete molecular sys-
tem. In case of electronic interaction between the initial and the final state the electron transfer
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Figure 2.2: Parameters of the Marcus equation. The potential energy surfaces of the diabatic
donor and acceptor states (including dashed lines) are represented by parabolas. Elec-
tronic interaction between initial and final state leads to energy splitting of twice the
electronic coupling TDA . The reorganization energy λ defines the curvature of the
parabolas and∆G0 indicates the free energy difference between the inital andfinal state.
reaction is adiabatic if the energy splitting 2TDA is large or non-adiabatic if the energy splitting is
weak 2TDA < kBT .
The law of energy conservation and the Franck-Condon Principle require that the electron
transfer within Marcus’ theory occurs at the crossing of the diabatic states. At the crossing the
initial and final electronic states are resonant. Usually the system minimum energy conforma-
tion in the initial state is not in a resonance conformation. Thermal fluctuations of the reaction
coordinate caused by molecular motion bring initial and final state into resonance and thus en-
able electron transfer. The activation barrier ∆Gact which needs to be overcome to assume the
resonance state depends on the reorganization energyλ. Within classicalMarcus’ theory the reor-
ganization energy is assumed to be the same for forward and backward transfer and the activation
barrier can be written as:
∆Gact =
(∆G0+λ)
2
4λ
(2.48)
In case of identical species ∆G0 = 0 and ∆Gact becomes 1/4λ.
The Marcus parameters can be computed from simulations. The electronic coupling TDA and
the inner sphere reorganization λi can be obtained with quantum chemical methods while the
free energy ∆G and λO are thermodynamic quantities which can be obtained from free energy
calculations (Sec 2.2.3).
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Several assumptions are inherent toMarcus’ theory. Knowledge about themechanism of trans-
port is required and the electronic structure of the donor and acceptor must be determined be-
forehand. Also, fluctuation of the tunneling matrix element due to molecular motion is not ac-
counted for in the classical Marcus’ equation. Therefore, one recent development in the field of
electron transfer simulations is a stronger focus on the coupling between atomic conformational
fluctuations and electronic structure changes in biomolecules[112–116]. It is found that energetic
and structural fluctuations as well as the relative time scales on which these the fluctuations oc-
cur, play a vital role for systemproperties at the transition state and characterize different electron
transfer mechanisms like, e.g. gated electron transfer[112, 113, 117].
Another assumption used to derive Eq. 2.47 is that, prior to the electron transfer, the donor state
is thermally fully equilibratedwith respect to the conformational dynamics of the system. This as-
sumption is not valid if the timescale for electron transfer is similar to the timescale of relaxation
of the reaction coordinate motion. It has for example been shown that electronic and nuclear
time scales overlap for the initial electron transfer step in the bacterial reaction center [118, 119].
Here, theoretical and computational descriptions which go beyondMarcus’ theory are needed.
2.3.3 Direct Electron Transfer
An alternative to the Marcus model provide non-adiabatic molecular dynamics schemes which
propagate the electronic wavefunction and the nuclei simultaneously. The simultaneous prop-
agation allows charge delocalization and takes into account the response of the charge to the
nuclear motion as well as the response of the nuclei to the moving charge. The nuclear de-
grees of freedom are propagated using classical equations of motion and the electronic degrees
of freedom are propagated by integrating the time-dependent Schrödinger equation using either
a mean-field (Ehrenfest)[120] or surface hopping approach [121, 122]. The electronic structure is
computed with DFT or post Hartree-Fock methods. This approach becomes prohibitively costly
for large systems involving about 100 QM atoms and electron transfer reactions in the order of
nanoseconds.
Recently, an approximative non-adiabatic molecular dynamics scheme has been developed
[82, 123–125]. It was shown to reproduces the predictions of high-level methodology and makes
electron transfer simulations over long time scales and large systems feasable. This is achieved
by splitting the system into a QM and a MM part, describing only the electron and the molecular
fragments considered to participate in the transfer quantum mechanically. The rest of the sys-
tem is treated in terms of classical mechanics. The most time-consuming part are the quantum-
chemical calculations which have to be performed in every step. This is accounted for by only
taking the frontier orbitals into account (Fragment Molecular Orbital Approach (FMO)) and us-
ing semi-empirical DFTB2 for the calculation of the electron transfer parameters. The applica-
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tion of the approximative DFTmethodDFTB [95] reduces the computational time by two to three
orders of magnitude compared to conventional DFT, but still maintaining the necessary level of
accuracy.
2.3.3.1 Total Energy Derivation
In order to describe the electronic structure of the quantum systemwe start froma charge-neutral
closed shell system with N electrons:
EN [ρ0]=
N∑
i
〈ψ0i |Hˆ [ρ0]|ψ
0
i 〉+EDC [ρ0] (2.49)
where ρ0 is the DFT ground-state density and ψ
0
i are the KS orbitals. EDC [ρ0] contains the DFT
’double-counting’ and nucleus-nucleus repulsion terms. Applying the frozen orbital approxima-
tion, assuming that ψ0i =ψ
N−1
i , the energy of the N-1 electron system is obtained by expanding
the neutral energy EN with respect to the density ρ = ρ0+δρ around the N-electron density ρ0 up
to the second order.
EN−1[ρ]≃ EN [ρ0]−〈ψ
0
i |Hˆ [ρ0]|ψ
0
i 〉+E
2nd [δρ] (2.50)
This means that the total energy of the ionized system can be expressed as the energy of the neu-
tral systemminus the energy of one electron in the orbitalψ0i , governed by theHamiltonian Hˆ [ρ0],
corrected by electron relaxation effects given through the second order derivative E2nd . The three
contributions to the total energy are further approximated as described in the following.
The total energy of the neutral reference system EN is approximated by the classical molecular-
mechanics total energy.
EN [ρ0]≃ E
MM (2.51)
This simple decomposition of the energy into anMMandQMpart contributes significantly to the
efficiency of the computational scheme.
The wavefunction ψ0i is expanded in the set of HOMO orbitals φm of the molecular fragments.
The fragment orbitals are obtained as DFT (KS) orbitals of the neutral molecular fragments.
ψ0i =
M∑
m=1
aimφ
i
m (2.52)
Computation of the matrix elements Hmn is the most time consuming step of the entire electron
transfer calculation and the use of fragment orbitals scales this process down to an O(N)-step. In
this work, the fragments are the sidechains of the amino acids involved in the electron transfer.
As an example the fragment orbitals of three tryptophan side chains in A. thal. cryptochrome are
26
2.3 Theory of Biological Electron Transfer
shown in Fig. 2.3. With this expansion the matrix elements
〈ψ0i |H [ρ0|ψ
0
i 〉 =
∑
m
ama
∗
m〈φn |H [ρ0|φm〉 =
∑
mn
ama
∗
mH
0
mn (2.53)
are obtained. The diagonal matrix elements H0mm = ε
0
m are the site energies of the neutral frag-
ments and the off-diagonal terms represent the electronic couplings between the HOMOs of the
fragments, similar to the parameters in the Marcus equation (Eq. 2.47).
Figure 2.3: Fragment orbital QM scheme. Shown are the HOMO orbitals of the three tryptophan
fragments WA, WB and WC in color, embedded in the classical MM surroundings of the
cryptochrome protein (grey), including the flavin cofactor and solvent around the pro-
tein.
Any shift due to ionization is covered by the second order term. The corrected energy for the
site energies is obtained by approximating the second order term. The differential density δρ =
ρ−ρ0 can also be decomposed into contributions located on the individual molecular fragments
δρ =
∑
δρm (2.54)
and the second order term can be written as
E2nd =
1
2
∑
nm
∫∫(
1
r − r ′
+ fXC [ρ0]
)
δρm(r )δρn(r
′)d3rd3r ′ (2.55)
Applying a monopole approximation the expression can be further simplified to
E2nd =
1
2
∑
m
Um∆Q
2
m +
1
2
∑
m 6=n
∆Qm∆Qn
Rmn
(2.56)
where ∆Qm denotes the fraction of the electron localized on fragment m. The first term con-
tains the Hubbard parameter U (chemical hardness) which determines the electron-electron re-
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pulsion on site m. The interaction between neighboring sites is described as simple Coulomb
repulsion of the delocalized electron on fragments m and n. This notation is used for simplic-
ity only since the fragment chargesQm are projected to atomic charges qα which allows a much
more accurate computation of interaction energy. In order to account for the well-known DFT
self-interaction error which is incorporated in the second order term a simple self-interaction
correction (SIC) is applied by scaling E2nd by a factor Γ= 1/6. U is determined from DFTB as the
derivative of the site energy with respect to the charge on the site using Janaks theorem [90]. A
value ofUW = 5.33eV /e
2 for the tryptophan side chain is used andUY = 5.86eV /e
2 for tyrosin.
Now the total energy reads
EN−1[ρ]≈ EMM −
∑
mn
a∗manHmn +Γ
(
1
2
∑
m
Um∆Q
2
m +
1
2
∑
m 6=n
∆Qm∆Qn
Rmn
)
(2.57)
The site energy of a fragment m in the charged system is obtained as the corrected site energy of
a fragment m in the neutral system
Hmm = εm =−ε
0
m +Um∆Qm +
∑
n 6=m
∆Qn
Rmn
(2.58)
The influence of the electrostatic potential (ESP) of the complete system at fragment m is ac-
counted for by evaluating the Hamilton matrix elements in the presence of the solvent and the
remainder of the protein represented by point charges.
ESPm =
∑
MMchar ges
qMMA
RmA
(2.59)
2.3.3.2 Internal Reorganization Energy
The additional Coulomb interaction between fragments due to the presence of the charge is well
accounted for by updating the atomic charges of the QM region. The change of geometry within a
fragment due to the presence of the charge, called internal reorganization energy, is not included
in the equations above. This is due to the fact that the empirical force field parameters are derived
for neutral amino acids. In this study, the effect of the internal reorganization energy for each site
m is approximated as a correction λmi to the diagonal elements εm :
ε′ = εm −λ
m
i ∆Q
2
m (2.60)
Values of 0.21 eV and 0.18 eV were obtained for λi for tyrosine and tryptophan, respectively.
Compared to the SIC scaling parameter Γ, the inclusion of λmi is a minor correction and it may be
considered as an additional localization force.
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Figure 2.4: Direct electron transfer scheme. The Hamiltonian from the electronic structure cal-
culation with DFTB is used to propagate the electronic degrees of freedom via TD-DFT.
The resulting electron density is projected to atomic charges that are subjected to the
next molecular dynamics step. After this, new coordinates for the subsequent electronic
structure calculation are obtained.
2.3.3.3 Propagation of the Charge
Applying the Lagrangian formalism to the total energy (Eq. 2.57), coupled equations of motions
for the electronic and nuclear degrees of freedom are obtained [82]. At every MD step the time
dependent Schrödinger equation is integrated which leads to propagation of the coefficients am
i~
∂am
∂t
=
∑
n
an〈φm |Hˆ |φn〉 =
∑
n
anHmn =
∑
n 6=m
anTmn +amǫm . (2.61)
The coefficients am are directly related to the charge population on site m at time t via Eq. 2.52
Qm = e|am |
2 (2.62)
The non-adiabatic simulation of charge transfer described by the theoretical framework above
is summarized in 2.4. Since the two sets of equations of motion are coupled, the electronic de-
grees of freedom are propagated with a variable time step between two time steps of the propaga-
tion of the nuclei. The propagation of the electronic degrees of freedom leads to a new electron
density distribution on each fragment m. This distribution is projected onto the classical parti-
cles by updating the atomic partial charges and used in the following MD step. The propagation
of the classical system then proceeds using classical Newtonianmechanics. By using theQM/MM
approach the impact of the environment on the traveling electron is considered and by updating
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the atomic charges of the charge carriers the polarization of the environment due to the traveling
charge is accounted for.
2.3.3.4 Electron Transfer Rates
With the direct electron transfer approach, the time series of the population (Eq. 2.62) can be
computed. The time series of the population have been shown to be dependent on the starting
structure used [126]. The average population obtained for an ensemble of representative starting
structures can be fitted to a kinetic model. The numerical fit yields electron transfer rates which
can be compared to experimental data. The model describes a two-step, linear electron transfer
between three molecular fragments A, B and C and allows both forward and backward transfer
reactions.
A
k If
⇆
k Ib
B
k I If
⇆
k I Ib
C (2.63)
k I and k I I denote the rate constants for electron transfer steps I and II and the subscripts f and b
indicate the forward and backward transfers, respectively. The two-step kinetic process including
back transfer can be described with coupled rate equations:
d [A]
dt
=−k If [A]+k
I
b[B ] (2.64)
d [B ]
dt
=−k I If [B ]+k
I
f [A]+k
I I
b [C ] (2.65)
d [C ]
dt
=−k I Ib [C ]+k
I I
f [B ]. (2.66)
Here, the square brackets [...] denote the normalized concentration of the corresponding frag-
ment, or in other words, the fragment population. Assuming an electron transfer reaction with
initial population of fragment A, the initial conditions for Eqs. (2.64)-(2.66) are
[A]|t=0 = 1; [B ]|t=0 = 0; [C ]|t=0 = 0. (2.67)
Eqs.(2.64)-(2.66) are solved numerically by varying the four rate constants k If , k
I
b , k
I I
f , k
I I
b until
the deviation of the kinetic fit from average population is minimized.
30
CHAPTER 3
Electron Transfer in E. coli DNA
photolyase: Understanding
Polarization and Stabilization
Effects via QM/MM Simulations
DNA photolyase facilitates an efficient long-range electron transport between its FAD cofactor
and the protein surface via a chain of evolutionary conserved tryptophan residues [44, 45]. The
photo-activation is a difficult case for the classical theory of electron transfer. As the electron
transfer occurs over nanometer distances and on the timescale of hundreds of picoseconds [40,
41, 44], the use of ab initiowavefunction approaches is impossible. Modeling of the photo-activa-
tion reaction has therefore mainly been based on classical Marcus’ theory [127]. Approximate
atomistic QM/MM simulations of electron transfer dynamics were shown to successfully cap-
ture the important aspects of the photo-activation reaction with qualitative agreement to exper-
iment [126]. In this chapter several remaining open questions regarding the electron transfer
mechanism will be discussed along with methodological improvements of the direct electron
transfer approach presented in section 2.3.3.
The electron transfer reaction is completed in less than a nanosecond despite the existence of
multiple potential trap states. One goal is to determine how likely it is that additional residues
influence the electron transfer during the photolyase photo-activation reaction. By including a
larger number of aromatic residues along the electron transfer pathway into the quantumdescrip-
tion, the effect of neighboring aromatic amino acids on the electron transfer as well as possible
alternate routes can be detected.
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The electron transfer along the tryptophan triad is found experimentally to proceed in two
subsequent steps, each on the time scale of tens of picoseconds [45]. As the electron transfer oc-
curs on the same time scale as the protein response to the electrostatic changes, it was suggested
that the time-scale separation as often presupposed in electron transfer studies might be inap-
propriate for this system [126]. While solvent relaxation times often seem to be fast compared
to the electron transfer, as e.g. in the case of DNA [124, 128], it has recently been shown that
the response of coupled hydration and protein conformational dynamics to sudden electrostatic
changes of chromophores inside a protein can range from few picoseconds to several hundreds
of picoseconds[129]. This is on a comparable time scale to the photo-induced electron transfer in
photolyase. Analysis of the residence time of the tryptophan radicals allows to test this hypothesis
and to determine the underlying molecular mechanism for efficient transfer.
The framework for the direct electron transfer was derived for non-polarizable empirical force
fields. These standard force fields do not account for electronic polarization, an effect which has
been shown to strongly influence the properties of electron transfer. A simple, though approxi-
mate way to include the effect of electronic polarization in the direct electron transfer approach
is by scaling the electrostatic potential. Several scaling factors and their impact on the computed
electron transfer parameters and rates will be studied.
Parts of this chapter are published as "‘Charge Transfer in E. coliDNA Photolyase: Understand-
ing Polarization and Stabilization Effects via QM/MM Simulations"’ in the Journal of Physical
Chemistry B.
3.1 Simulation Setup
The starting structures for the electron transfer simulations were taken from a 30 ns long classical
MD trajectory from a previous study[126]. The MD simulation was performed on the inactive
state of photolyase with the flavin being in the oxidized state FADox . 29 snapshots were taken at
1 ns time intervals from the MD trajectory to serve as starting structures for the electron transfer
dynamics. The selected snapshots represent a typical ensemble of photolyase structural variety,
with an average Cα-RMSD value of 0.8 Å compared to their common average structure.
An in-house version of GROMACS 4.6 with modifications was used to carry out the coupled
QM/MM calculations during the dynamic electron transfer simulations. The improved Amber99
force field [130, 131] was used for the protein. The FAD cofactor was built from riboflavin and
adenosine diphosphate (ADP) models using a force field parametrization developed earlier [130,
132]. Atomic charges for both neutral FAD and negatively charged FAD•− were determined from
RESP calculations [133]. Force field parameters for the tryptophan cation radical were obtained
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as described before [126]. The temperature was kept at 300 K by applying the Nose-Hoover ther-
mostat [101] while the pressure was controlled by the Parinello-Rahman Barostat [102] at a value
of 1 atm. The LINCS algorithm [134] was employed to keep bonds involving hydrogen at fixed
length, and a time step of 1 fs was used.
3.2 QM Region Selection
Six residues were chosen to be included in the QM region: the three evolutionary conserved tryp-
tophan residues that make up the established electron transfer chain, W382, W359 and W306 as
well as three additional residues, W384, W316 and Y464, close enough to the first three to poten-
tially play a role in the ET reaction. Among the three additional residues, W384 is situated close
to both the FAD cofactor and W382 and could be involved in the initial stages of electron trans-
fer. W316 is located close enough to both W382 and W359 to act as a potential fourth electron
donor. Experimental evidence of the formation of a tyrosine radical has been found in A. Nidu-
lans photolyase [135]. In E. coli photolyase Y464 is found close enough to the final W306 that it
could function as an alternative terminal electron donor. These six residues will be referred to as
electron transfer sites in the following and are shown in Fig. 3.1.
Figure 3.1: Photolyase active site. During photo-activation an electron is transferred to the flavin
cofactor along the tryptophan triad W382, W359 and W306 (violet). The three electron
transfers W382→ FAD∗, W359 → W382•+, W306 → W359•+ are labeled I, II and III,
respectively. Tryptophan and tyrosine residues in close vicinity to the main pathway
(iceblue) might affect the electron transfer.
The probability for electron transfer in proteins decreases exponentially with increasing dis-
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Table 3.1: Distances between all QM region residues Obtained as average over 1 ns length MD
simulations. All distances are given in nm.
W384 W316 W359 W306 Y464
W382 1.077 0.735 0.806 1.158 1.574
W384 1.587 1.294 1.634 1.437
W316 1.374 1.374 1.796
W359 0.727 1.282
W306 0.903
tance between donor and acceptor. Thus, the distances between the selected electron transfer
sites can indicate potential electron transfer pathways. The average center of mass distance be-
tween all six selected residues is summarized in Tab. 3.1.
The average distance between the conserved tryptophans is found to be in the range of 7 to 8 Å.
W316 is located at about 7 Å fromW382, being the only residue with an electron transfer distance
similar to those between the conserved tryptophans. Y464 is found at a distance of about 9 Å from
W306. The distances between all other residue pairs amount to more than 10 Å.
3.3 Electron Transfer Dynamics
The photo-activation occurs via subsequent electron transfer steps. In the first step the electron
is transferred from W382 to the flavin, yielding a W382•+ radical. The missing electron on the
W382•+ radical is replaced by transfer of an electron from the neighboring W359. Then, the miss-
ing electron on the W359•+ radical is replaced by transfer of an electron from the neighboring
W306. The missing electron can be referred to as a "hole", a positive charge of +e, in reference
to the nomenclature used in solid state physics. The stepwise electron transfer from W306 to
W382 can therefore be described as transfer of a hole fromW382 over W359 to W306 as shown in
Fig: 3.2. By the direct electron transfer approach, effectively the movement of a positive charge
via the HOMO orbitals of the charge carrying residues is simulated. However, here the results will
be discussed in terms of electron transfer.
The ensemble of photolyase structuremodels described abovewas used as starting point for 29
direct electron transfer simulations. Each individual simulation, independent of the QM region
selected and the details of the observed electron transfer process, remained structurally stable
with Cα-RMSD values for all 29 QM/MM simulations in the range of 0.8 to 1.5 Å. The initial con-
figuration of the electron transfer simulation is the cation radical W382•+ and semireduced flavin
FAD•−, assuming that the first electron transfer step fromW382 to the flavin has been completed.
The FAD•− is part of the MM region and remains negatively charged throughout the simulation.
The first electron transfer step (see Fig. 3.1) occurs in less than a picosecond after FAD photo-
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Figure 3.2: Hole transfer during photo-activation of photolyase. In the first step the electron is
transferred fromW382 to the flavin, yielding a W382•+ and a FAD•− radical. The miss-
ing electron onW382 can be referred to as a "hole", a positive charge of+e. The stepwise
electron transfer from W306 to W382 can therefore be described as transfer of a hole
fromW382 over W359 to W306.
excitation [136] and will likely not affect the protein environment before the second step occurs.
The electron is free to move between the electron transfer sites of the QM region.
The results of the direct electron transfer dynamics are summarized in Fig. 3.3A, which shows
the time evolution of the average population of the electron transfer sites over an interval of 1 ns.
The populationQ = |am |
2 (Eq. 2.62) defines which of the electron transfer sites forms the radical
at a given time instance. Per definition, the population of an electron transfer site varies between
0 and 1, where 0 is characteristic for a neutral site, while 1 denotes the cation radical state. A
population of 0.5 can be interpreted as electron delocalization between two residues.
A similar picture to that of previous simulations [126], where only the three tryptophans of the
triad were included in the QM region, emerges. The W382•+ radical decays quickly in less than
100 ps, giving rise to transient population of W359•+ and formation of the W306•+ cation radical.
W359•+ is only populated by 20% and decays after about 150 ps, giving rise to the formation of
W306•+. After about 200 ps, W306•+ remains stable at 80% for the rest of the simulation. Small
population of W316•+ is observed during the first 50 ps. Neither W384, which could transiently
contribute an electron in the initial stages of transfer, nor the alternative final electron donor Y464
are populated during any of the simulations.
The combined plot (Fig. 3.3B) of the individual trajectories shows that W316•+ is partially pop-
ulated up to 50%, but only for tens of picoseconds and mainly during the first 250 ps of the sim-
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Figure 3.3: Population of the electron transfer sites A The W382•+ decays quickly, giving rise to
transient population of W359•+ and formation of the W306•+ cation radical. The pop-
ulation is obtained as an ensemble average over 29 simulations of 1ns length, which
were taken from an MD simulation of the photolyase inactive state. Error bars denote
the standard deviation and indicate the variance of B the time evolution observed for
the underlying individual simulations. The overlay plot of the time evolution of the in-
dividual simulations indicates small, but significant population of the additional elec-
tron transfer site W316.
ulations. For most of the trajectories W316•+ is rarely populated by more than 10%. In contrast,
W382•+, W359•+ and W306•+ are regularly populated by about 90%. Population on either of the
three residues is often only very brief, in the tens of picoseconds range, indicating frequent for-
ward and backward transfer, especially between W382 and W359. After about 800 ps, W306•+ is
predominantly populated with only occasional, short back-transfers to W359.
The electron transfer is dependent on the time evolution of the ionization potentials and the
electronic couplings. The difference of the ionization potentials between two neighboring elec-
tron transfer sites is a measure for the dynamical stabilization of a radical by the environment,
while the electronic couplings determine the probability for electron transfer between two resi-
dues. The average ionization potentials vary significantly, depending on the location of the elec-
tron (Figure 3.4). Initially, W382, the starting point for the electron transfer, has the lowest ion-
ization potential, which quickly rises by ca. 1 eV during the initial 100 ps of the simulations. The
ionization potentials of W359 and W306 decrease significantly during this time, with the ioniza-
tion potential of W306 decreasing continuously until it has dropped by ca. 2 eV after 500 ps. This
is consistent with the picture of fast initial transfer fromW359 to W382•+ and further fromW306
to W359•+, with environmental polarization by the moving electron inducing dynamic charge
stabilization and a significant drop in ionization potential.
The additional electron transfer sites W384 and W316, which are located in the protein center,
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Figure 3.4: Evolution of the electron transfer parameters. A The ionization potentials of the addi-
tional electron transfer sites are energetically separated from the ionization potential of
the main sites. The ionization potential of W306 steadily decreases, indicating dynami-
cal stabilization of theW306•+ by the environment. B The electronic couplings indicate
a high probability for electron transfer only between themain tryptophans aswellW382
andW316. Electronic couplings between all other residue pairs are close to zero.
experience a similar increase in their ionization potential values as W382, while the ionization
potential of Y464 drops concurrently with that of W306. Still, the energetic separation between
Y464 and W306 remains large, since environmental stabilization of the harder to oxidize tyrosine
side chain is not sufficient to allow localization of its radical.
W316 is found to be only coupled to W382, with the electronic coupling decaying from about
7.5 meV in the first picoseconds to a value of about 4.98 ± 0.68 meV for the rest of the simulation.
The relatively high electronic coupling during the first picoseconds of the simulation might ex-
plain the small observed population of W316. The electronic coupling between W382 and W359
steadily rises from ca. 7 meV at the start of the simulation to ca. 10 meV after 1 ns. The electronic
coupling betweenW359 andW306 is fluctuating around an average value of 3.52 ± 0.51 meV. The
time evolution of the electronic couplings shows that there is no coupling betweenW384 and any
of the other residues. The electronic coupling between Y464 and W306 is 0.26 ± 0.17 meV and
seems too small to mediate electron transfer between these residues.
3.4 Electron Transfer Rates
To connect the population trajectories to experimental data, we have conducted a numerical fit
to two different kinetic models. The kinetic model described in chapter 2.3.3.4, named the three-
side model, was extended to include W316. The extended model includes the two reactions de-
scribed in the three-side model
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Table 3.2: Rate constants of the electron transfer steps in E. coli photolyase. Different kinetic
models are used. Error bars indicate the deviation of optimization based on different
initial values. If no error bar is given, all optimizations converged to the same value.
e− transfer step donor acceptor k f [ns
−1] kb [ns
−1]
fit to three side model
II: W359⇄W382 34.8 18.3
III: W306⇄W359 43.3 7.4
fit to extended model
II: W359⇄W382 32.4 5.0±3.3
III: W306⇄W359 47.6 7.7
IV: W316⇄W382 8.9±1.8 72.4±21.1
V: W359⇄W316 0.0 9.8±3.4
W382
k I If
⇆
k I Ib
W359
k I I If
⇆
k I I Ib
W306 (3.1)
as well as the two additional reactions
W382
k IVf
⇆
k IVb
W316
kVf
⇆
kVb
W359. (3.2)
The population of W384•+ and Y464•+ is negligible over the course of the 1 ns simulation and
therefore has been omitted from the kinetic model. Fits to the original and the extended model
were conducted as a series of 100 optimizations of 25,000 steps each, starting from random initial
values for the rate constants. Error estimates are calculated from the spread in the results of dif-
ferent optimizations. The rate constants obtained are given in Table 3.2. The first fit (top block in
Table 3.2) is based on the three side model and disregards the involvement of W316. The rates for
the electron transfers W359 →W382 and W306 →W359 are found to be about 35 ns
−1 and 43 ns−1,
respectively. A smaller transfer rate for step II compared to step III as well as small but significant
backtransfer rates were also obtained for a fit to the three side model based on simulations using
a different set of starting structures and a different QM zone selection [126].
The rates for the transfers W359 →W
•+
382 and W306 →W
•+
359 computed with the extended model
(second block in Table 3.2) are similar compared to the rates computed with the original three
side model only taking into account the transfer between W382, W359 and W306. Only the back-
transfer rate W359→W
•+
382 is found to be reduced, being three times smaller when computed with
the extendedmodel compared to the three site model. The extendedmodel yields a rate of about
9 ns−1 for electron transfer between W316→W
•+
382 which is about for times smaller than the rates
for the transfer steps II and III along the conserved tryptophans. The rate of back electron transfer
W316→W
•+
382 is much larger than the forward transfer rate and indicates that W316 only donates a
38
3.5 Cause for Efficient Transfer across W359
small fraction of charge. No transfer betweenW359→W
•+
316 is found.
3.5 Cause for Efficient Transfer across W359
The ionization potential describes the amount of energy required to remove an electron from a
molecule. The ionization potential of a molecule in a protein or solvent environment will differ
from its ionization potential in the gas phase due to electrostatic interaction with the environ-
ment. The lower the ionization potential of an electron transfer site, the more favorable is the
stabilization of the respective radical by the environment.
In order to quantify how well the individual radicals can be stabilized by the environment, sep-
arate classical molecular dynamics simulations of each radical state were conducted. A radical
state represents the situation in which the electron has been fully transferred from one electron
transfer site to another, creating a tryptophan or tyrosine radical. Therefore, in each classical sim-
ulation exactly one radical state remained fixed, by using atomic charges derived for the cation
radical of the respective residue. The ionization potentials of the electron transfer sites for each
radical state of photolyase are summarized in Fig. 3.5. The ionization potentials for each state are
obtained as average over 20 ps simulation.
For the inactive state of photolyase the ionization potentials of all the electron transfer sites
computed in the protein and solvent environment are similar. This indicates that the protein
electrostatic potential does not provide a potential energy surface, brought about, e.g., by a spe-
cific arrangement of charged amino acids, that would energetically favor the electron transfer. As
found previously, it is rather dynamic re-polarization of the environment by the moving electron
which creates the driving force for electron transfer [126].
Comparison of the ionization potentials of electron transfer sites in the different radical states
shows that each of the selected tryptophan residues (except of W316) could in principle form a
stable radical cation within 20 ps, indicated by the lower ionization potential of about 1 eV of the
respective radical relative to all other sites. Among the residues which constitute the tryptophan
triad, the W306•+ radical shows the lowest ionization potential of about -0.3 eV compared to 0.4
eV for theW359•+ radical state and 0.7 eV for theW382•+ radical state. The difference between the
ionization potentials of these radicals represents the driving force for the electron transfer along
the tryptophan triad. The ionization potentials ofW384•+ and Y464•+ are similar to the ionization
potential of W382•+ and therefore are energetically highly favorable to be populated during the
electron transfer. The W316•+ radical experiences the least stabilization. W306•+ and Y464•+
which are located close to the protein surface experience the strongest stabilization compared to
the other charge carrying residues.
However, the average population plot obtained from the direct electron transfer dynamics indi-
cates that only theW382•+ radical and theW306•+ radical are fully stabilized between the electron
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transfer steps. That none of the other radicals are found to be fully stabilized during the electron
transfer dynamics simulations can be partially rationalized by the electron transfer parameters.
Vanishing electronic coupling prevents the W384•+ radical from becoming populated at all.
The relatively high electronic coupling betweenW316 andW382makes electron transfer between
the two sites highly probable. However, backward transfer is not hindered by dynamic stabiliza-
tion of the W316•+ radical as the difference of its ionization potential compared to the ionization
potentials of the other sites by about 0.3 eV provides only little environmental stabilization. The
W306•+ radical in comparison, e.g., which is fully stabilized during the electron transfer dynam-
ics simulation is found to have a lower ionization potential of about 1 eV compared to all other
radicals.
The full stabilization of the W359•+ radical after 20 ps seems inconsistent with the observed
fast electron transfer from W306 to W359•+ in the dynamic simulations above. Also, the ioniza-
tion potential is never found to be minimized during the electron transfer dynamics(see Fig.3.4),
indicating that W359•+ is never fully stabilized during the dynamics. Previous simulations sug-
gested that the electron transfer from W306 to W359•+ occurs faster than polarization of the en-
vironment by the W359•+ radical[126], so that W359•+ radical is only transiently populated and
never triggers the full environmental response. In order to investigate this further, the residence
time of the W359•+ radical during the electron transfer dynamics was computed.
Figure 3.6 shows the residence time of the W359•+ radical obtained from the electron transfer
dynamics simulation. The residence time is defined by the time interval in which the W359•+
radical is populated by more than 60% before electron transfer from W382 or W306 occurs. The
time intervals are clustered and it is counted how often the W359•+ was found populated in a
respective time interval during the electron transfer simulation. The residence time of theW359•+
radical is below 1 ps in most cases and never larger than 100 ps. This indicates that during the
electron transfer dynamics the W359•+ radical is never populated long enough to trigger the full
environmental response. As a consequence the electron transfer fromW306 toW359+ occurs out
of a non-equilibrium conformation of the environment.
The very large number of extremely short populations of the W359•+ radical in the 10 fs range
is caused by rapid fluctuations of the population trajectories. These very short populations occur
clustered in rare parts of the trajectories, disappear when curves are smoothed and can be consid-
ered artifacts from the histogram generation. Figure 3.6B shows which of the three main radicals
constituting the tryptophan triad, W382•+, W359•+ and W306•+, is formed over the course of the
simulation for three typical electron transfer trajectories. If a residue is found populated by more
than 60% percent, the radical is considered to be formed. The W359•+ radical occurs only briefly
compared to the longer residence times of 100 ps or more, found for the other two main electron
transfer sites, W382•+ and W306•+. This is confirmed by the histograms showing the residence
time of the W382•+ and W382•+ radicals (Fig.3.7). In addition to low residence times of less than
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10 ps, which occur due to structural fluctuations, long residence times of more than 100 ps are
observed to a significant extend. This indicates that the W382•+ and W382•+ radicals are indeed
fully stabilized by the environment during the electron transfer dynamics.
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Figure 3.5: Ionization potentials of the electron transfer sites for different radical states. The
charge carrying site always has the lowest potential energy for each radical state, in-
dicating that each electron transfer site could in principle form a stable radical cation
within 20 ps. In the photolyase inactive state the ionization potentials are similar for
all electron transfer sites, indicating that the protein does not provide a potential en-
ergy surface which energetically favors electron transfer. The panels shows the ioniza-
tion potentials obtained from separate classicalMD simulations of the neutral and each
radical state.
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Figure 3.6: Residence time of the W359•+ during the electron transfer dynamics.A The logarith-
mic histogram shows that the W359•+ is mostly populated for less than 10 ps before
electron transfer from the neighboring electron transfer sites occurs. B Three examples
of the time evolution of radical formation show that the population of W359•+ (red) is
brief compared to W382•+ (blue) andW306•+ (green).
Figure 3.7: Residence time of W382•+ and W382•+ during the electron transfer dynamics. The
logarithmic histogram shows that the W382•+ and W382•+ are significantly populated
during intervals longer than 100 ps before electron transfer from the neighboring elec-
tron transfer sites occurs, indicating full stabilization of the two radicals by the environ-
ment.
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3.6 Electrostatic Potential Scaling
The electronic charge density of themolecular environment is represented by fixed point charges
using a non-polarizable force field. Non-polarizable force fields neglect the effect of electronic
polarization. The effect of electronic polarization, however, has been shown to strongly impact
computed charge transfer properties as well as other molecular properties [81, 137–140]. In par-
ticularly the reorganization energy λ has been found to be affected by polarization effects. The
outer-sphere reorganization energy λO can be overestimated by 30-50% when computed with a
fixed charge model and has been suggested to be scaled by the inverse optical dielectric constant
1/ǫopt of the medium [140, 141]. Scaling factors in the range of 1/2− 1/1.4 have been used in
the past [138, 139, 141]. In the direct electron transfer approach the effect of electronic polariza-
tion can be included by scaling the electrostatic potential which is applied during the QM/MM
calculations of the matrix elements Hmn (see Eq. 2.59)
ESPm =
1
ǫMM
∑
MMchar ges
qMMA
RmA
(3.3)
Effectively, the electrostatic potential resulting from theMMenvironment aswell as themoving
electron are scaled down by ǫMM .
To explore the effect of electronic polarization on the electron transfer dynamics, we have con-
ducted a series of 22 the electron transfer dynamic simulations using different scaling factors ǫMM
of 1.0, 1.4 and 2.0. The QM zone was restricted to W382, W359 and W306 to increase computa-
tional efficiency.
Figure 3.8 summarizes the effect of the scaling factor on the the average population of the three
charge carrying residues. The average population is markedly affected by changes in ǫMM . In-
creasing the scaling factor results in faster electron transfer: employing a scaling factor of ǫMM =
1.0 yields a persistent W306•+ radical after about 300 ps, while a persistent W306•+ radical is al-
ready obtained after tens of picoseconds if a scaling factor of ǫMM = 2.0 is used. Also, only about
75% of the W306•+ radical is stabilized when a scaling factor of ǫMM = 2.0 is employed. Addition-
ally, fluctuations in the population increases with higher ǫMM , most notably for ǫMM = 2.0. The
rate constants obtained from the simulations with varying scaling factors are listed in Table 3.3.
It is found that the rate constants for the electron transfer steps increase when ǫMM is changed
from 1.0 to 1.4 and increase slightly further when ǫMM is set to 2.0.
For the forward transfer steps, much larger rate constants are found in both cases (compare
third and fourth block of rates in Table 3.3 to the first block). ǫMM=1.4 leads to approximately
tripling of the rate constant for the transfer W359 →W382 and doubling of the rate constant for
the transfer W306 →W359, while ǫMM=2.0 gives a sixfold increase and a fourfold one for the two
respective transfers. The rate constants for the backward reactions also rise significantly.
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Figure 3.8: Characteristics of electron transfer using different polarization parameters. A Elec-
trostatic potential scaling results in faster electron transfer and increases the fluctua-
tion of the average site population. B The energetic separation and fluctuations of the
ionization potentials of the electron transfer sites decreases due to scaling of the electro-
static potential, C leading to increased delocalization of the electron. Different colors
correspond to two different definitions of the localization parameter.
The time evolution of the average ionization potentials of the charge carrying residues is also
a key quantity to capture the effect of electronic polarization on the electron transfer properties.
As shown in chapter 3.5 above, the exergonicity of the electron transfer reaction is mainly estab-
lished by dynamic re-polarization of the environment and the fact that the W382•+ radical close
to the protein surface is better stabilized than the W382•+ radical inside the protein. In partic-
ular, the polarizability of the solvent drives the electron transfer, when the solvent electrostatic
potential is excluded, the photo-activation becomes an endothermic, uphill process [126]. The
stabilization of an electron transfer site is quantified by its relative ionization potential. The lower
the ionization potential compared to the ionization potential of the other electron transfer sites,
the better the stabilization of the respective radical by the environment.
Figure 3.8 summarizes the effect of the scaling factors on the ionization potential. With increas-
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Table 3.3: Rate constants of the electron transfer steps in E. coli photolyase for simulations using
different polarization parameters. All rates are given in ns−1.
e− transfer step donor acceptor k f [ns
−1] kb [ns
−1]
fit for scaling factor ǫMM=1.0
II: W359⇄W382 34.8 18.3
III: W306⇄W359 43.3 7.4
fit for scaling factor ǫMM=1.4
II: W359⇄W382 88.3 86.7
III: W306⇄W359 64.3 6.3
fit for scaling factor ǫMM=2.0
II: W359⇄W382 179.7 125.4
III: W306⇄W359 162.5 29.6
ing scaling factors, the difference between the ionization potentials of the electron transfer sites
is reduced. Thus, both the driving force for electron transfer ∆G0 as well as the reorganization
energy lambda λO are reduced. Therefore, the scaling of the MM electric field on the one hand
makes the reaction less exergonic and and on the other hand lowers the reaction barrier. These
two competing effects combined lead to the increase of the rate constants as shown in Fig. 3.8.
The reduced driving force also lowers the barrier for back transfer. This implies that the electron
is less stabilized during the dynamics and explains the observed faster transfers and the increased
number of backtransfers when a scaling factor is employed.
The effect of the scaling factors on the localization properties of the electron is shown in
Fig. 3.8C. Two different definitions were used to capture the effect of electron localization. Lo-
calization is defined either as the square of the largest orbital expansion coefficient or based on
the root of the sum of all squared fractional charges. Both definitions yield very similar results,
see Figure 3.8C. For ǫMM = 1.0, the electron remains localized to more than 85 % over the course
of the simulation. For ǫMM = 1.4,the localization parameters drop slightly, and for ǫMM = 2.0,
only ca. 75 % of the electron is localized on one site. Notably, in all three cases, the localization
quickly decreases during the initial stages of the electron transfer and increases once the electron
is localized onW359, yielding W306•+ as the stable radical.
3.7 Discussion
Previous theoretical studies of the photo-activation reaction in E. coli photolyase were compared
to experimental data from UV-vis spectroscopy of semiquinone photolyase, estimating the rate
constants to be >110 ns−1 and >33 ns−1 for the respective electron transfer steps[37]. Recently
it was found that the oxidation state of the flavin cofactor seems to affect the photo-activation
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dynamics and efficiency. Time resolved femtosecond spectroscopy experiments found the first
two electron transfer steps in semiquinone photolyase to be significantly slower than in oxidized
photolyase [46, 47]. Here, the electron transfer dynamics simulations were carried out for oxi-
dized photolyase. Therefore, the rate constants computed in this study should be discussed with
respect to the experimental data from femtosecond spectroscopy experiments of oxidized pho-
tolyase [46].
The calculationswith an extendedQMzone, including six electron transfer sites still yield an es-
sentially unchanged picture of electron transfer in photolyase: the electron subsequently moves
fromW359 toW382•+ and fromW306 toW359•+, with forward rate constants in the 30 to 40 ns−1
range. W316 is found to contribute to the electron flow from the protein surface to the flavin
cofactor but to a lesser extend than the conserved tryptophans. The W316•+ radical only exists
temporarily, the electron donation from W316 to W382•+ occurs partially or temporarily with a
rate constant of about 7 to 11 ns−1 and a much higher rate constant of about 50 to 90 ns−1 for the
respective backtransfer.
The Ehrenfest propagation scheme used in the simulations is known to have the tendency to
overly delocalize the electron. This effect is likely more pronounced if the differences of the ion-
ization potentials between electron transfer sites are small and increases with simulation time. As
the difference of less than 0.5 eV between ionization potential of W382•+ and that of W316•+ is
small, the partial electron donation from W316 can not be completely ruled out to be a simula-
tion artifact. However, the fact that small, but significant population ofW316•+ ismostly observed
during the first 100 ps of the simulation opposes that W316•+ is found populated in the electron
transfer dynamics simulation purely due to artificial electron over-delocalization.
Clarity regarding the role of W316 and qualitative confirmation of our model is provided by
the results of the time resolved femtosecond spectroscopy experiment of oxidized photolyase:
involvement of W316 in the electron dynamics during the photo-activation reaction has been ob-
served [46]. The experimental kinetics also found busy forward and backward transfer between
W316 and W382 with time constants of 12 ps and 40 ps, respectively. These time constants corre-
spond to rate constants of about 25 ns−1 for the forward and 83 ns−1 for backward transfer and
agree well with the rate constants obtained from the direct electron transfer simulation.
For the forward electron transfers W359 →W382 and W306 →W359 time resolved femtosecond
spectroscopy of oxidized photolyase yielded time constants of 70 ps and 150 ps which correspond
to rate constants of about 14 ns−1 and 6 ns−1, respectively, suggesting that the second electron
transfer step occurs about twice as fast as the third step. The rates constants for the forward elec-
tron transfers W359 →W382 and W306 →W359 computed with the kinetic model are in qualitative
agreement with the experimental rates. Rate constants of about 32 ns−1and 48 ns−1 are obtained
which are the same order of magnitude as the experimental rate constants but do not capture the
effect of a faster transfer followed by a slower transfer.
47
Chapter 3: Electron Transfer in E. coliDNA photolyase
Formation of W384•+ by direct electron transfer to the FADH• was observed with a time con-
stant of 70 ps (corresponding to a rate constant of about 13 ns−1) during the experiment [46] but
no electron transfer between W384 and any of the other tryptophans was found. Direct electron
transfer from W384•+ to the flavin could not be probed by our model. However, the possibility
of the formation of the stable trap state by the W384•+ radical was indicated by its low ionization
potential compared to the ionization potential of the other electron transfer site in the W384•+
radical state.
As discussed above, non-polarizable force fields tend to overestimate the solvent reorganiza-
tion energy λs by roughly a factor 1.4
−1. It has been proposed that charged residues or ions in
molecular mechanics models should be scaled down by roughly this factor to cover polarization
implicitly.[142] The introduction of a scaling factor of ǫMM = 1.4 is completely in line with this
reasoning. Here, polarization is included by scaling down the electrostatic interaction of the elec-
tron with the MM environment and leads, in a Marcus picture, to a lower solvent reorganization
energy λS . This in turn accelerates the electron transfer rates by a factor of 3 to 6, depending on
ǫMM , in our simulations. Importantly, comparison to the experimental data from femtosecond
spectroscopy shows that with a polarization scaling parameter of ǫMM = 1.4 the experimental
characteristics are well reproduced, with the rate constant for the second electron transfer step
being higher than for the third step.
Importantly, the non-equilibrium character of the electron transfer reaction is captured cor-
rectly by the direct electron transfer approach. Straightforward application of theMarcus formula
yields a rate constant for the third electron transfer stepwhich is underestimated by several orders
of magnitude compared to the experimental values [126]. The reason for this underestimation is,
that standard computation of the Marcus parameters ∆G0 and λS involve a complete relaxation
of the environment. As shown above, this is not the case in photolyase. W359•+ is only stabilized
briefly during the electron transfer dynamics, even though its ionization potential is low enough
compared to the ionization potential of the other electron transfer sites so that it could serve as
an intermediate trap state.
This discrepancy can be understood when taking the delayed environmental response into ac-
count. As soon as a positively charged radical is formed, it will polarize its environment which in
turn stabilizes the radical. Some of these stabilization processes like solvent reorientation occur
fast compared to the time scale of electron transfer and extremely fast in the case of electronic
polarization. But in larger biomolecules, much slower relaxation time scales of up to several
nanoseconds play important roles as well [128, 129].
Here, it has been shown that a large amount of stabilization is completed after 20 ps. In pre-
vious simulations it has been found that longer simulations of the radical states allow additional
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slow protein conformational equilibration and increase the energy gap even further (as shown for
the case of three QM sites in Figure 12d in Ref. 126). This slower contribution to relaxation does
not influence the dynamics for the case of theW359•+ radical, which forms only for a few ps. The
electron transfer fromW306 to W359•+ therefore typically occurs out of non-equilibrium confor-
mations and needs to overcome a significantly smaller energy gap than equilibrium simulations
would suggest, resulting in much faster transfer rates. Presumably, the structure and dynamics of
the photolyase enzyme have evolved to prevent W359 from becoming a charge trap state, thereby
leading to a fast and efficient photo-activation process.
This shows the direct electron transfer approach to be a valuable predictive tool to establish
transfer pathways in proteinswhere conclusively experimental validation is lacking, such as other
members of the photolyase/cryptochrome protein family. The main electron transfer pathway
was identified as well as the small, but significant contribution to the electron flow by the addi-
tional W316 residue. Comparison of the computed forward electron transfer rates to experimen-
tal data shows that the correct order of magnitude is reproduced. A direct comparison of the back
electron transfer rates between theory and experiment is made more difficult since our kinetic
modeling scheme required the inclusion of significant very fast rates for immediate backward
electron transfer reactions for a good fit, which are not accessible experimentally. After inclusion
of electronic polarization by scaling the molecular mechanics electrostatic potential, the ratio of
the electron transfer rates for the second and third steps was obtained in accord to the experimen-
tal observations. Importantly, non-equilibrium effects which seem to be crucial for the efficiency
of the photo-activation reaction are captured correctly by the direct electron transfer approach.
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CHAPTER 4
QM/MM Simulation of Electron and
Proton Transfer during
Photo-activation of A. thaliana
cryptochrome
In plant cryptochromes from A. thal. [64, 143], FAD photo-excitation by blue light leads to con-
version of fully oxidized FAD to a semireduced FADH• radical form which represents the signal-
ing state [61, 62]. The conversion happens in due to light-induced electron transfer involving
FAD and a chain of three tryptophan amino acid residues W400, W377 and W324 [63, 64, 144],
which is found conserved throughout the entire cryptochrome/photolyase family [72]. Triggered
by the electron transfer event, a proton transfer from D396 to FAD was reported for A. thal. cryp-
tochrome [37, 63, 64] which can further stabilize the ionic radical pair FAD•−+W(H)•+.
So far, theoretical investigation of the electron transfer focused on the static configurations
of cryptochrome taken from MD simulations of different cryptochrome radical pair states. The
active site of the protein was studied quantum mechanically in its different possible electronic
states. It was demonstrated that a radical pair involving flavin and a tryptophan residueWA(H)
•+,
see Fig. 4.1, is rapidly formed upon flavin photo-excitation, and could subsequently be stabilized
through a proton transfer between positively charged WA and negatively charged flavin involv-
ing aspartic acid as an intermediate, see Fig. 4.1. Further analysis of the electronic structure of
the cryptochrome active site [147] demonstrated the possibility of a WB→W
•+
A electron transfer
(transfer II in Fig. 4.1) succeeding the WA→FAD
∗ electron transfer (transfer I in Fig. 4.1). The
rate of transfer II was shown to be crucial as this transfer has to outrun flavin protonation. Once
flavin protonation takes place the closely spaced [FADH• + W•A] radical pair becomes stabilized
and impedes transfer II energetically.
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Figure 4.1: Cryptochrome structure and active site. A. Structure of the protein cryptochrome-1
from Arabidopsis thaliana [145] in water environment. B. Cryptochrome internally
binds the flavin cofactor, which governs its signaling through light-induced electron
(red arrows) and proton (magenta arrow) transfers involving a chain of three tryp-
tophan residues, WA, WB, WC. The three consecutive electron transfers WA →FAD
∗,
WB→W
•+
A , andWC→W
•+
B are labeled I, II, and III, respectively. Adapted from [146].
In this chapter the electron transfer along the tryptophan triad in A. thal. cryptochrome is
investigated by means of the direct electron transfer approach, which allows to take into account
the complete biological environment of the active site. These environment components have
never been accounted for in earlier computations. Unbiased dynamic simulations of the electron
transfer along the tryptophan triad are performed in order to (i) identify the tryptophan which
together with the FAD forms a persistent radical pair, and (ii) to reveal the underlying molecular
mechanism of the photo-activation reaction in plant cryptochrome.
Similarly to the description of the electron transfer process, a completed inclusion of the pro-
tein environment and solvent is necessary in order to obtain a balanced description of the pro-
ton transfer energetics and to unambiguously determine whether the electron transfer along the
tryptophan triad exceeds flavin protonation. Free energy calculations are used to study the pro-
tonation reaction of flavin in greater detail, with account for its complete biological environment.
Ultimately, the results will be discussed in terms of the magnetoreception hypothesis.
Parts of this chapter are published as "‘Solvent Driving Force Ensures Fast Formation of a Per-
sistent and Well-Separated Radical Pair in Plant Cryptochrome"’ in the Journal of the American
Chemical Society [146].
4.1 Simulation Setup
4.1.1 MD Simulation of the Cryptochrome Resting State
The protein structure of A. thal. cryptochrome-1 used in this study is based on the X-ray crystal
structure by Bräutigam et al. (PDB ID 1U3C) [145]. The FAD cofactor was built from riboflavin
52
4.1 Simulation Setup
and adenosine diphosphate (ADP) models using a force field parametrization developed ear-
lier [130, 132]. Atomic charges for both neutral FAD and negatively charged FAD•− were deter-
mined from RESP calculations [133] and are provided in the appendix E. The in situ pKa value of
the D396 side chain, determined with a MCCE [148] calculation was about 10. Therefore, D396
was modeled as protonated. The protein model was solvated in a rectangular periodic box of 93
× 101 × 90 Å3 size filled with TIP3P water molecules [149], neutralized with Na+ ions. Excess Na+
and Cl− were added to obtain a 50mM solution of NaCl. All simulations were performed with the
GROMACS package [150]. The improved Amber99 force field was used [130, 131] for the protein
parts. The structure of cryptochrome in its resting state obtained after a 100 ns MD simulation
performed in an earlier investigation [67] was used as a starting configuration for the present sim-
ulation. These 100 ns were thus considered as an extended equilibration of the system, and were
performed using the NAMD package [151] with the CHARMM27 [152, 153] forcefield. Finally, a
170 ns MD simulation was carried out. The integration time step was 2 fs. The temperature was
kept at 300 K by applying the Nose-Hoover thermostat [101] while the pressure was controlled
by the Parinello-Rahman Barostat [102] at a value of 1 atm. The LINCS algorithm [134] was em-
ployed to keep bonds involving hydrogen atoms at a fixed length. The time evolution of the cryp-
tochrome backbone root mean square deviation (RMSD) is shown in the appendix A, confirming
the stability of the simulation.
4.1.2 Direct Electron Transfer Simulation
QM/MM electron transfer simulations and QM/MM umbrella sampling simulations were per-
formed with an in-house version of GROMACS 4.6 for the MM part and DFTB [93, 154] for the
QM part. Force field parameters for the tryptophan cation radical were obtained as described
before [126]. A time step of 1 fs was used in all QM/MM simulations. The temperature was kept
at 300 K by applying the Nose-Hoover thermostat [101] while the pressure was controlled by the
Parinello-Rahman Barostat [102] at a value of 1 atm.
In the electron transfer simulations the QM region includes the amino acid side chains in the
A. thal. cryptochrome that are involved in the electron transfer directly, i.e. the side chains of
tryptophans W400, W377 and W324.. For the sake of simplicity, in the following are denoted
as WA, WB, and WC, respectively, as also noted in Fig. 4.1B. The corresponding radical pairs
[FAD•−+W400(H)•+], [FAD•−+W377(H)•+] and [FAD•−+W324(H)•+] are thus labeled RP-A, RP-B
and RP-C, respectively. Snapshots from the MD simulation of the cryptochrome in its resting
state served as starting structures for the electron transfer simulations. In total 32 snapshots were
chosen from the time interval between 125 ns and 165 ns.
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4.1.3 Potential of Mean Force Calculations
The free energy of FAD protonation via D396 was obtained with umbrella sampling simulations
followed by a weighted histogram analysis (WHAM) [103]. The QM region includes the isoallox-
azine ring of the FAD and the side chain of ASP396. The starting geometries for the simulations
in the individual umbrella sampling windows were taken from a QM/MM MD simulation per-
formed with an additional harmonic potential that was being shifted gradually with a rate of
0.024 Å/ps. This slow pulling simulation gave rise to structures spanning the entire proton trans-
fer path, avoiding unphysical distortions of the holo-protein structure. The reaction coordinate
was defined as the distance between the hydrogen of D396 and N5 of the flavin group . The start-
ing point of the free energy calculation corresponds to a conformation with the COOH group of
D396 turned entirely towards the flavin co-factor. The reaction coordinate was sampled from
2.6 Å down to 0.9 Å to span the transfer of the proton towards the N5 atom. Eight umbrella sam-
pling windows with a spacing of 0.2 Å between 2.6 and 1.7 Å, and, additionally, seven umbrella
sampling windows with 0.1 Å spacing from 1.6 to 0.9 Å were used. The force constant of the bi-
asing potential was set to 100,000 kcal/mol/nm2, and a QM/MM MD simulation of 150 ps was
performed for each window.
4.2 Electron Transfer Dynamics
4.2.1 Analysis of Individual Electron Transfer Simulations
The ensemble of structural cryptochrome models was used as a starting point for 32 electron
dynamics simulations. For each electron dynamics simulation the time evolution of the radical
pair population was recorded. The population of a radical pairQ = |am |
2 (Eq. 2.62) defines which
tryptophan is forming a radical at a given time instance. Per definition, radical pair population
varies between 0 and 1, where 0 is characteristic for a neutral tryptophan, while 1 denotes the
cation radical state. Initially, cryptochrome is assumed to be in the RP-A state, as the RP-A state is
formed in less than a picosecond after flavin photo-excitation [66]. In the course of the simulation,
the FAD cofactor remains negatively charged while the electron is free to move between WA, WB
andWC.
The analysis of the individual trajectories showed that the electron transfersWB→WA(H)
•+ and
WC→WB(H)
•+ are completed in less than 50 ps for the majority of trajectories. For 6 trajectories
out of 32, transfer fromWC took up to 100 ps. For half of the trajectories, occasional, short reverse
transfers to WB or WA were observed. Transfer of the electron from WB and no further transfer
fromWC was found for 2 out of 32 trajectories. Examples of fast and comparably slow transfer as
well as an example without transfer to WC are shown in Fig. 4.2.
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Figure 4.2: Characteristic examples of individual electron transfer trajectories. The three pan-
els show the time evolution of the population of each of the three tryptophans WA, WB,
WC over an interval of 1 ns for fast (A), slow (B) transfers. C shows the evolution of the
population only up to WB(H)
•+. For C the population of both WA and WB frequently
amounts to values of 0.5. This can be interpreted as frequent delocalization of the elec-
tron between WA andWB.
4.2.2 Radical Pair Population Obtained from Ensemble Average
To account for the variability observed in the individual simulations and to obtain a clearer phys-
ical picture of electron transfer reactions we averaged over the ensemble of simulations.
Figure 4.3 summarizes the results of electron transfer dynamics in cryptochrome and shows
the average population of the radical pair states RP-A, RP-B and RP-C over an interval of 1 ns.
As follows from Fig. 4.3, the radical pair RP-A (blue) decays quickly, within 20 ps, giving rise to
the formation of the RP-B state (red) and finally the RP-C state (green). The radical pair RP-B is
only built up to about 40% when it starts decaying, giving rise to the population of the RP-C state.
After 150 ps, the RP-C population remains stable at about 80% for the rest of the simulation. The
observed behavior can be understood as a two-step electron transfer process with the transfer
WB→WA(H)
•+ followed by a second transfer WC→WB(H)
•+ yielding RP-C as the ultimate radical
pair.
After 1 ns, about 10% of RP-B still remains, indicating that there is a small but significant prob-
ability of RP-B stabilization. This observation is also supported by an analysis of the individual
simulations, which showed that for 2 out of 32 simulations the electron has transferred from WB
to W•+A but not transferred on fromWC to W
•+
B ;
55
Chapter 4: Photo-activation of A. thaliana Cryptochrome
Figure 4.3: Formation and decay of three possible radical pair states in A. thal. cryptochrome.
The initially occupied RP-A state (blue) decays rapidly giving rise to the RP-B state (red)
followed by the formation of the RP-C state (green). The radical pair population is ob-
tained as an ensemble average of 32 simulations of 1 ns length which were calculated
from snapshots taken from aMD simulation of the cryptochrome resting state at 500 ps
intervals to represent the ensemble of cryptochrome structural variety. Error bars denote
the standard deviation and indicate the variance of the time evolution of the popula-
tion observed for the underlying individual simulations. The average populations (light
blue, orange, light green lines) represent the fitting curves from a two-step kineticmodel,
Eq. (2.64-2.66), which has been fitted to the simulation data.
The results from the electron transfer dynamics simulation are in an excellent agreement with
mutational studies of A. thal. cryptochrome-1 [144], which show a prominent role of the tryp-
tophan triad for electron transfer and identify WC as a likely candidate for the terminal electron
donor. A residual activity of the W324 mutant observed in the experiment might be explained by
the small but existing RP-B population seen in the present simulations.
4.2.3 Radical pair separation
The spatial separation of the radical pair is a crucial parameter for the weak magnetic field sensi-
tivity [155], as the dipole-dipole and exchange interactions between the radical partners become
less relevant with increasing distance. Table 4.1 summarizes the distances between the flavin
molecule and the tryptophanes WA, WB and WC for different redox states of the protein. The dis-
tances obtained for the ground state of the protein are in agreement with the values calculated
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from the crystal structure [156].
Table 4.1: Center to center distances between the flavin isoalloxazine ring and the tryptophan
side chains WA, WB and WC. Calculated for different redox states of the protein. The
resting and the radical pair states RP-A, RP-B and RP-C are considered. Bold values
indicate the distances between FAD•− and W•+ radicals. The distances are provided in
A˚.
d(FAD...+WA) d(FAD...+WB) d(FAD...+WC)
resting state 8.2± 0.2 13.5 ± 0.3 18.7 ± 0.3
RP-A state 7.9± 0.3 13.5 ± 0.4 18.5 ± 0.4
RP-B state 9.3± 0.2 12.2± 0.4 16.7 ± 0.3
RP-C state 8.3± 0.2 13.6 ± 0.3 19.4± 0.4
The radical separation for RP-B is 12.2 Å while for RP-C it is 19.4 Å on average. The distance
d(FAD...+WB) depends on the redox state of the protein and for the RP-B state turns out to be
about 1.3 Å lower as compared to the resting state of cryptochrome, while the distance
d(FAD...+WC) for the RP-C state of cryptochrome increases by about 0.7 Å. The changes in the
radical pair distances can most likely be attributed to a small rearrangement of the tryptophanes
due to the solvent polarization by the moving electron. Most importantly, both RP-B and RP-C
exhibit a radical pair separation above the critical distance [72, 147], with RP-C being muchmore
preferable for magnetoreception due to the larger distance.
4.2.4 Electron Transfer Rates
To connect the results from the performed simulations with the available experimental data, a
numerical fit (see light color lines in Fig. 4.3) of the average radical pair population according to
the kinetic model outlined in Sec. 2.3.3.4 was conducted
WA
k I If
⇆
k I Ib
WB
k I I If
⇆
k I I Ib
WC (4.1)
where k I I and k I I I denote the rate constants for electron transfer steps II and III, respectively, see
Fig. 4.1B, and the subscripts f and b indicate the forward and backward transfers, respectively.
The final numerical fit of the radical pair population is shown in Fig. 4.3 with light color lines
while the obtained rate constants are summarized in Tab. 4.2.
The rates of the electron transfers WB →W
•+
A and WC →W
•+
B are found to be 190 ns
−1 and
70 ns−1, respectively. The rate kWB→W •+A is more than twice as large as the rate kWB→W
•+
C
. This
indicates a two-step electron migration with a fast transfer WB →W
•+
A followed by a somewhat
slower, but still fast transfer WC→W
•+
B .
The mean-field approach, used in our model to propagate the electron, suffers from electron
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Table 4.2: Rate constants of the electron transfer steps in A. thal. cryptochrome. The error bars
denote the deviation of the numerical fit from the simulation data.
e− transfer step donor acceptor k f [ns
−1] kb [ns
−1]
II: WB⇄WA 190± 18 85± 18
III: WC⇄WB 70± 18 10± 18
over-delocalization, an effect that gradually increases over the course of a simulation. As a result
the population of the less probable states RP-A and RP-B will be overestimated while the popu-
lation of the more probable state RP-C will be underestimated at the end of the 1 ns simulations.
The over-delocalization, thus, results in an underestimated average population of RP-C and could
lead to an overestimate of the electron transfer rates by about one or two orders magnitude of
magnitude.
However, the derived electron transfer rates seem to be in an excellent agreement with the ex-
perimental kinetics obtained by Immeln et al. [66], suggesting electron transfer froma tryptophan
residue on the protein surface to the flavin to be completed by a 100 ps delay. The experimental
kinetics [66] yielded three time constants. The time constant of 0.4 ps was assigned to the initial
tryptophan-to-flavin electron transfer (transfer I in Fig. 4.1B). The other two time constants 4 –
15 ps (rate constant 67 – 250 ns−1) and 30 – 50 ps (rate constant 20 – 33 ns−1) were both related
to the rate of appearance of the tryptophan cation radical species. Comparison to the electron
transfer rates from the kinetic model indicates that these two experimental rate constants could
be related to the faster electron transfer WB →W
•+
A followed by the comparably slower electron
transfer WC→W
•+
B along the tryptophan triad.
Maeda et al. [68] obtained an estimate for the backtransfer rate k I I Ib for transfer III (0.01 ns
−1)
fromfitting the experimental data to a quantum spin dynamicsmodel, assuming that k I I Ib is close
to the singlet triplet dephasing rate. This estimate suggests that the backtransfer rate k I I Ib derived
in the present study is overestimated, as it turns out to be three orders of magnitude higher. As
argued above, the present calculation indeed could lead to a somewhat larger value of the back-
transfer rate due to the electron over-delocalization arising in the mean-field approach. The esti-
mated backtransfer rates should therefore be treated as a lower thresholds for the actual kinetic
rates. However, the obtained values are still noticeably smaller than the forward rates, which sug-
gests that electron backtransfer would be strongly suppressed in cryptochrome.
4.3 Potential Alternative Electron Donor
An alternative electron transfer donor was proposed based on the relative orientation of the flavin
and tryptophan side chains. An estimate of their optimal angle for radical pair formation was de-
ducted from the anisotropy values collected during femtosecond spectroscopymeasurements [66].
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Analysis of the A. thal. crystal structure indicated that W379, which is not part of the tryptophan
triad, is oriented at themost favorable angle and distance relative to the flavin. It was pointed out,
that according tomutational studies of A. thal. cryptochrome that WC is a likely candidate for the
terminal tryptophan, but also that W379 has not been investigated yet [66, 144].
Inclusion of the W379 residue as electron transfer site during the direct electron transfer dy-
namics allows to test this hypothesis and to investigate the effect of W379 on the electron transfer
dynamics. Fig. 4.4 shows the ionization potentials of the three tryptophans of the triad and the
additional W379 residue in the W
•+
379 radical state. W379 is stabilized by the environment by more
than 1.5 eV compared to the other electron transfer sites. This indicates that W379, in principle,
can form a stable trap state.
Figure 4.4: Ionization potentials of the electron transfer sites in the W•+379 radical state. The
charge carrying site W379 residue has the lowest potential energy, indicating that it
could in principle form a stable radical cation in less than 300 ps. The ionization po-
tential was obtained from a classical MD simulation of the W•+379 radical state.
26 electron transfer simulations were carried out to probe the dynamic population of the
[FAD•+W•+379] radical pair. The results from the electron transfer dynamics simulations including
W379 in addition to the main tryptophans WA, WB, WC are shown in Fig. 4.5. W379 is never popu-
lated during the dynamics and the average population of the radical pairs RP-A, RP-B and RP-C
seems unchanged compared to the simulations in which W379 was not considered (see Fig.4.3).
The time evolution of the electron transfer parameters, the ionization potential of each elec-
tron transfer site and the electronic coupling between two sites is summarized in Fig. 4.6. The
ionization potentials of RP-B and RP-C decrease concurrently during the first 20 ps, yielding RP-C
as the most strongly stabilized radical pair at the end of the simulation. The ionization potential
of W•+379 is never the lowest, W
•+
379 remains energetically separated by more than 0.5 eV from RP-B
andRP-C during all times. This indicates that electron transfer fromW379 toWC•+ orWB•+ is highly
unfavorable.
The average electronic coupling betweenWA andWB aswell as the electronic coupling between
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Figure 4.5: Population of the electron transfer sites. W379 is never populated, while the popula-
tion dynamics of the other radical pairs seems unchanged. RP-A decays quickly, giving
rise to transient population of RP-B followed by formation of the RP-c radical pair. The
population is obtained as an ensemble average over 26 simulations of 300 ps length,
which were taken from anMD simulation of the cryptochrome resting state.
Table 4.3: Pairwise distances between all potential electron transfer sites. Obtained from 1 ns
length MD simulations. All distances are given in Å.
WB WC W379
WA 7.87
WB 7.52 10.63
WC 8.69
WB and WC are found to be about 8 meV and 2.5 meV, respectively. The pairwise electronic cou-
pling between all other electron transfer sites is close to zero, indicating that the probability for
electron transfer to W•+379 from any other site is negligible.
The center to center distance between the side chain of W379 and the other tryptophans in the
cryptochrome resting state is summarized in Tab. 4.3
The distance d(WC...+W379) is 8.7 Å on average and is slightly larger than the distances
d(WA...+WB) and d(WB...+WC). A small but significant electronic coupling was found in E. coli
for residues separated by about 9 Å. The negligible electronic coupling of W379 is thus surprising.
Visual inspection of the protein environment of W379 and WC using VMD [18], revealed that a
proline (P376) residue is situated between the two tryptophan side chains, blocking the electron
transfer. The relative orientation of the tryptophan residues and the proline residue is shown in
Fig. 4.7. If proline acts as a bridge residue and mediates the tunneling electron transfer between
W379 and WC, cannot be probed by the direct electron transfer approach. Therefore, the involve-
ment of W379 as terminal electron donor cannot be completely ruled out.
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Figure 4.6: Evolution of the electron transfer parameters during the electron transfer dynamics.
A The ionization potential of the additional electron transfer site W379 is energetically
separated from the ionization potential of the main sites. B The electronic couplings
indicate a high probability for electron transfer only between the main tryptophans.
The probability for electron transfer to W•+379 from any other site is negligible.
Figure 4.7: Cryptochrome active site including potential alternative terminal electron donor.
W379 (purple) has been proposed as alternative terminal electron donor. Electron trans-
fer to the chain of the three conserved tryptophan (blue) viaWC is impaired by a proline
residue (red). Protein and solvent environment are omitted.
61
Chapter 4: Photo-activation of A. thaliana Cryptochrome
4.4 Driving Force for Electron Transfer Along the Tryptophan
Triad
The cryptochrome resting state does not have an appropriate potential energy surface, brought
about, e.g., by a specific arrangement of charged amino acids around the tryptophan triad, that
would energetically favor the sequential electron transfer. This has already been demonstrated on
a purely quantummechanical model of the active site, where rearrangements induced by charge
separation were shown to be of crucial importance [67, 147]. This indicates that there is no per-
manent, resting state electrostatic potential resulting from protein and solvent electrostatic in-
teractions. The electron transfer driving force rather occurs due to dynamic polarization of the
environment by the electron.
To quantify the stabilization of each radical pair by the environment, we computed the relative
energy of each radical pair with respect to the energy of the FAD-tryptophan pair in the charge
neutral state. Figure 4.8 depicts the relative energies averaged over 1 ns, including both protein
and solvent environment (Fig. 4.8A), and considering the protein environment only (Fig. 4.8B).
Figure 4.8A shows that all three radical pairs are stabilized by the polarized environment by more
than 1.5 eV upon charge separation. However, the comparison of RP-A, RP-B and RP-C shows
that the stabilization of each of the three radical pairs is different, with RP-C experiencing the
strongest stabilization. The relative energy of RP-B is 0.44 eV lower compared to RP-A, and RP-C
is even more stabilized by nearly 0.8 eV with respect to RP-A. These energy differences represent
a driving force for electron transfer fromWC over WB to W
•+
A .
A similar effect has been reported for E. coli photolyase [126], and it was found to result from
stronger solvation of the outer tryptophan which induced a stronger stabilization of the trypto-
phan cation radical due to a more favorable solvent repolarization.
To assess the effect of the solvent on electron transfer in cryptochrome in more detail, we ex-
cluded the QM/MM interaction of the water molecules and considered only the interaction with
atoms from the protein environment, see Fig. 4.8B. A completely different picture emerges: RP-A
is stabilized most strongly, while RP-B and RP-C experience less stabilization, suggesting that the
electron transfer steps II and III in Fig. 4.1B would be hindered energetically. A similar observa-
tion was reported for cryptochrome using a quantum chemical approach for an active site model,
i.e. neglecting the solvent and large parts of the environment [67]. In this case, an endothermic
electron transfer process WB→W
•+
A was found, with a reaction energy of about +0.26 eV.
The performed analysis reveals clearly that the solvent plays an important role in A. thal. cryp-
tochrome and is responsible for the strong driving force and exothermicity of the electron transfer
process, inducing a predominant stabilization of the RP-C state.
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Figure 4.8: Contribution of the environment to the stabilization of each radical pair with re-
spect to the charge neutral state. A: The simulations including both protein and sol-
vent environment show the average relative energy of the radical pairs to steadily de-
crease from RP-A to RP-C. B: The average relative energy due to protein environment
only, neglecting the effect of the solvent, increases from RP-A to RP-C. Since the relative
energy is strongly coupled to protein and solvent environment, large fluctuations occur.
Error bars denote the standard deviation.
4.5 Comparison to E. coli Photolyase
Experimental results show that E. coli photolyase and A. thal. cryptochrome are activated sim-
ilarly [157]. However, the electron transfer dynamics simulation of A. thal. cryptochrome indi-
cated a small but significant population of the RP-B state. In contrast, no probability for RP-B
population has been found for E. coli photolyase [126, 158]. Subtle structural variations in the ac-
tive sitemight induce unique electron transfer characteristics. In the following structural features
of E. coli photolyase and A. thal. cryptochrome will be compared.
4.5.1 Solvent Exposure of Individual Tryptophans
Analysis of the relative energies of the radical pair states reveals that the photo-activation reaction
in both proteins is driven by differential solvation of the thryptophans. Comparing the degree of
solvent exposure of the three tryptophans for cryptochrome and photolyase, a small but crucial
difference is revealed. Photolyase shows a larger difference in solvation of WB and WC than ob-
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Figure 4.9: Radial distribution of water around the three tryptophans. The radial distribution
function is a measure for the solvent accessibility of each tryptophan WA (blue), WB
(red) and WC (green) in the resting state for E. coli photolyase (A) and A. thal. cryp-
tochrome (B). WB is found to be better solvated in the case of A. thal. cryptochrome than
in the case of E. coli photolyase. The Gromacs tool g_rdf was used to calculate the radial
distribution functions.
served in cryptochrome, with WB being more buried inside the protein matrix. To quantify the
solvent exposure of the individual tryptophans, it is useful to compute the radial distribution of
water molecules around the three tryptophans. The radial distribution function defines the prob-
ability of observing a water molecule within a sphere of radius r from the respective tryptophan
WA, WB orWC. It is obtained by counting the number of watermolecules foundwithin this sphere
for each time step along a MD trajectory, and normalizing it by the number of water molecules
found in a sphere with a sufficiently large cut-off radius (here, 30 Å is used).
Figure 4.9 shows the radial distribution of water molecules around the three tryptophans of
photolyase [126] and the data calculated for cryptochrome. In the case of photolyase, the water
distribution sets on at 5.5 Å for WB and at 4 Å for WC. In contrast, the distribution of water for
cryptochrome tryptophans sets on at 4 Å for both residues. The higher maximum value for WC
in the case of cryptochrome indicates that a larger number of water molecules can be found at
a distance up to 5 Å from WC than in the vicinity of WB. This still renders WC the most solvated
tryptophan of the triad in cryptochrome also, and explains qualitatively why RP-C is stabilized
the best. However, the merely qualitative difference between RP-B and RP-C also hints to the
non-zero probability of RP-B stabilization found in the dynamical electron transfer simulation
for cryptochrome, which was never observed in E. Coli photolyase [126].
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4.5.2 Structural Mechanism for RP-B Stabilization
Figure 4.10: RP-B could be stabilized by a subtle rearrangement of WC. A: After about 400 ps, the
distance between the center of mass of WB(H)
•+ and WC increases (bottom), and the
electronic coupling between WB(H)
•+ and WC decreases to almost zero (top). The de-
crease of the electronic couplings implies a negligible probability for the electron trans-
fer WB←WC(H)
•+. B: The increase of the distance between WB(H)
•+ andWC gives rise
to two conformations Ctransfer (light colors) and Clocked (dark colors). The two confor-
mations Ctransfer and Clocked are obtained as average of the trajectory before and after
400 ps, respectively.
For those simulations where RP-B became stabilized, and no WC →WB(H)
•+ electron transfer
was possible, an increase of the center of mass distance between WB(H)
•+ and WC by about 0.5
Å is observed, and the electronic coupling between WB(H)
•+ and WC shows a step-like decrease
to nearly zero as can be seen in Fig. 4.10A. The electronic coupling determines the probability of
electron transfer between the tryptophans; a decrease of the electronic coupling means a drop of
the probability of electron transfer betweenWB(H)
•+ andWC. The difference between the confor-
mations of the tryptophan pair is very subtle, see Fig. 4.10B. Still it may affect the electron transfer
substantially: the low electronic coupling renders the electron transfer from WC to WB(H)
•+ al-
most impossible and provides a structural mechanism for the stabilization of RP-B against the
solvent driving force. Note that electron back transferWB(H)
•+→WA is still possible but expected
to be slow, due to the energetically more favorable stabilization of RP-B compared to RP-A, see
Fig. 4.8.
No additional mechanism for the stabilization of RP-A and RP-C is observed for A. thal. cryp-
tochrome. In a previous study on E. coli photolyase, a structural stabilizationmechanismwas dis-
covered for RP-C [126]. Several nanoseconds after the RP-C was formed, a spontaneous increase
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Figure 4.11: Protonation of flavin byD396. Shown is the spontaneous rotation of the COOHgroup
of D396(H) towards flavin subsequent to the radical pair formation that ultimately
leads to flavin protonation. Relative orientations of D396 and flavin obtained through
MD simulation of A: the resting state of cryptochrome and B: cryptochrome in the
radical pair state [FAD•−+W400(H)•+]. A hydrogen bond (orange) is formed between
D396HD2 and flavinO4. Protonated flavinC is obtained from aQM/MMumbrella sam-
pling calculation.
of the distance and decrease of the electronic coupling between WB and WC(H)
•+ was observed,
essentially blocking the possibility of the WC(H)
•+→WB electron back transfer.
4.6 Protonation of Flavin via D396
Recently [67], it was shown that D396(H) is involved in a structural transformation once the flavin
gains a negative charge andWA becomes positively charged, and this might catalyze the protona-
tion of flavin N5 via D396(H). In order to study the structural rearrangement subsequent to the
formation of the primary radical pair [FAD•−+W400(H)•+], we conducted 14 classical MD simu-
lations starting from different structures taken from the simulation of the cryptochrome resting
state. The upper panel of Fig. 4.11 shows that after the formation of the radical pair, the COOH
group of the D396(H) residue turns spontaneously towards the flavin, and the COOH group ap-
proaches the N5 and O4 atoms of the flavin group, see Fig. 4.11B. Thereafter, a hydrogen bond of
a 1.8 Å length is formed between the O4 atom of the flavin and the COOH group of D396.
4.6.1 Benchmarking DFTB Proton Affinities
DFTB is able to compute relative proton affinities (PA) with sufficiently high accuracy compared
to ab initio reference calculations, as described previously [93]. Since the FAD molecule was not
included in the original test set [96], DFTB3 was tested for relative proton affinities of FAD and
aspartate.
Vaccum proton affinities for the aspartic acid sidechain (ASP) as well as for the negatively
charged flavin group FAD•− are shown in Tab. 4.4. DFTB3 yields slightly lower values compared
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Figure 4.12: Free energy profile for protonation of flavin by D396. Protonated flavin is obtained
from a QM/MM umbrella sampling calculation, which yields the energy profile for
flavin N5 protonation. The distance between the hydrogen of the COOH group and
the flavin N5 atom was considered as the reaction coordinate.
to DFT(PBE) and ab initio (MP2) results, especially for the flavin group. However, the relative
proton affinities of the flavin group compared to the aspartic acid are comparable to those of the
other two methods. Therefore, DFTB3 with the 3OB parameter set [96] is expected to accurately
reproduce the reaction energy as well as the barrier heights for the reaction studied in this work.
Table 4.4: Vaccuum proton affinities. Calculated with Gaussian03 [159] employing the aug-pvTZ
basis set for wave function expansion. Energies are given in kcal/mol. Structure opti-
mization was carried out with the B3LYP/TZVPmethod.
DFTB 3OB PBE MP2
ASP -358 -352 -356
FAD•− -341 -333 -335
rel. PA ASP↔ FAD -17 -19 -21
4.6.2 Potential of Mean Force Calculations
The free energy profile for the protonation reaction of the flavin by D396 was obtained from a
QM/MM umbrella sampling simulation where the hydrogen of the COOH group of D396 was
pulled towards the N5 of the flavin group. The distance between the hydrogen of D396 and N5
atom of the flavin group (see magenta arrow in Fig. 4.1B) was considered as the reaction coordi-
nate andwas sampled from 2.6 Å down to 0.9 Å to describe the proton transfer process completely.
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The WHAM calculation yielded a PMF with a minimum for the D396 hydrogen bonded to the
flavin O4 and another minimum, which was 1.5 kcal/mol deeper, located at the protonated flavin
state. The free energy barrier for the proton transfer amounted to 7.5 kcal/mol, see Fig. 4.12.
4.6.3 Estimate of the Proton Transfer Rate
In the framework of the transition state theory [160], the rate for the proton transfer can be esti-
mated as
k =
kBT
h
(
1−e
− hνkB T
)
e
− ∆GkB T , (4.2)
where T denotes the temperature, ∆G is the free energy barrier, ν is the attempt frequency by
which the transition state occurs, kB is the Boltzmann constant and h is Planck’s constant. The
attempt frequency can be estimated as
ν=
1
2π
√
kH−N
mH
, (4.3)
where kH−N ≃ 537
kcal
molÅ2
is the H-N bond force constant (the characteristic value of the force
constant in the CHARMM force field [152, 153]) , andmH is the mass of the hydrogen atom. With
Eq. (4.3) one thus obtains ν = 7.5× 1013 s−1. Together with the free energy barrier of ∆G =7.5
kcal/mol, see Fig. 4.12, this leads to a rate constant of k = 2.2×107 s−1, which is equivalent to a
time constant of 45 ns. This time constant can be understood as an estimate for the time it takes
for the flavin to become protonated on average. In contrast, the electron transfer through the
triad was found to proceed with a rate of about 2×1011 s−1 (a time constant of about 50 ps), as
demonstrated above.
This analysis reveals that the proton transfer in A. thal. cryptochrome is expected to happen
at least four orders of magnitude slower than the electron transfer. In a previous study [67], the
protonation time was estimated to be about 1 ns, which is faster than the present estimate, but
still significantly slower than the electron transfer discussed above. Femtosecond spectroscopy
experiments observed the proton transfer to the flavin with a time constant of about 1.7 µs [64]
and the electron transfer along the tryptophan triad to be completed within 100 ps [66]. While
our theoretical investigation yields electron transfer rates in an excellent agreement with the ex-
periment, the findings for the proton transfer rate should be considered qualitative. It should also
be noted that the rate of flavin protonation apparently depends on various external factors, such
as pH and the presence of charged co-factors around the cryptochrome active site [58, 59].
Note that the flavin protonation for the RP-A state was studied here in order to investigate if
it could outrun the WB →WA(H)
•+ electron transfer process. However, since the electron trans-
fer occurs significantly faster than the flavin protonation, the RP-C state will be formed, which
would change the flavin protonation barrier. The barrier for flavin protonation in the RP-C state
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will probably be higher than in the case of the RP-A state, as it will only be dominated by the
pulling force from the negative flavin radical, while in the case of the RP-A state the positively
charged WA(H)
•+ radical additionally accelerates the flavin protonation process. The performed
analysis proves clearly that the electron and proton transfer processes in plant cryptochrome are
separated in time by several orders of magnitude. The protein environment imposes an activa-
tion barrier on flavin protonation ensuring the formation of the much more persistent radical
pair FAD•−+WC(H)
•+, which is well separated in space, before the flavin protonation could occur.
4.7 Conclusion and Discussion
Direct electron transfer simulations that include the complete protein and solvent environments,
show that two sequential electron transfers WB→W
•+
A and WC→W
•+
B lead to the stabilization of
the radical pair RP-C or RP-B within 150 ps. The computed electron transfer rates are in excel-
lent agreement with the experimental kinetics obtained from femtosecond spectroscopy [66] and
provide an in-depth understanding of the photo-activation mechanism of plant cryptochrome.
While the above analysis yields electron transfer rates that are in an excellent agreement with
the experiment, the findings for the proton transfer rate can only be considered qualitative. It
should also be noted that the rate of flavin protonation depends on various external factors, such
as pH and the presence of charged co-factors around the cryptochrome active site [58, 59]. How-
ever, the potential of mean force calculations prove clearly that the electron and proton transfer
processes in plant cryptochrome are separated in time by several orders of magnitude.
Analysis of the relative energies of the radical pair states RP-A, RP-B and RP-C reveals that the
driving force results solely from differential solvation effects, i.e. from the fact that WC is much
more solvent exposed than WA: the polarization of the solvent induces stabilization of RP-C by
0.8 eV with respect to RP-A. It is this strong exothermicity that renders the electron transfer to
be very fast, stabilizes the radical pair and slows down electron back transfer reactions along the
tryptophan triad.
A solvent-driven electron transfer along the tryptophan triad, inducing the stabilization of RP-
C, was also found earlier in E. coli photolyase [126, 158]. Given the fact that the tryptophan triad
is conserved throughout the cryptochrome/photolyase family, the findings suggest that the sol-
vent driving force is a general principle governing the fast electron transfer process of the photo-
activation reaction in members of the cryptochrome/photolyase family. It represents the main
feature that allows the formation of a radical pair, comprising all the essential prerequisites (fast
formation, well separated in space, stabilized to prevent back transfer) for the potential sensitivi-
ty to weak magnetic fields.
Furthermore, the present study establishes a functional role of solvent for biological reactions.
For both A. thal. cryptochrome and E. coli photolyase we have found an additional structural
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"locking" mechanism that enforces the electron reaction to be one-way, in addition to the stabi-
lization already provided by the strong exothermicity of the reaction itself. This mechanism pro-
vides additional stabilization of RP-C on the nanosecond timescale in E. coli photolyase, while it
allows stabilization of RP-B in A. thal cryptochrome, each time allowing to fine-tune the radical
pair stabilization specific to the function of the individual protein.
No doubt that the proposed magnetoreceptive function of cryptochrome [8, 68, 161] is an in-
triguing property of the protein as it attracts the attention of an increasing number of researchers.
It has been suggested [68] that an applied magnetic field influences the radical pair recombina-
tion reaction, which in turn competes with the tryptophan radical deprotonation reaction, see
Fig. 1.4. Interestingly, themagnetic field effect in A. thal. cryptochromewas observed to be about
three times larger compared to E. coli photolyase [68]. The present investigation provides a quali-
tative explanation to this observation.
The "locking" mechanism in E. coli photolyase leads to an additional, nanosecond stabiliza-
tion of the RP-C state, which does not permit the electron back transfer easily, thereby rendering
the influence of an applied magnetic field on the probability of radical pair recombination less
important, as the radical pair recombination is significantly decreased. In contrast, the "lock-
ing" mechanism in A. thal. cryptochrome helps to stabilize RP-B, but it does not prevent the
recombination of RP-C specifically. Thus, since radical pair recombination is possible in A. thal.
cryptochrome, the magnetic field could induce an increased recombination of the radical pair,
resulting in a higher sensitivity of A. thal. cryptochrome compared to E. coli photolyase. This is
in accordance with the data of Maeda et al. [68] who estimated the rate constant for radical pair
recombination to be 4.9×105 s−1 for A. thal. cryptochrome and 1.2×105 s−1 for E. coli photolyase.
Onemight also speculate that the "locking"mechanism in A. thal cryptochrome is tailor-made to
allow stabilization of RP-B without additionally preventing radical pair recombination. This po-
tentially permits a comparably high sensitivity of A. thal. cryptochrome to weak magnetic fields.
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Re-evaluation of Electron Transfer
Parameters of Aromatic Side
Chains
Cryptochromes are thought to be activated by electron transfer from the protein surface to the
flavin cofactor [66]. Experiments involving mutations of the tryptophan triad resulted in de-
creased flavin reduction in vitro but did not seem to eliminate biological activity of cryptochrome
in vivo [56, 57, 162]. The discrepancy is suggested to be explainedby the in vivo interaction of cryp-
tochromewith small molecule activators such as ATP [58–60] which are supposed to facilitate the
use of alternative electron transfer pathways [60] in addition to the tryptophan triad. Evidence
for alternative electron transfer pathways involving tyrosine residues in X. laevis cryptochrome
has been accumulated by time-resolved EPR spectroscopy experiments [163]. An alternate elec-
tron transfer pathway via the adenine moiety of FAD to a surface exposed tyrosine residue is im-
plicated by mutational studies and EPR measurements of ATP-sensitive flavin reduction in cry2
from A.thaliana.
The significance of alternative electron transfer pathways in cryptochromes fueled the idea of
refining the the DFTB-FO parameterization for tryptophan and tyrosine residues.
In order to describe the electron transfer energetics correctly, it is crucial to obtain the correct IP
difference for the residues. A previous benchmarking study showed that DFTB reproduces exper-
imental IP values for nucleobases with a deviation of 0.26 eV. IP differences between DNA bases
were reproduced with a deviation of 0.23 eV, compared to 0.09 eV for DFT [123]. The IP difference
for tryptophan and tyrosine sidechains was reproduced by DFTB with a similar accuracy [158].
The IP difference between neighboring side chains in photolyase have been found to be about
0.6 eV on average. Underestimation of the IP difference by about 0.2 to 0.3 eV might therefore
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affect the electron transfer dynamics. This deviation can be corrected by application of an addi-
tive constant (shift) to the DFTB HOMO energies in such a way that the correct IP difference is
obtained. The procedure to calculate the shift is explained and validated in the following.
5.1 Simulation Setup
Quantum chemistry calculations to obtain ionization potentials of tryptophan and tyrosine were
carried outwithGaussian 03[159]. Only the side chainswere considered in the quantumchemical
description, with the Cβ-atoms being terminated by hydrogen. Geometries were optimized at the
B3LYP/6-31G** level. The single point energies were computed with the 6-31G** basis set for HF,
B3LYP and PBE. Single point calculations with DFTB were carried out with the dftb+ program
package [164] using the 3OB parametrization [93].
The effect of protein and solvent electrostatic potential on the ionization potentials was con-
sidered by including a distribution of point charges in the quantum chemistry calculations. Tryp-
tophan and tyrosine geometries and the set of point charges were taken from an MD simulation
of the cryptochrome resting state [165]. In order to account for the structural fluctuations of the
system, single point calculations were carried out for 1000 snapshots of theMD simulation at the
B3LYP/6-31G** level of theory using Gaussian03. DFTB single point energies in the presence of
point charges were computed using the QM/MM interface of an in-house version of GROMACS
4.6 for the MM part and DFTB2 [154] for the QM part.
5.2 Test of the DFTB-FO Parametrization
The energetics of electron transfer between aromatic sidechains can be estimated from their IP
difference. The first step is to benchmark DFTB against DFT and ab initio methods. The vertical
IP can be obtained using the ∆SCF procedure which involves the calculation of the total energy
of both the neutral ENand the charged molecule EN−1. A more efficient way to estimate the IP of
a sidechain is the calculation of the HOMO energy ǫH . The HOMO energy is directly connected
to the IP of a molecule via Koopmans’ theorem (Eq. 5.1)for HF theory.
IP = EN−1−EN =−ǫH (5.1)
An equivalent theorem exists for DFT and is referred to as Janak’s Theorem. It is important to
note that Janak’s theorem is true only if the correct exchange correlation functional was known. As
the exchange-correlation functional is always approximated, the HOMO energies obtained with
DFT are expected to deviate from the actual IP value. In practice, comparison of DFT HOMO
energies with the experimental IP value for a large number of molecules yields an deviation of
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about 2 eV [91].
Table 5.1 compares the IP values calculated with DFTB to those obtained with B3LYP, PBE and
HF using the ∆SCF procedure. The vertical IPs calculated with DFTB match quite well with the
experimental value. Both DFT functionals slightly underestimate the vertical IP compared to the
experimental value. Values obtained with HF deviate from the experimental IP by more than
1 eV. The relative IPs which represent the difference between the IP of tryptophan and the IP of
tyrosine are crucial for the electron transfer dynamics. The relative IPs obtained from the ∆SCF
calculations agree well with experimental values.
The HOMO energies calculated with HF agree well with the experimental values while the
HOMO energies obtained with DFT methods underestimate the experimental IP value signifi-
cantly. However, the results are expected due to the approximation of the exchange correlation
functional used in DFT. Most importantly, the relative HOMO energies obtained with the DFT
methods agree much better with the relative IP obtained from experiment than the absolute val-
ues. Still, the relative HOMO energies are underestimated by about 0.2 to 0.3 eV compared to the
relative IPs from the ∆SCF procedure obtained with higher-level methods and the experiment.
This deviation can be easily corrected by shifting the HOMO energy in such a way that the
correct relative IP will be obtained. Practically, in an electron transfer simulation this is achieved
by adding a constant value to the HOMO energy of one of the side chains.
Table 5.1: IP of tryptophan and tyrosine Sichechains. Calculated as ∆SCF and ǫHOMO using DFT
and HFmethods (6-311G** basis set)
TYR TRP relative IP
method ǫHOMO ∆SCF-v ǫHOMO ∆SCF-v ǫHOMO ∆SCF-v
DFTB 5.76 8.66 5.32 7.97 0.44 0.67
B3LYP 6.04 8.09 5.51 7.39 0.53 0.7
PBE 5.21 7.96 4.78 7.28 0.43 0.68
HF 8.28 - 7.59 - 0.69 -
exp,vert. 8.5 7.9 0.6
exp,adiabt. 8.0 7.2 0.8
5.3 Effect of Structural Variation on the Relative IP
As shown above the IP values calculated with DFTB agree well with those of higher-level methods.
However, the gas phase calculations show that the relative IP calculated asHOMOenergy of DFTB
is slightly underestimated compared to IP values obtained bymeans of the∆SCF procedure using
higher level methods. This indicates that a shift in the range of 0.1 to 0.3 eV needs to be applied
to the DFTBHOMO energy of one of the side chains to reproduce the electron transfer energetics
energetics correctly.
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As the electron transfer parameters have been shown to depend sensitively on the structural
fluctuations [123, 166, 167], the IP values need to be evaluated along molecular dynamics tra-
jectories. The effect of protein and solvent electrostatic potential on the ionization potentials is
considered by including a distribution of point charges in the quantum chemistry calculations.
Tryptophan and tyrosine geometries and the set of point charges were taken from anMD simula-
tion of the cryptochrome resting state. The IP in the presence of point charges was calculated for
100 snapshots taken at 1 fs intervals. Fig. 5.1 shows the time evolution of the IP values computed
by means of the ∆SCF procedure using B3LYP and obtained as HOMO energy using DFTB.
As discussed above, the HOMO energies represent a poor approximation of the absolute IP,
deviating by about 2 eV from the IP value obtained with the ∆SCF procedure using B3LYP. For
the tyrosine side chain the deviation is found to be slightly larger than for tryptophan side chain.
However, the HOMO energies show identical time evolution and follow the fluctuations of the
real IPs quite accurately. Since the relative fluctuations are crucial for the description of electron
transfer, the dynamic features of theDFTBHOMOagree nicelywith those of theDFT∆SCF energy
and are well suited to describe the energetics.
Figure 5.1: Comparison of the ionizationpotential calculated as∆SCFandDFTBHOMOenergy.
Obtained from a 100 fs molecular dynamics trajectory. The HOMO energies of trypto-
phan (left) and tyrosine (right) side chains follow the time evolution of the ∆SCF IP
values quite accurately and are well suited to describe the relative energetics.
In order to take into account the complete ensemble of cryptochrome structural variety, the
quantum chemical calculationswere carried out for 1000 structures and charges taken from snap-
shots of the MD simulation at an interval of 1 ps. Fig. 5.2 shows the relative IP of the tyrosine and
tryptophan side chains obtained from the DFTB HOMO energies and the relative IP obtained by
the means of the ∆SCF procedure. The relative IP values are found to depend strongly on the
underlying structure from the molecular dynamics simulation. The relative IP values fluctuate
with a standard deviation of 1.47 eV. As the dynamical features of the ∆SCF IP were reproduced
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correctly by the DFTB HOMO energies as shown above, the relative IP obtained from the DFTB
HOMO energies can be safely corrected by applying a shift to the HOMO energy of one of the side
chains.
Figure 5.2: Relative ionization potential. Calculated as ∆SCF and DFTB HOMO energy for 1000
snapshots of a molecular dynamics trajectory. The relative IP computed from the DFTB
HOMO energies is slightly overestimated by about 0.3 eV compared to the ∆SCF relative
IP. The correct relative IP can be obtained by applying a shift to the DFTBHOMO energy
of one of the side chains.
The procedure applied to obtain the energy correction is explained in the following: The IP
value of a side chain obtained with the DFTB HOMO energy is assumed to deviate from the IP
value calculated with the ∆SCF procedure by a constant value C. The constant C might be ob-
tained by minimizing the deviation function of the DFTB HOMO energy and the ∆SCF IP
RMSD =
√∑N
i (IPHOMO −C − IP∆SCF )
2
N
. (5.2)
For the tyrosine side chain the numerical fit yields aminimal RMSD of 0.028 eV for C=-2.425 eV.
For the tryptophan side chain theminimal RMSDof 0.014 eV is found for C=-2.136 eV. Thismeans
that by shifting the tyrosine DFTB HOMO energy by +0.289 eV the correct relative IP is obtained
with DFTB. The minimal RMSD values indicate how well the structural fluctuations of the ∆SCF
IP are reproduced by the DFTB HOMO energies.
5.4 Discussion and Conclusion
The gas-phase calculations of the ionization potential of tryptophan and tyrosin side chains show
that the ionization potential obtained as HOMO energy is underestimated by several eV com-
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pared to the experimental values. The relative IP, which is the important quantity for electron
transfer, is only underestimated slightly by about 0.2 to 0.3 eV. This small deviation, however,
might already affect the dynamics of electron transfer. The relative IP calculated by the means
of the ∆SCF procedure agrees well with the experimental values and thus might be used as a ref-
erence to correct the DFTB HOMO energies.
As the dynamical features of the∆SCF IP are well reproduced by the DTFBHOMOenergies, the
relative IP obtained with DFTB can be safely modified by applying a shift to the HOMO energies.
The shift is obtained by fitting the deviation of the DFTB HOMO energy to the ∆SCF energy
obtained with DFT using the B3LYP functional for 1000 snapshots of a molecular dynamics tra-
jectory. This procedure yields a shift of 0.289 eV for the tyrosine side chain. The minimum RMSD
values indicate a negligible deviation of the structural fluctuations of the DFTB HOMO energy
compared to the ∆SCF energy.
In conclusion, shifting the DFTB HOMO energy yields an improved description of the relative
energetics of electron transfer in photolyases and cryptochromes. This makes the direct electron
transfer approach a valuable tool in the search of alternate electron transfer pathways. The ef-
fect of the energy shift on the electron transfer dynamics and rates can be tested for example by
applying the direct electron transfer approach to X. laevis cryptochrome.
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Development of Model Parameters
for the Simulation of DNA Repair
by E. coli Photolyase
The repair of radiation damaged DNA by the CPD photolyase [3] involves an electron transfer
from the excited flavin cofactor to the thymine dimer lesion. This reaction creates a neutral semi-
quinone radical FADH• and a radical anion thymine dimer CPD•− which undergoes an ultra-fast
disintegration. The repair mechanism has been studied extensively theoretically and experimen-
tally by several groups, however, its exact nature remains elusive [23–27, 168, 169].
So far, the dynamic interaction of the electron with the protein and solvent environment has
not been explicitly accounted for in the theoretical investigations. Solvation dynamics have been
found to play a crucial role for the electron transfer along the tryptophan triad in photolyases and
cryptochromes [126, 146, 158]. The direct electron transfer simulations allowed to study polaron
formation induced by the moving electron and identified non-equilibrium effects to be impor-
tant for the efficiency of the electron transfer reaction in E. coli photolyase. In both solved crystal
structures of the photolyase-DNA complex, water molecules were found in the active site and the
solvation of the thymine dimer in the binding pocket seems to be important for the stabilization
of the thymine dimer radical anion after electron transfer from the FADH− [170]. The solvation dy-
namics at the active site have been suggested to modulate competing electron transfer channels
such that the forward electron transfer from the excited FADH− is favored over electron transfer
to the adenine moiety of the flavin [23, 46]. The solvation of the DNA binding pocket suggests
that solvent polaron formation and non-equilibrium effects might be involved in themechanism
which underlies the electron transfer from the excited FADH− to the CPD.
During the photo-repair, the excess electron is transferred from the LUMO orbital of the flavin
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to the LUMO orbital of the thymine dimer and needs to be treated explicitly. It is straightforward
to extend the direct simulation approach and to describe the electronwavefunction as linear com-
bination of LUMO orbitals of the molecular entities involved in the electron transfer. However,
careful benchmarking against higher-level methods is required to validate the DFTB-FO approxi-
mation used in the direct electron transfer methodology.
So far, the flavin excited state has only been accounted for implicitly in the electron transfer
simulations via point charges. Here, inclusion of the flavin excited state in the quantum descrip-
tion is crucial for the electron transfer dynamics and an approximate, yet sufficiently accurate
description of the flavin excited state is developed and validated in the following.
6.1 Simulation Setup
6.1.1 MD Simulation
The protein structure of the photolyase-DNA complex used in this study is based on the X-ray
crystal structure by Mees et al. (PDB ID 1TEZ) [17]. The FAD cofactor was built from riboflavin
and adenosine diphosphate (ADP) models using a force field parametrization developed ear-
lier [130, 132]. Force field parameters for the CPD analog were developed based on the CPD struc-
ture extracted from PDB entry 1SNH [171]. Gaff [130] force field parameters were used for 8-HDF.
Atomic charges for the FADH• and the FADH− as well as the CPD-analog and the HDF-cofactor
were determined from RESP calculations [133] and are provided in the Appendix.
The proteinmodel was solvated in a cubic periodic box with 113 Å edge length filled with TIP3P
water molecules [149]; neutralized with Na+ ions. All simulations were performed with the GRO-
MACS package [150]. The improved Amber99 force field was used [130, 131] for the protein and
DNA parts. The system was first energy minimized. Then gradually heated to 300 K during an
interval of 100 ps with harmonic constraints imposed on all non-hydrogen atoms except water
molecules. After heating the system was equilibrated for 1.4 ns using the Nose-Hoover thermo-
stat, allowing the system to acquire a constant volume at 1 atm pressure. With restraints turned
off, a 50 ns MD simulation was carried out. The integration time step was 2 fs. The temperature
was kept at 300 K by applying theNose-Hoover thermostat [101] while the pressurewas controlled
by the Parrinello-Rahman barostat [102] at a value of 1 atm. The LINCS algorithm [134] was em-
ployed to keep bonds at a fixed length. The time evolution of the photolyase-DNA complex back-
bone root mean square deviation (RMSD) is shown in the appendix A, confirming the stability of
the simulation.
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6.1.2 Quantum Chemistry Calculations
Quantum chemistry calculations to obtain electron affinities of FAD and CPD were carried out
with Gaussian09 [172]. Only the riboflavin part of the FAD terminated by a methyl-group was
considered in the quantum chemical description. For the CPD, the sugar parts were replaced by
methyl groups. Geometries were optimized at the B3LYP/TZVP level. Single point calculations
were performed with HF and DFTmethods. The single point energies were computed with the 6-
311G** basis set [173] for HF, B3LYP and PBE. Single point energies computedwith the long-range
and dispersion corrected ωB97XD [89] functional used the cc-pVTZ basis set [174]. Single point
calculations with the density functional tight binding (DFTB) method were carried out with the
dftb+ [164] program package using the 3OB parameterization [93].
Excited state energies were computed at the TDDFT/B3LYP level employing the 6-31G* basis
set with Gaussian09.
The effect of protein and DNA electrostatic potential on the electron affinities was considered
by including a distribution of point charges in the quantum chemistry calculations. The set of
point charges was obtained for 1000 snapshots of the MD simulation of the photolyase inactive
state. Single point calculations in the presence of external point charges were performed at the
ωB97XD/cc-pVTZ level of theory using Gaussian09. The same applies for excited state energies of
FAD computed with TDDFT/B3LYP employing the 6-31G* basis set. DFTB single point energies
in the presence of point charges were computed with the QM/MM interface implemented an in-
house version of GROMACS 4.6, using DFTB2 [154] for the QM part.
6.2 Electron vs Hole Transfer
The direct electron transfer approach as described in Sec. 2.3.3, has been developed for the sim-
ulation of hole transfer. The energetics of hole transfer are characterized by the energy which
is required to remove an electron from the electron transfer site and to create a positive hole.
This energy is the ionization potential of the molecule which is directly connected to the HOMO
energy via Koopmans’ theorem. The hole transfer mechanism using the example of E. coli pho-
tolyase photo-activation is illustrated in Fig. 3.2.
During the photo-repair ofDNAbyphotolyase, an excess electron is transferred from the LUMO
of the flavin to the LUMO of the thymine dimer as shown in Fig. 6.1. Here, the energetics of elec-
tron transfer are determined by the energy which is gained by attaching an additional electron
to the electron transfer site. This energy is the electron affinity of the molecule which is directly
connected to the LUMO energy via Koopmans’ theorem.
The calculation of electron affinities has proven more challenging than the calculation of ion-
ization potentials [76]. Due to the more diffuse electron charge distribution of the anions com-
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Figure 6.1: Initial electron transfer during photo-repair. The excess electron is transferred from
the LUMO orbital of the flavin to the LUMO orbital of the thymine dimer. The direct
electron transfer approach can easily be extended but the representation of the electron
transfer energetics via LUMO energies in the DFTB-FO parameterization needs to be
validated. An approximate, yet sufficiently accurate description of the flavin excited
state needs to be developed and tested.
pared to cations, electron affinities are found to be more sensitive to the choice of basis set used
than ionization potentials [76, 175]. The diffuse electron charge density requires the use of com-
putationally expensive, large basis sets with diffuse functions.
Furthermore, the excess electronmight be not or too weakly bound due to theDFT self-interac-
tion error [176]. This effect is found to be less pronounced for largermolecules where the electron
is more delocalized. Furthermore, due to the use of finite basis sets, the additional electron is
forced to remain within the spatial area defined by basis functions, which counterbalances the
self-interaction based error [76]. In practice, the electron affinities calculated with DFT methods
for a large set of molecules yield excellent results, for example using the B3LYP functional, elec-
tron affinities with overall mean errors of 0.2 eV were reported [177].
As described in the previous chapter 5, Koopmans’ theorem (Eq. 5.1) relates the ionization po-
tential to the HOMO energy of a molecule. The relation is also true for the electron affinity and
the energy of the lowest unoccupied molecular orbital (LUMO) for HF theory:
EA = EN −EN+1 =−∆ER =−ǫL (6.1)
A similar theorem exists for DFT and is referred to as Janak’s Theorem. It is important to note
that Janaks’ theorem only holds for the correct exchange correlation functional. As the exchange-
correlation functional is always approximated, the orbital energies calculated with DFT are ex-
pected to deviate from the actual ionization potential/electron affinity and depend on the func-
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tional used.
The negative of the DFT HOMO energy is typically found to be too small compared to the ion-
ization potential, still it was shown to be related to the experimental ionization potential by a
constant shift [178]. A similar relationship was also found for HOMO energies and ionization po-
tential of purine nucleobases calculated with the DFTB method and was successfully applied to
simulate hole transfer in DNA [82].
The relationbetweenLUMOenergies and electron affinities seems to be less clear. Formolecules
with bound anionic states, a linear correlation was found between the DFT LUMO energy and the
calculated and experimental electron affinities. On the contrary, for molecules with unbound an-
ionic states, the same study did not find a satisfactory linear correlation even when a larger basis
set was employed [175].
In terms of methodology, it is straightforward to extend the direct simulation approach and to
describe the excess electronwavefunction as a linear combination of LUMOorbitals of themolec-
ular entities involved in the electron transfer. However, the basis set dependence of the electron
affinities of flavin and thymine dimer needs to be tested carefully beforehand and the suitability
of the LUMOenergies as estimate of the electron affinity for thesemoleculesmust be investigated.
In addition, careful benchmarking of the DFTB LUMO energies against electron affinities yielded
by higher-level methods is required to validate the DFTB-FO approximation used in the direct
electron transfer approach.
6.3 Relative Energies of Flavin and Thymine Dimer States
The first step is to benchmark DFTB against DFT and ab initio methods. The vertical relative
energies can be obtained using the ∆SCF procedure which involves the calculation of the total
energy of both the neutral and the charged molecule based on the geometry of the neutral state.
Table 6.1: Vertical relative energies for flavin and thymin dimer in different states. Calculated
with DFT and HFmethods. Energies are given in eV.
DFTB PBE B3LYP HF ω97XD Exp.
FADH− 0 0 0 0 0
FADH• 2.41 2.08 2.23 1.43 2.43
FADH−⋆ - - 2.86 - 3.4 2.49
CPD 0 0 0 0 0
CPD•− 1.06 0.47 0.64 2.52 0.88
The relative energies of different states of flavin and CPD are presented in Tab. 6.1. FADH•
is found to be higher in energy than FADH− for all methods and functionals used. This means
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that the vertical ionization potential of FADH− is positive. The first singlet excited state of flavin
FADH−∗ was calculated with TDDFT using two different functionals and was found to be higher
in energy than FADH•. While the excitation energy obtained with the B3LYP functional matches
the experimental value [179, 180] and higher levelmethods surprisingly well (see appendix C), the
ω97XD functional overestimates it by about 1 eV.
The relative energy of FADH• obtained with DFTB agrees quite well with the relative energy
obtained with the ω97XD functional. The B3LYP and PBE functionals yield slightly lower relative
energies, while the relative energy calculated with HF is significantly lower compared to the DFT
methods.
The relative energy of the anionic thymine dimer radical is found to be higher in energy than in
the neutral state, indicating a negative electron affinity for CPD. However, the exact value of the
relative energy seems to dependon themethodused. DFTB yields a relative energy of about 1.1 eV
and is in reasonable agreement with the relative energy computed using the ω97XD functional.
The B3LYP and PBE functionals yield lower relative energies, deviating by up to 0.4 eV from the
value obtained with the ω97XD functional. The relative energy obtained with HF is significantly
larger compared to all other methods.
6.4 Influence of Diffuse Functions on the Relative Energies
In an attempt to determine the relative energy of the thymine dimer more accurately, the calcula-
tions above were repeated with larger basis sets including diffuse functions. For PBE, B3LYP and
HF the 6-311++G** basis set was employed, for the ω97XD functional the aug-ccpVTZ basis set
was used. The results are presented in Tab. 6.2.
Table 6.2: Effect of diffuse functions on the vertical relative energies. Calculated with DFT and
HFmethods using basis sets augmented with diffuse functions. Energies are given in eV.
DFTB PBE B3LYP HF ω97XD
FADH− 0 0 0 0 0
FADH• - 2.36 2.50 1.67 -
CPD 0 0 0 0 0
CPD•− - -0.23 -0.09 0.36 0.06
The effect of diffuse functions on the relative energy of CPD is apparent. The relative energies
are significantly lower compared to the calculations where basis sets without diffuse functions
were used. At the B3LYP and PBE level of theory the relative energy is found to be negative, which
in turn means the electron affinity of CPD is positive, indicating a stable anionic CPD radical.
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However, the absolute value of the electron affinity of CPD still depends on the method and func-
tional used. The slightly negative electron affinity obtained with the ω97XD functional is in line
with the results of a recent benchmarking study [181]. For flavin, the effect of diffuse functions
is less pronounced and the relative energies are only slightly higher compared to computations
where no diffuse functions were used.
It was shown that the determination of gas-phase electron affinities of nucleic acid bases is a dif-
ficult problem which is partly due to the formation of dipole bound anions of these system [182].
A dipole bound state is stabilized primarily due to electrostatic interaction between the electron
and the dipole moment of the molecule. If the dipole moment of a molecule is larger than 2.5 D,
an excess electron can be trapped in a dipole bound state [183] so that the excess electron is not
bound in the valence orbitals close to the nuclear framework but rather in an extended, diffuse
orbital off the molecular framework. However, it was demonstrated that the dipole bound states
in the thymine anion can be obtained with the use of diffuse functions and taking into account
electron correlation effects [182]. Both flavin and the thymine dimer are found to have sufficiently
high dipole moments to form dipole bound states of more than 10 D and 6 D, respectively. The
dipole moments obtained for different states of flavin and the thymine dimer are listed in Tab. D
in the appendix. A positive electron affinity for CPD is only obtained when diffuse functions are
included in the basis set. This indicates, that with the use of diffuse functions the electron affinity
in the dipole bound state of the anionic CPD radical is obtained.
Thymine dipole bound anions are observed experimentally only for free thymine. Upon addi-
tion of a water molecule the valence bound anion was detected [184]. A recent benchmarking
study computed electron affinities for CPD at the ω97XD/aug-cc-TZVP level of theory [181] and
found the electron affinity to be -0.06 eV. Upon inclusion of the sugar moieties a higher electron
affinity was obtained and the effect of the diffuse functions seems to be less pronounced. With
diffuse functions the electron affinity was found to be -0.69 eV, without diffuse functions a value
of -0.98 eV was obtained. It is therefore concluded that dipole bound state are negligible if pro-
tein and solvent environment are included in the calculation and that smaller, computationally
less expensive basis sets without diffuse functions are sufficient for the calculation of the electron
affinities here.
6.5 Model of the Excited State in the DFTB-FO
Parameterization
The relevant states of flavin and CPD are sketched in the energy level diagram shown in Fig: 6.2.
FADH• is higher in energy than FADH− but lower in energy than the singlet excited state FADH−∗.
Upon electron transfer to the CPD, the flavin is converted from its singlet excited state to the neu-
tral semiquinone state. The energy which is released during this reaction is indicated by the blue
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arrow. This energy might be referred to as ionization potential of the flavin singlet excited state
FADH−∗. The anionic CPD•− is higher in energy than in its neutral state. The energy which is
required to convert neutral CPD to anionic CPD•− is described by its electron affinity. The differ-
ence of the ionization potential of the flavin singlet excited state FADH−∗ and the CPD electron
affinity defines the driving force of the electron transfer reaction.
Figure 6.2: Energy level diagram for flavin and CPD. The blue arrow indicates the ionization po-
tential of FADH∗− and the red arrow denotes the electron affinity of CPD. Their differ-
ence represents the driving force for the electron transfer reaction. The ionization poten-
tial of FADH∗− can be calculated from the singlet excitation energy E* and the FADH•
electron affinity (grey).
The relative energies obtained from gas-phase calculations can be used to estimate the driving
force for the reaction
FADH∗−+CPD→ FADH•+CPD•− (6.2)
and can be obtained as:
∆E = E (FADH•)+E (CPD•−)−E (FADH∗−)−E (CPD). (6.3)
Ultimately, the aim of the DFTB-FO parameterization is to describe the energetics of the elec-
tron transfer reaction via the LUMO energies of the molecules. This is straightforward for CPD.
The energy required to convert neutral CPD to anionic CPD•− is described by its electron affinity
and therefore directly related to the CPD LUMO energy via Koopmans’ theorem. The ionization
energy of the flavin singlet excited state, on the other hand, cannot be connected to the LUMO
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energy of FADH− directly. Therefore an alternative description is needed. The ionization energy
of the flavin singlet excited state can be obtained as the difference of the vertical singlet excitation
energy and the electron affinity of the flavin in its neutral semiquinone state(see Fig. 6.2). Rear-
rangement of the terms in Eq. 6.3 yields an expression for the reaction energy which includes the
∆SCF energies of flavin and CPD and the energy of the first excited state of FADH∗−:
∆E = E (CPD→CPD•−)+E (FADH−→ FADH•)−E∗ (6.4)
=−EA(CPD)+EA(FADH•)−E∗ (6.5)
In the DFTB-FO parameterization the ionization energy of FADH∗− can be computed as the
FADH• LUMO energy shifted by the vertical singlet excitation energy. If this approximation is
a valid description of the ionization energy of the flavin singlet excited state and if the FADH•
LUMO energy in the DFTB-FO parameterization is a good estimate of its electron affinity will be
tested in the following.
6.6 Test of the Electron Affinities in the DFTB-FO
Parameterization
The energetics of electron transfer can be determined from the ionization potential of FADH*−
and the electron affinity of CPD. As outlined above, the ionization potential of FADH*− can be
approximated by difference of the electron affinity of the flavin in its neutral semiquinone state
FADH• and the singlet excitation energy of FADH−. The electron affinity can be computed by
means of the ∆SCF procedure as the difference of the total energy of the neutral and the anionic
state of a molecule. A more efficient way to estimate the electron affinity of a molecule is the
calculation of the LUMO energy ǫL .
Table 6.3 compares the electron affinities obtained as LUMO energy to those calculated with
several DFT methods, HF and the ω97XD functional using the ∆SCF procedure. Note that the
values for ǫL and ∆SCF-v, shown in Table 6.3, equal the negative of the electron affinity according
to Eq. 6.1. The LUMO energy of FADH• calculated with DFTB and PBEmatches quite well the ver-
tical electron affinity obtained by means of the ∆SCF procedure with the respective method. The
LUMO energy obtained with B3LYP differs from the ∆SCF value by about 0.5 eV. For HF and the
ω97XD functional, the deviation exceeds more than 2 eV. The positive LUMO energies obtained
with the two latter methods suggest that the excess electron is not bound. This is in contrast to
the positive electron affinity of FADH• which was found for all methods.
In the case of CPD, the LUMO energy agrees well with the ∆SCF values only for the ω97XD
functional. The energies computedwith HF deviate by about 0.6 eV, while the LUMO energies cal-
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culated with the other methods differ by more than 1.7 eV from the electron affinity obtained by
means of the∆SCF procedure. The electron affinity of CPD is negative with all methods. This is in
agreement with the positive LUMO energy of CPD calculated with HF and the ω97XD functional
which indicates that the excess electron is not bound.
The data presented here do not provide a clear picture of the electron affinities of flavin and
CPD. However, the long-range dispersion corrected ω97XD functional is the most sophisticated
of the functionals andmethods considered here and is expected to provide the best results for the
electron affinities obtained with the∆SCF procedure. For FADH•, the DFTB LUMO energy agrees
reasonably well with the ∆SCF energy obtained with the ω97XD functional. The CPD LUMO en-
ergy is severely underestimated by DFTB compared to the∆SCF energy obtained with theω97XD
functional.
Table 6.3: Electron affinities of FADH• and CPD as ∆SCF and ǫLUMO. DFT and HF methods (6-
311G** basis set) and the ω97XD functional (cc-pVTZ) are used.
FADH• CPD relative EA
method ǫLUMO ∆SCF-v ǫLUMO ∆SCF-v ∆SCF-v ǫLUMO
DFTB -1.96 -1.90 -1.44 1.06 -1.96 -0.52
PBE -1.83 -1.62 -1.81 0.47 -2.09 -0.01
B3LYP -1.18 -1.69 -1.06 0.63 -2.23 -0.12
HF 3.04 -0.62 3.10 2.48 -3.10 0.56
ω97XD 0.62 -1.77 0.91 0.88 -2.65 -0.26
The difference between the electron affinity of FADH• and the electron affinity of CPD, the
relative electron affinity, is the quantity that determines the energetics of electron transfer. The
CPD LUMO energy calculated with DFTB can be easily corrected by adding a constant value so
that the correct energy difference between the FADH• LUMO and the CPD LUMO is obtained.
The difference between the ∆SCF energies obtained with the ω97XD functional might be used
as a reference. However, it is important to verify that the DFTB LUMO energies show identical
behavior to the values obtained with ω97XD functional by the ∆SCF procedure when computed
along molecular dynamics trajectories. This will be thoroughly tested in the following section.
6.7 Effect of Environment and Structural Variation on the
DFTB-FO Parameters
In order to describe the electron transfer energetics correctly, it is crucial that the electron affini-
ties obtained as DFTB LUMO energies reproduce the time evolution and structural fluctuation
of the electron affinities calculated by the means of the ∆SCF with a higher level method. There-
fore, the electron affinities are evaluated alongmolecular dynamics trajectories. Furthermore, the
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electrostatic effect of the environment on the flavin singlet excitation energy is considered.
The effect of protein and solvent electrostatic potential on the relative energies is accounted for
by including a distribution of point charges in the quantum chemistry calculations. The geome-
tries of flavin and CPD and the set of point charges are taken from aMD simulation of the resting
state of photolyase in complex with DNA. The electron affinities and the flavin singlet excitation
energy are calculated in the presence of point charges for 100 snapshots taken at 1 fs intervals.
The electron affinities are calculated as LUMO energies using DFTB and and by the means of
the ∆SCF procedure employing theω97XD functional, which was chosen as a reference based on
the discussion in the previous sections.
For the energetics of electron transfer, computation of the ionization potential of FADH−∗ is
required. According to the model presented in chapter 6.5, the FADH−∗ ionization potential is
calculated as the difference of the vertical singlet excitation energy of FADH− and the FADH•
electron affinity. Fig. 6.4A shows the time evolution of the electron affinities of FADH• and CPD
calculated with theω97XD functional using the ∆SCF procedure, the excitation energy of FADH−
obtained with TDDFT as well as the FADH−∗ ionization potential.
In principle, the true FADH−∗ ionization potential can be represented either by the LUMO of
the FADH−, the LUMO of the FADH• or the SOMO of the FADH−. The SOMO is the highest, single
occupiedmolecular orbital and, in the case of flavin, is the same orbital as the LUMO of the other
flavin states but occupied by a single electron. The dominant electronic configurations of the
three different flavin states are shown in Fig. 6.3.
Figure 6.3: Electronic configurations of different flavin states. The true FADH−∗ ionization po-
tential can be represented either by the LUMO of FADH−, the LUMO of FADH• or the
SOMO of FADH−. The SOMO is the highest, single occupied molecular orbital.
The total energy of the charged system in the electron transfer approach is obtained by ex-
panding the electron density around the reference density of the neutral system. In this spirit, the
LUMO of FADH• would be the quantity of choice. Still, in the following the DFTB LUMO ener-
gies of all three possible electronic configurations are compared to the true FADH−∗ ionization
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potential obtained with ω97XD functional and TDDFT in order to find the best representation of
FADH−∗. The time evolution of the energies obtained with DFTB are shown in Fig. 6.4B.
Time evolution and fluctuations of the FADH• LUMO energy computed with DFTB agree ex-
cellently with the FADH−∗ ionization potential obtained withω97XD functional and TDDFT. The
CPD LUMOenergy calculatedwithDFTB shows a very similar time evolution and follows the fluc-
tuations of the electron affinity obtained with the ω97XD functional in a reasonable agreement.
The fluctuations of the CPD LUMO energy seem to be somewhat more pronounced than the fluc-
tuations of the CPD ∆SCF energy.
The FADH−∗ ionization potential and the CPD electron affinity obtained with the ω97XD func-
tional and TDDFT is underestimated by the DFTB LUMO energy for both molecules by almost
2.5 eV.
The energies of the FADH− LUMO and SOMO deviate by about 2 eV from the FADH−∗ ion-
ization potential but follow the dynamical fluctuations quite accurately. The fluctuations of the
LUMO of the FADH• state and the SOMO of the FADH− state seem to agree slightly better with
the FADH−∗ ionization potential than the fluctuations of the LUMO of the FADH− state. The
dynamic features of the DFTB LUMOs agree nicely with those of the ω97XD functional relative
energies. Since the relative fluctuations are the crucial quantity for the description of electron
transfer, the DFTB LUMO energies are well suited to describe the energetics.
In order to determine how the different LUMOs reproduce the structural fluctuations of the
FADH−∗ ionization potential and CPD electron affinity and to quantify the exact deviation of the
LUMO energies, the quantum chemical calculations were carried out for a larger number of struc-
tures. The complete ensemble of structural variety of the photolyase/DNA complex is taken into
account by carrying out quantum chemical calculations for 1000 structures and charges taken
from snapshots of the MD simulation. As outlined in chapter 5.3, the deviation of the DFTB
LUMO energy from the FADH−∗ ionization potential and CPD electron affinity, respectively, by
a constant C can be determined by minimizing the deviation function Eq. 5.2. The results of the
numerical fit for CPD and the different flavin states are summarized in Tab. 6.4.
Table 6.4: Deviation of the DFTB LUMO energies from the true IP/EA values obtained with
ω97XD. Deviation constant and RMSD are calculated for different flavin states and CPD.
Energies are given in eV.
deviation constant C RMSD
FADH•LUMO -2.526 0.028
FADH−LUMO +1.911 0.032
FADH−SOMO +2.047 0.028
CPD LUMO -2.291 0.139
The structural fluctuations of the FADH−∗ ionizationpotential arewell reproducedby theDFTB
88
6.7 Effect of Environment and Structural Variation on the DFTB-FO Parameters
LUMOs of all three flavin electronic states, with the FADH•LUMO and the FADH−SOMO showing
a slightly smaller RMSD of 0.028 eV compared to the FADH−LUMO with an RMSD of 0.032 eV.
The DFTB LUMO of CPD reproduces the structural fluctuations of the ∆SCF electron affinity up
to an reasonable accuracy of 0.139 eV. As shown by a recent quantum chemical study, the electron
affinity seems to be sensitive to the CPD geometry [181] and as pointed out above, depends on the
functional and basis set used. Correlation effects were suggested to be important for the correct
description of the CPD dipole bound states. These effects might be better accounted for at the
ω97XD/cc-pVTZ level of theory than by DFTB2. Altogether, the dynamic features of the DFTB LU-
MOs agreewell with those of theω97XD functional relative energies and are suited to describe the
energetics. Therefore, an additive shift can be safely applied to ensure correct relative energies.
The deviation constants in Tab. 6.4 indicate that the LUMO energies need to be modified by
application of an additive shift in order to obtain the correct relative energy of the flavin and CPD
DFTB LUMO energies. For example, a shift of 0.235 eV needs to be added to the FADH•LUMO
energy in order to obtain the correct energy difference compared to the CPD LUMO.
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Figure 6.4: Comparison of the energies calculated as ∆SCF and DFTB LUMO energy for a 100 fs
molecular dynamics trajectory. A The FADH−∗ ionization potential (blue) is calculated
as the difference of the flavin singlet excitation energy E* (magenta) and the FADH•
electron affinity. B The DFTB LUMO energy of the different flavin states FADH• (blue),
FADH−(green) and FADH−∗ (mint) follow the time evolution of the FADH−∗ ionization
potential obtained by means of the ∆SCF procedure quite accurately, the CPD LUMO
energy obtained with DFTB follows the structural fluctuations of CPD electron affinity
in reasonable agreement. The DFTB LUMO energies are therefore suited to describe the
electron transfer energetics.
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6.8 Inner-sphere Reorganization Energy
The inner-sphere reorganization energy is considered as effective parameter in the direct electron
transfer approach. Due to the force field treatment, the equilibrium geometry of a molecular
fragment does not change upon charging. A feasable approach to describe this phenomenon is
to introduce a new contribution to the total energy which is a quadratic function of the excess
charge ∆Qm :
Eλi = ǫm −λ
(m)
i ∆Q
2
m . (6.6)
The inner sphere contribution to the reorganization energy, λi , of fragment F must be deter-
mined for each new fragment. λi is obtained from ab initio calculations
λi (F )= E
QM
F− (F )−E
QM
F (F ) (6.7)
where EQM denotes the single point energy of the neutral fragment (F). Single point energy cal-
culations are carried out twice, using the optimized geometry of the neutral fragment F and the
optimized geometry of the charged fragment F−. The subscripts denote the charge state of the
fragment during the geometry optimization. CPD geometry optimizations were carried out at the
ω97XD/cc-pVTZ level of theory usingGaussian09 [172]. The optimized geometries of the FADH−∗
and FADH• states were obtained with the TurboMole 5.1 program package [185] using the B3LYP
functional and the def2-TZVP basis set[186]. The single point energies were evaluated with Gaus-
sian09 at the ω97XD/cc-pVTZ level of theory using the COSMO implicit solvent model [187] for
both geometries of each molecule. Inner reorganization energies of 1.38 eV and 0.31 eV were
obtained for CPD and FADH•, respectively. The value obtained for CPD is strikingly large. This
might be attributed to the sensitivity of the CPD energy on its geometry as pointed out in [181].
6.9 Differential Charges
The fragment charges obtained after each TDDFT calculation step in the direct electron transfer
scheme are projected to MM atomic charges. These atomic charges are used in the subsequent
molecular dynamics step and thereby induce a polarization of the environment by the moving
charge. This effect is crucial for the understanding of the electron transfer process.
During the simulation, the atomic charges are determined by interpolating between the atomic
charges of the neutral and the charged fragment according to the fraction of charge on the frag-
ment at a given time instant. The atomic charges of both the neutral and the chargedmolecule are
tabulated and need to be obtained beforehand by RESP calculations. The atomic charges of dif-
ferent states of flavin and CPDwere determined in this study and are given in the Appendix E. The
molecular dipole moment obtained from the quantum chemical calculation is well reproduced
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by the RESP atomic charges as shown in Tab 6.5.
Table 6.5: Dipole moments of flavin and CPD in the ground state. The dipole moments obtained
from quantum chemical calculations are well reproduced by the RESP charges. Dipole
moments are given in debeye.
redox state B3LYP/631G* RESP
CPD 7.5 7.94
CPD- 9.8 9.62
FADH• 8.16 8.2
FADH− 11.23 11.11
The molecular dipole moment of CPD and FADH• increases upon charging by about 2.3 and
3 D, respectively. Determination of the atomic charges of the flavin singlet excited state FADH−∗
is more involved. The molecular dipole moment of FADH− was reported to change upon exci-
tation, however, results from different theoretical studies and experiment were ambiguous. A
recent theoretical study reported a difference of about 4 D between the ground and excited state
dipole moment of the flavin molecule [35]. Based on the results of time-resolved femtosecond
spectroscopymeasurements the flavin molecular dipole moment was estimated to vary by about
1-2 eV between ground and excited state [188].
Themolecular dipole moment of the first singlet excited state was calculated at different levels
of theory in this study. The results are listed in Tab. 6.6.
Table 6.6: Dipole moment of the first singlet excited state of flavin. Obtained at different levels of
theory. Dipole moments are given in debeye.
electronic state TDDFT(B3LYP-631G*) CASPT2 [189] SORCI (HF/def2-TZVP)
S0 10.75 12.25 11.68
S1 5.14 6.61 5.39
The difference between the molecular dipole moments of the ground and first excited state of
FADH− obtained with TDDFT is in agreement with results from CASPT2 and SORCI. Themolecu-
lar dipolemoment of FADH−∗ is 5.6 D smaller than that of FADH−. The absolutemolecular dipole
moments are slightly underestimated by TDDFT compared to the higher level methods.
The findings suggest that the molecular dipole moment of the flavin molecule will change sev-
eral times during the photo-repair reaction. Upon light excitation, it decreases by 5.6D and subse-
quently increase by 3 D once the electron is transferred. The changing dipole moment will result
in dynamic repolarization of the environment and might affect the electron transfer dynamics
substantially.
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For the simulation of photo-repair by CPD photolyase, the description of the electron transfer en-
ergetics via DFTB LUMOorbitals needs to be tested, and an approximate, yet sufficiently accurate
description of the flavin excited state needs to be developed. The first step is to benchmark DFTB
against higher level methods. The energies obtained from the gas phase calculations show that
flavin is well described by DFTB compared to the long-range dispersion corrected ω97XD func-
tional. Also, the energy of the flavin singlet excited state computed at the TDDFT/B3LYP level of
theory is in a good agreement with the available experimental data.
The results for the thymine dimer are less clear. A negative electron affinity is found, indicating
that the CPD radical anion is not stable, but the magnitude of the electron affinity varies depend-
ing on the method and basis set used. However, the relative DFTB energies are found in a reason-
able agreement with the results obtained with the ω97XD functional. In an attempt to determine
the electron affinity of CPDmore accurately, basis sets augmentedwith diffuse functions are used.
While the energies of the different flavin states change little when diffuse functions are included,
their effect of the thymine dimer energies is apparent. Its electron affinity becomes slightly pos-
itive, indicating a stable dipole-bound state. However, the absolute values still vary depending
on the method and basis set used. It was shown that dipole-bound states of thymine radical an-
ions only exist in gas-phase and disappear if water molecules are included [182]. It is therefore
concluded that dipole-bound state are negligible if protein and solvent environment are consid-
ered in the calculation and that smaller, computationally less expensive basis sets without diffuse
functions are sufficient for the calculation of the electron affinities here.
The goal in the development of the model parameters is to describe the energetics of the elec-
tron transfer reaction via the LUMO energies of the molecules. The LUMO energy of CPD is con-
nected directly to its electron affinity via Koopmans’ theorem. The ionization potential of an
excited state, on the other hand, cannot be represented directly by the orbital energy. Still, the
LUMO energy of FADH•, which is linked to its electron affinity, might be used, as long as a shift
by the vertical singlet excitation energy is applied.
The LUMO energy computed with DFTB is a good estimate of the FADH• electron affinity ob-
tained with the ω97XD functional by means of the ∆SCF procedure. The LUMO energies of the
thymine dimer computed with DFTmethods overestimate the electron affinity obtained with the
ω97XD functional severely. Consequently, the difference between the FADH• and CPD electron
affinities, which determines the energetics of electron transfer, is not well approximated by the
DFTB LUMO energies. In principle, the LUMO energies can be modified in order to obtain the
correct energy difference. However, it must be ensured that the dynamical features of the DFTB
LUMOs agree with those of the ω97XD functional relative energies, especially in the case of CPD.
The time evolution and fluctuations of the FADH• LUMO energy computed with DFTB along
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a molecular dynamics trajectory agree excellently with those of the FADH−∗ ionization poten-
tial obtained as difference of the ω97XD FADH• electron affinity and the TDDFT singlet excited
state energy. The FADH− LUMO and FADH− SOMO energies are also considered, but their fluc-
tuations agree slightly less perfect with the true FADH−∗ ionization potential than those of the
FADH• LUMO. The CPD LUMO energy shows a very similar time evolution and follows the fluctu-
ations of the electron affinity obtained with the ω97XD functional, in reasonably well agreement.
Importantly, this indicates that the DFTB LUMO energies are suited to describe the energetics of
both of the flavin singlet excited state and of the thymine dimer. Therefore, the correct energy dif-
ference between FADH−∗ and CPD is obtained by applying an additive shift to the LUMO energy
of the molecules.
The gas-phase calculations suggest that the electron transfer is slightly endothermic. The ener-
gies obtained with a QM/MM treatment of the protein and solvent environment indicate that the
electron transfer becomes even more endothermic by about 2.5 eV. Note that, the QM/MM sim-
ulation were performed with protein and solvent environment fully relaxed to the FADH− state,
thus stabilizing it. Importantly, the flavin dipole moment decreases by more than 5 D upon light
excitation. This indicates that the singlet excited state of flavin will be less stabilized by the envi-
ronment than the FADH− state. Dynamic re-polarization of the environment might likely bring
the energy level of flavin closer to that of CPD, so that the population of CPD•− becomes more
favorable than population of FADH−∗. Dynamic re-polarization of the environment was found to
provide the driving force for electron transfer during the photo-activation of cryptochrome and
photolyase [126, 146, 158] and this effect might be crucial for the DNA repair as well.
Dynamic electron transfer simulations need to be carried out to test this hypothesis and in-
vestigate the molecular mechanism of the electron transfer dynamics in detail. Comparison of
the results with existing experimental data will allow for validation of the model. The model
parametrization based on the DFTB LUMO energies developed above on the basis of results
yielded by higher level methods provides the necessary prerequisites to carry out direct electron
transfer dynamic simulations, in which the dynamic interaction of the moving electron with the
environmental fluctuations is fully accounted for.
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Conclusion
In this work, light-induced charge transfer reactions in proteins of the photolyase/cryptochrome
family are studied using approximate QM/MM molecular dynamics schemes. In particular, the
approach is applied to the photo-activation of E. coli photolyase, which is well investigated and
represents themodel system of the protein family, and to A. thal. cryptochrome whose activation
is lesswell understood. Furthermore, an extension of the simulation approach to electron transfer
via LUMO orbitals is tested and a set of system specific model parameters for the simulation of
the DNA repair by CPD photolyase is developed and validated.
Irradiation with UV-light damages deoxyribonucleic acid (DNA) and most commonly leads to
formation of a cyclobutane pyrimidine dimer (CPD) by covalent binding of neighboring thymine
nucleobases [3]. This defect can be repaired by a photolyase enzyme which transfers an excess
electron to the CPD and thereby induces breaking of the bond [23, 24]. The closely related cryp-
tochromes mediate light-induced responses by cycling between different redox states of their
flavin cofactor. This is achieved by the process of photo-activation, involving a long-range elec-
tron transfer along a chain of conserved tryptophan residues [44, 45, 66, 190].
The theoretical investigation of electron charge transfer processes in proteins is challenging as
these reactions occur over long time and length scales and the heterogeneous environment of the
protein and the solvent. Most studies of electron transfer in biomolecules are based on Marcus’
theory [79, 80, 105, 106] which is, however, limited to certain assumptions about the nature of the
transfer. Over the last years, an approximate electron transfer approach has been developed in
our groupwhich has been shown to reproduce the predictions of high-levelmethodology [82, 124,
125]. Simultaneous propagation of the electronic wavefunction and the nuclei yields unbiased
dynamics and accounts for both the effect of the environmental fluctuations on the electron and
the re-polarization of the environment by the moving electron. Simulation of electron transfer
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reactions over long timescales and large systems becomes feasible by considering only frontier
orbitals and using the semi-empirical DFTB2method [154] for the calculation of electron transfer
parameters.
Initially developed for the electron transfer in DNA, the direct electron transfer approach has
also proven to reproduce the important characteristics of the photo-activation reaction in E. coli
photolyase, suggesting non-equilibrium effects to be involved [126]. However, open questions
regarding themolecularmechanism underlying the electron transfer during the photo-activation
process remained.
In this work, additional amino acids in close vicinity of the tryptophan triad were considered in
the quantum chemical description. It was shown that the main pathway was identified correctly
among the alternative routes. Furthermore, a small but significant contribution of a fourth tryp-
tophan to the electron flow was predicted which was supported by time resolved femtosecond
spectroscopy measurements [46].
The electronic polarization effects, which were not accounted for due to the force field treat-
ment, were included in an approximate fashion by scaling the electrostatic interaction of the elec-
tron with the molecular mechanics environment. Among several scaling factors tested, a value
of 1.4, which matches the suggestions by Leontyev and Stuchebrukhov [142], yielded improved
electron transfer rates. The absolute values were found the be the same order of magnitude as
the experimental values. Most importantly, the ratio between the individual electron transfer
steps was reproduced in good qualitative agreement with the experiment. The findings proved
the direct electron transfer approach to be a valuable predictive tool to establish electron transfer
pathways in proteins where experimental validation is lacking.
Analysis of the residence time of the tryptophan radicals during the electron transfer dynamics
showed the third electron transfer step to occur out of non-equilibrium conformations before full
environmental relaxation has set in. This explained the high electron transfer rate that could not
be reproduced by classical Marcus’ theory [126]. The molecular mechanism underlying the non-
equilibrium dynamics seemed to originate in the different degrees of solvation of the individual
tryptophans. It was concluded that the structure and dynamics of the E. coli photolyase have
likely evolved to prevent the middle tryptophan from becoming a charge trap state and ensure a
fast and efficient photo-activation process.
The photo-activation of A. thaliana cryptochrome involves both electron and proton trans-
fers [64]. Direct electron transfer and potential ofmean force calculations could add to solving the
discrepancy [58, 64, 67] regarding the rates of proton and electron transfer. The results showed
the reactions to be separated in time by several orders of magnitude when the complete protein
and solvent environment were considered.
Dynamic re-polarization of the solvent by themoving electron was determined as driving force
for the electron transfer similar to E. coli photolyase. Given the fact that the tryptophan triad is
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conserved throughout the cryptochrome/photolyase family, this suggested that the solvent driv-
ing force is a general principle governing the fast electron transfer process of the photo-activation
reaction. It was also concluded that it represents the main feature that allows the formation of a
radical pair, comprising all the essential prerequisites (fast formation, well separated in space,
stabilized to prevent back transfer) for the potential sensitivity of cryptochromes to weak mag-
netic fields. The interaction of the radical pair with the earth’ magnetic field provides the basis for
the hypothesis that cryptochromes are responsible for the magnetic compass sense of migratory
birds [8].
Furthermore, for both A. thal. cryptochrome and E. coli photolyase [126] a structural "lock-
ing" mechanism was found that enforces the electron reaction to be one-way and enhances the
stabilization already provided by the strong exothermicity of the reaction itself. This mechanism
provides additional stabilization of RP-C on the nanosecond timescale in E. coli photolyase, while
it allows stabilization of RP-B in A. thal cryptochrome, each time allowing to fine-tune the radical
pair stabilization specific to the function of the individual protein. The "locking"mechanismwas
suggested to provide a qualitative answer to the different magnitudes of the magnetic field effect
observed for the two proteins in experiment [68].
The current search for alternate electron transfer pathways in cryptochromes fueled the idea of
refining the the parametrization of tryptophan and tyrosine residues. The DFTB energies deviate
slightly, by about 0.2 eV, from the results obtained with higher-level methods which might affect
the electron transfer dynamics. It was shown that the DFTB HOMO energies nicely reproduce
the dynamical features of the ionization potential calculated with higher-level methods, and thus
were modified by applying an additive shift. An improved description of the electron transfer
energetics was obtained, which can be tested for example by applying the direct electron transfer
approach to X. laevis cryptochrome where alternate paths were detected experimentally [163].
Furthermore, proposed alternate electron transfer pathways in A. thal. cryptochrome-2 [60] and
the effect of small molecular activators, such as ATP, on their efficiency can be easily investigated
with the direct electron transfer approach.
The simulation of the DNA photo-repair required the development of new model parameters.
While the photo-activation reaction was modeled as hole transfer along HOMO orbitals, the sim-
ulation of DNA repair required the description of the excess electron as linear combination of
LUMO orbitals. Comparison of the DFTB energies to the results of higher-level methods showed
that the DFTB LUMO energies are well suited to describe the electron transfer energetics. A small
additive shift was necessary to modify the DFTB energies. The results also suggested that the
molecular dipole moment of the flavin and the thymine dimer changes several times during the
photo-repair. It was concluded that the varying dipole moments will likely induce dynamic re-
polarization of the environment and might effect the electron transfer dynamics substantially.
However, direct electron transfer simulations need to be carried out to investigate the molecular
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Chapter 7: Conclusion
mechanism in detail.
The developed model parameters can be used to study the dynamics of the photo-repair, ac-
counting for the complete interaction of the excess electron and the environment. Comparison
of the results with existing experimental data will allow validation of the model. Dynamic effects
such as solvent polarization and environmental relaxation can be analyzed on an atomic level and
might provide new insight in the nature of the electron transfer mechanism. Additional residues
that might be involved in the transfer, such as the adenine moiety of FAD, can be easily included
in the model description. The efficiency of the repair reaction which is currently debated, might
be investigated by analyzing the backward electron transfer from CPD− to the flavin. Further-
more, non-equilibrium conformations, representing the situation when the electron transfer to
CPD has been completed, but before the bond splitting occurs, can be obtained. These confor-
mations might be used as a starting structure for subsequent potential free energy calculation
whichmight help to solve the present disaccord between the experimental and theoretical results
regarding the rate of ring opening.
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Appendix
A RMSD of the Cryptochrome Resting State
Figure .1: Time evolution of the cryptochrome RMSD. The values of the RMSD are computed for
the protein backbone atoms in reference to the protein resting state.
B RMSD of Photolyase in Complex with DNA
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Figure .2: Time evolution of the RMSD of photolyase in complex with DNA. The values of the
RMSD are computed for the protein backbone atoms in reference to the protein inactive
state.
C Quantum Chemical Characterization of the Flavin Excited
State
The vertical singlet excitation energies of FADH− have been determined at different levels of the-
ory and are represented in Tab. reftab:excited. The energies computed for the first singlet excited
state are in good agreement with the experimental data. The vertical singlet excitation energy
of the first excited state calculated with TDDFT is overestimated by about 0.3 eV compared to
the experimental value, CASPT2 and SORCI are in slightly better agreement with the experiment,
deviating by about 0.1 eV and 0.2 eV from the experimental result.
Table .1: Excited state energies in vaccum of FADH− computed with various methods. Energies are
given in eV.
electronic state TDDFT(B3LYP-631G*) CASPT2 [189] SORCI (HF/def2-TZVP)
S1 2.86 2.58 2.63
S2 3.32 3.08 3.13
S3 4.37 4.78 5.38
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D Dipole Moments of Flavin and Thymine Dimer
D Dipole Moments of Flavin and Thymine Dimer
Table .2:Dipole moments of flavin and thymin dimer in different states calculated with DFT and
HFmethods. Energies are given in eV.
DFTB PBE B3LYP HF ω97XD/cc-pVTZ Exp.
FADH− - 10.07 10.78 12.33 11.35
FADH• 8.45 9.11 9.53 9.49 9.52
CPD 6.27 6.12 6.50 7.54 6.67
CPD•− - 6.62 7.08 8.43 7.48
E Atomic Charges
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FAD FAD− FADH• FADH−
ATOM N1 -0.868 -0.680 -0.7186 -0.6212
ATOM C2 1.067 0.895 0.8913 0.8317
ATOM O2 -0.649 -0.744 -0.6118 -0.7010
ATOM N3 -0.849 -0.704 -0.7130 -0.6901
ATOM H3 0.407 0.357 0.3878 0.3628
ATOM C4 0.781 0.669 0.7010 0.6811
ATOM O4 -0.578 -0.660 -0.5829 -0.6872
ATOM C4A 0.127 0.035 -0.0907 -0.1141
ATOM N5 -0.518 -0.623 -0.3907 -0.7141
ATOM H5 - - 0.3956 0.3587
ATOM C5A 0.457 0.568 0.2029 0.4676
ATOM C6 -0.392 -0.449 -0.4186 -0.5604
ATOM H6 0.219 0.186 0.2226 0.2170
ATOM C7 0.119 0.162 0.1606 0.1799
ATOM C7M -0.287 -0.290 -0.3234 -0.2375
ATOM H71 0.094 0.077 0.1006 0.0664
ATOM H72 0.094 0.077 0.1006 0.0664
ATOM H73 0.094 0.077 0.1006 0.0664
ATOM C8 0.174 0.084 0.1386 0.0337
ATOM C8M -0.345 -0.287 -0.3228 -0.2510
ATOM H81 0.109 0.077 0.1021 0.0673
ATOM H82 0.109 0.077 0.1021 0.0673
ATOM H83 0.109 0.077 0.1021 0.0673
ATOM C9 -0.381 -0.346 -0.3623 -0.3788
ATOM H9 0.274 0.237 0.2679 0.2488
ATOM C9A -0.065 -0.346 0.0779 -0.0549
ATOM N10 0.021 0.092 -0.1200 0.0511
ATOM C10 0.551 0.188 0.5406 0.2345
ATOM C1’ -0.246 -0.146 -0.1421 -0.0733
ATOM H1’ 0.149 0.089 0.1134 0.0620
ATOM H1” 0.149 0.089 0.1134 0.0620
ATOM C2’ 0.144 0.368 0.1898 -0.0658
ATOM H2’ -0.089 -0.004 0.0770 0.1387
ATOM O2’ -0.604 -0.760 -0.7009 -0.6203
ATOM HO2’ 0.404 0.450 0.4430 0.3710
ATOM C3’ 0.277 0.384 0.2087 0.3583
ATOM H3’ 0.013 0.021 0.0722 0.0050
ATOM O3’ -0.659 -0.708 -0.7611 -0.7110
ATOM HO3’ 0.439 0.424 0.4968 0.4189
ATOM C4’ -0.112 0.089 0.3383 0.4710
ATOM H4’ 0.014 0.009 0.0417 -0.0638
ATOM O4’ -0.646 -0.721 -0.7802 -0.7490
ATOM HO4’ 0.447 0.454 0.4641 0.4125
ATOM C5’ -0.063 -0.045 -0.3804 -0.3180
ATOM H5’ -0.051 0.037 0.1011 0.0661
ATOM H5” -0.051 0.037 0.1011 0.0661
ATOM O5’ -0.125 -0.125 -0.125 -0.125XX
E Atomic Charges
ADP
ATOM P 1.385
ATOM O1P -0.889
ATOM O2P -0.889
ATOM O3P -0.569
ATOM C4Z’ 0.107
ATOM H4Z’ 0.117
ATOM O4Z’ -0.355
ATOM C1Z’ 0.039
ATOM H1Z’ 0.201
ATOM C5Z 0.052
ATOM N7Z -0.607
ATOM C8Z 0.201
ATOM H8Z 0.155
ATOM N9Z -0.025
ATOM N1Z -0.761
ATOM C2Z 0.588
ATOM H2Z 0.047
ATOM N3Z -0.700
ATOM C4Z 0.305
ATOM C6Z 0.701
ATOM N6Z -0.902
ATOM H61Z 0.412
ATOM H62Z 0.412
ATOM C2Z’ 0.067
ATOM H2Z’ 0.097
ATOM O2Z’ -0.614
ATOM H2TZ 0.419
ATOM C3Z’ 0.202
ATOM H3Z’ 0.062
ATOM O3Z’ -0.654
ATOM H3TZ 0.438
ATOM C5Z’ 0.056
ATOM H5Z’ 0.068
ATOM H5Z 0.068
ATOM O5Z’ -0.599
ATOM PAZ 1.253
ATOM O1AZ -0.880
ATOM O2AZ -0.880
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Abbreviations
ADP adenine phosphate
ATP adenosine triphosphate
BOA Born- Oppenheimer approximation
CPD cyclobutane pyrimide dimer
DFT density functional theory
DFTB density functional tight binding
DNA deoxyribonucleic acid
RMSD root mean square fluctuation
EA electron affinity
FAD flavin adenine dinucleotide
GROMACS GroningenMachine for Chemical Simulation
HOMO highest occupied molecular orbital
IP Ionization potential
KS Kohn-Sham
LUMO lowest unoccupied molecular orbital
MD molecular dynamics
MM molecular mechanics
PMF potential of mean force
TD-DFT time dependent density functional theory
QM/MM quantummechanics/molecular mechanics
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