Abstract-A numerical method has recently been presented to determine the noise thresholds of low density parity-check (LDPC) codes that employ the message passing decoding algorithm on the additive white Gaussian noise (AWGN) channel. In this paper, we apply the technique to the uncorrelated flat Rayleigh fading channel. Using a nonlinear code optimization technique, we optimize irregular LDPC codes for such a channel. The thresholds of the optimized irregular LDPC codes are very close to the Shannon limit for this channel. For example, at rate one-half, the optimized irregular LDPC code has a threshold only 0.07 dB away from the capacity of the channel. Furthermore, we compare simulated performance of the optimized irregular LDPC codes and turbo codes on a land mobile channel, and the results indicate that at a block size of 3072, irregular LDPC codes can outperform turbo codes over a wide range of mobile speeds.
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I. INTRODUCTION

R
ECENT advances [1] , [2] in error correcting codes have shown that, using the message passing decoding algorithm, irregular low density parity-check (LDPC) codes can achieve reliable transmission at signal-to-noise ratios (SNR) extremely close to the Shannon limit on the additive white Gaussian noise (AWGN) channel, outperforming turbo codes of the same block size and code rate. LDPC codes have certain advantages, such as simple descriptions of their code structure and fully parallelizable decoding implementations. With iterative message passing decoders, LDPC codes exhibit an interesting noise threshold effect [1] : if the noise level of the channel is smaller than a certain noise threshold, the bit error probability goes to zero as the block size goes to infinity; if the noise level is above the noise threshold, the probability of error is always bounded away from zero. Gallager [3] first presented this result for regular LDPC codes for the binary symmetric channel (BSC). Luby et al. [4] showed that the noise threshold effect also exists for irregular LDPC codes, and they designed some irregular LDPC codes whose performance is very close The authors are with the Center for Wireless Communications, Dept. of Electrical and Computer Engineering, University of California, San Diego, La Jolla, CA 92093-0407 USA (e-mail: jhou@cwc.ucsd.edu, psiegel@cwc.ucsd.edu, milstein@ece.ucsd.edu).
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to the Shannon limit on the erasure channel. Richardson, et al. [1] generalized this idea to a variety of message passing decoding algorithms, including the full version of the belief propagation algorithm [5] which can be applied to a very broad class of binary-input symmetric channels, such as the AWGN channel. They developed a numerical technique, called density evolution, to analyze the performance of the belief propagation decoding algorithm, enabling the determination of noise thresholds to any desired degree of accuracy. In this paper, we apply this technique to the uncorrelated flat Rayleigh fading channel. The code optimization of irregular LDPC codes is a nonlinear cost function minimization problem, a problem where differential evolution has been shown to be effective and robust [7] . This technique has been successfully applied to the design of good irregular LDPC codes for both the erasure channel [8] and the AWGN channel [2] . We show that this technique is also effective in the code optimization of irregular LDPC codes for the uncorrelated Rayleigh fading channel, and the threshold values of the optimized codes are extremely close to the capacity of this channel. This paper is organized as follows. Section II briefly reviews the basic concepts of LDPC codes. In Section III, we review the decoding of LDPC codes and the technique of density evolution for threshold calculations on the AWGN channel. We then extend and apply this method to the uncorrelated flat Rayleigh fading channel. Section IV addresses two important properties related to the convergence of density evolution: symmetry and stability. We discuss the code optimization technique in Section V. In Section VI, we present the threshold calculations and code optimization results for the uncorrelated Rayleigh fading channel. We also compare simulation results for the optimized irregular LDPC codes and turbo codes on an uncorrelated, as well as correlated, Rayleigh fading channel. In Section VII, we present our conclusions.
II. LOW DENSITY PARITY-CHECK (LDPC) CODES
An LDPC code is a linear block code specified by a very sparse parity-check matrix. As a linear block code, an LDPC code can be represented by a bipartite graph. Suppose the low density parity-check matrix has columns and rows (the designed code rate ); the corresponding bipartite graph consists of bit nodes, check nodes, and a certain number of edges. Each bit node, called a "left node", represents a bit of the codeword. Each check node, called a "right node", represents a parity check of the code. An edge exists between a bit node and a check node if and only if there is a 1 in the corresponding entry in the parity-check matrix. We refer to the corresponding bit node and check node as the left and right neighbor nodes of the edge.
Regular LDPC codes are those for which all nodes of the same type have the same degree, where the degree of a node is the number of edges for which it is a neighbor node. A regular LDPC code has a bipartite graph in which all bit nodes have degree and all check nodes have degree . Correspondingly, in the parity-check matrix , all the column weights are and all the row weights are . Shown below is a parity-check matrix of a regular LDPC code. Fig. 1(a) shows its associated bipartite graph.
For irregular LDPC codes, the bit nodes (correspondingly the check nodes) can have different degrees. We say an edge has left (resp., right) degree if its left (resp., right) neighbor node has degree . An irregular LDPC code ensemble is specified by a degree distribution pair or its corresponding generating functions and , where (resp., ) is the fraction of edges with left (resp., right) degree and (resp., ) is the maximal left (resp., right) degree of any edge. The bipartite graph for an irreg- ular LDPC code is shown in Fig. 1(b) , where , and . The intuition behind the use of irregular LDPC codes is quite simple: in the decoding process of irregular LDPC codes, there exists a phenomenon called the "wave effect" [4] , whereby the bit nodes with high degrees tend to approach their correct values very quickly, and in turn, they provide more reliable information to the check nodes and subsequently to the bit nodes with lower degrees.
III. DECODING ANALYSIS
The decoding algorithm for LDPC codes is based on the idea of belief propagation [5] . As described in [2] and [9] , for each edge of the underlying bipartite graph, the decoding algorithm iteratively updates two types of log a posteriori probability ratio (LAPPR) messages, and . The quantity is the message sent from the bit node to the check node along a connecting edge , which is expressed as , where denotes the value of the bit node, and denotes all the messages coming from the channel and the edges connected to the bit node, other than edge . The quantity is the message sent from the check node to the bit node along an edge , which is defined as , where denotes the messages coming from the edges connected to the check node, other than edge . It is important to note that during the message updating, the incoming message along edge is excluded in determining the outgoing message along edge . That is, similar to turbo decoding [10] , only extrinsic information is circulated, which turns out to be an important property of good message passing decoders and which also makes the analysis of the decoding algorithm feasible [1] . Fig. 2 illustrate the basic operations in the decoding algorithm.
After such iterations, the algorithm would produce the exact LAPPRs of all the bits if the bipartite graph defined by the parity-check matrix contains no loops of length up to [9] . If we assume that the graph is loop-free, we can analyze the decoding algorithm directly because the incoming messages to every node are independent. Also, by the general concentration theorem of [1] , for almost all the graphs in a code ensemble and almost all inputs, the decoder performance will converge to that of a corresponding loop-free graph as the codeword length approaches infinity.
Based on the assumption above, the following decoding analysis tries to track the average fraction of incorrect messages that is passed in each iteration of the decoding algorithm. Here, the fraction of incorrect messages is averaged over all the bits of a codeword.
First, we consider a regular LDPC code. Using the fact that LDPC codes are linear block codes and both the channel and the decoding algorithm considered are symmetric [1] , we assume that the all-zero codeword is sent. Assuming BPSK modulation , it is easy to see that the fraction of incorrect messages that is passed is equal to the fraction of messages with negative signs. Considering the message passed from the bit node to the check node, we have [2] ( 1) where is the initial message conditioned on the channel output, and , are the incoming LAPPR messages from all the incident edges, other than edge . Since and are all random variables, the density function of is the convolution of the density functions of all the elements in (1). This convolution can be efficiently computed in the Fourier domain. Let denote the density of denote the density of after iterations, and denote the density of after iterations. Letting denote the Fourier transform operation (2) where can be set to , and is defined as 1 if and if
. We can write , where is supported on and is supported on . Therefore, the fraction of incorrect messages after iterations can be defined as 1 (3) On the other hand, considering the message passed from the check node to the bit node , we have [2] (4) where are the incoming LAPPRs from the neighbor edges, other than edge . To use the same method as described for the bit node to calculate the density function , we need to apply logarithm operations on both sides of (4) to change the product into the pair of summations and (5) where the sign function if , and otherwise. Note that the summation for (5) is the mod-2 summation of the sign parts and the real summation of the magnitude parts. Therefore, the density of can be computed in the Fourier domain in a manner similar to the computation of the density of in (2) .
This two-phase computation algorithm, called density evolution, makes it possible to track the fraction of incorrect messages, . At a certain noise level, we can run this algorithm iteratively until the error probability either goes to zero or stops at a finite probability of error. The noise threshold, , denotes the supremum of all values of the noise level such that , where is the standard deviation of the noise.
The density evolution algorithm can be extended to the irregular LDPC codes with only minor modifications, taking into consideration the irregular degree distribution pair. For example, at a bit node, we have (6) where is as defined above. In the following, we briefly review the application of the algorithm above to the AWGN channel, and then show how to apply it to the uncorrelated Rayleigh fading channel.
A. AWGN
If the code symbol is mapped into the signal point , the sampled matched filter output has the conditional probability density function (pdf) (7) where is the variance of the noise, and is the code rate. Assuming , the message observed from the channel can be expressed as (8) In the decoding analysis, since we assume the all-zero codeword is sent, i.e., , a change of variable in (7) yields the density function of (9) which is a Gaussian density with mean and variance , and this density function can be used in the density evolution analysis.
B. Uncorrelated Rayleigh Fading
For the uncorrelated Rayleigh fading channel, the conditional pdf of the matched filter output is (10) where is the normalized Rayleigh fading factor with and density function .
1) Ideal Side Information (SI):
When we have ideal SI, the initial message passed from the bit node to the check node is (11) In the decoding analysis, assuming has the conditional density function (12) To get the unconditional density function of , we average (12) over the density function of so that (13) 2) No Side Information (No SI): When no SI is available, following [11] , we assume that is Gaussian distributed in the region of the most probable , and we approximate as (14) where . The corresponding conditional density function is (15) Averaging over the density function of , we get (16) where and .
IV. SYMMETRY AND STABILITY
Symmetry is an important property associated with the message distribution in the density evolution of belief propagation. As defined in [2] , a density function on is symmetric if it satisfies for all , and it is shown that the initial message distributions for all the binary-input symmetric channels discussed in [2] satisfy this condition. For the initial message density function of the AWGN channel, (9) , it is easy to verify that (17)
It was shown in [2] that the symmetry property is invariant under density evolution, i.e., if is symmetric, then the density functions of and calculated in density evolution are also symmetric. It was next proved in [2] that if the density function of is symmetric, the average fraction of incorrect messages as defined in (3) is a nonincreasing function of and will always converge to a certain value, which might be zero.
In [2] , the symmetry property is then used to prove another important property of density evolution, which is summarized as follows: There exists an such that if density evolution is initialized with a symmetric message density satisfying , the fraction of incorrect messages will converge to zero under density evolution if (18) where the parameter is defined as
, then the fraction of incorrect messages is strictly bounded away from 0.
In [2] , (18) is referred to as the stability condition for the channel with initial message density . For example, for the AWGN channel, the stability condition is given by [2] (20)
We now show that the initial message density function of the uncorrelated Rayleigh fading channel with SI also satisfies the symmetry property, and then we derive the stability condition for this channel. For the density function of the uncorrelated Rayleigh fading channel with SI, as defined in (13), it is easily verified that (21) That is, the initial message density function of the uncorrelated Rayleigh fading channel with SI satisfies the symmetry condition. From (19) and (13), we have (22) i.e., the stability condition for the uncorrelated Rayleigh fading channel with SI is (23)
In the next section, we will numerically optimize the degree distribution pair for this channel, and we will verify empirically that they fulfill condition (23). As to the Rayleigh fading channel without SI, the initial density function (16) does not have the symmetry property. This is because the expression (14) for the message, , is only an approximation. Nevertheless, as shown in the numerical results, the density evolution technique for determining the thresholds still works quite well for this channel.
V. CODE OPTIMIZATION: DIFFERENTIAL EVOLUTION
Since we can determine the threshold value for each LDPC code ensemble defined by its degree distribution pair , we try to find the degree distribution pair which yields the largest possible noise threshold for a given channel. This problem is a nonlinear cost function minimization problem with continuous space parameters, a problem where differential evolution has been shown to be effective and robust [7] . This technique has been successfully applied to the design of good irregular LDPC codes for both the erasure channel [8] and the AWGN channel [2] . For the AWGN channel, Richardson et al. [2] found the best degree distribution pair for ratecodes, which has a threshold within 0.06 dB of capacity! We now show that this method is also very effective in the design of good irregular LDPC codes for a Rayleigh fading channel with SI.
Before describing the differential evolution technique, we need to remove the dependencies among the components of the degree distribution pair. It is easy to verify that the degree distribution pair satisfies the following constraint (24) where and is the code rate. Also, we have
Using (24) and (25) to solve for gives (26), shown at the bottom of the page.
Next, let denote the number of free elements of the degree distribution pair . The dependences (25) and (26), combined with the fact that , show that . We form an -dimensional parameter vector , and our goal is to optimally choose the elements of this vector so that the corresponding degree distribution pair yields the largest noise threshold.
Differential evolution is a parallel direct search technique. Starting from an initial set of vectors, the algorithm iteratively updates each vector in the set simultaneously until a superior vector is found which has the best cost function value. By updating all the vectors of the set in parallel, the algorithm can help the vectors escape local minima and prevent misconvergence. The differential evolution algorithm that we used in the code optimization is based on [8] with minor modifications. In the following, we briefly review it.
1) Initialization -We start with a certain noise level , which is the standard deviation of the noise. For the first generation , we randomly choose -dimensional vectors , where is a constant that remains fixed during the optimization process [7] . For each vector , we run the den-
sity evolution as discussed in Section III for a certain number of iterations (e.g., 1000) and record its residual error , i.e., the fraction of incorrect messages as defined by (3) . We label the vector with the smallest as the best vector, . 2) Mutation -For the next generation, , new vectors are generated according to the following mutation scheme. For each , randomly choose distinct integers and from , each different from the index , and define (27) where is a real constant which controls the amplification of the differential variation. We choose in our optimization [8] . The use of two vector differences increases the variation, thereby helping to prevent the algorithm from getting into a local minimum. For each new vector, we run the density evolution for the same number of iterations and record its residual error, . 3) Selection -For each , compare and . If is larger than is set to . Otherwise, is set to . We denote the vector with the smallest residual error by . 4) Stopping criterion -If the residual error of the vector is not zero (practically, if it is not less than a very small value, e.g., ), return to step 2. Otherwise, increase the noise level slightly, and return to step 1. If the noise level is increased to a value for which the residual error of the best vector does not converge to zero after a very long running time, the process is stopped. We label the vector whose residual error goes to zero at the highest possible noise level as the best vector, and the corresponding noise level as the noise threshold .
VI. RESULTS
A. Threshold Calculation and Code Optimization
Using the density evolution technique discussed in Section III, we can calculate the threshold values of LDPC codes for both the AWGN channel and the uncorrelated Rayleigh fading channel with or without SI. For convenience, in the following results, we will express the threshold by both and its corresponding (dB). Since , the threshold can also be defined as the smallest such that . Fig. 3 compares the thresholds and the simulation results of rateregular LDPC codes on both the AWGN channel and the uncorrelated Rayleigh fading channel, where both ideal SI and no SI are considered. As shown, the thresholds for regular LDPC codes on the AWGN channel, the fading channel with SI, and the fading channel with no SI, are 1.10 dB, 3.06 dB, and 4.06 dB, respectively. The LDPC codes used in the simulations are of block size 2 and . The numerical threshold results are very consistent with the simulation results, and we 2 In the simulation results, the block size used is codeword block size. conjecture that as the block size goes to infinity, the simulation results will converge to the thresholds. If the conjecture is true, the threshold can be considered as the capacity of the corresponding code parameters, i.e., the best performance that such an LDPC code can achieve with the message passing decoder. The results show that the regular LDPC code suffers a loss of nearly 2 dB and 3 dB, respectively, in the fading channels with SI and without SI, relative to the AWGN channel.
Combining the density evolution and differential evolution techniques as described above, we searched for good degree distribution pairs with constraints on the maximal left degree for the uncorrelated Rayleigh fading channel with SI. Similar to what has been observed for the erasure channel [8] and the AWGN channel [2] , we found that for the fading channel with SI, good degree distribution pairs exist with only a few nonzero terms. Therefore, in the results shown, we use only three consecutive nonzero right degrees and limit the nonzero degrees on the left to the degrees 2, 3, , and several carefully chosen degrees in-between, which greatly reduces the search space and consequently saves on search time.
The resulting degree distribution pairs of ratecodes for the Rayleigh fading channel with SI are shown in Table I for , and . Each column corresponds to one particular degree distribution pair. For each degree distribution pair, the coefficients of and are given, as well as the noise threshold , and the corresponding in dB. Also listed is , the maximal value of satisfying the stability condition (23). As can be seen, for every degree distribution pair in the table, which confirms that these degree distribution pairs satisfy the stability condition. Also, the higher the maximal left degree, the better the performance of the code.
Similar to the results that Richardson et al. [2] obtained for the AWGN channel, the thresholds of the degree distribution pairs optimized for the fading channel with SI are very close to the capacity of this channel (the capacity can be calculated following [12] ). At rate , the capacity of the fading channel with SI is 1.830 dB. The degree distribution pair with has the threshold of 1.900 dB, which is only 0.07 dB away from the capacity! Compared to the regular LDPC code whose threshold on this channel is 3.06 dB, optimized irregular LDPC codes have much better thresholds.
It is interesting to see how the degree distribution pairs optimized for the fading channel with SI perform on the AWGN channel, and vice-versa. We compare the ratedegree distribution pairs optimized for the AWGN channel (refer to [2] for the detailed degree distribution pairs) and the degree distribution pairs optimized for the fading channel with SI in Figs. 4 and 5 . In Fig. 4 , for each degree distribution pair, we show the gap between its threshold value for the AWGN channel and the AWGN channel capacity for rate . In Fig. 5 , for each degree distribution pair, we show the gap between its threshold value for the fading channel with SI and the capacity for that channel for rate . It can be seen that the degree distribution pairs optimized for the fading channel with SI are also very good distribution pairs on the AWGN channel, e.g., considering the degree distribution pair with optimized for the fading channel with SI, its threshold value for the AWGN channel is only 0.18 dB away from the channel capacity. Similar results can be observed from Fig. 5 for the converse situation. As suggested in [4] , in the construction of block codes, it is better to have high degree for the bit nodes, since the more information a bit node Fig. 4 . Comparison of the threshold values on the AWGN channel of the rate-1=2 degree distribution pairs optimized for the AWGN channel and the fading channel with SI. For each distribution pair, the gap between its threshold value for the AWGN channel and the capacity of this channel is shown. Note that the capacity for the AWGN channel at rate 1=2 is 0.1870 dB. Fig. 5 . Comparison of the threshold values on the fading channel with SI of the rate-1=2 degree distribution pairs optimized for the AWGN channel and the fading channel with SI. For each distribution pair, the gap between its threshold value for the fading channel with SI and the capacity of this channel is shown. Note that the capacity for the fading channel with SI at rate 1=2 is 1.830 dB.
gets from its check nodes, the more reliably it can provide its own correct value. On the other hand, it is better for a check node to have low degree, in order to provide more accurate information to its bit nodes. These two competing requirements will have different balances for different channels. The degree distribution pair with optimized for the AWGN channel [2] has average right degree 10.24. However, the degree distribution pair with optimized for the fading channel with SI has average right degree 9.66. The results suggest that, compared to the AWGN channel, the fading channel with SI favors lower average right degree. The same relations can be observed for the degree distribution pairs with , and .  Tables II and III give the ratedegree distribution pairs we optimized for the AWGN channel and the uncorrelated Rayleigh fading channel with SI. Similar to the ratecase, the thresholds of the degree distribution pairs approach the corresponding channel capacities. The threshold of the degree distribution pair optimized for the AWGN channel with is only 0.07 dB away from the channel capacity. The threshold of the degree distribution pair with optimized for the fading channel with SI is only 0.08 dB away from the capacity of the corresponding channel. Again, we compare both classes of ratedegree distribution pairs on the AWGN channel and the fading channel with SI in Figs. 6 and 7 , respectively. It turns out that, as for ratedegree distribution pairs, the ratedegree distribution pairs optimized for the fading channel with SI are also very good distribution pairs for the AWGN channel and vice-versa.
B. BER Simulation Results
As shown in Fig. 3 , the threshold values precisely predict the asymptotic performance as the block length of the LDPC codes approaches infinity. We are also interested in the performance of the optimized irregular LDPC codes when finite block size is considered. In the following results, we considered four rate-LDPC codes at a block size of 3072. The first one, LDPC ir1, is constructed according to the degree distribution pair with optimized for the AWGN channel, as shown in Table II . The degree distribution pair has thresholds of dB and 0.78 dB on the AWGN channel and the fading channel with SI, respectively. Note that the capacities for these two channels are dB and 0.488 dB, respectively. The second one, LDPC ir2, is constructed according to the degree distribution pair with optimized for the fading channel with SI, as shown in Table III , with thresholds of dB and 0.68 dB on the AWGN and fading channel with SI, respectively. The third one, LDPC ir3, is constructed according to a degree distribution pair 3 with , which has thresholds of dB and 0.96 dB on the AWGN and fading channel with SI, respectively. The last one, a quasi-regular 4 LDPC code R with all bit nodes degree-3, half of the check nodes degree-4, and half of the check nodes degree-5, has thresholds of 0.85 dB and 2.13 dB on the AWGN channel and the fading channel with SI, respectively. Among the four codes, ir1, ir2, and ir3 are all very good codes on both the AWGN channel and the fading channel with SI, whereas ir1 has the best threshold on the AWGN channel and ir2 has the best threshold on the fading channel with SI. In the construction of the parity-check matrices for the three irregular LDPC codes, we made all the degree-2 nodes loop-free and all of them correspond to nonsystematic bits. For all four codes, we Note that the capacity for the fading channel with SI at rate 1=3 is 0.4885 dB.
avoided length-4 loops in the parity-check matrices. For the irregular codes, the bit error rates (BER) are given for systematic bits only. For the regular code, the BER is given for all bits. Fig. 8 compares the simulation results of these four LDPC codes on both an AWGN channel and an uncorrelated Rayleigh fading channel with SI. It is shown that all three irregular LDPC codes achieve excellent performance on both channels. Note that the simulation results reflect the same relative performance as predicted by the computed threshold values. Furthermore, the irregular codes perform much better than the regular code. For example, at a BER of , ir2 outperforms the regular LDPC code on the AWGN channel and fading channel with SI by about 0.7 dB and 1.0 dB, respectively. In Fig. 9 , ir1 and ir2 are compared to a turbo code [13] of the same block size and the same code rate on both an AWGN channel and an uncorrelated fading channel with SI. We can see that ir1 and ir2 achieve virtually the same performance as the turbo code. On the AWGN channel, ir1 is slightly better than the other two codes, while on the fading channel with SI, ir2 is slightly better.
Since both LDPC codes and turbo codes have excellent performance, they are being considered as potential candidates for mobile communications systems. The following results consider one such scenario-a land mobile channel with a delay constraint [13] . We assume the carrier frequency is 900 MHz, the source rate is 9.6 kb/s, the code rate is , and the codeword block size is 3072. Therefore, the delay of the system is 106. respectively. Here, is the Doppler shift, and is the coded symbol duration. In our simulation work, a modified Jakes model [14] is used as the channel model. In the decoding of turbo codes, every bit needs to make use of the information of its neighbor bits to update its own likelihood information. Therefore, a channel block interleaver is introduced to break up the correlation of channel fades among the consecutive bits for the turbo coding schemes. However, in the decoding of LDPC codes, when bit updates its related information from a parity check, e.g., check , it only makes use of the information from those bits participating in check . Because the parity-check matrix of the LDPC code is randomly constructed, the probability that these bits will be the neighbors of bit is very small. Therefore, when bit is in a deep fade, it is very likely that some of these bits will not be in a deep fade and they can provide more reliable information for bit . The random construction of the parity-check matrix and its sparseness property suggest that the decoder of LDPC codes has a built-in "interleaver," implying that LDPC codes should achieve very good performance on correlated fading channels even without using a channel interleaver.
In Fig. 10 , three coding schemes are considered: a turbo code with a channel block interleaver, and LDPC code ir2 with and without a channel block interleaver. The same block interleaver is used for both codes, where the encoded symbols are read in row-by-row and read out column-by-column. At a speed of 70 m/h, the ir2 code with the interleaver performs the best. Interestingly, the ir2 code without the interleaver shows the same performance as the turbo code, and only suffers a loss of about 0.25 dB relative to the ir2 code with the interleaver. At a speed of 30 m/h, the ir2 code with the interleaver performs better than the turbo code by about 0.6 dB over a wide range of BER, and even the ir2 code without the interleaver shows slightly better results than the turbo code. When the speed of the mobile slows down to 4 m/h, the performance gap between the ir2 code with the interleaver and the turbo code becomes wider. At a BER of , the ir2 code with the interleaver has as much as a 1.2 dB gain over the turbo code. The ir2 code without the interleaver still performs slightly better than the turbo code. All these results demonstrate that, implicitly, there is a built-in "interleaver" in the parity-check matrix . In principle, it is possible to design this "interleaver," i.e., to design the matrix such that all the nonzero entries in are distributed so as to achieve the maximal "interleaver" gain. Another conclusion drawn from these comparisons is that for fading channels with moderate-to-slow variations, that is, where less time diversity can be exploited from the coding schemes compared to the uncorrelated fading channel, the irregular LDPC codes can perform better than the turbo codes.
In Fig. 11 , four coding schemes are compared: LDPC code ir2 with and without a channel block interleaver, and LDPC code ir3 with and without a channel block interleaver. As can be seen, the ir2 code with the interleaver always has a gain about dB over the ir3 code with the interleaver at any mobile speed considered here. Similar results can be observed for the ir2 code without the interleaver compared to the ir3 code without the interleaver. The results show that the LDPC codes which have better thresholds in the uncorrelated fading channel achieve better simulation performance in the correlated fading channels as well.
VII. CONCLUSION
In this paper, we have shown that the numerical analysis technique for calculating the threshold of the LDPC codes for the AWGN channel can be applied to the uncorrelated flat Rayleigh fading channel. In addition, using the nonlinear optimization technique of differential evolution, we optimized the degree distribution pairs for the uncorrelated Rayleigh fading channel and showed that their threshold values are extremely close to the capacity of this channel. Simulation results for moderate block size showed that the optimized LDPC codes can achieve excellent performance on the Rayleigh fading channel, and can outperform turbo codes on the correlated Rayleigh fading channels.
We also demonstrated that even without a channel interleaver, the LDPC codes still can achieve very good performance on correlated fading channels. This phenomenon may be a reflection of the built-in "interleaver" in the parity-check matrix .
