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ABSTRACT
Uncontrolled particle breakage can result in deterioration of product quality and reduction
of process performance with severe economical consequences. Therefore, identification
and understanding of the processes and mechanisms responsible for particle breakage are
of paramount importance. The objective of this work is to provide a systematic approach
to the analysis of the impact breakage of particulate solids. Such an approach involves
observation, analysis and modelling of the constituent mechanisms of particle breakage by
means of indentation fracture mechanics.
The literature is rich of studies of particle breakage under various loading conditions.
However, modelling has mainly focused on quantifying rather than predicting particle
breakage. Two main reasons are responsible for this inadequacy. First, results have often
been obtained from multi-particle tests where the mode of loading, i.e. loading conditions
and contact geometry, is ill-defined. Second, little has been done to establish the
dependence of particle breakage on mechanical properties such as Young's modulus,
hardness and fracture toughness.
Single particle impact testing is used in this work to investigate the effect of impact
velocity, number of impacts, particle size and impact angle on the breakage of materials
with a wide range of properties and structures. The test materials involve poly-
methylmethacrylate (PMMA) extrudates, ammonium nitrate prills, molecular sieve beadsl
and three types of highly porous silica particles used as catalyst carriers (denoted as PS1,
PS2 and PS3). The selection of the test materials combines their scientific merit with the
current industrial interest. The hardness of PMMA is measured using indentation, while
the fracture toughness is obtained from the literature. The effect of strain rate and test
configuration on the value of fracture toughness, appropriate for the impact test conditions,
is carefully considered. The hardness and fracture toughness of the PS3 beads are
measured using indentation fracture. However, the mechanical characterisation of the
ammonium nitrate prills, PS1 and PS2 particles is very difficult due to the roughness of the
surface and/or the irregular shape of the particles.
Observation of the impact event using high-speed recording techniques and examination of
the morphology of the impact product using light and scanning electron microscopies are
employed to identify the breakage pattern of the test materials as a function of impact
velocity. Interpretation of the results is then carried out based on crack morphologies of
indentation fracture and particle breakage, as described in the literature. The breakage
1 Only for qualitative work.
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patterns depend on particle shape, material structure and impact velocity. Low impact
velocities result in chipping due to the propagation of subsurface lateral cracks (PMMA,
ammonium nitrate, PS1 and PS2 particles) or conical cracks that curve towards the free
surface of the particles (PS3 beads). High impact velocities result in fragmentation of
spherical particles due to the propagation of radial cracks. The fragmentation of spherical
particles is manifested by meridian, multiple meridian and oblique fractures as the impact
velocity increases. The fragmentation of angular particles at moderate velocities depends
on impact orientation. Corner- and edge-on impacts of the PMMA extrudates at moderate
velocities lead to chipping, while face-on impacts produce no visible damage. Impacts at
high velocities lead to fragmentation of the PMMA extrudates independently of impact
orientation. The manufacturing method can sometimes complicate the identification of the
failure mode of a material, as is the case with the molecular sieve beads.
The breakage per impact of all the test materials in the chipping regime depends on impact
velocity raised to a power with an index fairly close to 2, as predicted by the model of
Ghadiri and Zhang (1992). This could be expected for materials failing by the semi-brittle
mode such as PMMA extrudates, ammonium nitrate prills, and PSI and PS2 particles.
However, it is interesting that the power index of the PS3 beads is also close to 2, despite
that this material fails by the brittle mode. The effect of the number of impacts on the
breakage of the PMMA extrudates and ammonium nitrate prills is insignificant in the
chipping regime but becomes appreciable in the fragmentation regime. The breakage of
the porous silica particles is independent of impact angle in the chipping regime but
increases significantly with the impact angle in the fragmentation regime. Hence, the
tangential component of impact velocity plays an important role on breakage at high
applied loads and shallow impact angles.
Breakage in the fragmentation regime is expressed by means of the size distribution of the
product after a single normal impact. Interest is focused on the complement which is
determined by a natural cut in the size distribution of the impact product. The effect of
impact velocity on the fragmentation of the test materials can be accounted for by
expressing the size distribution as a function of the group pUll. It is interesting that the
size distribution index of the complement is independent of the feed particle size.
Incorporation of the mechanical properties in the fragmentation model requires a detailed
consideration of the indentation fracturemechanics of radial cracks.
Hardness rather than yield stress describes better the fracture initiation process, particularly
when large amounts of strain are required. In view of this observation, the present form of
the model of Ghadiri and Zhang (1992) is independent of the constraint factor. Evaluation
v
of the present form of the model using experimental data obtained from this work and the
literature indicates clearly that the model is a powerful tool for predicting the chipping
propensity of particulate solids failing by the semi-brittle mode. It remains at present
intriguing that the model can predict the chipping propensity of materials that fail in the
brittle mode such as the porous silica beads. This observation sets a challenge to
investigate the potential modifications required to expand the capability of the model to
predict the chipping propensity of materials failing in the brittle mode.
Vl
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CHAPTER1
INTRODUCTION
1.1 Background
The production and handling of particulate solids are key activities in many industrial
processes. The performance and reliability of these processes often rely on a selection of
operating conditions that deliver particles in required size distributions. Low particle
strength can be responsible for the departure of the actual size distribution from the
required one. This implies that the success of many industrial processes depends on the
understanding of particle strength and the parameters that influence it.
In the pharmaceutical, food, and chemical industries the maintenance of particles in
specified size distributions, as they are produced, conveyed and packed, is a determinant of
the quality of the fmal product. For these industries, the concept of particle strength is
associated with resistance to mechanical degradation as a result of some form of contact
between a particle and the wall of a vessel or another particle. In the mineral ores, cement
and glass industries the characteristics of the final product depend largely on the breakage
of the raw material to a required size distribution. For these industries, particle strength
determines the energy requirements for the size reduction process. In general, the concepts
of particle strength and breakage are pertinent to any process that involves particulate
solids.
1.1.1 Attrition and comminution
A consistent terminology for the description of the mechanisms of particle breakage has
not yet been established either in the literature or in the industry. The lack of consistent
terminology often leads to confusion when different terms are used interchangeably to
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describe one mechanism. This dictates a need to clarify the terms encountered in the
literature and then set the terminology for this work.
Particle breakage is encountered in both attrition and comminution. In the literature, the
two terms have been distinguished based on whether particle breakage is advantageous.
For example, attrition is often defined as the undesirable mechanical breakdown I of
particulate solids that occurs during processing and handling 01ervoorn, 1986; Bemrose
and Bridgwater, 1987; BMHB, 1990; Shipway and Hutchings, 1993c). This definition is
related to the detrimental effects of attrition on the value of a product or the reliability of an
operation. Although this definition has been widely accepted, there are references to the
beneficial effects of attrition on the quality of a product or the efficiency of an operation, as
will be seen in section 1.1.2. Therefore, the above definition of attrition can be restrictive.
An alternative definition of attrition refers to gradual material removal from the surface of
a particle due to high compressive stresses at the contact points 01ervoom, 1986).
However, this definition is even more restrictive than the former one since attrition is
considered as the result of surface damage only.
Comminution has explicitly been defined as the intentional size reduction of particulate
solids (Bernrose and Bridgwater, 1987). During this process, part or all of the original
product is broken down to a required size distribution. The main objective of the size
reduction process is to increase the specific surface area or to make product handling more
convenient. Terms such as crushing, grinding, milling and pulverisation have sometimes
been used synonymously for comminution, depending mainly on the size range and the
principal mechanisms involved (Arbiter et al., 1969; Parrott, 1974; Marshall, 1975;
Vervoorn, 1986).
The definitions of attrition and comminution that are encountered in the literature show
that the distinction between the two terms can be restrictive. This becomes more prevalent
when considering that the processes and fundamental mechanisms of particle attrition and
comminution are the same, as will be seen in section 1.1.4. Consequently, the general term
breakage is used throughout this work. However, the distinction between attrition and
comminution, as defmed in the literature, can be useful in highlighting the breadth of issues
related to particle breakage.
IThe term mechanical breakdown involves any type of breakage except particle degradation due to heat,
internal particle pressure or chemical reaction (BMHB, 1990).
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1.1.2 Issues related to attrition
The items of equipment where particle attrition is commonly experienced have been
reviewed (Bemrose and Bridgwater, 1987; BMHB, 1987; BMHB, 1990). These include
fluidised beds (Mullier et aI., 1991; Vervoorn, 1986), pneumatic conveying systems
(Vervoorn, 1986; Bell et al., 1996; Salman et al., 1997), hydraulic conveying systems
(Karabelas, 1976), centrifuges (Jacobs, 1996), stirred vessels (Gahn and Mersmann, 1995;
Marrot and Biscans, 1996), even nuclear reactors (Ning, 1995). Many of the above items
comprise core units of thousands of industrial operations. This renders attrition a
ubiquitous issue in particle processing and handling.
Attrition can have deleterious as well as beneficial effects on industrial operations. The
deleterious effects of attrition can be summarised as product degradation and dust
formation. Product degradation results in changes of physical and mechanical properties
such as particle shape, size and strength. For instance, the utilisation of reactants,
desiccants and catalysts is often based on specifications for particle mass and exposed
surface area. Attrition can lead to detrimental changes in their performance characteristics
(BMHB, 1990). As another example, the quality or useful value of a product in the food
industry is related to its taste, feel or appearance. The texture of bulk solids has a bearing
on these properties. Changes in the texture due to attrition can therefore invert the market
value of a commercial product.
Dust formation entails health, environment and explosion hazards, loss of control over
processing conditions and loss of valuable material. For example, dust raising is a
common problem during loading and packaging, and thus can pose a serious health risk for
the operators. Furthermore, the occasional collection of fine material in various dead
regions of items of process equipment, if unexpected, can lead to dangerous dust/air
concentrations. Accidental sparks, local hot points or static electricity can then provide
sufficient amounts of energy to ignite the air/particle mixture. In the nuclear industry, gas-
borne particles of U308 can be accidentally transported in the cooling system, broken up
into fragments and eventually deposited on the surface of the containment system. The
removal of these particles can become very difficult, thus putting the environmental and
plant safety at risk.
Dust formation is often responsible for loss of control over the processing and handling
conditions of materials. For example, differences in particle size due to attrition is a
dominant factor in segregation which may influence the operation of hoppers or the
hydrodynamic pattern in fluidised beds. As another example, dust formation can be
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responsible for loss of control over packing. Thus, metering and delivering of the right
quantity are disturbed. This is because broken particles and fines tend to settle down to a
condition of least void space. This tendency increases with the amount of fines.
Consequently, in processes where products are packed by weight, the containers contain
less volume per unit weight than that required, thus causing customer dissatisfaction.
The loss of valuable material through attrition is another serious problem, particularly for
the oil refining industry that utilises fluid cracking catalyst (FCC) particles for the
conversion of the heavy oil to lighter fractions. These catalysts are prepared by
impregnating zeolites with precious metals such as platinum and ruthenium. The final cost
of the catalyst can be in the range- $600-$1,000 ton-I. Typical losses of FCC in large oil
refineries as a result of attrition are in the order of 2-4 ton per day, which account for
approximately 0.8-2% of the daily catalyst circulation. Therefore, it is estimated that the
attrition of FCC particles alone can raise the annual cost of operation of a refinery plant by
up to $1,350,000.
Attrition is not always related to detrimental consequences. For instance, debris are
sometimes utilised intentionally in fluidised beds in order to improve the prevailing
hydrodynamic conditions (Esso, 1996). Moreover, attrition can be beneficial by removing
a surface layer from particles which have been covered by a reaction product. This is the
case with the deposition of sulphur dioxide on the surface of porous limestone particles.
Attrition gradually removes the layer of sulphur dioxide, leaving the pores accessible for
further reaction (Fieldes et aI., 1979). It has been reported that attrition in crystallisers can
increase the crystallisation rate, particularly when the concentration of particles is low. In
this case, attrition is considered as a primary source of nuclei (Marrot and Biscans, 1996).
However, the detrimental effect of attrition on the widening of the size distribution of the
crystals should not be undermined (Gahn and Mersmann, 1995).
The variety of conditions that can lead to particle attrition impose a need for a systematic
approach to particle breakage. This forms the general objective of this work.
1.1.3 Issues related to comminution
Since the beginning of this century, an extensive body of literature has been accumulated
detailing applications and various methods of comminution (Beke, 1964; Marshall, 1975;
Austin, 1984). A common realisation among many workers in the field is that
2Approximate price range in 1996.
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comminution is an energy-intensive process. Recently published data indicate that
approximately 1.3% of the annual US electrical power production is consumed for
comminution pwposes (Davies, 1995). Nevertheless, the efficiency of the comminution
process is remarkably low. For example, it is estimated that less than 5% of the supplied
energy in jet mills is used for effective fracture (Lecocq et aI., 1996). Coulson et al. (1991)
report that generally only 0.1%-2% of the supplied energy results in increased surface
oreo, of the solids.
The optimisation of the energy utilisation in comminution has become a challenging
pursuit for many researchers. A prerequisite for the approach to the optimisation problem
is an understanding of the energy components involved in a comminution system. This
refers, on the one hand, to the energy requirements of a mill, and on the other hand, to the
contribution of the input energy to effective fracture. A significant insight into the latter
issue can be gained by a systematic approach to particle breakage. This topic is covered
qualitatively and quantitatively in Chapters 4 and 6, respectively.
1.1.4 Processes and mechanisms of particle breakage
Particle breakage in attrition and comminution is the result of some form of contact loading
between a particle and a rigid surface or another particle. The mechanical processes
leading to particle breakage can be distinguished based on the rate and direction of load
application, and the type of contact. For example, load can be applied normally and/or
tangentially at quasi-static or dynamic conditions. The material may experience
subsequently localised or distributed stresses. Furthermore, the stresses in contact loading
may be applied to individual particles or transmitted through a matrix (bed) of particles.
Various combinations of the mode of load application and type of contact have resulted in
four mechanical processes of particle breakage that are most often encountered in the
literature, i.e. impact, compression (crushing), shear and cutting (Rumpf and Schonert,
1973). In practice, combinations of the four main processes can also be found as, for
example, impact compression of ceramic materials (Arbiter et al., 1969) or impact cutting
of soft polymers (Okuda and Choi, 1981).
Systematic evidence in the literature suggests that particle breakage may occur by two
breakage mechanisms, i.e. chipping andjragmentation, depending mainly on the magnitude
of the applied load. In this work, chipping is generally defined as material removal from the
surface of a particle in the form of thin platelets. The definition of chipping implies that two
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of the dimensions of the chip(s) are much larger than the third one, and the process of
material removal does not change significantly the size of the original particle, which is now
called mother particle. In practice, chipping is associated with small scale damage occurring
at relatively low loads.
Fragmentation is defined here as the splitting of the original particle into a number of large
pieces. Hence, fragmentation results in a wide size distribution, and the original particle
loses its identity. In this sense, the definition of mother particles has limited meaning in the
fragmentation regime. In practice, fragmentation is associated with large-scale particle
fracture occurring at high loads.
From the definitions of chipping and fragmentation, chipping tends usually to be related to
attrition, while fragmentation seems to be pertinent to comminution. Although the validity
of the link between a breakage mechanism (such as chipping) and a process (such as attrition)
can be argued, it may be helpful when different models are interpreted and evaluated, as will
be seen in sections 2.5 and 2.6 for attrition and comminution, respectively.
Often the terms surface wear, abrasion and erosion are encountered in the literature, as
mechanisms of material removal. Surface wear occurs when very low loads are applied to
particles with a rough surface that are subjected to a sliding or rolling contact. Surface wear
refers to material removal in the form of fme surface asperities and protuberances, without
changing significantly the overall size and shape of the particle (Ghadiri et al., 1995).
Abrasion and erosion refer mainly to material removal from flat surfaces as a result of sliding
and impact, respectively, of single or a stream of particles (Hutchings, 1992a). Surface wear,
abrasion and erosion are not considered any further in this work.
1.1.5 A unified approach to attrition and comminution
Important similarities between attrition and comminution arose from the description of the
mechanisms and processes of particle breakage, as defined in section 1.1.4. The similarities
may suggest that a unified approach can be adopted to investigate both attrition and
comminution. Such an approach becomes manageable if it is resolved into specific
questions, that frequently emerge from industrial practice (IFPRI, 1994):
i. Can the various observed types of breakage be distinguished mechanistically? What are
the criteria which determine the type of breakage?
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ii. Can criteria be formulated in terms of the stresses acting on single particles and the
material properties of the particles?
iii. What are the roles of both normal and shear stresses at point contacts? To what extent
does the rate of application of load playa key role?
iv. Can simple laboratory tests be unambiguously interpreted and used to predict breakage
in real equipment?
v. Can breakage be understood in terms of particle material properties? In particular, can
the concepts of fracture mechanics successfully rationalise material influences?
vi. Can these concepts be applied to materials which are crystalline, amorphous, porous,
agglomerated, etc. ?
Answers to the above questions will hopefully allow engineers to design particulate solids
with desired strength. This will also maintain the level of attrition below values specified
by an ever increasing demand for product quality and compliance to stringent
environmental regulations. Furthermore, answers to the above questions can provide a
theoretical insight into comminution from the mechanistic point of view. This can be used
as a benchmark for designing mills considering the relevant material properties.
1.2 Objectives and structure of the thesis
The above questions set out the framework of this thesis. The general objective of this
work is to provide a systematic approach to the investigation of particle breakage under
impact conditions. This involves the observation, analysis and modelling of the constituent
mechanisms of particle breakage under impact conditions. The approach is experimental,
and it is supported by a theoretical analysis when appropriate. The outcome of this
approach should enable the answering of some of the questions raised above.
An update of the breadth of literature is first carried out. Then, the selection of various test
materials based on their scientific merit and industrial applications is addressed. The
observation of the breakage mechanisms of the test materials is carried out using high-
speed imaging and microscopic techniques. Then, the breakage of the test materials is
quantified as a function of various test parameters. The test employs a single particle
impact test facility that was previously developed at the University of Surrey. The analysis
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and interpretation of the experimental results aim to assess the validation of existing
predictive models and facilitate the development of new ones. The theoretical analysis is
based on indentation fracture mechanics, which has been shown to enable the modelling of
particle breakage (Ghadiri and Zhang, 1992). A detailed layout of this thesis is outlined
below.
Chapter 2 The theoretical background and an in-depth literature review of particle
breakage are presented in this chapter. First, a distinction between failure modes in particle
breakage is outlined based on different crack morphologies. Then, various models of
attrition and comminution are reviewed. The inadequacies identified in these models
provide a benchmark for this work.
Chapter 3 In this chapter, the test materials for this work are selected based on the
diversity of their physical and mechanical properties. Information about the determination
of the mechanical properties of the test materials is also provided in this chapter.
Chapter 4 The qualitative aspects of this work are presented in this chapter. High-
speed imaging of single particle breakage is employed to elucidate the constituent breakage
mechanisms as a function of impact velocity. This is followed by a retrospective
observation of the fracture morphology of the broken particles using reflected light and
scanning electron microscopies.
Chapter 5 Particle breakage at low impact velocities is quantified here, and the
experimental results are interpreted by recourse to the model of Ghadiri and Zhang (1992).
The effect of impact velocity, number of impacts and impact angle on particle breakage are
investigated and analysed.
Chapter 6 Particle breakage at high impact velocities is quantified here as a function of
impact velocity and feed particle size. A model is developed based on the effect of the
impact velocity and particle size on the part of the size distribution of the impact product
that contains the fragments. The findings are then compared with those ofthe literature.
Chapter 7 A general discussion of the qualitative and quantitative aspects of this work
is given here. In particular, the salient features of crack initiation and propagation in the
brittle and semi-brittle modes are summarised tentatively with the aim to facilitate the
identification of the failure mode. The present form of the model of Ghadiri and Zhang
(1992) and its ability to predict the chipping propensity of particulate solids are also
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assessed. Furthermore, some issues pertinent to the further development of the model of
fragmentation are outlined.
Chapter B The general conclusions drawn from this work are summarised.
Chapter 9 This chapter addresses various elements whose further investigation would
improve the current understanding of particle breakage.
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CHAPTER2
OVERVIEW OF PARTICLE BREAKAGE
2.1 Introduction
The fundamental understanding of particle breakage requires a detailed knowledge of the
material properties and mode of loading of the particles. The material properties relevant
to particle failure are the Young's modulus (E), the hardness (H) and the critical stress
intensity factor (Kc)' commonly known as fracture toughness. These properties can be
considered as measures of the resistance of a material to elastic deformation, plastic
deformation and crack propagation, respectively (Lawn and Marshall, 1979). The mode of
loading includes the form of load application, the direction of load application, the loading
rate and the contact geometry. The load application can be local as in the indentation of a
flat surface or the compression of a comer of a particle, or distributed as in the
compression of the flat faces of a particle between two rigid platens. The direction of load
application with respect to a solid surface can influence the intensity of the stress field and
hence the development of a potential crack morphology. The loading rate can range from
quasi-static, where the rate of load application is so slow that the stresses developed in the
particle can be considered in equilibrium with the applied load, to high strain rate, where
dynamic effects and shock wave propagation determine the stress state. The contact
geometry can be blunt or sharp, between conforming or non-conforming solids.
The interrelation of the failure modes involved in the mechanical breakage of particulate
solids are illustrated in Fig. 2.1. Various combinations of material properties and the mode
of loading can lead particles to fail in three distinct modes known as brittle, semi-brittle
and ductile. The type of failure mode is determined by the crack morphology and hence
the characteristics of the breakage product. The criterion which determines the mode of
failure is based on size effects, as proposed by Puttick (1980, 1993). The relevant size
corresponds to the magnitude of the extension of the stress field, which is, in tum, related
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to a convenient linear dimension of the test, such as the particle size or contact radius.
Puttick suggested that size effects are also responsible for transitions that may occur from
one failure mode to another. For instance, it is possible to switch from semi-brittle to
ductile failure of a particle just by altering either the particle or contact size, or the mode of
loading or both. A detailed schematic diagram of the effect of particle properties and
loading conditions on the stress state and eventual breakage process of particulate solids
has been presented by Schonert (1984).
Figure 2.1 Interrelation of the failure modes with material properties and mode of loading.
The objectives of this chapter are as follows. First, the concept of the failure modes is
presented from the viewpoint of Indentation Fracture Mechanics (IFM) and then placed in
the context of particle breakage. Emphasis is given on the mechanisms that prevail in the
brittle and semi-brittle failure modes, since these types of failure modes are encountered
most frequently in the breakage of a large range of materials during attrition and
comminution. Second, a literature survey of how attrition and comminution are
approached in terms of testing and modelling is presented.
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2.2 Modes of failure
The description of failure modes is best made with reference to quasi-static indentation of a
rigid indenter on a flat surface of a semi-infinite solid medium. Particle breakage can then
be interpreted based on the failure pattern identified for the quasi-static indentation, as will
be described in section 2.3.
When the surface of a semi-infinite solid is loaded by a rigid indenter at a relatively low
load, elastic deformation takes place. Failure of a material occurs when the applied load
produces a stress which exceeds a critical value. The mode of failure can be characterised
as brittle, semi-brittle or ductile depending on the material properties and the geometrical
characteristics of the contact, i.e. shape and dimensions of the indenter.
Brittle failure occurs when the material fractures without noticeable plastic deformation. In
this case, the damage zone underneath the contact area is theoretically in a fully elastic
stress state. If limited but measurable plastic deformation precedes fracture, then the
damage zone contains elastic and plastic strain components, hence the term semi-brittle
failure. In ductile failure, the damage zone is dominated by extensive plastic flow which is
responsible for the eventual rupture of the material. A more detailed description of the
individual failure modes and the conditions of crack initiation and propagation is presented
in the following.
2.2.1 Brittle failure mode
This type of failure is obtained when a blunt indenter, such as a sphere, is loaded on a flat,
hard surface or in general when the area between two contacting bodies is large. Crack
initiation in this mode of failure is due to the presence of pre-existing flaws. In their
absence, materials are strong and can only fail when shear deformations can generate
microcracks. Crack propagation occurs when the applied load exceeds a critical value.
Two types of crack are characteristic of this mode, i.e. ring and conical cracks. Ring
cracks initiate from a dominant flaw on the surface and propagate circumscribing the
contact area, as a result of radial tensile stresses which reach a peak value just outside the
contact area (Johnson, 1985). Figure 2.2 shows the formation of a ring crack in PMMA
after an impact with a flat-ended conical projectile (apex angle: 30°, tip diameter: 2.0 mm,
impact velocity: 11.7 m s+; Papadopoulos and Ghadiri, 1997).
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The white region around the ring crack is the result of localised plastic deformation that
was induced on the surface of the PMMA specimen by machining imperfections on the
surface of the projectile. Note that there some secondary ring cracks around the impact
site, as indicated by the arrows.
Figure 2.2 Formation of ring cracks in PMMA.
On further increase of the load, the ring cracks propagate in the bulk of the specimen along
a conical surface which forms approximately 22° with the free surface (Frank and Lawn,
1967). The fully developed cracks are known as Hertzian conical cracks after Hertz (1896)
who first reported this type of crack at elastic contacts between blunt glass surfaces.
Figures 2.3a and 2.3b show the formation of conical cracks in PMMA after an impact with
a flat-ended conical projectile at 34 m s-l (papadopoulos and Ghadiri, 1997).
The conical crack spreads fairly symmetrically in the bulk of the specimen, as seen from
Fig.2.3a. The white lines that spread radially outwards from the contact area are believed
to be fracture steps. Figure 2.3b shows that the conical cracks formed at a certain depth
below the free surface of the specimen. This is because a significant compression volume
forms when the projectile hits the specimen; the volume acts subsequently as a flat punch
(Winter, 1975). The conical cracks originate from the bottom of the compression volume.
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Conical crack Impression site
White lines
(a)
Free surface
(b)
Figure 2.3 Formation of conical cracks in Plv1MA. aJ Top view b) Side view.
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Material removal in this failure mode can be observed (Lawn et al., 1975b; Wiederhom
and Lawn, 1977; Salman and Gorham, 1997a) but rarely since the indented specimen is
considered as semi-infinite, and the expansion of the conical cracks cannot theoretically
reach the physical boundaries of the specimen. However, brittle failure can lead to
material removal in solids with finite dimensions (Rumpf and Schonert, 1972; Kienzler and
Schmitt, 1990; Salman and Gorham, 1997b), as will be seen in section 2.3.1.
2.2.2 Semi-brittle failure mode
This type of failure is obtained when a sharp object, such as a Vickers or a conical indenter,
is loaded on a flat surface, or in general when the contact area between two bodies is
relatively small compared to their dimensions. When a load is applied on a small contact
area, such as a comer of a particle, it is likely that the developed stress can exceed the yield
stress of the material. Plastic deformation underneath the contact area takes place. The
plastic zone appears as either a hemi-spheroidal region or wedge, for sharp and relatively
blunt indenters, respectively. Crack initiation in this mode of failure is due to the presence
of the plastic zone which acts similarly to the pre-existing flaws in the brittle failure mode,
i.e. as a stress concentrator. Plastic deformation occurs mainly by two mechanisms, i.e.
shear deformation, as in plane slippage in crystalline solids or viscous flow in polymers, or
densification as in solids with open structure such as porous materials (Hagan and Swain,
1978; Lawn and Marshall, 1979). Crack propagation occurs when the size of the plastic
zone has reached a critical value. In this case, radial and/or median cracks are formed as a
result of circumferencial tensile stresses which prevail just outside the plastic zone (Lawn
and Wilshaw, 1975). The critical size of the plastic zone that is required for the onset of
fracture is discussed in section 2.2.4.
Radial cracks form at the periphery of the contact area and intersect vertically the free
surface, as shown in Fig. 2.41• This type of crack, also known as PaImqvist, does not
extend beneath the plastic zone. Initiation of the radial cracks may be due to shear stresses
in the plastic zone (Hagan and Swain, 1978) or tensile stresses around pre-existing
subsurface flaws in the vicinity of the elastic-plastic boundary (Lawn and Evans, 1977). At
a higher level of load, median cracks form similarly to radial cracks with the difference that
they encompass the plastic zone (Lawn et al., 1980). Hagan and Swain (1978) observed
that the nucleation of median cracks is a result of the intersection or simply interaction of
IThe morphology of the white features around the contact area in Fig. 2.4 reveals that the material has
probably been partially melted as a result of high temperatures developed on the impact of the projectile with
the surface of the PMMA block.
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flow lines. On a further increase of the load, the depth and length of the radial/median
cracks increase. Median cracks may merge with ramal cracks to form the half-penny shape
cracks. Subsurface lateral cracks are known to form at the periphery of the plastic zone
(see Fig. 2.4) but onJy during the unloading phase, and in particular, as the diminishing
applied load approaches zero (Marshall et al., 1982). Lateral cracks initiate as shear cracks
(mode IT cracking) along the shear lines in the plastically deformed area (Hagan and
Swain, 1978) and propagate closely parallel to the free surface as a result of the relaxation
of the residual tensile elastic stresses around the plastic zone (Marshall et al., 1.982). Thus,
the initiation of lateral cracks is governed by the shear stress trajectories, while the
propagation of these cracks is governed by the tensile stress trajectories. Nevertheless,
fortuitous pre-existing flaws at the elastic-plastic boundary have also been held responsible
for the initiation of lateral cracks (Hagan and Swain, 1978). The propagation of radial
cracks in hard and tough materials may continue even after the complete unloading of the
specimen (Hagan and Swain, 1.978).
Plastic deformation Impression site
Figure 2.4 Formation of radial and lateral cracks in PMMA.
A substantial amount of research work has been carried out over the last two decades
focusing on the principles of the semi-brittle failure mode, particularly as induced by quasi-
static indentation. This has led to the development oflndentation Fracture Mechanics (IFM)
which has been extended to the analysis of impact fracture for materials whose mechanical
behaviour is not influenced significantly by strain rate (Rowcliffe, 1992~ Ritter,
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1992). IFM has provided a powerful tool for the analysis of particle failure under quasi-
static and impact conditions, since characterisation of particle breakage is by crack
morphology.
2.2.3 Ductile failure mode
Metals and soft polymers are likely to fail in this mode, particularly on contact (quasi-static
or impact) with sharp tools. The process is dominated by plastic deformation which is
manifested by an extensive plastic zone underneath the contact area. When the expansion
of the plastic zone is constrained by the physical boundaries of the solid, rupture occurs
caused by extensive shear deformation. Hence, cracking does not readily occur.
Ploughing
Type I cutting
Type n cutting
Figure 2.5 Failure characteristics of the ductile mode.
The ductile failure mode is demonstrated when a hard particle such as silicon carbide
impacts at an angle on the surface of a soft metal such as mild steel. Hutchings (1992a) has
identified ploughing and cutting as the two distinct mechanisms of ductile failure under
these conditions, as shown in Fig. 2.5. The distinction between these two mechanisms lies
in the direction the material flows with respect to the impacting particle. In ploughing, the
material flows to the sides and front of the impacting particle, whereas in cutting the
material flows up to the front face of the particle. In cutting, the material can form a lip
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ahead of the impression site (type I) or may detach in the form of a chip (type II). Thus,
material removal in this failure mode can occur only by the cutting mechanism.
2.2.4 Fracture transitions and size effects
The three types of failure modes, as described above, appear to have distinct features.
However in some cases, features from more than one mode can be encountered in an
indented specimen. For example, conical and radial cracks can sometimes coexist after a
deep, blunt indentation on a hard surface, as shown inFigs. 2.6a and 2.6b.
Contact area
Conical crack
Figure 2.6a Coexistence of conical and radial cracks in PMMA. Top view.
The presence of these cracks indicates the coexistence of brittle and semi-brittle features.
In fact, a transition from brittle to semi-brittle mode has occurred as the applied load is
increased. Similar features have been observed by Salman and Gorham (l997b). Frank
and Lawn (1967) in their study of Hertzian fracture suggested that as the load of a blunt
indenter increases above a critical value, the compression zone underneath the indenter
grows so large that the circumferencial tensile stresses become gradually more important
than the radial ones. In this case, further propagation of conical cracks is suppressed while
18
the propagation of radial cracks commences. This is an example where a transition from
one failure mode to another can occur depending on the mode of loading.
Free surface
Figure 2.6b Coexistence of conical and radial cracks in PMMA. Side view.
Ina broad sense, transitions can occur even within one failure mode. For instance, Puttick
(1980) refers to lower transition to describe the change from elastic deformation to elastic
fracture in the brittle failure mode, and upper transition to describe the change from
elastic-plastic deformation to elastic-plastic fracture in the semi-brittle mode. Figure 2.7
illustrates a broader approach to fracture transitions.
Elastic deformation
{ Elastic fracture
Elastic-plastic deformation {
Elasti-plastic fracture
{
Rupture
Plastic flow
Unlimited plastic flow
J3=large J3=intermediate J3=small
Lower transition Upper transition Third transition
Figure 2.7 Fracture transitions and size effects.
The cause of fracture transitions has been investigated by a number of research.ers (Lawn
and Evans, 1977~ Kendall, 1978a~ Hagan, 1979~ Puttick, ] 980~ Atkins and Mai~ ]986;
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Puttick, 1993). A review of various models that predict the conditions for various types of
transition is presented below.
The most integrated approach to fracture transitions has been proposed by Puttick and his
co-workers. Puttick (1980) suggested that all fracture transitions are size effects, which are
related to material properties and the mode of loading. A fracture transition occurs when a
characteristic length of the stress field developed during loading reaches a critical value.
The increase of the characteristic length in a developing stress field is a consequence of the
increase of the applied load. The characteristic length can usually be related to a
convenient linear dimension of the experiment. Thus, the radius of a ring crack in a purely
elastic fracture or the plastic zone size in an elastic-plastic fracture can be considered as
characteristic lengths. In any type of failure, the characteristic length of the stress field
scales with the size of the indenter or a dimension of the specimen, and therefore can be
controlled by experimental parameters. The critical value of the characteristic length
depends on the material properties of the specimen and the test conditions, i.e. the mode of
loading, as shown by Eqn. (2.1) proposed by Puttick:
Er
rC=~-2-
cry
(2.1)
where re is the critical value of the characteristic length of the stress field, ~ is a
proportionality constant depending on test conditions, r is the fracture surface energy, and
cry is the uniaxial yield stress of the material. It is possible to convert Eqn. (2.1) to include
the fracture toughness instead of fracture surface energy, as the former is more readily
measurable. The fracture toughness is related to the surface fracture energy by Eqn. (2.2a)
or (2.2b), provided that linear elastic fracture mechanics (LEFM) can be applied:
K=.J2Erc (plane stress) (2.2a)
K = {2E"r
c ~~
(plane strain) (2.2b)
where v is the Poisson's ratio. If Eqn. (2.2a) is substituted into Eqn. (2.1), for the case of
plane stress, it gives:
(2.3)
Puttick (1993) summarised values of the coefficient ~ for different test conditions, as
shown in Table 2.1.
20
Table 2.1 Values of the proportionality constant, l3,for various tests (after Puttick, 1993).
Test condition (transition type) 13
Hertzian fracture (lower) =1000
Plastic-elastic hole expansion (upper) 50
Compression splitting (lower) 12
Double cantilever beam (lower) 3
Notched bar (upper) 0.1
The physical significance of Eqns. (2.1) and (2.3) has been rationalised by Puttick (1993)
who examined the energetics of crack propagation. Crack propagation is governed by a
balance between the stored elastic strain energy that drives the cracks, and the fracture
surface energy that is used on crack propagation (Griffith, 1920). Taking as an example
the stress field developed in Hertzian indentation, the contact area preserves similarity as it
enlarges. Here, the scaling length is the radius a of the contact circle, which can
subsequently be related to the radius of the indenter, R (Roesler, 1956). The total amount
of stored elastic strain energy in the field volwne is therefore proportional to a3. When the
stored energy reaches a critical value, Gc, ring and then conical cracks are formed. The
surface area of the cracks formed at the ring of contact is proportional to a2, as is the
energy release to form the surface. Thus, the stored energy available for fracture scales
with a3, while the energy consumption for creating the crack surfaces scales with a2
(Puttick, 1993). The ratio of the above quantities has the dimension of length, and it is
related to the radius of the volume formed underneath the contact area. In other words,
once the size of the compression volume reaches a critical value, then the stored elastic
strain energy is sufficient to be used in creating new surfaces.
The critical size for fracture transition depends on all the parameters that could influence
the material properties, as seen from Eqn. (2.3). The mechanical properties of most of the
materials depend on temperature and strain rate-, among other parameters such as the solid
structure and the environment. Puttick and Yousif (1983) investigated the effect of
temperature on the fracture transitions of PMMA. They performed quasi-static
indentations with spherical indenters of various sizes and at different temperatures, and
they recorded the presence of any type of cracks when specimens were indented to a
constant penetration depth. They concluded that the plastic zone radius, as measured with
optical microscopy, increases in a power law form with temperature. Hence, different
failure modes could be observed for a given indenter and penetration depth just by varying
2Thedependenceof materialpropertieson strainrate is veryweakonly for typicalbrittlematerialssuch as
silicon,sapphireandglass.
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the test temperature. The increase of strain rate, which is of interest here, has an effect on
fracture transitions similar to that caused by the decrease of temperature, as will be
described in section 3.5.1.
Several researchers have focused on the upper transition, and in particular on the critical
size of the plastic zone that can initiate a crack. The criteria for crack initiation are based
on the mechanisms of stress concentration. Lawn and Evans (1977) presented a model for
crack initiation in elastic-plastic indentation fields of brittle materials, based on pre-
existing subsurface flaws. The model was formulated by combining the stress intensity
factor at the vicinity of the plastic zone, where the tensile stresses are highest, with
assumptions about the location of the initiating flaws. Lawn and Evans (1977) arrived at
the following expression of the critical size of the plastic zone required to initiate a crack:
rei = 44.2( ~ r (2.4)
Only flaws with a size larger or equal to the length estimated by the above equation are
able to give rise to a crack, provided that the applied load is sufficiently high.
Kendall (1978a) estimated the critical size by applying Griffith's principles to the fracture
of pre-cracked brittle particles under compression. The critical size, below which cracking
was impossible and only gross yielding was expected, was given by:
Er
rei =10.6-2
cry
(2.Sa)
Under plane stress conditions, Eqn. (2.Sa) becomes:
r: ~53(:J (2.Sb)
Equation (2.5b) is a function of the uniaxial yield stress and therefore it cannot be
compared directly to Eqn. (2.4). The constraint factor, $, i.e. the ratio of hardness to the
uniaxial yield stress, can be applied here to express Eqn. (2.5b) as a function of hardness.
The value of the constraint factor depends on the type of material. For materials such as
glasses and polymers, $ is approximately equal to 3 (Tabor, 1970) and therefore Eqn.
(2.5b) becomes:
(2.5c)
and this is now similar to Eqn. (2.4) given by Lawn and Evans (1977). Caution should be
exercised when Eqn. (2.5c) is applied to materials that work-harden, such as ionic crystals,
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where the constraint factor can be significantly higher than 3, and thus Eqn. (2.Sc) would
give an appreciable underestimation of the critical size.
Hagan (1979) used an approach based on crack nucleation to determine the critical size for
crack initiation. He proposed that the interaction of dislocations in crystalline materials or
the inhomogeneous deformation in glassy materials can play an important role in the
nucleation and growth of cracks. He suggested that the critical conditions for crack
nucleation should be based on shear rather than tensile stresses, since only the former ones
are responsible for the plastic deformation mechanisms. Based on this premise, he
proposed that the critical size for crack nucleation is given by:
rci = 29.5(~r (2.6)
Puttick and Yousif (1983) determined experimentally the critical plastic zone for crack
initiation as approximately 1.65 times the indentation radius. The size of the zone was then
correlated with the ratio ErIer ~, using values of the material properties from the
literature. For the upper transition, the critical value of the plastic zone is given by Puttick
and Yousif (1983) as:
(2.7a)
Assuming again plane stress conditions and a constraint factor of PMMA of approximately
3, Eqn. (2.7a) gives the critical size of the plastic zone as:
rCI = 164.5(~r (2.7b)
The difference in the coefficients of Eqns. (2.4), (2.Sc), (2.6) and (2.7b) is indicative of the
different assumptions inherent in the derivation of these equations. Hagan's (1979, 1981)
approach seems to have two major advantages. First, the pre-existence of fortuitous flaws
on the surface of the material is not necessary, as assumed by Lawn and Evans (1977). The
plastic deformation developed in an elastic-plastic stress field is sufficient to provide crack
nucleation sites. Second, only shear and not tensile stresses are needed to determine the
critical conditions for crack nucleation. This is because only shear stresses are responsible
for plastic deformation, which is subsequently responsible for crack nucleation in the semi-
brittle mode.
Kendall's (1978a) predictions are very close to Hagan's (1981), provided that they are
interpreted as representing threshold conditions of crack nucleation instead of crack
propagation, as is assumed in his analysis. The large deviation of Puttick's model from
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those of the other workers can be attributed mainly to two reasons. First, the plastic zone
contains flaws but it may not be itself an initiating flaw. For example, it is known that
crazing precedes cracking in PMMA and many glassy polymers (Kambour, 1973). Crazes
consist of oriented fibrils and act as crack precursors (see Fig. 4.16). Puttick and Yousif
(1983) suggested that the size of initiating flaws scales with the size of crazes. Second, the
determination of the coefficient J3 is based on the estimation of the plastic zone radius as
1.65 times the indentation radius, as recommended by Puttick et al. (1977). However, the
indentation radius is measured after the first crack has been visible and hence well after the
point of crack initiation. Therefore, a direct comparison of the approaches of Lawn and
Evans (1977) and Hagan (1979) with that of Puttick (1980) cannot be made, and hence
Puttick's considerations will not be considered here any further.
Schonert (1984) estimated the minimum fragment size by considering conditions for crack
propagation rather than crack initiation. The order of the minimum fragment size is
determined by the smallest distance between two cracks. This distance scales with the size
of the plastic zone, rp, surrounding the crack tips. The plastic zone at the crack tip of a
material under plane stress conditions is given by (Williams, 1977):
r = _!_(KeJ2
p 27t 0'
y
(2.8a)
Assuming a constraint factor of approximately 3, Eqn. (2.8a) can be expressed in terms of
hardness:
(2.8b)
Schonert (1984) assumed that the critical distance for crack propagation, rep' is at least five
times the size of the plastic zone, and Eqn. (2.8b) becomes:
rep = 7.17(~r (2.8c)
Therefore, a fragment will break further only if the distance between the plastic zones of
two neighbouring cracks is at least equal to the value estimated from Eqn. (2.8c).
2.3 Mechanisms of particle breakage
The analysis of indentation fracture mechanics and the existence of failure modes have
been well validated for a semi-infinite continuum. However, if the application of
indentation fracture mechanics is to be extended to describe the breakage of particulate
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solids, the validity of the assumption of the semi-infinity needs to be reviewed. The finite
dimensions of a particle can interact and alter significantly the development of the stress
field. This can subsequently lead to material removal mechanisms that are not usually
encountered in a semi-infinite solid. For example, material removal in the semi-brittle
mode can occur as a result of the intersection of radial or median cracks with the physical
boundaries of a particle, as will be seen in sections 2.3.1 and 2.3.2. The effect of the
physical boundaries of a particle on the development of the stress field can best be
demonstrated at high strain rates, as in impact loading. In this case, the propagation of the
shock waves created on impact can reflect on the physical boundaries of the particles,
intensify the developed stress field, and thus influence the eventual fracture pattern.
However, this is not significant at low impact velocities which are of interest here.
The failure mode of particulate solids is determined by the magnitude of load, the
mechanical properties of the particle and the target, and the contact geometry. The
mechanisms of material removal from particulate solids in the three failure modes as well
as the implications of fracture transitions and critical sizes in particle fracture are examined
in the following.
2.3.1 Particle breakage in the brittle mode
In contrast to a semi-infinite solid medium, brittle failure in particulate solids can often
lead to material removal. This may occur when secondary or even main cone cracks curve
towards the free surface of the particle. This type of damage is defined as chipping, and it
can theoretically give rise to annular chips. Observation of conical cracks and subsequent
chipping have been observed for glass (Rumpf and Schonert, 1972), for soda-lime glass
spheres (Salman and Gorham, 1997b) and numerical simulations of single particle
compression (Kienzler and Schmitt, 1990). As the magnitude of the applied load increases,
fragmentation of the particles occurs. The fracture patterns prevailing in the fragmentation
regime depend on the magnitude of load and the contact geometry between the particle and
the target. The findings of several workers on the fragmentation of single spheres are
summarised below.
Arbiter et al. (1969) investigated the fragmentation of single brittle spheres. Their work
focused on single impact, double impact- and quasi-static compression of large sand-
3During double impact, a falling mass impacts on a particle resting on a rigid target. A spring-loaded device
operated immediately after breakage to arrest the falling mass and prevail subsequent breakage of the
particle.
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cement and soda lime glass spheres. Their observations showed that quasi-static and low
velocity impact loading induced geometrically similar stress fields resulting in similar
fracture patterns. This observation indicates the insensitivity of brittle mode to strain rate.
Examination of the sand-cement particles after impact revealed a circle of contact
containing densely distributed microcracks. A cone of material formed underneath the
impact site with the base of the cone corresponding to the contact area. The cone remained
free from internal fracturing. As the cone was driven into the bulk of the particle, the
wedging action induced hoop tensile stresses which resulted in cracks starting from the
periphery of the contact area and propagating along a meridian plane that contained the
centre of the particle and the impact axis. This type of fracture is defined here as meridian
and leads to two hemi-spherical fragments of approximately the same size. Meridian
fractures were observed mainly at low loads (Arbiter et aI., 1969). As the load increased
further, multiple meridian fractures occurred along meridian planes that contained the
impact axis. This fracture pattern resulted in a few large fragments that resembled orange
segments. The latter bear a convex external surface and an internal wedge-shaped fracture
surface. A further increase of the load gave rise to oblique and multiple meridian fracture
planes. The former ones emanated from the compression cone and formed an angle with
the impact axis. The oblique fracture planes developed along trajectories of maximum
compression. Oblique fracture produced numerous orange segments which were thinner
than those produced by multiple meridian fractures. Similar fracture patterns were
observed for the soda lime glass spheres, although these spheres were not subjected to
single impact.
Shipway and Hutchings (1993a; 1993b) presented theoretical and experimental studies of
the fragmentation of lead glass and sapphire spheres under uniaxial compression and
impact, based on the analytical solutions of the elastic stress fields given by Dean et al.
(1952) and Hiramatsu and Oka (1966). Their theoretical analysis shows that the stress
distributions in elastic spheres are broadly similar under both quasi-static and impact
conditions, thus supporting the conclusions of Arbiter et al. (1969) about the effect of
strain rate on brittle failure. The numerical solutions showed that large tensile stresses are
present internally on the loading axis and circumferencially on the surface of the particle.
These stresses can lead to radial crack initiation from the equator or the surface of the
particle, respectively. High shear stresses were calculated on the loading axis of the
particle that can lead to shear fracture of plastic flow. The location and magnitude of the
stresses responsible for the fracture of the particle depend on the contact area over which
the load is distributed. This subsequently depends on the mechanical properties of the
particle and the target.
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The experimental observations of the fractured glass and sapphire spheres revealed
fragments coming from meridian (hemispherical) as well as multiple meridian and oblique
fractures (orange segments). When the target bore some plastic deformation,
fragmentation of the particles was due to elastic hoop tensile stresses that initiated from
pre-existing surface flaws around the contact area and propagated into the bulk of the
particles. When the target was deformed only elastically, formation of a compression cone
underneath the contact area was often observed for both materials. The compression cone
contained densified material, and fracture initiated due to internal shear stresses close to the
contact points followed by tensile stresses. Ring cracks separating the cone from the rest
of the material could be seen in the sapphire spheres. Shipway and Hutchings (1993b)
concluded that surface flaws rather than bulk flaws were responsible for the fragmentation
of their lead glass and sapphire spheres. However, they appreciated that fracture due to
internal flaws is possible when their size is dominant.
Salman et al. (1995) subjected aluminium oxide spheres to impact and quasi-static
compression tests. They observed only meridian fractures and classified the patterns into
four categories, as shown in Fig. 2.8.
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Figure 2.8 Four meridian forms of brittle failure observed in fractured aluminium oxide spheres
under impact (after Salman et al., 1995).
In compression tests, pattern a is observed under low average loads, and it is relatively
uncommon. Patterns b and d are the most common, and they usually follow pattern a as
the load is increased. Pattern c is relatively uncommon, and it is observed at the highest
loads. The frequency of the above patterns is expected to be roughly the same for impact
tests due to the insensitivity of brittle failure to strain rate (Shipway and Hutchings, 1993a).
Furthermore, a compression cone was usually observed to form underneath the contact
area. The material contained in the cone was heavily cracked and tended to disintegrate
into fine fragments (Salman et aI., 1995). The boundary of the compression cone was
defined by the shear stress trajectories under the high compressive loading of the contact
area. Salman et al. (1995) concluded that the four forms of meridian breakage, shown in
Fig. 2.8, were due to the generation of tensile hoop stresses due to the wedging action of
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the compression cone, as also proposed by Arbiter et al. (1969). They also observed the
formation of ring cracks around the contact area of particles that had been subjected to
compression. However, the propagation of ring cracks into the specimen was hindered by
the high compressive stresses prevailing underneath the contact area.
Recently, Salman and Gorham (1997a) impacted soda-lime glass spheres onto a flat
aluminium oxide anvil. The test velocity range (8-100 m S-I) and size range (4.7-12.7 mm)
of the spheres allowed the observation of a wide variety of fracture patterns. Ring and
cone cracks were observed at low impact velocities. As the impact velocity increased,
secondary ring and cone cracks could be observed. Occasionally, the tip of some of the
cone cracks propagated towards the surface leading to chip detachment. Observation of
blunt indentations on soda-lime glass plates revealed that chipping occurred during the last
stage of unloading (Salman and Gorham, 1997b). The presence of debris between the
surfaces of the secondary cone cracks were held responsible for this type of crack. Debris
can induce residual elastic bending stresses, and in that sense the propagation of cracks that
lead to chipping in the brittle mode resembles that of lateral cracks in the semi-brittle
mode. A further increase in the impact velocity led to the development of a compression
cone and subsequently oblique fractures.
The similarities between the patterns and stress fields observed by Salman et al. (1995),
Shipway and Hutchings (1993b, 1993c), Arbiter et al. (1969) and Salman and Gorham
(1997a) are noteworthy. Pattern a is the result of a meridian fracture, while patterns c and
d exhibit the characteristic orange segments expected by a multiple meridian fracture.
Pattern b can be perceived as a combination of patterns a and d. The dependence of the
occurrence of the above patterns on load is qualitatively consistent with the observations of
Arbiter et al. (1969).
The above fracture patterns can be modified under oblique loading. This type of loading is
likely to modify the tensile stress trajectories due to the friction between the target and
particle. In this case, the tangential component of the oblique loading greatly enhances
tension at one end of the contact area thus leading to a greater possibility of crack initiation
(Hamilton and Goodman, 1966; Rumpf and Schonert, 1973). Furthermore, the frictional
traction reduces the angle between the conical cracks and the free surface of the particle
thus enhancing the possibility of a conical crack resulting in material removal (Evans,
1979; Lawn, 1991). Salman et al. (1995) performed single particle impact tests in the
angle range 20°-90° using aluminium oxide spheres. The impact angle was defined as the
angle between the surface of the target and the path of the particle (as shown in Fig. 5.1).
It was shown that there is a critical angle range in which the failure probability is
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maximum. In particular, they observed that the probability of failure is almost constant in
the angle range 50°-90°, often with a slight maximum in the region 50°-70°. However,
particle breakage decreases rapidly in the angle range 20°-50°. Salman et al. (1995)
concluded that the extent of particle breakage as a function of impact angle depends greatly
on two competing elements, i.e. the increased tensile stresses due to the friction of the
particle with the target and the reduced normal component of the impact force. Oblique
impacts can modify the fracture patterns shown in Fig. 2.8. Thus, Salman et al. (1995)
observed that fragmentation at approximately 40° led to fragments which were not
necessarily symmetrical or equal in size. The impact product was mainly in the form of
chips with an uneven and concave fracture surface. The production of these chips is the
result of the shift of the fracture plane from a meridian to an oblique plane due to the
frictional traction between the particle and the target.
In general, the strength and fracture pattern of particulate solids failing under the brittle
mode depends on the spatial and size distribution of pre-existing flaws in the particles
(Weichert, 1990). This information can be provided only by a statistical analysis. The
most widely adopted function for describing the strength of brittle materials is that
proposed by Weibull (Weibull, 1951; Tuhkuri, 1994). However, it is difficult to obtain
experimental data on flaws distribution and hence the statistical analysis leads mainly to
empirical models.
Numerical simulations of impact breakage of particles on a rigid surface indicated a
fracture pattern more complicated than that shown in Fig. 2.8. Potapov and Campbell
(1994) performed computer simulations of particle fracture in the brittle mode+,by gluing a
large number of Delaunay triangles. This type of triangle was preferred because tt~
random orientation can prevent the formation of a "crystalline structure" as, for example,
with equilateral triangles. Potapov and Campbell (1994) investigated the developed
fracture pattern as a function of impact velocity and the strength of the particle. The latter
was defined as the minimum energy spent in the creation of a crack that spanned a particle
diameter. First, they observed fan-like cracks issuing radially outwards from the contact
point, as a result of azimuthally oriented tensile stresses. This mechanism was denoted as
type I and occurred mainly between the time that the particle made contact with the rigid
surface and the time the contact force had reached its maximum, i.e. when the centre of
4A small viscous force (resistance) is allowed to act along the glued contacts of the constituent elements and
aims at eliminating vibrations induced by numerical errors. The magnitude of the force is proportional to the
rate of deformation of the plane of contact, and it is responsible for the plastic deformation in the particle.
However, the contribution of the viscous force to energy dissipation is at most 0.2% in even the most violent
collision (Potapov and Campbell, 1994). Hence, it is considered that the particle still fails in the brittle
mode.
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mass had been brought to a halt. Further crack development occurred during particle
rebound. This depended significantly on the presence of another mechanism, denoted as
type II, which was a by-product of mechanism 1. Mechanism II was operative only during
the rebound of the particle and produced azimuthal cracks which developed perpendicular
to the fan-like cracks. The azimuthal cracks propagated as a result of the imbalance
between tensile and compressive stresses in the fragments of the particle. It was shown
that the competition between mechanisms I and II depended on the impact velocity, the
strength of the particle and the Poisson's ratio (Potapov and Campbell, 1997). The relative
presence of the type I and II mechanisms influenced significantly the size distribution of
the impact product. The workers reported that the development of a compression cone
underneath the contact area was responsible for the detachment of very fine debris from the
particle. The patterns observed by Potapov and Campbell (1994, 1997) show evidence of
meridian and oblique fracture planes. However, the large number of secondary fractures
were a consequence of extensive breakage, which in tum depended on the strength of the
particle and the input energy. Furthermore, the fracture pattern produced in numerical
simulations might depend on the size and possibly the shape of the elements comprising
the particle. This is because the path of crack propagation is partially governed by the
interfaces of the elements. Therefore, there is little common basis at present to compare
the fracture patterns obtained by numerical simulations and experiments.
Brittle failure is associated not only with spherical but also with angular particles. The
failure mode of the latter ones depends strongly on impact orientation and velocity.
Cleaver et al. (1993) performed impact tests of rhombic sodium carbonate monohydrate
crystals and recorded the fragmentation of the particles using high-speed photography. No
plastic deformation was observed when particles fragmented on a face-on impact.
Fragmentation was due to radial cracks that propagated on planes perpendicular to the
target plane. Tensile stresses were responsible for the propagation of the radial cracks,
although the structure of the material must have a notable effect on the breakage pattern.
Comer-on impacts of the same crystals led to visible plastic deformation and the particles
failed in the semi-brittle mode, as described in section 2.3.2.
In conclusion, the simplicity involved in the energetics of the brittle failure makes this
mode scientifically attractive to explore. Hence, the study of the brittle failure has so far
provided an in-depth theoretical understanding of the fracture of solid materials. However,
it is relatively difficult to encounter pure brittle failure in practice, since the prerequisites
for plastic deformation are easy to be met. For example, the formation of the compression
cone of densified material underneath the contact area of even very brittle particles is
indicative of high compressive and shear stresses. These can in tum lead to limited plastic
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flow which is capable of creating microcracks (Arbiter et al., 1969; Shipway and
Hutchings, 1993b; Salman et al., 1995). In many practical situations, the compression
cone occupies a significant volume of the particle and hence the semi-brittle failure mode
is operative. This is examined in a greater detail in the next section.
2.3.2 Particle breakage in the semi-brittle mode
Breakage in the semi-brittle mode is associated with a small contact area between the
particle and the target, where localised loading can readily produce yielding. This type of
contact is commonly encountered in the impact or compression of comers or edges of
angular particulate solids. Three mechanisms of particle failure can be observed in this
mode, distinguished by the extent of induced damage and the prevailing crack morphology.
Plastic deformation of the particles occurs at low loads and is manifested by flattening of
comers or edges of angular particles or permanent squashing of spherical particles. The
plastically deformed site is under compression and forms a coherent lump underneath the
contact area that often resembles a wedge pushed into the bulk of the particle (Yiiregir et
al., 1987). The plastically deformed site contains some surface cracks, but no cracks
spread into the bulk of the particle. An increase of the applied load above a critical value
leads to material removal by chipping and/or fragmentation. The material removal
mechanisms in semi-brittle failure have been described in detail by Chaudhri et a!. (1981)
and Yuregir et a!. (1986; 1987) for cubic solution- and melt-grown sodium chloride crystal,
Cleaver et al. (1993) for rhombic sodium carbonate monohydrate crystals and Zhang
(1994) for cubic sodium chloride (solution- and melt-grown), potassium chloride and
magnesium oxide melt-grown crystals.
The observations of the above workers agree that impacts force a plastically deformed area
into the bulk of the particle leading to radial and subsurface lateral cracks. Radial and
lateral cracks initiate in the vicinity of the elastic/plastic boundary underneath the impact
site. The mechanism of propagation of the radial cracks depends on the structure of the
material. For anisotropic materials like ionic crystals, the radial cracks are produced by
glide dislocations on the slip planes (Yuregir et a!., 1987). For isotropic materials, the
propagation of radial cracks is due to circumferencial tensile stresses developed around the
contact area. The propagation of lateral cracks is due to the relaxation of the residual
elastic stresses, irrespective of the structure of the material. The intersection of lateral
cracks with the physical boundaries of the particle lead to the detachment of thin platelets
(chips) from adjacent to the impact site. The mechanism of particle chipping due to the
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formation of subsurface lateral cracks has been modelled by Ghadiri and Zhang (1992) and
is summarised in section 2.5.3.
Comer-on impacts at very high loads lead to fragmentation when radial and median cracks
intersect the physical boundaries of the particle. Material removal in this mechanism is by
fragments which are comparable in size with the original particle. Several models have
already been proposed in the literature to describe particle fragmentation, mainly in the
brittle mode. However, the modelling of particle fragmentation based on a theoretical
description of the mechanisms involved is still to be developed. An overview of various
models of particle fragmentation is presented in section 2.6.
2.3.3 Particle failure in the ductile mode
Cracking does not readily occur in ductile failure, as seen in section 2.2.3, and hence the
term particle failure instead of particle fracture is used for this mode. Particle failure in the
ductile mode can usually be encountered under quasi-static compression of very soft and/or
small particles. In the latter case, the size of the particles has to be smaller than the limiting
particle size, as described in section 2.3.4. Alternatively, failure in the ductile mode can be
encountered in the impact of very weak agglomerates, as shown in Fig. 2.9 at 10m s-I.
Ductile failure of a weak lactose agglomerate after a single impact at JO.0 m s:
(after, Ning et al., J997a).
Figure 2.9 consists of five frames of a high-speed video recording sequence. In the first
frame, the lactose particle is approaching the target. The second frame shows the damage
imparted to the agglomerate approximately 21 IlS after impact. The contact area of the
agglomerate increases significantly and the original particle gets squashed. The rest of the
frames show the disintegration of the original agglomerate in large clusters. Numerical
simulations and experimental data of single impacts of weak> Jactose agglomerates have
shown the operation of mechanisms that are typical of the ductile mode (Ning et al., 1997a).
Similar conclusions have been reached for the attrition propensity of calcium
SThe term weak refers to agglomerates with a low surface energy holding the primary particles bound
together. The solid fraction in a weak agglomerate can be as low as 0.30 (Thornton, 1996).
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carbonate agglomerates (Bortzmeyer and Goimard, 1996). Although there are numerous
applications in the pharmaceutical industry associated with ductile failure, this mode is of
no interest here and hence it will not be described any further.
2.3.4 Implications of fracture transitions and size effects to particle breakage
An insight into the conditions for fracture transitions can be gained by investigating the
damage of flat surfaces when impacted by rigid particles. Various workers have derived
empirical formulations of the critical load required for the transition from one damage
regime to another based on indentation fracture mechanics. The critical load can then be
combined with impact dynamics to derive critical impact velocities for fracture transitions.
For example, the critical load for the transition from elastic deformation to Hertzian conical
fracture, Pee' is given by (Wiederhorn and Lawn, 1977):
[(1-V2)+(1-V,2) :,]K;R
p oc ':::"_---~---..,---=~--
cc E( 1- v2) (2.9a)
where Ke is the fracture toughness of the surface, R is the radius of the spherical particle,
and the primes refer to the properties of the impacting particle. The critical impact velocity
of a spherical particle that can cause to a flat surface a transition from elastic deformation
to conical fracture, Ued-ef can be derived if Eqn. (2.9a) is combined with the Hertzian
solutions of the equilibrium equations of elastic contact:
K5/3U oc _c_p-l/2 R-5/6
ed-cf E *7/6 (2.9b)
where E* is a composite Young's modulus depending on the Young's modulus and
Poisson's ratio of the particle and surface. The functional relation (2.9b) could be used as a
crude approximation of the critical velocity for the transition from elastic deformation to
chipping of a particle, Ued-eh, under the brittle failure mode. This approximation requires
that the Young's modulus and fracture toughness of the particle are smaller than those of
the surface, and the stress field in the particle is not influenced significantly by its physical
boundaries.
Hutchings (1992b) combined a model of the critical load to cause lateral fracture with
impact dynamics to arrive at correlations of the critical impact velocity for the transition
from plastic deformation to lateral fracture of a surface when impacted by sharp or round
particles. The correlations were based on the assumption that the contact deformation
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under impact follows a quasi-static indentation model. This enables the impact force to be
described in terms of the hardness times the impression area. For example, the critical load
to cause lateral fracture of a solid medium failing in the semi-brittle mode is given by
(Marshall et al., 1982):
(2.l0a)
In the case of a round or relatively flat contact between particle and target, Hutchings
(1992b) showed that the critical velocity for the transition from plastic deformation to
lateral fracture of a flat surface, Upd-/fi is given by:
V ex: ( Kc) 4 EH-Ill -1/2 t:'
pd=lf H P 0 (2.10b)
where 10 is the particle size as expressed in terms of the volume-equivalent diameter, and
the mechanical properties refer to the surface material. The above expression indicates that
the dependence of the critical velocity on hardness is slightly stronger than that on fracture
toughness since the transition is mainly influenced by the crack initiation rather than crack
propagation processes. Equation (2.1Ob) could be used as a rough approximation for the
determination of the critical velocity for the transition from plastic deformation to chipping
of a particle, Upd-eh' if it is assumed that particle failure occurs prior to the failure of the
surface, and the stress field in the particle is not altered by the relatively small dimensions
of the particle.
The critical load for particle fragmentation due to the propagation of radial or median
cracks, Per/m' has been derived by Hagan (1979):
K4
p cc _c
er/m H3 (2.11a)
Hutchings (1992b) considered the impact dynamics, similarly to the case of lateral fracture,
and proposed that the critical velocity for the transition from plastic deformation to
fragmentation, Upd-fr' of round particles is given by:
U oc(Kc)4 HI/2p-JI2r2
pd+fr H 0 (2.11b)
Note that Eqn. (2.11 b) can mainly be used for the determination of the onset of particle
fragmentation in the semi-brittle mode. However, this equation could tentatively be used
for the determination of the onset of particle fragmentation in the brittle mode, considering
that in most practical situations a certain degree of shear deformation in the form of a
compression cone is a prerequisite for crack initiation in the brittle failure mode (see
section 2.3.1).
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A comparison between Eqns. (2.1Ob) and (2.11 b) can provide some insight into the
parameters that influence the propagation of the lateral and radial/median cracks,
respectively. The dependence of impact velocity on fracture toughness and particle size is
the same in both equations. It is worth noting the dependence of Upd-eh on the elastic
modulus E, which is presumably indicative of the importance of the residual elastic stresses
on the propagation of lateral cracks. Only theoretical considerations of the critical
velocities have so far been found in the literature.
One of the most important implications of the size effects to particle breakage is the
determination of the limiting particle size, Ie' below which particles can only be deformed
plastically. This implies that particles smaller than the limiting size cannot be fractured in
either brittle or semi-brittle mode, irrespective of the mode of loading. Particles below Ie
can still be reduced in size but only by the mechanisms of the ductile failure mode or, in
general, cracks induced by plastic deformation processes such as shear cracks.
The limiting particle size of a variety of materials has been calculated in section 7.5 using
values of mechanical properties from the literature.
2.3.5 Particle breakage in attrition and comminution
In principle, all the failure modes can be encountered in the attrition and comminution of
particulate solids, depending on material properties and mode of loading. In practice, the
vast majority of particulate solids fail by either the brittle or semi-brittle mode, especially
under impact loading. Brittle failure may be expected from large round particles made of
hard and tough materials (for instance, ceramics). Irregular particles of relatively small
size with surface asperities should be expected to fail by the semi-brittle mode. This is
because localised loading can cause plastic deformation, provided that the applied stress
exceeds the yield point. For reasons of practical interest, only the mechanisms of attrition
and comminution under the brittle and semi-brittle failure modes are investigated in this
work.
Chipping and fragmentation have already been identified as the dominant mechanisms of
particle breakage. Ghadiri and co-workers (Yuregir et al., 1986; Cleaver et al., 1993;
Zhang, 1994) adopted a mechanistic definition of chipping as removal of thin platelets due
to propagation of lateral cracks. This definition is explicit, albeit restrictive due to the
association of chipping with the semi-brittle failure mode only. Based on the present
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definition, as given in section 1.104, chipping can be encountered in brittle and semi-brittle
modes.
Collection of data for the modelling of attrition and comminution is carried out by means
of various tests that are reviewed in the following section.
2.4 Experimental methods for the study of attrition and comminution
The approach to the solution of problems emanating from particle attrition has largely
relied on past experience and empiricism. This has so far produced only short term
solutions to long term problems. More recently, attempts have been initiated to address
particle attrition on a more systematic basis. Consequently, various tests have been
devised to assess the attrition propensity of particulate solids in several configurations.
A systematic approach to comminution started much earlier (Rittinger, 1867; Kick, 1885;
Hardgrove, 1932; Bennett, 1936; Schumann, 1940) than that of attrition (Forsythe and
Hertwig, 1949; Gwyn, 1969), as indicated by the references in the literature.
The experimental techniques that have been employed to collect data on attrition and
comminution can be classified into two broad categories, i.e. tests that attempt to emulate
the conditions of particle breakage in some practical situations and tests that investigate the
effect of individual parameters on particle breakage. Multi-particle tests fall in the first
category, while single particle tests fall in the second one. More recently, significant
insight into the mechanisms of attrition and comminution of particulate solids has been
provided by numerical techniques using computer simulations of either multi-particle or
single particle tests. A brief overview of various types of tests is following.
2.4.1 Multiple particle tests
Typical multi-particle tests focus on particle breakage in various types of mills, shear cells,
and fluidised beds. The grinding mill tests usually take place in small scale mills aiming at
producing results useful for the scale-up process of comminution. Typical parameters of
investigation are the energy input to the mill, the feed particle size range and types of
grinding media that are sometimes used to facilitate grinding.
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Shear cells have mainly been used to study particle breakage as a result of attrition. In a
shear cell, a densely packed bed of particles is subjected to sliding under a normal load
(Paramanathan and Bridgwater, 1983a, 1983b; Ouwerkerk, 1991; Neil and Bridgwater,
1994; Ghadiri et al., 1997a). Typical parameters in a shear cell test are the applied normal
load, the shear strain and the strain rate. This type of test is particularly useful for the
investigation of the behaviour of granular materials in processes where particles undergo
considerable shear stresses. This is the case, for example, in reactors and silos. However,
an important disadvantage of the annular shear cell is that it cannot be used to assess the
attrition propensity of [me powders.
Bulk crushing strength tests are often employed to predict the mechanical behaviour of
particulate solids when they are loaded in bunkers or during the compaction process (Danjo
et al., 1994). In this type of test, multiple layers of particles are loaded normally and
subjected to compressive loading. The bulk crushing strength can then be determined as
the amount of pressure at which a given weight percentage, usually 0.5% w/w, of fines or
broken material is produced (Ouwerkerk, 1991).
Fluidised bed tests constitute the most common technique for the study of attrition of fine
powders, because this type of test is directly applicable to processes involving fluidisation,
as in fluid catalytic cracking units (Forsythe and Hertwig, 1949; Gwyn, 1969). The
superficial velocity, the orifice velocity, the jet angle and the duration of fluidisation are
some of the parameters relevant to this type of test (Veesler et al., 1993; Ghadiri et al.,
1994; Boerefijn et al., 1997).
The main advantage of the multi-particle tests is that the results can directly be associated
with the process conditions in practice. Thus, the tests are valuable for assessing the
strength of a particular material relative to a reference one. In addition, these tests involve
a large number of particles, and hence they are statistically reliable. However, there are
four main reasons that make the results obtained from multi-particle tests difficult to
analyse. First, the results are specific to the experimental configuration, and therefore there
is no sound basis to correlate results obtained from different systems (Bernrose and
Bridgwater, 1987). Second, the mechanics of particle interaction in both the test device
and the real process is not sufficiently well understood to maintain dynamic similarity
(Zhang, 1994). Third, difficulties arise because the effects of particle interactions cannot
be decoupled. Consequently, a network of stresses develops when the load is applied
(Ning and Ghadiri, 1996). This makes it difficult to identify the fraction of the particles in
the bed that have been subjected to the applied load. Nevertheless, recent advances in
computer simulations can provide some understanding of particle interactions in multi-
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particle tests (Ouwerkerk, 1991; Potapov and Campbell, 1996; Ning and Ghadiri, 1996).
Fourth, in the multi-particle tests no account is taken of the physical and mechanical
properties of the test materials (Zhang, 1994).
All the above reasons complicate the analysis of the results, and the models developed
from multi-particle tests are bound to be empirical with a limited predictive capability.
Thus, multi-particle tests cannot contribute to the understanding of the constituent
mechanisms of particle breakage, despite their appreciable usefulness for the industrial
practice, and therefore they were not employed for this work.
2.4.2 Single particle tests
Single particle tests can broadly be classified into three categories, i.e. quasi-static
indentation (Puttick and Badrick, 1987; Arteaga et aI., 1993; Gahn and Mersmann, 1995),
compression between two platens (Arbiter et al., 1969; Kendall, 1978b; Puttick and
Badrick, 1987; Ouwerkerk, 1991; Shipway and Hutchings, 1993a, 1993b, 1993c; Danjo et
aI., 1994) and impact on a target (Arbiter et al., 1969; Okuda and Choi, 1979; Yuregir et
aI., 1986, 1987; Vervoom and Austin, 1990; Guigon et al., 1994; Papadopoulos and
Ghadiri, 1996).
Quasi-static indentation of particles has been used as a tool for modelling the conditions of
local contact such as that occurring during attrition and comminution (Zhang, 1994).
Indentation is usually employed to determine mechanical properties such as the Young's
modulus, yield stress, hardness and fracture toughness. The development of
nanoindentation has enabled measurements of the mechanical properties of particles with
size down to approximately 5 urn (Arteaga et al., 1993).
Uniaxial compression of particles between two rigid platens (otherwise known as the
Brazilean or Side Crushing Strength test) has been used to assess particle strength. The
load-displacement curve is recorded, and the single particle strength is determined as the
pressure at which the particle fragments. The results obtained from this test are mainly
relevant to comminution due to the inherent mechanism of particle breakage.
The single particle impact test involves striking of a particle against a rigid flat target at a
required velocity, which is often achieved by means of compressed air. These tests may be
related to processes where high velocity interparticle or particle-wall collisions dominate.
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These processes can be encountered in the jet region of fluidised beds, in pneumatic
conveying systems and centrifuges, or alternatively injet milling.
There are two main disadvantages of the single particle tests. First, a large number of
particles need to be tested individually to establish the statistical significance of the
measurement. This may render the single particle testing as a very tedious process.
Second, the implementation of the experimental results from single particle tests to actual
processes can be cumbersome. The strong advantages of the single particle tests are the
well defined and controlled loading conditions of the particles. Each particle is loaded
individually, and this eliminates the effect of any particle interactions on breakage. In
addition, decoupling of various parameters is possible, and this allows the results to be
analysed systematically. Fracture mechanics can provide a basis for such an analysis.
Comparative research between single and multi-particle tests has shown that the results of
single particle breakage can be used to predict attrition and comminution rates in actual
processes, provided that there are models to describe the dynamics of the particular items
of process equipment (fluidised beds: Ghadiri and Boerefijn, 1996;jet milling: Bentham et
aI., 1997 and Dodds et al., 1995). Computer simulations are expected to contribute
significantly to the implementation of single particle properties to predict particle breakage
in multi-particle tests (Ouwerkerk, 1991; Potapov and Campbell, 1996; Ning and Ghadiri,
1996). The above reasons advocate that single particle testing can provide an extensive
insight into the fundamentals of particle breakage. Consequently, the single particle impact
test is chosen as the experimental tool of this work for the study of the impact breakage of
particulate solids.
2.S Overview of the attrition of particulate solids
Attrition has commonly been assessed in the literature using indices based on properties of
individual particles (particle size or shape), groups of particles (surface area, particle size
distribution), or bulk material (flowability, settling density), as Bemrose and Bridgwater
(1987) pointed out. However, the large variety of tests for assessing attrition makes the
comparison of different indices susceptible to large errors. Nevertheless, some of the
indices do provide a useful method of comparing the attrition propensity of one type of
material with another, or of the same material in two different environments. An overview
of the indices found in the literature is given below.
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2.5.1 Attrition indices based on the breakage of particles in the bulk
The traditional attrition indices usually determine the mass fraction lost from the bulk
materials over a selected period of time. To specify these indices, the fines are
distinguished from the original particles using a cut-off size, which although it depends on
the feed size of the material, it is otherwise chosen arbitrarily. Thus, in a continuous
process involving handling of particulate solids, the attrition index is based on the
production rate of material finer than the cut-off size. The main difference among the
various attrition indices is the selection of the cut-off size.
The earliest attrition index seems to be that of Johnson-Mehl, used recently by Bortzmeyer
and Goimard (1996). The mass fraction of the material less than 200 urn, Y, generated
over a time period t is given by:
(2.12)
where kJ-M and blare two material parameters which are determined experimentally.
However, the attrition index proposed by Forsythe and Hertwig (1949) is one of the
simplest and most widely known. In their test, attrition occurs in a high air jet velocity
apparatus, and the measurement is based on the hourly production of material finer than
325 mesh (44 urn):
(% of - 325 mesh at start)- (% of -325 mesh after J hour) /~--=-------.,.--~___'_-';__---;:------~ x J 00% hour (2.13)(% of + 325 mesh at start)
An alternative attrition index has been proposed by Gwyn (1969) which is in the form of a
power law change of the mass fraction lost, Y,with time:
(2.14)
where ko is a constant which is a function of the initial particle size, and b2 is an exponent
approximately constant for all catalyst particle sizes. Here, the cut-off size is
approximately 37 urn. A large number of researchers or companies have adopted the
criterion of Forsythe and Hertwig (1949) or Gwyn (1969) (for example, Waldie and
Robinson, 1980; Lin et al., 1980; Kono, 1981). ASTM D4058 (1981) uses an attrition
index similar to that of Forsythe and Hertwig (1949) with the difference that the selected
cut-off size is 850 urn. Apparently, this index is used to assess the attrition propensity of
coarse materials. The Alcoa and Alcan attrition indices are the same, and they use the
difference between the initial (Yi) and final (Yfl cumulative sieve fraction weights greater
than 45 urn after one hour of testing (Bemrose and Bridgwater, 1987). Veesler et al.
(1993) proposed that the sensitivity of the Alcoa index could be enhanced if a cut-off mass
fraction rather than a cut-off particle size was used to monitor attrition. Thus, a cut-off
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mass fraction, Yf, is chosen before the material is impacted. This mass fraction
corresponds to a particle size, Ii- which is determined from the size distribution of the feed
material. The material is analysed for size after impact, and the mass fraction, Y2, that
corresponds to the particle size 12, is determined. The values of Y/ and Y2 are then used to
substitute Yi and Yf of the Alcoa formula. The recommended value for the cut-off mass
fraction is 30%, since this value gives the highest sensitivity to the attrition index, though
significant changes in the attrition index are not expected, even if the value of Yj is 20% or
50% (Veesler et ai., 1993). The advantage of the index ofVeesler et al. (1993) is that it
takes into account the particle size distribution of the attrition product.
Most of the above indices assess the attrition propensity of the materials in fluidised beds,
where the mode of loading is generally difficult to determine. This is because a
combination of both abrasion and erosion is expected to contribute to attrition by different
proportions.
Neil and Bridgwater (1994) utilised an annular shear ceil, originally developed by
Paramanathan and Bridgwater (l983a; 1983b), to assess the validity of a number of
attrition and comminution models. They tested a large number of materials with different
properties and internal structures and concluded that the relationship proposed by Gwyn is
generally satisfactory. Their results also show that the power index of time, b2, in Gwyn's
formula (1969), varies little with the applied stress and depends only on material
properties, while kG increases with the applied stress. Based on their experimental
observations, Neil and Bridgwater define their own attrition index which resembles the
power law of Gwyn, and it has the following form:
( )
bJ
crt'
~T =kN-B --
o scs
(2.15)
where YIT is the mass fraction passing through a sieve of size IT, o is the applied normal
stress, <scs is the single particle failure stress as determined from a compression test, and
kN-B, c ' and b3 are constants which are determined experimentally. The size IT usually
corresponds to the size of the smallest sieve of the feed size range.
All the above indices assess the extent of attrition as a function of time. There is also a
need to assess the attrition propensity of materials subjected to repeated individual events,
such as cyclic loading, as in storage, or repeated impacts on a rigid target, as in pneumatic
conveying. In these cases, the attrition index is a function of the number of the individual
events. Barletta and Barbosa-Canovas (1993) report that a convenient way of quantifying
the attrition propensity, especially of foodstuff, is the monitoring of the weight of particles
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retaining their original size as a function of the number of taps during manual sieving. An
exponential decay model was found to describe the rate of disappearance of the original
particles, M(n'), with the number of taps, n':
M(n')= Mfe-Qn' (2.16)
where Mf is the mass of the original particles and Q is a constant. They define their own
attrition index, which accounts for both the chipping and fragmentation of the particles,
with the aim to determine the variation of the attrition rate with the number of taps. The
attrition index, la' has the form:
y
I =-
a S (2.17)
where Y is the weight fraction of fines generated below 300 um, and S is the size stability
defined by Eqn. (2.18):
L (M lnormln')i
S=~i -
L(M lnormlO)i
i
(2.18)
where M corresponds to the mass of particles retained on each sieve, and [norm is the
normalised particle size as determined by sieving and given by the following expression:
I = I-Imill
norm I I
max - min
(2.19)
where Imin and lmax refer to the minimum and maximum sieve openings in the series used
to obtain the particle size distribution of the material. Barletta and Barbosa-Canovas
(1993) tested their attrition index using agglomerated coffee and milk in the size range
1.70-5.36 mm and they concluded that the attrition index follows a power dependence on
the number of taps:
(2.20)
where kB-BC and b4 are constants depending on the material and are determined
experimentally. There is a certain degree of complexity in calculating the size stability,
and the formulation of the attrition index of Barletta and Barbosa-Canovas (1993) lacks a
clear rationale.
The attrition indices that are determined from the breakage of a bulk of particles have been
widely accepted by the industry due to their practical importance. However, these attrition
indices have little theoretical value, since they fail to relate attrition to material properties
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and loading conditions. The attrition indices that are based on the breakage of single
particles are more suitable for this purpose and are reviewed in the following.
2.5.2 Attrition indices based on the breakage of single particles
Attrition can alternatively be assessed using single particle tests. In these tests, particle
damage is described as either the ratio of the number of broken particles to the total
number of particles impacted (Rumpf and Schonert, 1973; Salman et al., 1995) or the mass
fraction of material below a certain size (Vervoorn and Austin, 1990). When the number
of broken particles is counted, thousands of particles have to be visually examined before
and after impact, and this makes the determination of the breakage ratio very tedious. For
example, Salman et al. (1995) reported that they examined visually approximately 50,000
particles to establish the fracture behaviour of alumina extrudates over a range of impact
conditions.
The attntion indices were then expressed as a function of either time or number of
individual events, as shown in section 2.5.1. Vervoorn and Austin (1990) showed that the
two apparently different approaches can be linked using a specific breakage factor which
essentially relates the number of impacts with time. The assumption is that a single impact
lasts an infinitesimally small amount of time, dt, during which the breakage rate of the
material is very small and approximately constant. In this case, the mass fraction of
unbroken particles with particle size I after n impacts, Yin), is given by:
d~(n) __ y.( )- s" n
dn
(2.21)
where sI is the specific breakage factor for the particle size I, and depends on material
properties and impact conditions. Vervoorn and Austin (1990) applied their approach by
performing single impacts of 3 mm Al203 cylinders and concluded that SI for this case was
proportional to the impact velocity raised to the power of 4.33. The specific breakage
factor defined by Vervoorn and Austin is equivalent to the specific breakage rate defined
by Kelsall et al. (1967/68), as will be seen in section 2.6.2.
Attrition can be characterised in more detail when the breakage of single particles is
numerically simulated. Kafui and Thornton (1993) have simulated the impact damage of
spherical agglomerates on collision with a wall. The agglomerates were made by bringing
into contact a large number of primary particles, 20-60 urn in size. The primary particles
were adhered to each other by the surface energy to form either bee or fcc monodisperse
structured agglomerates. As the inter-particle contacts were treated as elastic, and their
43
breakage was assumed to be governed only by the surface energy, the breakdown of the
agglomerates is regarded as highly brittle. Kafui and Thornton (1993) defined a damage
ratio, .1, as the ratio of the number of broken bonds between the primary particles to the
initial number of bonds prior to the impact of the agglomerate. They found by means of
dimensional analysis that the damage ratio correlates with a Weber number, W, given by:
pU2D
W= (2.22)r
where D is the diameter of the agglomerate and T is the fracture surface energy, i.e. the
interparticle bond strength. The Weber number expresses the ratio of input energy to the
average bond strength. The results of the numerical simulations of Kafui and Thornton
(1993) showed that:
(2.23)
where kK-T and X are constants determined by data fitting. Furthermore, their results
showed that the agglomerate strength depends on the primary particle size. However, this
trend could not be accounted for by the Weber number alone, and hence it is incorporated
in the constant x. The estimated values of X are 0.250, 0.131 for the fcc agglomerates with
a primary particle size of 20 and 40 JlIIl, respectively, and 0.217 for the bee agglomerate
with a primary particle size of 60 JlIIl. More recently, Thornton et al. (1995) incorporated
mechanisms of energy dissipation in their simulations. This was done by introducing
interparticle sliding under friction. The results of agglomerate-agglomerate collisions
showed that the mass of fines, as determined by the mass of singlets and doublets, is
linearly proportional to the Weber number. Further work by Thornton et al. (1996) focused
on impacts of agglomerates in a wide range of impact velocities and interparticle bond
strengths. Three damage regimes were identified that resemble those of the semi-brittle
failure mode, i.e. plastic deformation, removal of fines and eventually shattering of the
agglomerate. To account for the three different regimes, a modified Weber number was
devised that depends on the critical velocity for the transition from elastic to plastic
deformation and the size of the primary particles of the agglomerate. A further discussion
of the results of Thornton and co-workers and a comparison with experimental data are
given in sections 2.7 and 5.6.2.
2.5.3 The impact attrition model of Ghadiri and Zhang (1992)
An integrated mechanistic approach of the impact attrition of particulate solids failing in
the semi-brittle mode has been proposed by Ghadiri and Zhang (1992). Their model is
focused on the chipping of single particles and hence its formulation is based on the
indentation fracture mechanics of the propagation of subsurface lateral cracks. The aim is
44
to relate the chipping propensity of particulate solids with material properties and impact
velocity. This model will provide a frame of reference for the interpretation of the
experimental results in this work. Hence, it is considered necessary to outline the basic
steps and assumptions involved in the formulation of the model.
Zhang (1994) used an ideal geometry to describe the particle and the volume of a chip.
The following relationship can be derived for the volume of the chip shown in Fig. 2.10:
Figure 2.10 Ideal geometry of a particle and a chip produced by lateral crack propagation.
(2.24)
where cl and hi are the length and depth of the lateral crack. In order to relate the
dimensions of the lateral cracks to impact conditions and material properties, Zhang (1994)
employed the empirical model of Evans and Wilshaw (1976) for the extension of radial and
lateral cracks in a range of materials. The model is based on quasi-static indentation by
spherical and Vickers indenters and correlates the length of radial and lateral cracks with
material properties and indent size:
(2.25a)
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where c is the radial or lateral crack length, a is the indent radius, Kc is the fracture
toughness of the indented material and cry is its yield stress. Figure 2.11 shows the
functional relationship for Eqn. (2.25a) for lateral cracks only.
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Figure 2.11 Functional dependence oj the length oj the lateral cracks on indentation fracture
parameters (Evans and Wilshaw, 1976).
Ghadiri and Zhang (1992) considered the range of cl a that was applicable to impact
damage at low impact velocities and then carried out a linear approximation to the curve
shown in Fig. 2.11 in the form given by:
Cl = (5.7~Kc)-1
a Bfa (2.2Sb)
where cl now represents the length of lateral cracks. This approximation is valid for
2 < c.]« <5. Equation (2.25b) shows that the length of lateral cracks can be determined
by:
(2.2Sc)
In estimating the depth at which the longest lateral crack forms, Evans et al. (1978)
proposed that it was proportional to the plastic zone size and consequently the indent size,
a. Therefore:
(2.26)
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Equation (2.26) was subsequently verified experimentally by Zhang (1994). Ghadiri and
Zhang (1992) estimated the indent size, a, based on the impact force and the contact time
between the projectile and target. Assuming that the total contact time is approximately
equal to the period during which plastic flow occurs, they expressed the indent size in the
following functional form:
(2.27)
It is interesting to note that Eqn. (2.27) is identical to that derived by Hutchings (1977)
using a different formulation base. The indent radius a can be substituted into Eqns.
(2.25c) and (2.26) to give:
J/8 U3/4 I 3/2H5/8 K-/,!..-I
Cl CC POe 'I' (2.28)
and
h cc pl/4 UI/2 I H-I/4
I 0 (2.29)
Equation (2.28) was validated experimentally by the use of confocal laser scanning
microscopy. Zhang (1994) showed that the velocity exponent in Eqn. (2.28) lies between
0.78 and 0.9. He concluded that Eqn. (2.28) gives a much better agreement with the
experimental data than the equivalent exponent proposed by Evans et al. (1978) which was
0.67. The constraint factor, ~, for the range of materials tested by Evans and Wilshaw
(1976) is about 3. Consequently, the use of ~ in the correlation given in Fig. 2.11 is
unwarranted, as it is not a variable for the number of materials tested. Therefore, Eqn.
(2.28) can be further simplified as:
P 3/8 U 3/4 I 3/2 H5/8 K-ICl CC 0 c (2.30)
The implications of the use of ~ in the model of Ghadiri and Zhang (1992) are discussed
further in section 7.2. The attrition "rate" can be described by the breakage per impact
which is defined as:
~ = ~
Vp
where Vp is the volume of the particle. Now, considering that Vp is proportional to the
cube of particle size and that the volume of the chipped material is given by Eqn. (2.24),
(2.31)
the breakage per impact is given by:
~ c; hicc --I Jo (2.32)
Substituting Eqns. (2.29) and (2.30) into (2.32), ~ is defined quantitatively by the following
equation:
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(2.33)
where a is a proportionality constant that is independent of material properties. The
constant a includes essentially all the proportionality factors in the equations leading to
Eqn. (2.33), and is best determined experimentally. The parameter TJ may be considered as
a dimensionless group which indicates the impact attrition propensity of particulate solids.
Equation (2.33) is valid for the chipping regime only. It is not applicable to the
fragmentation or to the plastic deformation regimes.
2.6 Overview of the comminution of particulate solids
Significant effort has been made to understand and model the comminution process of
particulate solids with the aim to improve the quality of the output of the mill by obtaining
the required product size distribution with the most efficient energy consumption. As in
attrition, the models of comminution refer to particle breakage in general without usually
distinguishing between different breakage mechanisms. The level of sophistication of the
models has varied significantly through the last century, from empirical equations to
detailed mathematical modelling requiring rigorous computations. However, an explicit
relationship which would relate the size distribution of the product of the mill to material
properties and operating conditions is still to be derived.
The models of the comminution process can be classified into five major categories,
depending on the approach adopted to describe particle breakage.
2.6.1 Size reduction laws
The three size reduction laws, derived by Rittinger (1867), Kick (1885) and Bond (1952),
are some of the earliest and best known attempts to describe quantitatively the
comminution process. Rittinger (1867) suggested that the useful energy required for
breakage is proportional to the new specific surface area created after fracture. Given that
the specific surface area is inversely proportional to the particle size, the specific energy
expended for the size reduction, W, is related to the particle size [by:
1
Woc- (2.34)
1
Therefore, the energy requirement, dW, for a differential decrease in particle size, dl, is:
dl
dW = -k - (2.35)
R [2
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where kR is a constant depending on the material and the size reduction method. Equation
(2.35) is known as the Rittinger's law. This law is primarily valid for fine grinding where
the increase of the specific surface area per unit energy expended is large (Coulson et al.,
1991; Weichert, 1990).
Kick based his derivation on stress-strain diagrams of cubes under compression and
concluded that the input energy is proportional to the reduction of the volume of the feed
particles. Kick estimated the specific energy, W, that is required for a size reduction from
10 to '» to be:
(2.36)
The energy requirement, dW, for a differential size reduction, dl, becomes:
dldW=-k -
K 1 (2.37)
where kK is a constant determined experimentally. Kick's law takes into account the energy
required to cause elastic deformation before fracture occurs, and it is accurate mainly for
coarse milling where the amount of specific surface area produced per unit energy is
considerably less than that of fine milling (Coulson et al., 1991). Walker et al. (1937)
proposed a generalised form of Eqns. (2.35) and (2.37) as follows:
(2.38)
where kw is Walker's constant, and bs is an exponent determined experimentally.
Bond (1952) considered all the underlying assumptions of the models of Rittinger and Kick
and realised that a law representative of the comminution process could lie midway
between the two previous laws. This is because both surface and volume factors affect the
crushing and grinding of solids, and when these effects are equal the energy to break
should be proportional to 1512, i.e. intermediate between 12and 13(Bond, 1952):
1
W oc 15/2 (2.39)
Therefore, the differential energy, dW, required for a differential size reduction, dl, is given
by:
(2.40)
where kB is Bond's constant. Furthermore, Bond (1952) defined a Work Index, WI, which
is calculated as kWh per short ton (900 kg) applied in reducing material of infinite
(practically large) particle size to 80% passing 100 urn:
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[ c: JfiiiWI w "';'0,80 0,80= shari-IOn f/ _r 100
"';'0,80 -v'p,80
(2.41)
where Wshort-ton is the energy input per short ton for any comminution operation and 10,80
and lp,80 are the sizes below which lies 80% of the mass of the feed material and product,
respectively. The work index is a measure of the grindability of a material and can be
obtained from any laboratory or commercial operation when the energy input and size
analyses of the feed and the product are known.
The energy laws are empirical fits to batch grinding data, and they cannot be applied
except as the crudest approximation to a continuous mill circuit with recycle (Austin,
1973). A more detailed discussion of the grinding laws can be found in section 2.7.
2.6.2 Continuous grinding models
The continuous grinding models relate the variation of the mass fraction of a particular size
cut with time. The concept leading to the derivation of the continuous grinding models is
based on the observation that many continuous processes in the chemical engineering
practice have been modelled using a first order differential equation. The objective is to
evaluate the energy requirements of a mill in order to produce a certain amount of material
in a particular size range from a given feed size distribution. The kinetic approach to
grinding, i.e. the variation of the mass of a certain size with time, is consistent with
particles being exposed at random to breakage events (Neil and Bridgwater, 1994).
Sedlatschek and Bass (1953) adopted a first-order kinetic expression to model grinding in a
ball mill and their derivations were supported later by experimental results provided by
Gardner and Austin (1962). Kelsall et al. (1967/68) formulated a model based on the
concept of a first-order rate process and the definition of specific breakage rate:
_dM'=SM
dt 'I (2.42)
where MI is the total mass of particles of size I which remain unbroken after time t and SI is
the specific breakage rate for particle size I. SI depends on both the process conditions and
material properties and is assumed to be constant with time. The size reduction of a variety
of materials in industrial comminution equipment follows closely the first order process
(Austin, 1971172). Equation (2.42) has been used to describe the attrition rate in fluidised
beds (Kono, 1981) but in general it does not work in shear cells (Neil and Bridgwater,
1994). The approach of Vervoom and Austin (1990) is based on the first-order breakage
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law, with the difference that the independent variable is the number of impacts instead of
the time.
2.6.3 Population balance model
Broadbent and Callcott (1956) proposed that comminution consists of two distinct
processes, i.e. the selection and breakage of particles. The modelling of comminution
relies on the description of the two processes in a functional form. The selection function
expresses the breakage probability of a particle of any size that is encountered in the failure
zone of the size reduction equipment. The determination of the selection function requires
an understanding of the operation of a particular equipment and depends on the particle
size and design of the equipment. The breakage function is the size distribution that results
from the breakage of a particle of any size. Thus, for each broken particle, the breakage
function gives the probability that the product contains particles of a certain size. When a
large number of particles break, this function gives the overall size distribution of the
product. In principle, it should be possible to describe the selection and breakage functions
by developing models of particle motion and breakdown in a given device. The selection
and breakage functions are then incorporated in the population balance model so that the
mass balance for each size class holds. Particle size distributions are described by vectors,
and alterations to size distributions during grinding are described by matrices multiplying
the vectors.
The selection functions of items of equipment were determined by Broadbent and Callcott
(1956) in order to demonstrate the application of the population balance model to a number
of processes involving particle assemblies. The breakage function for each of the machines
examined and for all particle sizes was assumed to be:
1-e(-I/Io)
Y(l,lo)= _/ (O<I~lo)
1-e
(2.43)
where YO,IO) is the cumulative mass fraction undersize 1, and la is the original particle size.
The advantage of the above breakage function is that it is determined by the initial particle
size, as opposed to functions proposed by Bennett (1936) which depended only on a
measured characteristic of the product. Nevertheless, the breakage function adopted by
Broadbent and Callcott was chosen to demonstrate the application of the population
balance model in processes involving particle assemblies rather than achieving the best
agreement between predicted and experimental results. Broadbent and Callcott advocated
that developments in the physics of breakage may lead to more appropriate breakage and
51
selection functions. Alternative breakage functions which could potentially improve the
predictability of the population balance model are presented in the following section.
2.6.4 Breakage functions as a means to characterise the extent of particle breakage
Klimpel and Austin (1965) suggested that the selection of a proper breakage function in the
population balance model is of crucial importance for the capability of the model to assess
the performance of a size reduction equipment. A number of different types of particle size
distributions have been proposed to describe the product of particle breakage. The
formulating basis of the distributions has been in some cases empirical (Rosin and
Rammler, 1933; Schumann, 1940) and in other cases statistical (Gilvarry, 1961a; Klimpel
and Austin, 1965; Barnard and Bull, 1985).
The Rosin-Rammler (1933) is among the earliest distributions, and it was found to describe
reasonably well the size distribution of ground coal and a number of other materials (Allen,
1981). The size analysis of the product is obtained by sieving, and the integrated form of
the size distribution is:
(2.44)
where Z(l) is the cumulative mass percentage oversize a sieve with aperture 1, and kR-R and
h6 are constants depending on the range of the particle size present and the properties of the
test material, respectively (Allen, 1981). A straight line results if the 10g-log[Z(1)/JOO] is
plotted against logl. It has been shown that the sieve opening for Z(l)=36.8% is used to
characterise the degree of comminution of a material.
Various other two-parametric size distribution models have been proposed such as the log-
normal (Epstein, 1948), the Gates-Gaudin-Schumann (1940) and the Gaudin-Meloy (1962)
distributions. Geological deposits and various dust particles tend to conform to a log-
normal distribution, which is particularly applicable when each fragment is subjected to
repetitive fracture (Gilvarry, 1961a). In the log-normal distribution, ratios of equal
amounts above or below a mean value are equally likely. A straight line is obtained if the
particle size is plotted against cumulative mass fraction undersize on log-probability paper
(Allen, 1981).
The Gates-Gaudin-Schumann (GaS) distribution has been used extensively in the literature
to describe the size distribution of single particle breakage (Gilvarry, 1961a; Arbiter et al.,
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1969; Potapov and Campbell, 1994; Thornton et aI., 1995; Potapov and Campbell, 1997)
as well as the breakage of bulk particulates (Neil and Bridgwater, 1994):
(2.45)
where Y(l) denotes the cumulative mass fraction undersize I, kG-G-S is the mass fraction of
the particles undersize the lowest limit of the sieve range, and b7 is the size distribution
modulus which is a characteristic of the width of the size distribution of the material
(Allen, 1981). The Gaudin-Meloy distribution has been used less frequently, presumably
because its logarithmic form does not lead to a straight line:
(2.46)
Three- and four-parameter functions with more accuracy have also been used, yet at the
expense of the simplicity of a particle size distribution (Allen, 1981). A detailed
description of properties and applications of various commonly used breakage functions is
given by Yu and Standish (1990).
In the literature, most of the distributions are commonly normalised with respect to the
original particle size (for monodisperse samples: Arbiter et al., 1969), the median size, lso-
(for polydisperse samples: Tarjan, 1974), or the minimum or maximum size of the series of
the sieves used in the size analysis (as shown in Eqn. (2.19): Barletta and Barbosa-
Carnovas, 1993). Independently of the method used, normalisation with respect to particle
size is very useful when comparing the breakage behaviour of materials with different
initial sizes.
A numerical analysis of fragmentation was proposed recently by Kafui and Thornton
(1995), in which the GGS model was used to describe the size distribution of the product
of fcc agglomerates on impact with a wall. The primary particles in the agglomerates were
bound using different surface energies. The treatment of the particle size analysis of the
impact product was very similar to that of Arbiter et al. (1969), where the material after
impact was classified into residue (coarse fragments and groups of particles which
survived the impact) and complement (fines formed on impact). The distribution was
normalised with respect to the original particle size. The cut -off normalised size for the
separation of the complement from the residue was taken as 0.5. When the size analysis
was represented as a function of the specific kinetic energy, the size distribution of the
complement gave straight lines, whose slope was a function of the binding surface energy,
and hence the mechanical properties of the agglomerate. Unification of the impact
breakage behaviour of agglomerates with different mechanical properties was obtained,
when the size distribution of the complement was plotted in the following form:
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(2.47)
where A and kK-T' are constants estimated by curve fitting of simulated data. Although the
approach of Kafui and Thornton (1995) is not mechanistic, it is the only one in the
literature which attempts to relate explicitly the size distribution of the breakage product
with the loading conditions and the mechanical properties of materials. The validity of this
approach is assessed in Chapter 6 using experimental data obtained from single particle
impact tests of a variety of materials.
2.6.5 Other means to characterise the extent of particle breakage
In the literature, "breakage" indices can be used as alternatives to particle size distribution
functions. Various criteria of grindability monitor the variation of statistical parameters,
such as the mode, the arithmetic or the harmonic mean size of a distribution, with time in a
size reduction equipment. The degree of impact fragmentation can very simply be
quantified by the mass ratio of the largest fragment to the initial particle (Kafui and
Thornton, 1993). For example, a similar means of characterising the extent of
fragmentation is the size reduction ratio, i.e. the ratio of the initial to the final mean size of
the distribution, and it is usually used when particle size analysis is carried out by sieving
or laser diffraction (Dodds et al., 1995; Papadopoulos et al., 1997).
Grindability criteria based on measurements of the specific surface area of the breakage
product have also been used (Rizk et al., 1994). The specific surface area can be measured
by permeability, adsorption methods (BET), or calculated from particle size distributions
obtained by sieving or laser diffraction. The Hardgrove (grindability) index is a common
example in this category, and it is defined as the amount of new surface area produced
during a specified grinding process on a closely sized sample of material (Bemrose and
Bridgwater, 1987). The index was later related to a standardised ASTM procedure as:
Hardgrove Index = 6.93M + 13 (2.48)
where M is the mass of particles (in g) undersize 200 mesh (74 JlII1). The formulation of
the Hardgrove index is arbitrary, but the index is useful in practice. Bond (1952) and
contemporary workers attempted to relate the Work Index with the Hardgrove index. The
best correlation between these two indices is (Bemrose and Bridgwater, 1987):
WI = 1622
(Hardgrove Y'OB
(for Wl>8.5) (2.49)
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Finally, energy criteria have also been employed to characterise particle breakage under
energy-controlled conditions. Schonert (1973) proposed to use the amount of energy
required to fragment 50% of the particles down to a specified particle size. The input
energy here is usually the specific kinetic energy of the particles.
2.7 Discussion
A consistent classification of the models of particle breakage should ideally consider the
intrinsic mechanisms that the models describe. In most cases, such a classification is
impossible since the models do not account for the individual breakage mechanisms, but
only for the eventual outcome of breakage. Consequently, the models that are presented in
this work are classified with respect to the two processes that involve particle breakage, i.e.
attrition and comminution, as defined in the literature. In each category, the distinction
among the models is based on their independent variables. In attrition, the interest is to
identify the unintentional mass loss of the product that occurs in a certain time period or
after a number of impacts. In comminution, the interest is to determine the amount of
energy required to produce a required particle size distribution from a given feed material,
or to monitor the change in the particle size of the content of a mill per unit time or energy.
Table 2.2 summarises the characteristics of the attrition and comminution models which
describe the mechanical breakage of particulate solids.
Table 2.2 Summary of the characteristics of the attrition and comminution models.
Mechanical breakage of particulate solids
Attrition Comminution
Variation of mass loss with time Variation of mass production with time
Variation of mass loss with number of Variation of input energy with size
impact/taps
Numerical simulations Population balance model
Fracture mechanics of crack propagation Analysis of particle size distributions
Simple size ratios Simple size ratios
Visual counting of broken particles
Surface area criteria
Energy fracture criteria
Numerical simulations
Fracture mechanics of crack propagation
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Most of the attrition indices are based on a cut-off size which depends on the particle size
distribution of the feed material. The selection of the cut-off size in all the indices is
essentially arbitrary. This is because there has been no suggestion in the literature about
the criterion that should be used to select the cut-off size, given the particle size
distribution of the feed material. Nonetheless, the practical value of the attrition indices
using cut-off sizes is not to be undermined, despite their arbitrary nature (Bemrose and
Bridgwater, 1987).
The approach of Gwyn is popular in the attrition literature, although it has not been widely
validated by experimental data (Neil and Bridgwater, 1994). Recently, Ghadiri et al.
(1997) found that for shear induced breakage of bulk particles, the model of Gwyn (1969)
described best the surface damage rather than particle fragmentation. The attrition index
proposed by Neil and Bridgwater (1994) is supported by their experimental results and
succeeds in unifying the attrition data of materials with different internal structures and
particle sizes. However, both the model of Gwyn and the attrition index of Neil and
Bridgwater describe only the attrition propensity of materials under shear loading, and
hence they are not of interest here.
Attrition indices emerging from numerical simulations of particle breakage can be useful
and accurately defined, but it is difficult to assess experimentally their validity. For
example, the determination of the damage ratio in practice is impossible, thus making the
comparison of the models of Kafui and Thornton (1993) and Thornton et a/. (1996) with
those of the literature of attrition very difficult. Ideally, an attrition index should involve
simple calculations and relate particle breakage to the material properties and impact
conditions, so that it can be used predictively. It is interesting that the numerical
simulations of Thornton and co-workers relate particle breakage directly to the surface
energy and impact velocity. The extent of breakage per impact, as derived from the model
of Ghadiri and Zhang (1992), complies with all these requirements. The definition of the
attrition propensity T), as given by Eqn. (2.33) incorporates the Weber number, because Kc
can be related to the fracture surface energy r by the use of linear elastic fracture
mechanics (Ghadiri and Papadopoulos, 1995). Indeed, simulation results of Thornton et al.
(1995) indicate that at low impact velocities, corresponding to the chipping regime, the
breakage per impact varies linearly with the Weber number, and hence their numerical
analysis lends support to the model of Ghadiri and Zhang (1992). Therefore, it appears
from the simulation results of Thornton et al. (1995) that the model of Ghadiri and Zhang
(1992) can also describe the impact behaviour of agglomerates in the chipping regime.
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Determination of particle breakage based on visual observation of broken particles after
single particle impacts can provide fundamental information and insight on the variation of
the breakage mechanisms with the mode of loading and the material properties. However,
this type of test is tedious and inevitably limited by particle size and shape, because it
becomes increasingly difficult to observe damage of small particles or particles with low
sphericity (papadopoulos and Ghadiri, 1996).
The size reduction laws are highly empirical in nature. A key variable in these laws is the
input energy, which although it is a directly measurable parameter, it not very useful when
the mode of failure of the materials is under consideration. The size reduction laws have
been developed based on testing brittle materials, and hence the formulating assumptions
do not consider that a major part of the input energy is used up in deforming the particles
plastically. In this sense, the models are bound to be invalid for materials failing in the
ductile or even semi-brittle mode. Careful experimental work in well-defined loading
conditions confmns that the size reduction laws have no practical substance, at least for
describing grinding under shear (Neil and Bridgwater, 1994). An additional disadvantage
of the size reduction laws is that they are based on a differential particle size, while in
practice a full size distribution is produced for a differential energy input. However,
Austin (1973) suggests that the mean value of the particle size distribution could be used to
calculate the differential decrease in particle size. In fact, any measure of the fineness of
the size distribution of the particles, i.e. mean, median, percentiles or specific surface area,
can be used interchangeably (Kapur and Fuerstenau, 1987). Nevertheless, the description
of a size distribution with a single measure oversimplifies the breakage process, especially
when the size distribution of the product is bimodal. Agar and Charles (1961) argue that
the invalidity of the size reduction laws lies in the fact that size reduction is a
discontinuous mixing process. Hence, the size distribution of the final product results from
mixing in various proportions of different size classes of material. In view of all the above
disadvantages, the size reduction laws bear a historical importance but lirn;.ijpractical
significance.
The validity of the continuous grinding models in assessing the breakage rate of particulate
solids is inconsistent. Sedlatschek and Bass (1953) show that ball milling can be described
by a first-order breakage law, while Neil and Bridgwater (1994) show that the usefulness of
this law in describing the attrition in an annular shear cell is fairly poor. This is because
only one of their test materials (urea) exhibited a first-order breakage law for a limited
period. It is suggested that the first-order breakage law is consistent only with particles
being exposed at random to breakage events (Neil and Bridgwater, 1994).
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The population balance model is a comprehensive approach to the comminution process,
and it could theoretically provide a powerful method for characterising the performance of
any size reduction equipment or, more generally, any device that involves particle
assemblies. Two major disadvantages are associated with this approach. First, the model
cannot account for the different failure modes in the sense that the dependence of the
breakage function on material properties is not explicitly established. Hence, the
predictability of the model is limited unless reliable data on particle breakage of the test
material can be obtained either experimentally or from the literature. Second, a reliable
method to determine the breakage function is by single particle breakage where particle
strength is assessed under carefully controlled experimental conditions. In cases where
direct experimental observation is not feasible, there is abundant published information
about single particle breakage of a variety of materials (Charles, 1956; Gilvarry, 1961b;
Arbiter et aI., 1969; Schonert, 1973; Shipway and Hutchings, 1993b; Salman et al., 1995).
The size distribution functions have been a convenient way of expressing the extent of
particle breakage. The Rosin-Rammler distribution is a very good approximation to many
distributions and particularly useful for monitoring grinding operations that produce highly
skewed distributions (Allen, 1981). However, it has no convincing theoretical background
(Evans, 1962) and it should be used cautiously since taking logarithms twice reduces
scatter tremendously (Allen, 1981). Altogether, the prospects of major gains in the analytic
derivation of size distribution curves are not very great (Evans, 1962) unless their
characteristic parameters can be explicitly related to the material properties and the loading
conditions.
The characterisation of particle fragmentation based on size ratios is too simplistic and
insufficient to provide an insight into the mechanism of the fragmentation process. In most
cases, a size distribution rather than particles of discrete size is obtained after impact.
Hence, indices such as the maximum fragment size have little relevance to practical
situations.
Finally, there is an overlap between the attrition and comminution models due to the
numerous similarities among the mechanisms taking place in these two processes. Thus,
the classification of the models into two main categories is inevitably subject to
arbitrariness. For example, the kinetic approach adopted in the continuous grinding model
for comminution is also inherent in the attrition model of Gwyn (1969) which describes the
attrition process. Interpretation of attrition results based on comminution models has been
attempted successfully by Neil and Bridgwater (1994). Zhang (1994) used the data from
impact attrition tests of ionic crystals to assess the applicability of the continuous grinding
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model (Eqn. 2.42) to the attrition process. He concluded that the attrition process can be
described by a first-order equation only at relatively low rates of particle breakdown.
Overall, the main disadvantage of most of the attrition and comminution models
encountered in the literature is that they do not promote a fundamental understanding of the
mechanisms of particle breakage and hence cannot be used either in a predictive manner or
in a range of testing conditions. This is because either the exact mode of loading is
unknown, as is the case with the attrition of bulk particles, or because it is difficult to
associate the observed fracture patterns with the material properties and the impact
conditions. The progress of indentation fracture mechanics has been dramatic in the last
twenty years, and this can provide the theoretical background for developing the functional
relations that can model particle breakage. Only single particle tests using a variety of
materials and controlled loading conditions can provide the necessary experimental data to
assess the validity of theoretical formulations. This approach to the analysis of particle
breakage is largely lacking from the literature at the moment and provides the scope of this
work.
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2.8 Conclusions
The fundamental understanding of breakage requires a detailed knowledge of material
properties and mode of loading of the particles. The material properties and mode of
loading influence the size effects, which in turn determine the mode of failure of particulate
solids. Most particulate solids break under impact conditions by the brittle or semi-brittle
failure mode.
Failure by the brittle mode is characterised by the interaction of large surface tensile hoop
stresses with surface or internal bulk flaws. Chipping in the brittle mode may occur by the
propagation of shallow conical cracks that curve towards the free surface of the particle
probably due to residual elastic tensile stresses close to the surface. Fragmentation in this
mode is by the propagation of radial cracks from dominant flaws. However, this is the case
when the target material deforms plastically. Meridian or orange-segment fractures are
observed when the target material deforms only elastically. In this case, internal shear
stresses generated from densified material underneath the contact area are responsible for
the initiation of radial cracks.
Failure by the semi-brittle mode is characterised by irreversible deformation, chipping and
fragmentation. Chipping is due to the propagation of lateral cracks as a result of the
relaxation of residual elastic stresses. Fragmentation is due to the propagation of radial
and/or median cracks as a result of circumferencial tensile stresses around the contact area.
Two are the main implications of the size effects on particle breakage. First, the transition
from one failure mode to another (or from one breakage mechanism to another) occurs as a
critical size is reached. Second, there is limiting particle size below which particle
breakage is impossible irrespective of loading conditions.
Single and multiple particle tests have been devised to investigate particle breakage in
attrition and comminution. The degree of particle breakage is then quantified in terms of
indices or models. However, little has been done to identify, model and validate the
elementary mechanisms of particle breakage as a function of material properties and the
mode of loading. This lack of insight leads to an inevitably limited use of the numerous
experimental results accumulated in the literature. Consequently, the main disadvantage of
the attrition and comminution models is their limited ability to predict particle breakage in
practice based on the characteristics of the materials and the operating conditions. The
model of Ghadiri and Zhang (1992) comprises a mechanistic approach to chipping. One of
the objectives of this work is to assess the limits of the model of Ghadiri and Zhang (1992)
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when evaluating the chipping propensity of a wide range of materials. Furthermore, the
development of a model for the other important mechanism of particle breakage, i.e.
fragmentation, is an additional objective of this work.
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CHAPTER3
SELECTION AND PROPERTIES
OF THE TEST MATERIALS
3.1 Introduction
Previous work by Ghadiri and co-workers on impact attrition of particulate solids focused
on crystals of magnesium oxide and alkali salts such as sodium chloride and potassium
chloride, all having the same crystal structure. One of the objectives of this work is to
extend the investigation of the impact breakage of particulate solids to materials with
properties and crystal habits different from those tested before. The selection of the test
materials considered two aspects. First, the scientific merit of the test materials was
considered so that the limits of the applicability of the model of Ghadiri and Zhang (1992)
could be assessed. Second, the current industrial interest was considered in view of the
potential implications of the experimental results for improvements in the design of
materials and/or processes. Three broad categories of materials are investigated here, i.e.
glassy polymers, ionic crystals and ceramic porous materials.
Glassy polymers are thermoplastics which have an amorphous nature at temperatures lower
than their glass transition temperature (Smith, 1990). The final production stage of glassy
polymers usually involves extrusion which can subsequently lead to different product
forms, such as sheets, rods or particulates. Attrition problems associated with polymeric
particulates have not been reported in the literature. However, extensive chipping occurs
during the cutting of the long extrudates into small granules (Neate, 1996). Furthermore,
there is an intensive industrial interest in the comminution of polymers for the production
of fine powders. This interest stems from the ever increasing industrial demand for fine
polymeric powders, typically in the size range 50-300 urn, for a variety of applications
(Schonert, 1973). Despite the industrial interest, the impact breakage of polymeric
materials has received limited attention in the literature, as compared to that of ores,
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ceramics and inorganic materials (Okuda and Choi, 1980). On a scientific ground, the
physical and mechanical properties of polymers are significantly different from those of
ionic crystals. Although both polymers and ionic crystals can be considered as
homogeneous materials, polymers exhibit a relatively high degree of isotropy, in contrast
to the ionic crystals. Evidence from the literature shows that many glassy polymers are
known to fail in the semi-brittle mode, at least under impact conditions. This provides a
good ground for evaluating the applicability of the model of Ghadiri and Zhang to describe
the chipping of glassy polymers.
The analysis of the chipping propensity of ionic materials has so far involved single
crystals only. These included mainly high purity, melt-grown crystals of sodium chloride,
potassium chloride and magnesium oxide with a cubic habit and a rocksalt structure
(Zhang, 1994). The rocksalt structure consists of two interpenetrating, face centred cubic
(fcc) lattices, one made of cations and the other of anions. Commercial ionic materials,
such as sodium chloride (Zhang, 1994) and sodium carbonate monohydrate crystals
(Cleaver et al., 1993) were also tested, and their chipping propensity was found to comply
with the model of Ghadiri and Zhang (1992). In this work, the investigation of the impact
breakage is extended to commercial polycrystalline ionic materials. Commercial materials
are susceptible to macroscopic flaws like occlusions and crevasses within the crystals and
surface damage. In many cases, the crystals can be surrounded by a heavily flawed outer
layer, which can easily be shed in the form of platelets (Yuregir et al., 1986). The
polycrystalline nature of the particles is likely to induce an inhomogeneous breakage
behaviour, similar to that observed in the breakage of agglomerates. Hence, impacts are
anticipated to propagate cracks along the boundaries between single crystals or even
through single crystals, depending on impact velocity and single crystal size.
The impetus for the study of the breakage of ceramic porous materials emanates mainly
from the attrition problems that are faced by the chemical and process industries, as
highlighted in Chapter 1. The loading of these materials to vessels is commonly done by
hoses, and the particles can experience impact from a height on either the walls of the
vessel or on a bed of particles. Impacts can be normal or oblique, and therefore
experiments need to be devised which enable the investigation of the effect of impact angle
on the impact breakage propensity of porous materials. From a scientific point of view, the
investigation of the impact breakage of porous materials can explore the possibility of
applying the principles of indentation fracture mechanics to determine the attrition
propensity of porous structures. Very little work has been done towards this direction.
Furthermore, the porous structure can imply a relatively low strength which subsequently
imposes additional constraints when designing processes that utilise porous materials. A
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potential relation between attrition propensity and porosity would establish a valuable
guideline in processing and handling of porous materials in various types of equipment.
The identity of the test materials of this work is presented in the next section. Then, an
overview of the characterisation of material properties relevant to breakage is given.
Important parameters that can lead to variations in the values of material properties are also
reviewed.
3.2 Test materials
The test materials that were used in this work are poly-methylmethacrylate (PMMA),
ammonium nitrate, molecular sieves and various types of porous silica particles. Details of
the test materials are provided below.
3.2.1 Poly-methylmethacrylate (PMMA)
Poly-methylmethacrylate extrudates were chosen as a test material from the wider category
of glassy polymers. The extrudates were obtained from ICI Chemicals and Polymers pic,
UK, in approximately cubic shape. PMMA is probably the most common glassy polymer
with a wide variety of applications. Being lighter than glass and easy to shape and
machine, PMMA is usually used as a glass substitute. The most demanding application of
PMMA in this field is probably its use in aircraft windows (Burchill et al.• 1987). Other
applications of PMMA include the manufacture of protecting equipment such as eye
goggles, windshields and body armour (Fleck et al., 1990). In particulate form, PMMA
constitutes approximately 20% of the world-wide production in acrylics! (ICI-Acrylics,
1993). and it is used as a coating material in the pharmaceutical industry (Chen et al.•
1993). as an additive in the paper industry (Okuda and Choi, 1979), as an inclusion for
toughening brittle matrices (such as coal and bone cements), and as a raw material in
moulding processes for the fabrication of lenses and outdoor-indoor covers (lCI-Acrylics,
1993). The most important advantages of PMMA are that it is lighter than glass, highly
transparent, insensitive to microbiological attack, compatible with human tissues and
inexpensive (Whelan and Goff, 1988). The latter properties have increased the use of
PMMA in medicine as, for example. in the production of bone cements in prosthetics.
Recent applications ofPMMA in particulate form include the manufacturing of optical data
IFigure applies for 1992.
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memories and videodisks (lCI-Acrylics, 1993). Therefore, an understanding of its
breakage mechanism is of great industrial interest.
Most of the research on the breakage of PMMA and other polymeric extrudates has
focused on determining experimentally the energy consumption for breaking particles of a
given size in specific types of mills. For example, Schonert (1973) compared the crushing
of PMMA and poly-styrene (PS) particles under quasi-static and impact conditions. The
objective was to establish the dependence of specific energy on particle size and loading
conditions. He concluded that the specific breakage energy decreases with an increase in
particle size and strain rate. Although the conclusions are qualitatively very important, the
experimental results cannot be easily extrapolated to different impact conditions or test
materials. Okuda and Choi (1979) investigated the impact breakage of PMMA and PS
particles at different impact velocities. The aim was the optimisation of the energy
utilisation in a fluid jet mill based on the maximum increase of the specific surface area.
They determined experimentally an optimum impact velocity at which the specific fracture
surface energy had a minimum value. However, it was not shown how this energy
depends on particle size or material properties. The two examples above show clearly that
the impact breakage of polymeric particles needs to be addressed more systematically if
predictions on a wide range of material properties and impact conditions are to be made.
3.2.2 Ammonium nitrate
Ammonium nitrate priUs were selected as a representative from commercial polycrystalline
ionic materials. The prills tested here are highly porous as they are of explosive grade.
The main use of this grade is as a noninitiating high explosive in blasting explosives,
propellants, and shell and bomb bursting charges (Kirk and Othmer, 1993). Although
complete detonation of the pure material is difficult-, control of dust formation due to its
attrition is part of the safety procedures. This is because ammonium nitrate can be
detonated with heat alone, provided that it is subjected to confinement and a certain
minimal pressure or the presence of an organic compound or both. A second important use
of ammonium nitrate is as a source of nitrogen in fertilisers. A minor, but important,
application is in the manufacture of nitrous oxide, which is an anaesthetic gas (Kirk and
Othmer, 1993).
2The admixture of up to 8% of carbonaceous material is usually required to sensitise ammonium nitrate
(Kirk and Othmer, 1995).
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3.2.3 Molecular sieves
Molecular sieves have been selected to explore the breakage propensity of porous materials
under impact loading. The commercial type of the molecular sieves is 13X, manufactured
by UOP, and they were provided by BOC, UK. The term molecular sieve is usually
restricted to inorganic materials that possess a high porosity consisting of uniform pores
with diameters either in the micro- « 2 nm) or meso- (2-20 nm) size range. Zeolites are
considered the most technologically important molecular sieves, and they have a crystalline
silicate or aluminosilicate framework structure with channels of diameters smaller than
1.2 nm (Breck, 1974). The main applications of molecular sieves involve adsorption,
catalysis and ion exchange. Adsorption processes that utilise molecular sieves include
dehydration of natural gas, air and liquid streams, removal of carbon dioxide to purify gas
streams for cryogenic applications, removal of sulphur compounds, and bulk separations of
normal and isoparaffins, xylene, olefins and oxygen from air (Kirk and Othmer, 1995a).
The largest scale industrial process employing zeolite catalysts is catalytic cracking. The
commercial catalysts comprise 5-40% zeolite dispersed in a matrix of synthetic silica-
alumina or natural clay. The use of zeolite catalysts in catalytic cracking has not only
increased the yield and octane of the gasoline product fraction but has also decreased the
production of coke and gas. Other uses of molecular sieves in the petrochemical industries
include hydrocracking for fuel production, dewaxing of distillate fuels, paraffin
isomerisation, catalysis of aromatic reactions and the methanol-to-gasoline process adopted
in New Zealand, where the crude oil deposits are very low (Kirk and Othmer, 1995a).
In the ion exchange process, crystalline molecular sieves offer combinations of selectivity,
capacity and stability which cannot be found in the more common cation exchangers.
Applications in this field involve separation and purification of radioisotopes (cesium and
strontium), ammonium ion removal for the waste water treatment and detergent builders
(Kirk and Othmer, 1995a).
The selection of the conditions for the manufacture of molecular sieves is such that the
fmal product has satisfactory diffusion characteristics and at the same time exhibits the
highest possible mechanical resistance to attrition.
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3.2.4 Porous silica
Porous silica is a relatively cheap and strong catalyst carrier. Three types of porous silica
catalyst carriers, denoted as PS1, PS2 and PS3, were used here with diverse particle
strengths, shapes and sizes. Confidentiality reasons impede the disclosure of details about
the manufacturers and the commercial identity of the products.
The use of porous silica is encountered in a large number of industrial applications such as
drying, adsorption, catalysis, surface chemistry, cake formation and paper coating. For
technological usage, silica is mainly produced in an amorphous form, although crystalline
forms are also known. The term amorphous refers to a lack of crystal structure, as defined
by x-ray diffraction. However, some short-range organisation is present even in the
amorphous phase. High surface area silica is known as microamorphous silica and can
occur as sols, gels or particles. A gel has a three-dimensional, continuous structure,
whereas a sol is a stable dispersion of fine particles. Macroscopic particles are formed by
aggregation of smaller particles from either a gel or sol (Kirk and Othmer, I995b).
Two of the three types of porous silica used in this work (PSI and PS2, see Table 3.1) were
produced from gels, as deduced from details supplied by their manufacturer. Silica can be
gelled in spherical form by either spray drying or spraying droplets into an immiscible
liquid, typically oil (Kirk and Othmer, 1995b). The samples of PS1 and PS2 particles have
been produced by the same manufacturer but using different ageing methods. The
differences in the ageing method might bring about differences in the particle strength of
these materials. The particular use of PS1 and PS2 samples is for the production of ethanol
and propylenoxide, respectively. The general use of PS3 is in the hydrocracking of heavy
fuel oils.
3.3 Preparation of the test materials
All the samples were initially sieved for the determination of their particle size distribution,
using British Standard sieves BS 410 (Endecotts, London). Sieving was performed
manually, according to the ASTM C136 procedure, by tapping the sieves with a wooden
stick and twisting them so that particles have the opportunity to pass with many different
orientations over the mesh (Allen, 1981). It was decided to test only the particles that
belong to the sieve cut which corresponds to the mode of the size distribution. In order to
eliminate any potential effect of the spread of particle size on impact breakage, an attempt
was made to prepare near mesh size samples, i.e. samples consisting of particles whose
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size is approximately equal to the nominal aperture of standard sieves. However, this was
not practical because the number of near mesh size particles was very small.
After sieving, the test materials were stored in a dry place to prevent moisture adsorption
from the ambient air. This is because moisture is generally known to influence fracture.
Details about the propensity of the test materials to adsorb moisture are given in Chapter 5.
The identity, size range and shape of the test materials are summarised in Table 3.1.
Table 3.1 Identity, size range and shape of the test materials.
Material identity Test particle Particle Particle density
size range (mm) shape (kg m-3)
Poly-methylmethacrylate (PMMA) 2.36-2.80 Cubic 1180
Ammonium nitrate 2.00-2.36 Spheroid t 1665
Molecular sieves- 2.80-3.35 Spherical t904
Porous silica 1 (PS1) 3.35-4.00 Granular ~697
Porous silica 2 (PS2) 1.00-1.18 Granular ~692
Porous silica 3 (PS3) 2.00-2.36 Spherical t880
t rApparent pa ticle density.
ICalculated density.
The apparent density of the materials is based on the average mass and volume of single
particles in the test size range. The single particle density of PS 1 and PS2 was calculated
based on the density of silica (2600 kg m-3: Ashby and Jones, 1991) and the specific pore
volume as supplied by the manufacturer (see Table 3.2).
A preliminary observation of the test materials was carried out using reflected light
microscopy (RLM) and scanning electron microscopy (SEM). Figures 3.1 to 3.5 provide a
visual impression of the test materials.
3This material was subjected only to a qualitative investigation. Therefore, measurements of mechanical
properties and single particle impact tests were not performed with this material.
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Figure 3.1 Optical micrograph of a sample ofPMMA.
Figure 3.] shows that the PMMA extrudates are fairJy cubic with sharp comers and edges.
The reflected light micrograph reveals clearly pre-existing flaws the form o.f microcracks
or cavities in the middle of some particles. It is believed that the microcracks were formed
during the cutting of the extrudates, while the cavities in the middle of the particles might
have been induced as a result o.f volume reduction during the solidification of the melt,
The variety of types of pre-existing damage in the PMMA extrudates can be seen m
Fig. B-1 in Appendix B.
An optical micrograph of the sample of ammonium nitrate is shown in Fig. 3.2a. The
sampJe consists mainly of spheroid particles. Some doublets and triplets, resulting from
the prilling process, are present in the sample, as indicated by the arrows in Fig. 3.2a.
Figure 3.2b shows a scanning electron micrograph of an ammonium nitrate prill, There are
numerous surface asperities in the form of protuberances or small dents. Nevertheless, the
most important feature of pre-existing damage is a Jarge cavity in the centre of most of the
particles (see also. Fig. 3.2a). This is considered to' be a feature induced during prilling.
Imperfections .in the formation o.f the prills can be seen .in Fig, B-2. The surface dents and
the cavity can act as pre-existing flaws and reduce significantly the impact strength of the
prill s, as will be seen in secti on 4.4.
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Pre-existing
(a)
Pre-existing
cavity
Pre-existing
dents
(b)
Figure 3.2 Overview of a sample of ammonium nitrate prills. a) Optical micrograph b) Scanning
electron micrograph.
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An optical micrograph of a typical sample of molecular sieves is shown in Fig. 3.3. The
particles are fairly spherical with a macroscopically smooth surface. Surface cavities,
much smaller than those observed in the ammonium nitrate priUs,can be observed in some
of the particles. Some particles are already chipped, as indicated by the arrow in Fig, 3.3.
Figure 3.3 Optical micrograph of a sample of molecular sieves.
Figure 3.4 shows optical micrographs of the PS1 and PS2 samples. The PS1 sample
consists of angular semi-transparent particles. On contact with water, the particles became
intensely white and so weak that they could easily break just by handling. Therefore,
storage of this sample in a dry environment was a prerequisite before testing. Similar
observations hold for the PS2 sample.
The samples of the PS3 beads consisted of a mixture of white and brown particles, with
the white ones forming the largest proportion. On contact with water, the particles became
transparent with an intensely white core. However, these particles withstood handling and
did not appear as weak as the moist PSl and PS2 particles. Figure 3.5 shows three
micrographs ofthePS3 beads.
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(a)
(b)
Figure 3.4 Optical micrographs of samples of porous silica. a) PS] b) PS2.
72
(a)
(b)
Figure 3.5 Optical micrographs o/PS3 beads. a) Reflected light b) Transmitted light.
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Figure 3.Se) Scanning electron micrograph of a PS3 bead.
Figure 3.5a shows that the particles are spherical with a macroscopically smooth surface,
i.e. no surface protuberances as those exhibited by the ammonium nitrate prills,
Observation of the particles with transmitted light shows the presence of pre-existing
cracks in some particles (see Fig. 3.5b). The degree of pre-cracking that .is encountered .in
some of the particles can be seen clearly in Fig. B-3 in Appendix B. These cracks are
expected not only to reduce the strength of the particles but also to bring about a wide
variation in the measurement of the impact breakage. A scanning electron micrograph of a
PS3 bead shows that the surface js slightly dented. Nevertheless, the pre-existing cracks
rather than the surface dents are expected to weaken significantly the particles.
3.4 Properties of the test materials
Knowledge of key mechanical properties is essential for understanding and predicting the
breakage behaviour of the test materials under impact, as shown in Chapter 2. The
irregular shape of the PS 1 and PS2 particles and the rough surface of the ammonium
nitrate prills made the characterisation of the mechanical properties of these materials very
difficult. Thus, only the mechanical properties of PMMA and PS3 are discussed in the
following.
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3.4.1 Mechanical properties of PMMA
The literature is rich of data on the mechanical properties of PMMA. However, a literature
review shows that the values of the mechanical properties have a wide variation, depending
mainly on temperature, strain rate, structure, molecular weight, test geometry and
environmental conditions (Ghadiri and Papadopoulos, 1995). Therefore, an awareness of
the test conditions is a prerequisite for selecting appropriate values of the mechanical
properties for predicting the impact breakage of polymeric particles.
A compilation of values of the Young's modulus, fracture toughness and critical strain
energy release rate of PMMA is presented in Tables A-I, A-2 and A-3, respectively, in
Appendix A. The values have been tabulated based on parameters relevant to this work,
i.e. strain rate and test geometry (particularly the size of the specimen). The latter is
associated with size effects (see section 2.2.4), which need to be considered when
measurements of the properties of a large block of solid are to be used for small particles.
3.4.1.1 The Young's modulus of PMMA
Figure 3.6 shows the effect of quasi-static and dynamic loading conditions on the Young's
modulus ofPMMA, as collected from the literature (see also Table A-I).
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Figure 3.6 Effect of quasi-static and dynamic loading conditions on the Young's modulus of
PMMA at room temperature.
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The Young's modulus increases drastically with the strain rate, as seen from the
comparison between the quasi-static and dynamic values. This observation is in agreement
with trends reported in the literature (Katsamanis and Delides, 1988;Wada, 1992; Sahraoui
and Lataillade, 1994). The arithmetic average value of Young's modulus for the quasi-
static conditions is 2.75±O.79GPa and the equivalent dynamic value is 5.33±1.29 GPa.
3.4.1.2 The yield stress and hardness of PMMA
The literature is short of data of the yield stress of PMMA measured at a wide range of
strain rates. Ashby and Jones (1991) report that the yield stress of PMMA is in the range
60-110 MPa, without providing any details of the measuring techniques and hence the
strain rate. An increase of the yield stress with strain rate has been reported in the literature
(Sahraoui and Lataillade, 1994; Povolo and Hermida, 1995). Caution needs to be exercised
because the fracture stress instead of the yield stress is often reported in the literature, when
the test is performed at high loading rates. In this case, PMMA breaks without yielding
(Sahraoui and Lataillade, 1994). It has been suggested that PMMA undergoes brittle
fracture before yielding at a strain rate s~1 s-I (Heck et al., 1990).
Hardness is a parameter that can be measured more easily than yield stress. Nevertheless,
hardness values of PMMA are scarcely reported in the literature. For this reason, the
hardness of the PMMA samples were measured using a conventional microindentation
method. The samples were loaded with a Vickers indenter applied in a Universal
compression/tension testing machine (lnstron 4501) and at a loading rate of
0.005 mm min-I. The obtained value of 0.22 GPa is in very good agreement with the value
ofO.21 GPa reported by Ritter et al. (1988).
3.4.1.3 The fracture toughness of PMMA
An appreciable body of literature reports methods for the determination of the fracture
toughness of PMMA. The variety of techniques seems to amplify the ambiguity associated
with the evaluation of the fracture toughness of PMMA (Marshall and Williams, 1973).
The largest majority of the tests are based on the introduction of a crack or notch in the
specimen. This is usually done by either inserting a sharp razor or causing fatigue cracking
through cyclic loading (ASTM-E399). The fracture toughness is then determined from the
critical stress at which fracture of the specimen is initiated, the size of the pre-induced
crack and a correction factor which accounts for the test geometry (Williams, 1977). The
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variation of the fracture toughness of PMMA with various test parameters is described
below.
Variation of the fracture toughness of PMMA with strain rate
Figure 3.7 shows the effect of quasi-static and dynamic loading conditions on the fracture
toughness of PMMA measured at room temperature (see also Table A-2).
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Figure 3.7 Effect of quasi-static and dynamic loading conditions on the fracture toughness of
PMMA at room temperature.
In general, the fracture toughness of PMMA increases with the strain rate. This is also
supported when the arithmetic averages of the quasi-static and dynamic values, as
calculated from the data in Table A-2, are compared (quasi-static average:
1.15±O.19MPa m1l2and dynamic average: 1.89±O.69MPa ml/2).
There is extensive evidence in the literature that supports the increase of the fracture
toughness of PMMA with strain rate (Green and Pratt, 1974; Hodgkinson and Williams,
1982; Cheng et al., 1990; Sahraoui and Lataillade, 1994; Rittel and Maigre, 1996). There
are workers who advocate that the fracture toughness of PMMA shows only a weak
dependence on strain rate (Marshall and Williams, 1973; Beguelin and Kausch, 1994).
Wada (1992) presents a collection of fracture toughness values over a range of loading
rates that covers almost 8 orders of magnitude. The data show that the fracture toughness
increases slightly in the loading rate range 10-2-1 MPa m112 s+, decreases appreciably in
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the range 103-104 MPa mIl2 s+, and then increases again as the loading rate goes above
104 MPa m 112 s-l. These data support the observation of Beguelin and Kausch (1994) that
the fracture toughness remains between 1.4 and 1.5 MPa m 112 as the test velocity in a
servohydraulic apparatus increases from 10-4to 10m s-l. Further possible explanations for
the trends reported in the literature are proposed in section 3.5.1.
Variation of the fracture toughness of PMMA with test method
The variation of fracture toughness with the test method is small for the same grade of
PMMA, as shown from the data in Table A-2 reported by Bauwens-Crowet (1973), Hill et
al. (1983), Hill et al. (1984), and Choi and Salem (1993).
Variation of the fracture toughness of PMMA with thickness
The compiled values of fracture toughness in Table A-2 can be plotted as a function of
specimen thickness, as shown in Fig. 3.8. The trend shown in the figure below may be
influenced by material grade and the interaction of notch length with the dimensions of the
specimen,
3r---------------~~--------------------------~~~==~I.Quasi-static loading I
I.Dynamic lOading :
••
•
2.5
•
!1E 2
:.
!.
!
~ 15
I
i
~ 1
I
• •
•
I
f
•• • •. ..-• • ••
0.5
o~------ -------- ---- ~
o 5 10 15 20 25
SpfIciII*I thlckn_ (mm)
Figure 3.8 Variation of the fracture toughness of PMMA with specimen thickness.
There is an appreciable scatter in the values of fracture toughness when measured using
thin specimens (about 3-6 mm). However, the quasi-static value of fracture toughness
appears to reach an asymptotic value of approximately 1MPa m 112, for specimens thicker
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than about 12 mm. It is worth noting that this value is not far from the dynamic value
reported for the 15 mm thick specimen (0.95 MPa m 1/2). Therefore, a tentative average
value of 1 MPa m 112 will be used for the calculation of the proportionality constant, a, of
the PMMA extrudates in Chapter 7. A trend qualitatively similar to that shown in Fig. 3.8
has been reported by Broek (1978).
The effect of the specimen thickness on the value of fracture toughness can be understood
by examining the stress state around a propagating crack. The thickness of a specimen
determines its stress state, i.e. whether plane stress or plane strain conditions prevail. This
is because the interaction of the stress field ahead of a crack with the physical boundaries
of the specimen can influence crack propagation. The ASTM E399-81 (1981) committee
suggests that plane strain conditions should be used for the measurement of fracture
toughness and recommends the following formula for the minimum specimen thickness:
T~2S(::r (3.1)
The fracture toughness is expected to vary with specimen thickness, only if the latter is
below the value estimated by Eqn. (3.1). Although Eqn. (3.1) was formulated originally
for metals, it has also been adopted to determine the critical thickness of polymeric
specimens for the measurement of fracture toughness under plain strain conditions
(Williams, 1977; Mallick, 1986). A study of the effect of specimen thickness on the
fracture toughness of PMMA was carried out by Mallick (1986) using single edge notched
specimens. He observed that the effect of specimen thickness on fracture toughness of
PMMA depends on the length of the pre-induced crack. For short cracks, fracture
toughness tends to increase with specimen thickness, while the reverse holds for long
cracks. This is in agreement with the experimental results of Hill et at. (1983) and Wada et
al. (1996), and the calculations of Wada (1992). Mallick (1986) showed that the specimen
thickness which makes the fracture toughness of PMMA independent of initial crack length
and thickness, i.e. a true material property, is approximately 12 mm. This is in agreement
with the trend depicted from Fig. 3.8. Furthermore, Mallick (1986) modified Eqn. (3.1)
based on his measurement of fracture toughness and a value of yield stress obtained from
the literature (72.9 MPa):
(3.2)
Surprisingly, Cotterell (1965) and Williams (1977) suggest that there is no appreciable
effect of the specimen thickness on the fracture behaviour of PMMA.
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3.4.1.4 The critical strain energy release rate ofPMMA
The determination of the stress for fracture initiation at high strain rates, that is required for
the measurement of the dynamic fracture toughness, is often complicated and ambiguous
(Plati and Williams, 1975; Beguelin and Kausch, 1994). This is due to difficulties
encountered in recording and analysing the output signal from the force transducer,
separating out undesirable frequencies and identifying the force corresponding to the onset
of fracture (Younan et al., 1987). In general, energy measurements are considered more
accurate and convenient than stress measurements. Therefore, the critical strain energy
release rate can be used as an alternative measure of the resistance of a material to crack
propagation. The most common types of test for this purpose are Charpy and Izod impact
tests which involve the bending of notched specimens when they are impacted by a
swinging pendulum+, The kinetic energy of the pendulum before and after impact can be
measured, and the energy required for fracture can be calculated from the energy balance.
The critical elastic energy release rate, Gc' can then be computed from the energy required
for fracture and the geometrical dimensions of the specimen by means of linear elastic
fracture mechanics (Marshall et af., 1973). Drop-weight impact tests are less common than
Izod and Charpy, and the velocity of a dead weight before and after impact is measured
with the use of laser-Doppler velocimetry (Hodgkinson et al., 1982). Values of the critical
strain energy release rate of PMMA have been collected from the literature and
summarised in Table A-3. The comparison between the quasi-static and dynamic values
shows that Gc increases with strain rate.
The critical strain energy release rate can also be calculated from values of the intrinsic
surface energy, ,,(,provided that linear elastic fracture mechanics can describe the fracture
behaviour of the test material. In this case:
(3.3)
The determination of"( is usually based on theoretical calculations of the energy required to
break primary and secondary bonds. Ericson and Lindberg (1996) cite values of the
intrinsic surface energy which lie in the range 0.039-0.041 J m-2' for the breakage of
secondary bonds and up to 1 J m-2 for the breakage of primary covalent bonds. These
values are approximately four orders of magnitude smaller than the experimental values of
the critical strain energy release rate. This is because energy dissipation mechanisms
4The primary differences between the Charpy and Izod impact tests lie in the method of specimen support
and the point of contact of the pendulum with the specimen. In the Charpy test, the specimen is subjected to
three point bending, while the test configuration of the Izod test is cantilever bending. Plati and Williams
(1975) suggested that very good agreement is usually achieved between the results of the two tests, except
for highly ductile materials.
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through plastic deformation limit the applicability of Eqn. (3.3). Thus, the practical
significance of the values of Gc that are based on the intrinsic surface energy is limited.
3.4.2 Properties of porous silica
The physical properties of the three samples of porous silica were supplied by the
manufacturers, while the mechanical properties were measured (Ghadiri et al., 1995) and
are shown in Table 3.2.
Table 3.2 Physical and mechanical properties of the porous silica catalyst carriers.
Material PSI PS2 PS3
Bulk density 380 380 400
(kg m-3)
Specific surface area 3070 3650 3200
(m2 kg"I)
Specific pore volume 1.05 1.06 l.IO
(/10-3 m3 kg"I)
Minimum pore diameter 10.1 8.4 13.0
(om)
Average pore diameter 18 12 -/-
(nm)
Hardness -/- -/- 0.39
(GPa)
Fracture toughness -1- -/- 0.22
(MPa mIll)
The physical properties of the three types of porous silica are very similar with the
exception of the specific surface area. The hardness and fracture toughness of PS3 were
measured by indentation fracture. The application of indentation fracture to measure the
mechanical properties of small particles has already been established (Pharr et al., 1993;
Arteaga et al., 1995; Stevenson and Hutchings, 1996). The hardness ofPS3 was measured
by loading a Vickers indenter on a smooth part of the surface of the particles at a crosshead
speed ofO.05 mm mirr! (Ghadiri et al., 1996). Equation (3.4) was used to calculate the
hardness,H, from the length of the diagonals of the impression, dz:
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P
H= 1.8543-]
d,
where P is the applied load. The value of hardness is shown in Table 3.2. When the load
exceeded approximately 2 N, radial cracks were formed in the PS3 particles. These were
used to determine the fracture toughness. It has been shown that the indentation fracture
toughness is related to the applied load, P, and length of the radial cracks, cr' according to
the following formula:
(3.4)
(3.5)
where <; is a function of material properties and indenter geometry (Lawn et al., 1980).
Ghadiri et al. (1996) confirmed that Eqn. (3.5) was applicable to the PS3 particles. The
proportionality constant <; can be calculated from the analysis of Anstis et al. (1981), and
Eqn. (3.5) becomes:
( E)If2( P)Kc=O.OJ6- 3TiH er (3.6)
where E is the Young's modulus. The latter was taken equal to 44.3 GPa, as reported by
Kenter (1992) for a type of silica with mechanical properties very similar to those of PS3.
The estimated value of fracture toughness of PS3, based on Eqn. (3.6), is shown in Table
3.2.
3.5 Discussion
The effect of strain rate on the material properties and failure mode of PMMA and PS3 are
discussed in the following sections.
3.5.1 Effect of strain rate on the failure mode of PMMA
Size effects determine the failure mode and the transition from one mode to another, as
discussed in section 2.2.4. The critical size depends on the fracture toughness and yield
stress. Therefore, the effect of strain rate on the failure mode of PMMA depends
ultimately on the effect of strain rate on yield stress and fracture toughness.
The increase of the yield stress of PMMA with the strain rate is well established.
However, the increase of fracture toughness of PMMA with strain rate is not thoroughly
understood and several reasons have been proposed for justifying such a trend. Thermal
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effects during deformation and crack propagation in PMMA have mainly been held
responsible for the increase of fracture toughness with the strain rate. Crack propagation is
accompanied by heat generation at the crack tip. The amount of generated heat depends on
the crack speed and ultimately the strain rate. Uniaxial compression tests of PMMA at
room temperature and various strain rates have shown that isothermal conditions prevail at
the surface of the specimen only at strain rates as low as 10-3 s-1 (Arruda et al., 1995).
However, heating under almost adiabatic conditions prevails at a strain rate of 10-1 s-1
(Arruda et al., 1995). Typical strain rates under impact are in the order of 103-104 s+,
hence resulting in an appreciable crack speed and consequently a substantial temperature
rise at the crack tip. For example, impact of a PMMA block with a falling weight at a
speed of 3 m s-1 produces a crack speed in the order of 220±40 m s-1 and a concomitant
temperature at the tip of the propagating crack which is about 530±50 °C (Swallowe et al.,
1984). This temperature is well above the melting point of PMMA, hence the generated
heat causes softening of the material and subsequent crack blunting (Hodgkinson and
Williams, 1982). In turn, this leads to an increase of fracture toughness, because the stress
required to propagate a blunt crack is much higher than that required for a sharp crack.
An alternative explanation for the increase of the fracture toughness of PMMA with strain
rate was offered by Sharon et al. (1996). Energy dissipation in dynamic fracture is due to a
sharp transition from a single propagating crack to an ensemble of cracks branching out
from the main crack. The transition occurs at a critical crack velocity which for PMMA is
approximately 671 m s-1 (Cotterell, 1965). It is estimated that the microbranches create a
fracture surface which is nearly an order of magnitude larger than that of smooth cracks
(Sharon et al., 1996). Finally, the increase of the fracture surface roughness with crack
velocity (Cotterell, 1965) might be considered as another reason for the increase of fracture
toughness of PMMA with the strain rate.
The effect of strain rate on the failure mode of PMMA was demonstrated by loading
PMMA blocks (40 mm x 30 mm x 25.4 mm) under quasi-static and impact conditions
using a conical stainless steel indenter (Ghadiri and Papadopoulos, 1995). The apex angle
of the indenter was 30°, and the tip diameter was 2 mm. The impact was carried out at a
velocity of 19.7 m s-1 using an air gun. An approximate estimate of the maximum load
that corresponds to the impact velocity of 19.7 m s-1 can be obtained using the analysis of
Wiederhorn and Lawn (1979) for the impact of sharp indenters on rigid surfaces. The
maximum load on impact, Pmax' can be obtained from Eqn. (3.7):
(3.7)
83
where Cl) is a shape factor (equal to 1 for conical indenters), H is the hardness, Mind is the
mass of the indenter, '" is half the apex angle of the indenter, and U is the impact velocity
of the indenter. If the quasi-static value of hardness is used, the maximum impact load
becomes equal to approximately 734 N. The quasi-static loading was carried out at a
crosshead speed of 0.05 mm min-I, and the maximum applied load (4.8 kN) was
approximately seven times higher than that of the impact loading. Figure 3.9 shows the
results of the quasi-static and impact loading.
The quasi-statically loaded specimen exhibits extensive plastic deformation with numerous
crazes emanating radially from the impression site, as shown in Fig. 3.9a. However, the
impacted specimen shows extensive plastic deformation in the form of crazes and four
radial cracks spreading outwards from the impression site. This indicates clearly that a
transition from elastic-plastic deformation to elastic-plastic fracture (upper type transition)
occurs as the strain rate increases. Thus, the value of the critical size for fracture initiation,
rei' decreases with an increase in strain rate.
The effect of strain rate on the fracture behaviour of PMMA should also be investigated
with respect to crack propagation. This is because the measurement of fracture toughness
(at least under quasi-static loading) is influenced by the conditions of crack propagation
rather than crack initiation. Stalder and Kausch (1985) performed quasi-static three point
bending and Charpy impact tests at strain rates of 0.78 and 90 s+, respectively, and
measured the critical size of the craze (plastic zone) for crack propagation. They found that
the critical size, rep' decreases from 0.4 (quasi-static) to 0.1 mm (impact). Therefore, an
increase in strain rate results in a reduction of the critical size of the plastic zone required
for crack propagation.
The trends of rci and rep show clearly that fracture initiation and propagation are facilitated
as strain rate increases. This implies that:
dr: dr
ziss. <0 and _.:J!... <0
de de (3.8)
where e is the strain rate. If rei and rep are replaced by Eqns. (2.3) and (2.8a),
respectively, then the conditions expressed by Eqn. (3.8) become:
dKc K =.(1 --< --
y de c de (3.9)
The increase of the yield stress with strain rate implies that the right side of Eqn. (3.9) is
always positive. Equation (3.9) shows that the increase of the fracture toughness of
PMMA with the strain rate does not contradict the observed reduction of rei and rcp:
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(a)
(b)
Figure 3.9 Optical micrographs of the indented PMMA specimens. a) Quasi-static loading at
4.8 kN b) Impact loading at approximately 734 N.
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However, based on Eqn. (3.9) and the experimental evidence, it is proposed that the
increase of the fracture toughness ofPMMA with the strain rate is insufficient to influence
the propensity of PMMA to initiate and propagate cracks under impact conditions more
easily than under quasi-static ones.
3.5.2 Effect of strain rate on the failure behaviour of porous silica
The determination of the hardness and fracture toughness of PS3 by indentation fracture
was carried out under quasi-static conditions. The variation of these mechanical properties
with the strain rate needs further investigation. In general, the response of porous ceramic
materials to applied stress is the result of the mechanical properties of the matrix
influenced by the appreciable compliance exhibited by the pores. Experimental evidence
suggests that the effect of strain rate on the failure of ceramic materials is small (Lawn and
Wilshaw, 1975; Shipway and Hutchings, 1993a, 1993c). However, there is only a limited
amount of work on the variation of mechanical properties of highly porous ceramics with
the strain rate (Rajendran and Dandekar, 1995). Due to the limited amount of data, the
quasi-static values of hardness and fracture toughness will be used for the interpretation of
the impact breakage of the porous silica beads.
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3.6 Conclusions
Materials from three broad categories, i.e. glassy polymers, ionic crystals and ceramic
porous materials, were selected for single particle impact testing. The selection criterion
considered aspects pertinent to the scientific potential and industrial interest in the test
materials.
The mechanical properties of the test materials need to be known or measured in order to
enable the understanding and prediction of particle breakage. Microscopic examination of
the test materials showed pre-induced cracks and surface anomalies that rendered the
mechanical characterisation of the porous particles PS1 and PS2 and ammonium nitrate
prills difficult. The hardness of the PMMA extrudates was measured by quasi-static
indentation, while the measurement of the fracture toughness was difficult due to the small
size of the extrudates. Therefore, the fracture toughness of PMMA was obtained from the
literature.
The effect of strain rate, test method and specimen thickness on the fracture toughness of
PMMA was considered to ensure that the selected value of fracture toughness represents
the breakage conditions prevailing in an impact test. It was shown that the fracture
toughness reaches an asymptotic value (=1.0 MPa mIl2) as the thickness of the specimen
increases. This value is considered as a true material property, and it is used here.
Evidence in the literature suggests that the fracture toughness of PMMA increases with
strain rate. Nevertheless, the critical size for the transition from elastic-plastic deformation
to elastic-plastic fracture decreases as the loading rate increases from quasi-static to impact.
The latter observation holds for the conditions of crack initiation and propagation.
Therefore, PMMA becomes more brittle as the strain rate increases, despite the
concomitant increase of fracture toughness.
The hardness and fracture toughness of the spherical porous silica particles (PS3) were
measured by means of indentation fracture mechanics. Ghadiri et al. (1996) showed that
the applied load is related linearly to the parameter C;/2, and therefore the small size and
the porosity of the particles do not impede the application of indentation fracture
mechanics for the mechanical characterisation of the PS3 particles.
The evaluation of the mechanical properties of the PMMA extrudates and the PS3 porous
particles will be used to assess the validity of predictive models of particle breakage, as
will be seen in Chapter 7.
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CHAPTER4
OBSERVATION OF PARTICLE BREAKAGE
UNDER IMPACT
4.1 Introduction
The modelling of particle breakage requires identification of the failure pattern. This
involves the interpretation of the observed fracture patterns with reference to standard
crack morphologies (see Chapter 2). This chapter is focused on the identification of the
failure mode and constituent breakage mechanisms of the test materials on a single impact.
The observation is carried out during and after impact. In the first case, the impact event is
captured using high-speed recording techniques. In the second case, the morphology of the
damage of the recovered particles after impact is observed using scanning electron
microscopy (SEM) and/or reflected light microscopy (RLM).
The equipment for the single particle impacts has previously been developed by Yuregir et
al. (1986, 1987) and has been used in this work. Details of the apparatus are given in
section 4.2. The high-speed recording of the single particle impacts was performed by
means of a high-speed photographic camera and more recently by a high-speed digital
video camera. The description of the operation and set-up of these facilities are given in
section 4.3. The description and discussion of particle impact damage are presented in
sections 4.4 and 4.5, respectively.
4.2 The impact test apparatus
A schematic illustration of the impact test apparatus is shown in Fig. 4.1. The inlet of the
apparatus consists of a brass eductor which is mounted at the top. A line of compressed air
is connected near the input of the eductor, which provides the air flow that accelerates the
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particles to the required velocity. The compressed air is forced to pass through a highly
porous sintered brass plate which is used to straighten the air flow in the tube. The eductor
is designed in such a way that a slight vacuum is produced by the Venturi effect at the
inlet, hence the resulting air flow entrains the particles into the accelerating tube. The
accelerating tube is made of glass, its internal diameter is 20 mm and its length is 1m. The
input of the tube is connected close to the outlet of the eductor, and its exit is
approximately 30 mm away from the target.
Co.pn:aed air be --I~~
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Figure4.1 Schematic illustration of the impact test apparatus.
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The target is round, 25 mm in diameter and usually 6 mm thick, and it is supported on a
piezo-electric force transducer (Kistler 9601) which is used to detect the impact event. The
target and the piezo-electric transducer are mounted on a rigid anvil which is supported by
long bolts from the housing of the tube. The target material is sapphire, glass or stainless
steel, depending on the application and the impacting material. The selection of the target
material is such that it is significantly stiffer and harder than the test material. For
example, the Young's modulus of sapphire (430 GPa), stainless steel (190-200 GPa) and
glass (ca. 94 GPa) are much higher than those of PMMA (3.4 GPa) and PS3 beads
(44 GPa). Hutchings (1992b) suggests that a particle can scratch the target when the
hardness of the particle (Hp) is higher than approximately 1.2 times the hardness of the
target surface (Ht). The selection of the target material here ensures that H, / Hp ~ 1.2.
The particle velocity is measured before impact by means of a set of parallel photo-diodes.
The vertical distance between the photo-diodes is 28 mm. The photo-diodes sense the
passage of the particles, from which the time of flight and hence the impact velocity can be
determined. The time of flight is measured and displayed in a purpose-built digital
counter. The impact velocity can be controlled by adjusting the air flow through the
accelerating tube. The set-up and operation of the impact test apparatus are slightly
modified when the breakage of particulate solids is to be quantified. In this case, a Perspex
collection chamber is adapted at the bottom of the rig, as described in section 5.2.1.
4.3 High-speed recording of single particle impacts
High-speed recording is commonly used in the analysis of fast motion In industrial
machinery (e.g. high-speed metal forming), military (e.g. ballistics and explosives),
aerospace as well as film industry. High-speed recording can involve either photography,
where the image is printed on a film, or alternatively video recording, where the image is
stored in a dynamic memory and can be reproduced on a video tape.
Various aspects of high-speed photography have been reviewed by Lunn (1981) and Field
(1982). High-speed photography has been applied to the analysis of impact damage to
provide qualitative as well as quantitative information. Crack propagation in glass (Bourne
et al., 1994) and the displacement field around the crack tip in PMMA (Hu et al., 1984)
have been visualised by the use of high-speed photography. Measurements of the contact
time, dynamic hardness (Chaudhri et al., 1981) and stress intensity factor (Hu et al., 1984)
have also been reported. Relevant to surface damage are the observations of the erosion of
polypropylene by a stream of particles (Walley and Field, 1987). Particle damage of ionic
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crystals (Yuregir et al., 1986, 1987; Cleaver et al., 1993; Zhang, 1994) and agglomerates
(Mullier et al., 1991;Ning et al., 1997a, Ghadiri et al., 1997b) on impact with a rigid target
has also been reported.
The application of high-speed video recording in the investigation of fracture phenomena
in solids is relatively recent. Mindens (1995) used a high-speed video camera to determine
crack velocities in concrete subjected to impact loading. The technique can provide
abundant qualitative information about fracture patterns associated with material properties
and impact conditions. Measurement of the contact time or the rebound velocity can also
be attempted provided that the recording rate is sufficiently fast to provide full details of
the actual impact.
4.3.1 High-speed photography
High-speed photographs of the impact event were taken using an Imacon 790 image
converter camera. This camera is manufactured by Hadland Photonics, Bovington, and it
was provided on loan by the Engineering and Physical Sciences Research Council
(EPSRC). The image is focused by the use of a suitable lens on a sensitive photo-cathode
which releases electrons. A series of deflector and shutter plates move the electron beam
to different parts of a phosphor screen, where the electron beam is converted back to a light
beam. In this way, a set of frames is created on the screen, and the event is eventually
recorded on a sensitive stationary film behind the screen. The camera can produce a
sequence of 6 to 16 frames of an event at a recording rate up to 2x 107 frames per second
(fps). Eight consecutive frames were recorded in all the applications in this work in the
format shown in Table 4.1. An ideal photograph should show the particle approaching the
target in the first frame, and then the particle leaving the target in the eighth frame. This
requires a suitable selection of the recording rate as well as an efficient experimental set-up
which ensures synchronisation of the camera with the impact event. The recording rate can
be selected from a number of plug-in units which accompany the camera. For the selection
of the recording rate, the impact velocity as well as the size and material properties of the
particle, which influence its rebound velocity, have to be considered. A recording rate of
105 fps was sufficient for most applications. Impacts at very low velocities were
sometimes recorded at 2x 104 fps. The event is printed on a Polaroid instant black and
white film (type 667, ISO 3000/36°) which allowed the results to be examined
immediately.
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Table 4.1 The sequence of exposure in a high-speed photograph.
2 4 6 8
1 3 5 7
4.3.2 Experimental set-up and procedure
Yuregir et al. (1986, 1987) pioneered the use of the Imacon 790 for the observation of the
breakage mechanisms of sodium chloride crystals. The camera is brought close to the
target and is focused using a stationary particle, so that the particle appears in full in the
middle of the viewer's screen. The illumination at this stage is by a low power continuous
light. The lenses and the camera are locked in the focus position, and the camera is
switched to the operation mode when photographs are to be taken.
A schematic diagram of the experimental set-up is shown in Fig. 4.2. A time sequencer
and an oscilloscope are employed to facilitate the synchronisation of the triggering of the
shutter of the camera with the impact event. The illumination of the impact event is
provided by three flash heads, approximately 50 W each, connected in series. The duration
of the illumination provided by the flash heads is approximately 2 ms, with the peak
intensity of the light at about 1 ms after the triggering of the first flash head. Hence, the
photographs must ideally be taken 1 ms after the triggering of the first flash head.
, -------- j._ --. ··-1 '!::l. =::::S:::::::::'::::::J
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Figure 4.2 Schematic illustration of the experimental set-up for high-speed photography.
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The point of reference for the synchronisation of triggering of the equipment with the
impact event is the signal emitted from the digital display counter, after the particle
intersects the second beam of light. This signal is introduced into one of the channels of
the time sequencer. A certain delay is then imposed to allow the particle sufficient time to
approach the target. This delay has been predetermined by trial and error. The flash heads
are then triggered, and after approximately 1 ms, the time sequencer is set to trigger the
shutter of the camera. The oscilloscope is used to provide feedback on the success of the
synchronisation of the various instruments with respect to the actual impact event. The
oscilloscope receives signals from the digital display counter, the piezo-electric force
transducer, the time sequencer and the Imacon itself. The actual impact is detected in the
screen of the oscilloscope as a sharp peak, and hence the time of triggering of the camera
with respect to the impact event can be identified. This can be known to a precision of
10 us when the first frame of each photograph was taken with respect to the impact event.
For each recording, a particle is introduced manually at the inlet of the eductor of the
experimental apparatus. The particle is accelerated to the required velocity by means of the
air flow in the tube, which has been adjusted in advance. The particle impacts on a target
positioned downstream of the tube exit.
4.3.3 Experimental conditions
The impact velocity range for testing of each individual material was chosen so that
chipping and fragmentation could clearly be observed. Table 4.2 summarises the
experimental conditions of the test materials.
Table 4.2 Summary of the experimental conditions of the test materials.
Identity of material Test velocity range High-speed
(m s-l) recording technique
PMMA 16-100 Photography
Ammonium nitrate 4t_30 Video
Molecular sieves 4t_20 Video
Porous silica (PS3) 4t_SO Video
tCorresponds to the free fall velocity from 1m height.
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4.3.4 Observation of particle failure under impact using Imacon 790
A selection of the high-speed photographs of the single impacts of the PMMA extrudates is
presented in Fig. 4.3. The recording rate for all the photographs is 105 fps. The exposure
time of each frame is 2 J..lS and the interframe delay is 8 us. The impact conditions for each
photograph are summarised in Table 4.3.
Minute damage is observed at approximately 26 m s-l, as plate 1 shows. The first frame of
this plate shows a particle approaching the target at an impact velocity of 25.8 m s+.
Contact with the target is shown in the third frame, and then the particle departs gradually
as shown in the following five frames. Only minute damage can be seen in the third frame.
Observation of a large number of high-speed photographs shows that chipping does not
occur at velocities below 25 m s-I. Below this velocity particles deform plastically, but
this type of failure cannot be easily detected with the current experimental set-up. Based
on the observation of many high-speed photographs, the critical velocity for the transition
from plastic deformation to chipping, Upd-ch, for the 2.36-2.80 mm PMMA extrudates
appears to be approximately 25 m s+.
Chipping occurs inconsistently at impact velocities in the range 25-30 m s+, For example,
plates 2 and 3 show edge-on and face-on impacts without chipping at 28.5 m s-1 and
27.9 m s-l, respectively. On the other hand, chipping is observed to a very limited extent
in plates 4, 5 and 6 at 27.2 m s+, 28.7 m s-1 and 30.5 m s-I, respectively. Plate 6 clearly
indicates the sequence of the failure mechanism operative at this velocity range. A sharp
comer (frame I) gets deformed (frame 2) and during unloading fine particles are produced
(frames 3 and 4). The impact comer remains flat after the particle leaves the target (frames
5 to 8). Chipping occurs consistently in the velocity range 30-90 m s-l, but not in
appreciable amounts, as seen in plates 6-11.
Two remarks can be made from the observation of the high-speed photographs in this
velocity range. First, there is an increase in the amount of chips produced as the impact
velocity is increased. Second, the damage depends significantly on particle orientation on
impact. The latter is demonstrated in plates 10 and 11. These plates show the damage
caused after comer- and edge-on impacts at 69.1 m s-1 and 69.8 m s-l, respectively. The
comer-on impact produces some chipping, while the edge-on impact does not show the
presence of any sizeable debris. This observation is anticipated due to the significantly
larger load bearing area in the case of edge-on impacts. Examination of more high-speed
photographs, which are not presented here, shows the same trend. The effect of the impact
velocity on the size of the debris is best demonstrated in plates 8 and 12, which show edge-
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on impacts at 39.5 m s-1 and 88.3 m s+, respectively. The debris shown in plate 8 is in the
form of thin platelets, while that shown in plate 12 is a massive piece, as illustrated in the
second frame of the photograph. Nevertheless, it is considered that both types of debris
were produced by the same mechanism.
Particle damage becomes very extensive in the velocity range 90-100 m s+, as shown in
plates 13-16. Plate 13 (the first frame is missing) shows a corner-on impact at 90.3 m s+,
which leads to extensive chipping. The bright region around the contact point on the
fourth frame is mainly due to the formation of a heavily deformed (crazed) region around
the impact site, as has been seen by optical examination after impact. The large depth of
the plastic zone created around the impact comer leads to chip detachment, as shown in
frames six to eight of plate 13.
Plates 14 and 15 show face-on impacts at velocities of 94.3 m s-1 and 95.6 m s+,
respectively. The impacts have produced cracks which propagate almost perpendicularly
to the target and split the particles into a small number of large fragments that are
comparable in size with the original particle. Chips can be seen coming from the comers
(frame 1 of plate 14) or the fracture surface (plate 15) of the particles. These are typical
demonstrations of the fragmentation mechanism. A comparison between plates 13 and 14
shows the effect of orientation on impact damage: corner-on impacts lead to chipping,
while face-on impacts at approximately the same velocity lead to fragmentation.
Nevertheless, there is a critical velocity above which fragmentation of the particles occurs
irrespective of impact orientation. This is demonstrated in plate 16 where a corner- or
edge-on impact at 97.2 m s-1 produces diagonal cracks sufficiently long to split the particle
into two main large fragments. High-speed observations of many more impacts, not shown
here, indicate that the transition velocity from chipping to fragmentation for the particle
size tested here lies close to 90 m s-l. The following table provides a summary of the
above observations, while a detailed discussion of the fracture patterns is given in section
4.5.2.
Alternative techniques to observe the impact damage of particulate solids were sought in
order to overcome a number of difficulties associated with the application of high-speed
photography. A detailed account of the difficulties faced in the process is given in section
4.5.1. High-speed imaging using a digital video camera appeared to be a suitable
alternative to high-speed photography, and this is discussed in the following.
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Table 4.3 Summary oj the observations oj the impact damage oj the PMMA extrudates.
Plate number Impact velocity Triggering time with Observation
(m s-l) respect to the impact event
(J..Ls)
1 25.8 80 before Limited chipping
2 28.5 30 after Plastic deformation
3 27.9 10 after Plastic deformation
4 27.2 20 before Limited chipping
5 28.7 20 before Limited chipping
6 30.5 10 before Limited chipping
7 36.6 1 after Limited chipping
8 39.5 20 after Chipping
9 54.5 40 before Chipping
10 69.1 20 before Chipping
11 69.8 20 before Limited chipping
12 88.3 Right on impact Chipping
13 90.3 30 before Chipping
14 94.3 10 after Fragmentation
15 95.6 20 after Fragmentation
16 97.2 10 after Fragmentation
4.3.5 High-speed digital video recording
A Kodak Ektapro high-speed digital motion analyser has been employed for recording the
impact event (Kodak Electronic Vision Systems, Hemel Hempstead). The system consists
of a Kodak Ektapro HS Motion Analyser (model 4540) mounted on a tripod, a processor
and a keypad. The motion analyser is accompanied by a monitor in which the video
images are displayed, and a video recorder for storing selected images on a videotape.
The image processor has a dynamic memory with a storage capacity of 3,072 full frames of
256x256 pixels, which correspond approximately to a memory of 192 MB. The recording
rate of the imager can vary from 30 to 40,500 fps. This means that the number of frames
that can be stored in the dynamic memory increases with the recording rate of the imager.
However, the increase in the recording rate occurs at the expense of the viewing area of the
imager. Hence, the recording rate determines the format of the displayed video image and
the total exposure time. For example, a full frame is displayed if the rate is between 30 and
4,500 fps. If the rate is increased, then only a segment of the frame is shown, which
becomes smaller as the recording rate increases. A recording speed of 27,000 fps has been
sufficient for most of the current applications. At this speed, the image is displayed in a
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frame with an area equal to half of the original one. A speed of 40,500 fps is used if the
impact or the rebound velocity of the particle is high. The area of the image frame at this
speed is one sixth of the original one. The advantage of increasing the frame rate is that the
total number of frames increases, albeit they are smaller in size, so that the total recording
time is never less than 1.23 s.
4.3.6 Experimental set-up and procedure
The synchronisation of the motion analyser with the impact event may require two input
signals, one for the start of recording and one for its end, depending on the selected
recording mode. Between these two signals, the recorder stores images in its on-board
memory at a set recording rate. If the interval between the two signals is larger than the
total exposure time corresponding to the selected recording rate, the dynamic memory is
filled with images which overwrite any previous ones.
The start of recording is usually done manually. The motion analyser is connected to a
time sequencer which imposes a set delay and then triggers the video processor off, and
stops the recording. The selection of the delay is such that most of the recording time is
assigned to the rebound of the particle, so that the crack propagation occurring after impact
(unloading stage) can be observed. The illumination of the impact event is carried out by
means of two 50 mm halogen lamps, 50 W each, which provide a continuous light.
Once the recording has been made, the image sequence is played back to select only the
frames of interest. These frames are selected using the keypad and subsequently recorded
on a videotape using a standard VHS video recorder. The display rate of the replay can
vary from 2 to 25 fps. The selected sequence of images is played repeatedly at different
display rates to obtain the details of fracture.
A digital image analysis system has been used for processing the high-speed video images.
The system is PC-based and equipped with a state-of-the-art frame grabber board, capable
of grabbing 75 full colour images per second at 1KB x 1K.B resolution, using Optimas 6.1
image processing software (Data Cell Ltd, Maidenhead). The images are then downloaded
in a computer and subsequently digitised so that they can be imported in a file or printed
using a high resolution printer. Processing of the images can be pursued, using appropriate
filters which are included in the image analysis system, with the aim to improve the
contrast and the brightness of the image, or even to eliminate defects coming from the
videotape or the illumination.
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4.3.7 Observation of particle failure under impact using Kodak Ektapro 4540
The observations of the dependence of the fracture patterns of the test materials on impact
velocity are given in the following.
Molecular sieves Single impacts of this material at the free fall velocity, which in this
case is about 4.4 m s-l, produce no visible damage. There is only dust removal from the
surface of the particles which might be physically adhered to' the surface. This type of
behaviour prevails systematically at impact velocities up to approximately 7 m s+, Above
this velocity sizeable chips are removed from the bottom and sides of the particles. Figure
4.4 shows a typical case of chipping in a sequence of five frames. The particle is in
contact with the target in the first frame. The thin platelets, which can be seen from the
second frame onwards, are typical chips which .have been formed very close to' and at a
shallow angle with the contact area. Observation of a large number of impacts indicate
that the impact velocity at which chipping DCCurSconsistently is approximately 10 m s+.
Figure 4.4 Chipping ofa molecular sieve bead at 7.3 m sl .
The degree of chipping becomes more extensive at impact velocities clDse to 11 m s+,
where a major part of the particles is being removed. The mechanism of chipping can be
seen clearJy in Fig. 4.5.
Figure 4.5 Chipping of a molecular sieve bead at 10.2 m s:l.
The second frame shows the partic.le soon after the contact with the target. The
propagation of symmetrical cracks alongside the particle and at an angle with the contact
area can be seen in the second and third frames. As the particle rebounds, the cracks Jead
to' extensive chipping. A relatively large chip is removed from the back of the particle, as
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seen in the fifth frame of Fig. 4.5. This implies that chipping is fairly symmetrical around
the contact area of the particle.
The fragmentation process of the molecular sieve beads is clearly shown in Fig. 4.6. The
far Jeft frame shows the particle in contact with the target The other frames show the
formation of four nearly symmetrical orange segments and extensive chipping around the
contact area (see frame 5). The high-speed video recordings showed that the critical
velocity for the transition from chipping to fragmentation of this material is approximately
12 ms-I.
Figure 4.6 Fragmentation of a molecular sieve bead at 19.4 m «l .
Ammonium nitrate The lowest test velocity of this sample is about 4.2 m s+, which is
the free fall velocity from approximately 1 m height. No visible damage can be identified
at this velocity. The onset of particle damage is slightly above 15 m s+, This is
considered the critical velocity for the transition from plastic deformation to chipping.
Chipping does not occur consistently at about 15 m s-l, and this might be indicative of a
wide distribution in particle strength. At impact velocities slightly higher than 15 m s+,
chipping is mainly the result of the crushing of surface protuberances of irregular particles,
as shown in Fig. 4.7.
Figure 4.7 Chipping of an ammonium nitrate prill at 16.4 m s:l .
The particle approaches and makes contact with the target in the first and second frames,
respectively. The protuberance is crushed in the third frame and small chips are coming
off, as the particJe Jeaves the target in the fourth and fifth frames. Impacts on a flat area
produce only minute damage even at 18 m s+. Fragmentation occurs consistently at impact
velocities above 19 m s-l, which is considered the critical velocity for the transition from
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chipping to fragmentation based on many impact observations. The fragmentation patterns
can be classified in two types as shownin Pigs. 4.8 and 4.9.
Figure 4.8 Fragmentation of an ammonium nitrate prill at 22. 7 m s-l.
Figure 4.8 ShDWSa particle split into two approximately equal fragments after a meridian
fracture at 22.7 m s-l. The fracture is usually planar, i.e. it creates tWQalmost flat fracture
surfaces, accompanied by chipping. The crack in Fig. 4.8 has intersected an internal cavity
that can be seen in the last three frames of the sequence. A. further discussion of the latter
observation .is given in section 4.4.2.
As the impact velocity increases above approximately 23 m s+, fragmentation becomes
more extensive, producing more fragments and chips, as seen in Fig. 4.9.
Figure 4.9 Fragmentation of an ammonium nitrate prill at 23.8 m sl,
The original particle impacts on a relatively flat area, thus forming a large contact area
with the target Multiple meridian fracture Jeads to three Iarge fragments that resembJe
orange segments, as seen in the second, third and fourth frames of Fig. 4.9. The fifth frame
of Pig. 4.9 shQWSthe production of numerous fine chips from the fracture surfaces . It is
typical of the fragmentation pattern at this velocity to gi.ve rise to three .or four large
fragments accompanied by extensive chipping. An increase of the impact velocity above
25 m s-1 leads tD particle shattering into fragments of a wide size distribution.
Porous silica 3 Damage .of the PS3 particles occurs consistently above approximately
30 m s-l. Chipping is manifested by the detachment of thin platelets from the bottom
and!or the sides close to the contact area of the particle, as shown in Figs. 4.10 and 4.11 at
34.4 and 43.6 m s+, respectively.
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Figure 4.10 Chipping of a PS3 bead at 34.4 m s:l.
Figure 4.10 shows that the chipping of the particle occurs by the formation of a few
relatively large platelets forming from both sides of the contact area. Most of the original
particJeremains unbroken (mother particle).
Figure 4.11 Chipping ofa PS3 bead at 43.6 m s-l.
Chipping at reJativeJy high impact velocities .is by the formation of numerous pJate.1ets
whose size is small compared to the size of the mother particle, as seen in Fig. 4.11.
Further Iight on the failure mode of this material .isshed by the microscopic observation of
the damage induced after a single impact, as presented insection 4.5.2.
The fragmentation of the PS3 beads is manifested by the splitting of the mother particle
into fragments, as shown in Fig. 4.12.
Figure 4.12 Fragmentation of a PS3 bead at 38.4 m s-l.
The original particle is split by meridian fracture into two main fragments and an area of
fineJy broken materia.1cJose to the impact site. The main fragments are symmetrica.1with
respect to the vertical meridian plane of the particle, as shown in the fourth and fifth
frames of Fig. 4.J2. Fine chips can be seen coming off the contact area of the particle. As
fragmentation proceeds, chips are coming from the fracture surf.aces of the large
fragments.
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Extensive fragmentation (shattering) occurs at impact velocities higher than approximately
45 m s+, as illustrated in Fig. 4.13.
Figure 4.13 Extensive fragmentation (shattering) of a PS3 bead at 48.9 m s-1.
The damage at this impact velocity is by a combination of meridian and oblique fractures
and leads to. a product with a wide size distribution, Breakage at high impact velocities
does not facilitate the elucidation of the failure rnode of the test materials, and therefore it
was not pursued further.
4.4 Microscopic observation of impact damage
The morphology of the damage at different impact velocities for a single impact was
observed by scanning electron and reflected light microscopies. Only particles that were
.initially .intact, i.e. without surface defects, pre-existing cracks or deformed corners and
edges, were selected.
Poly-methylmethacrylate The damage morphology of the PMMA extrudates at relatively
low impact vel ociti es .is shown in Fig, 4.J 4.
A single impact of a PMMA cube at 17.8 m s-1 has produced a flattening of the corner and
a slight pile-up around the impact site, as indicated by the arrow. These are characteristic
features of pJastic deformation, The cavity shown on the Jeft side o.f the impact site could
be the result of rupture o.fthe material due to. extensive plastic deformation o.rdevelopment
of tensile stresses. Chipping was not observedin this particle,
The presence o.f lateral cracks in the impacted samples of PMMA extrudates can be used as
a manifestation of the failure rnode of this material. Figure 4.1 5 .is a top view of a corner of
a PMMA extrudate impacted once at 25.9 m s-l. A lateral crack can be seen intersecting
the face in view, just underneath the impact site. The presence of the lateral crack provides
evidence that the PMMA extrudates fail by the semi-brittle mode. The length of the crack
determines the dimension of the chip which has not yet been detached, because the crack
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has not reached the other edge of the particle. Two chips nearby the impact site are also
about to be detached, possibly on subsequent impacts.
Pile-up
Figure 4.14 Plastic deformation ofa corner ofa PMMA cube at 17.8 m «l.
Figure 4.15 Lateral crack formauon in PMMA after a single impact at 25.9 m «l .
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Figure 4.16 illustrates the mechanism of retention of the chips in PMMA. The impact site
in Fig, 4.16 Js the same as that shown in Fig. 4J 5, but the photograph is taken from a
different angle of view. Fibrils and stretched ligaments are the main features of the impact
site, and they are responsible for the retention of chips. The white features shown in Fig.
4.16 are known as crazes and are evidence of plastic deformation in gtassy polymers.
Crazes are regions of spongy pJastically deformed material and form onJy under localised
tensile stresses. They consist of oriented fibrils, 200-400 A in diameter, aligned in the
stress direction and separated by interconnected voids, hence the term spongy (Kambour,
J 973).
Stretched
Figure 4.16 The mechanism of chip retention in PlvIMA.
Figure 4J 7 illustrates the impact site of an extrudate after chip detachment on a single
impact at 78.9 m s-l. The entire edge of the particle has been chipped off, leaving a sharp
border between the impact crater and the undamaged surface. The depth of the crater in
Fig, 4.17 is .indicative of the extent ofpJastic deformation prior to fracture. This is because
the depth at which radial and lateral cracks initiate is approximately equal to the radius of
the pJastic zone underneath the impress.ion.
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Figure 4.17 The impact site of a PMMA extrudate after chip detachment at 78.9 m s-l.
Molecular sieves The damage morphology after chipping of amoJecular sieve bead at
8.3 m s-1 can be seen in Fig. 4.18.
Figure 4.18 Chipping of a molecular sieve head at 8.3 m s-1.
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A fairly irregular crater bas been left on the surface of this molecular sieve particle after
chipping. The depth of the crater .is reJativeJy small and uniform. PJastic deformation or
cracks were not observed in the vicinity of the impact crater. This makes difficult the
Jdentification of the impact site and .hence the determination of the faiJure mode of this
material. A closer view of the crack morphology that led to the chipping of the above
particle can be seen in Fig. 4.19.
Figure 4.19 Crack morphology of a molecular sieve bead after a single impact at 8.3 m sl,
Chipping is the result of cracks developing almost parallel to the free surface and curving
upwards, as seen from Fig. 4.19. However, the nature of the crack cannot be cJearJy
elucidated from Fig. 4.19.
An increase in the impact velocity produces extensive chipping, as seen in Fig. 4.20.
Three Jarge chips (left right and bottom sides of Fig. 4.20) bave been removed from the
original particle leaving behind fairly deep craters. The common origin of the chips can be
Jdentified from the piece of material that stands proud, as .indicated by the arrow. This is
believed to be the impact site. The crack that remains open close to the impact site, as
indicated by the arrow, bas been produced by radial tensile stresses and hence can be
identified as a circumferencial (ring) crack. A side view of the breakage pattern of the
above particle can be seen in Fig, B-4 in AppendixB.
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Circumferencial crack
Figure 4.20 Extensive chipping of a molecular sieve bead after a single impact at 13.7 m s:',
There is no Indication of pJastic deformation around the impact site. The presence of
radial tensile stresses around the impact site and the absence of visible plastic deformation
advocate that tills material fails by the brittle mode. This might .imply that chipping is
produced by the propagation of conical cracks that curved towards the physical boundaries
of the particle. For example, the crack which is seen propagating downwards and
intersecting the free surface of the particle appears to be of conical geometry. However, it
is also possibJe that material removal is by a combination of radial cracks and
delamination between the core and the outer layer. The radial cracks can be form.ed as a
result of densification underneath the contact area, which is possibJe to occur due to the
high porosity of the material. Inthat case, lateral cracks can be considered responsible for
chipping, The structure of these particJes is complex, as will be seen Iater, and this renders
the accurate identification of the failure mode difficult.
The fragmentation of tills material revealed details about its structure. Figure 4.2J shows a
fragment of a molecuJar sieve bead after a single impact at 14.7 m s+.
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Figure 4.21 Fragment of a molecular sieve bead after a single impact at 14.7 m s-1.
The fracture surface of the fragment shows that the original particJe consists of a core
surrounded by a relatively thick shell. Fragmentation has occurred along the internal
periphery of the shell, without influencing the core of the particle, This is demonstrated by
a crack that encircles the core and separates it from the shell, Therefore the interface
between the core and the shell .isrelatively weak. A closer observation of the core and the
shell shows that their microstructure is different, as seen from Figs. B-5 and B-6,
respectively, The scanning eJectron m.icrographs in Figs. B-5 and B-6 have been obtained
at the same magnification. The core is an agglomerate consisting of primary particles in
the order of 5 J.UD. The agglomeration of the primary particJes resu1ts in an open structure
with relatively large openings. The shell appears to consist of densified material resulting
in a porous structure with smaller openings than those of the core. Therefore, the
difference inthe porosity is expected to reflect in the mechanical properties of the core and
shell.
The circular mark in Fig. 4.21 denotes the impact site of that particle. A side view of the
impact site shows no plastic deformation and confirms the presence of ring cracks in this
material, as shown in Fig. B-7. A radial crack can be seen emanating from the impact site.
Note that this particu1ar crack cannot Jead to material removal, if the crack along the
interface between the core and the shell does not develop fully.
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Ammonium nitrate The identification of the impact site of the ammonium nitrate priUs
was particularly difficult due to' the rough and jugged surfaces and numerous cavities
present even in the most regular particles, as shown in Fig. 3.2b. Therefore, it was
.impossible to observe the crack morphology associated with damage in the chipping
regime. However, the roughness of the surface, which can lead to localised loading on
impact, and the porous nature of the material, which can be subjected to densification,
prompt to' assume that irreversible deformation can occur. Therefore, the failure of this
material is considered to be semi-brittle.
Observation of the damage morphology of the ammonium nitrate priUs was restricted to
the fragmentation regime. A fragment of this material produced after an .impact at
18.8m s-1 is shown in Fig. 4.22.
Pre-existing
rface cavity
Figure 4.22 Fragment of an ammonium nitrate prill after a single impact at 18.8 m s-l.
The fracture surface is very rough, and the arrow in Fig. 4.22 points at a surface cavity that
pre-existed in the particJe. The cavity leads to' a channel that extends almost .half way
through the body of the particle which contains large pores. The fragment is hemi-
spherical, and hence it is coming from a meridian fracture. Note the meridian crack has
intersected the cavity in the partic1.e. The roughness of the perimeter does not aUow the
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identification of the impact site. A close examination of the fracture surface of the
fragment can be seen inFig, B-8.
Porous silica Chipping and fragmentation of the PS 1 and PS2 particles were observed
using the high-speed video camera Chipping was mainly the result of corner- and edge-on
impacts, while fragmentation prevailed at the higher end of the test velocity range after
face-on .impacts. The irregular shape of the PSJ and PS2 particJes prevented a detailed
investigation of the failure mode of these materials using either high-speed recording
techniques or microscopic post-mortem examination. This is because the .identification of
the impact site and consequently the origin of fracture was not possible.
The small radius of curvature of the corners and edges of the PSJ and PS2 particles is
likely to lead to localised permanent deformation either by plastic flow or densification.
Furthermore, the sapphire target suffered no permanent deformation. Therefore, it can be
argued that stresses induced by inelastic deformation are responsible for the chipping and
fragmentation of the PSJ and PS2 sampJes and hence their impact damage is by the semi-
brittle mode.
The identification of the impact damage of the PS3 beads was not diffi.cult because of the
spherical shape and the relatively smooth surface of the particles, Figure 4.23 shows the
chipping pattern observed in PS3 beads impacted in the velocity range 33-34 ms-I.
Figure 4.23 Chipping o/PS3 beads after single impacts in the velocity range 33-34 m s-1,
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Annular chips have been removed from the surfaces leaving almost intact the original
particJes. 1t _isInteresting that the above chipping pattern is fairJy consistent in shape and
can be encountered in many particles impacted in the above velocity range. A closer view
of the impact site of a chippedPS3 bead can be seen in Fig. 4.24.
Figure 4.24 Reflected light micrograph of a PS3 bead after a single impact at 33.9 m «l,
It is not easy to identify the exact location of the impact site due to lack of localised plastic
deformation on the surface of the particJe. However, the .impact site can be indirectly
identified from the series of circumfetencial cracks that are pointed by the arrow in. Fig.
424. The directi on of propagati on of these cracks .impli es that they have been induced by
radial tensile stresses. The absence of visible plastic deformation and the presence of
circumferencial cracks can be used as evidence of brittle failure mode.
The mechanism of material removal seems to be associated with propagation of conical
cracks the tip of which curved upwards to intersect the free surface of the particJe. The
formation of conical cracks is supported by the consistent annular shape of the chips and
the very smooth periphery of the crack, as shown by the arrows in Fig, 4.24. Further
comments on the failure mode of this material and the shape of the chips are given in
section 4.52.
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There is a small radial crack propagating outwards from the inside periphery of the crater
Jeft by chipping in Fig. 4.24. 1t is not cJear .if tills crack is an Internal defect or is
associated with the onset of the fragmentation of the particle. However, it is worth noting
the absence ofradiaJ cracks around any oftbe chipped sites.
The fragmentation mechanism of the PS3 beads can be seen in Fig. 4.25, where a hemi-
spherical fragment was produced after a single impact at 47.9 m s-l. Meridian fracture is
responsible for such a breakage pattern.
River
lines
Figure 4.25 Fragmentation ofa PS3 head after a single impact at 47.9 m s:',
The impact site can be clearly seen as a piece of material standing proud of the fracture
surface of the particle, as indicated by the arrow in Fig. 4.25. The shape of the fragment
and the morphology of the fracture surface bear a remarkable resemblance to those of
fragments of Jead glass spheres, as reported by Shipway and Hutchings (J 993b). "River"
lines can be seen spreading radially outwards from the impact site. These lines are fracture
steps associated with fast crack propagation (Lawn, J993). The relatively smooth surface
at the far front of the particle is associated with relatively slow crack propagation. This
couJd imply that the crack front gets graduaJJy arrested and hence decelerated from the
porous structure of the material. A side view of the impact site can be seen in Fig. B-9.
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Fragmentation of the porous silica particles by the formation of orange segments was also
observed. A scanning electron micrograph of this type of damage is shown in the
following chapter, in Fig. 5.15.
4.5 Discussion
This section draws a comparison between the two high-speed recording techniques that
were used in this work. Furthermore, the observed fracture patterns are discussed in view
of the findings reported in the literature.
4.5.1 Comparison between high-speed photography and video recording
The Imacon 790 high-speed photographic camera has been used extensively in the past to
visualise particle failure. The main advantage of Imacon 790 is that the maximum
recording rate can reach 2xl07 fps, while the maximum rate of Kodak Ektapro is
40,500 fps. The latter recording rate can be relatively low for applications involving
particle breakage at high impact velocities, particularly when the rebound velocity of the
particle is quite high, as in the case of the PS3 beads. Consequently, an intense blur is
following the image of the particle after rebound, due to the inability of the camera to
freeze the impact event into a large number of individual frames. Another advantage of the
Imacon 790 camera is its higher resolution than the present video system.
The main advantage of the Kodak Ektapro is its long recording time. The total recording
time of Imacon 790 is only 80 ps at a recording rate of 105 fps, which is the most suitable
recording rate for the current applications, while the total recording time of Kodak Ektapro
is 1.23 s at 40,500 fps. The short recording time of Imacon 790 imposes a complicated
experimental set-up for the synchronisation of the triggering of the camera with the impact
event and the illumination source. This results in a relatively small number of successful
photographs that capture the particle. Moreover, the number of photographs which can
clearly show the particle failure on impact becomes even smaller, considering that it is very
difficult to ensure that the particle will impact in the centre of the target, and hence appear
in focus. These factors limit the success rate of Imacon to approximately 20%. In contrast,
the long recording time of Kodak Ektapro implies a relatively easy experimental set-up
with a success rate reaching approximately 100%.
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Another drawback of the Imacon camera is that only six to sixteen consecutive frames can
be captured on a rather expensive instant film. In practice, a large number of successful
photographs is needed at each impact velocity to establish a statistically reliable study of
the impact behaviour of the test material. This, however, raises the cost of the operation of
high-speed photography to high levels. The use of the Kodak camera allows a large
sequence of images to be stored in a buffer from which the best ones can be selected and
either downloaded into a computer for further processing or printed directly using a video
printer. The use of the digital image transfer interface has virtually eliminated the need for
expensive consumable, such as film and videotapes. A variety of display rates allows a
close observation of the impact event and helps deduce the highest possible amount of
information about crack propagation and fracture patterns. The fact that the video camera
provides information about the movement of the particle, for example an indication of the
rebound and rotation velocity, is considered as an additional advantage.
4.5.2 Breakage patterns and failure mode
The observation of the high-speed recordings and micrographs shows that the mode of
particle failure depends on impact velocity, material properties and the contact geometry
between the particle and the target.
Impacts of angular particles (PMMA extrudates, PS 1 and PS2 particles) or rough spherical
particles (ammonium nitrate prills) in the velocity range below Upd-ch lead to localised
loading and subsequent irreversible deformation. Impacts of spherical particles (molecular
sieves and PS3 beads) at the lowest test velocities do not result in any visible sign of
permanent deformation.
When the impact velocity exceeds a critical value, Upd-ch, chipping of the test materials
can occur, depending on particle shape and impact orientation. Corner- and edge-on
impacts of the PMMA extrudates lead to chipping due to the propagation of subsurface
lateral cracks. However, face-on impacts of the PMMA extrudates slightly above Upd-ch
do not lead to chipping due to the large contact area between the particle and the target.
Chipping due to the propagation of subsurface lateral cracks has also been observed for the
ammonium nitrate prills. It is believed that the same crack morphology is responsible for
the chipping mechanism of the PS I and PS2 particles, although the direct observation of
the impact site and subsequent crack pattern was very difficult due to the irregular shape of
these particles. The chipping pattern of PMMA, ammonium nitrate, PS 1 and PS2 particles
advocates that these materials fail by the semi-brittle mode. Furthermore, the dependence
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of chipping propensity on impact orientation corroborates the conclusions of Ghadiri and
his co-workers (Yiiregiretal., 1986, 1987;Cleaveretal., 1993;Zhang, 1994).
The presence of circwnferencial cracks around the impact site of the PS3 and molecular
sieve beads reveals that failure of these materials is by the brittle mode. The morphology
of the chipped site and the failure mode might suggest that chipping of the PS3 beads
occurs by the propagation of conical cracks that curve towards the surface of the particles.
This can be demonstrated from a magnified view of a chipped site shown in Fig. B-IO, in
Appendix B. This pattern of material removal has been observed for materials failing in
the brittle mode (Rumpf and Schonert, 1972; Wiederhorn and Lawn, 1977; Kienzler and
Schmitt, 1990; Salman and Gorham, 1997a, 1997b) and has been attributed to residual
elastic tensile stresses that divert the tip of the conical cracks away from the principal
tensile stress trajectory. These tensile stresses are likely to be initiated by the presence of
debris between the surfaces of the cone cracks which produces residual bending stresses
during the final stages of unloading (Salman and Gorham, 1997a). Chipping due to cracks
that curve towards the free surface of the particle has also been observed in numerical
simulations of particle breakage (potapov and Campbell, 1997). The cracks responsible for
chipping form during the unloading stage and emanate from cracks that developed during
loading. Potapov and Campbell (1997) argue that bending stresses are formed as a result
of imbalance between the stresses at the two sides of the fragment. Compressive stresses
prevail around the contact area, while tensile stresses prevail away from it. The latter
explanation for the formation of conical cracks that lead to chipping has also been proposed
by Rumpf and Schonert (1972). Kienzler and Schmitt (1990) attribute the divergence of
the conical cracks towards the free surface of the particle to local inhomogeneities.
Chipping of the PS3 beads due to lateral cracks would imply that a transition from brittle to
semi-brittle mode occurred as the impact load was increasing to its maximum value.
However, this possibility seems remote. This is because not only there is no visible plastic
deformation around the impact site, but also a large body of literature reports the
observation of radial/median cracks before lateral cracks are formed. This is confirmed by
numerical simulations and subsequent experimental results which indicate that the fracture
process in the semi-brittle mode is governed by the hoop stresses around the plastic zone.
Therefore, meridian cracks will develop first in material that fail by the semi-brittle mode
(Kienzler and Schmitt, 1990). However, no radial/meridian features were observed around
the chipped sites shown in Fig. 4.23. Therefore, it is considered unlikely that the chipping
of the PS3 beads is by the semi-brittle failure mode.
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An interesting feature of the chips shown in Figs. 4.23, 4.24 and B-I0 is the formation of
"partial" cone cracks. This type of crack has been observed for soda-lime glass spheres
under impact loading (Salman and Gorham, 1997b) as well as glass surfaces impacted by
steel and tungsten carbide spheres (Wiederhom and Lawn, 1977). Partial cone cracks are
reported to propagate a short distance into the material and extend only by a limited
amount around the periphery of the contact (Kienzler and Schmitt, 1990). In general,
Lawn (1993) attributed the formation of partial cone cracks to friction at the contact or
crystallographic anisotropy. The frictional traction can suppress tension and consequently
the development of the conical crack on one side of the contact area. However, friction is
unlikely to play an important role on the chipping of the PS3 beads, particularly during
normal impacts. Kienzler and Schmitt (1990) argue that friction forces can also be
encountered between the crack surfaces due to the increasing oblateness during the crack
development stage.
The influence of the structure of a material on crack propagation is important (Lawn et al.,
1975a). High-speed recordings showed that the PS3 beads had the shortest contact time of
all the materials tested here. Given that conical cracks propagate only during loading
(Lawn and Wilshaw, 1975), it is feasible that the development of the full Hertzian crack in
the rapidly changing stress field is decelerated by the frequent encounter of the crack front
with the pores which lead subsequently to relief of stress concentration at the crack tip.
This appears to be the most likely mechanism of formation of the partial cone cracks in the
PS3 porous beads.
An increase of the impact velocity above Vch-fr can lead to the fragmentation of the test
materials, depending on particle shape and impact orientation. For example, comer- and
edge-on impacts of the PMMA extrudates lead to chipping, while face-on impacts lead to
fragmentation. Nevertheless, there is a critical velocity for PMMA above which particle
fragmentation occurs irrespective of impact orientation. The fragmentation of ionic cubic
and orthorhombic crystals was investigated by Yuregir et al. (1987) and Cleaver et al.
(1993), respectively. Face-on impacts of the ionic crystals caused brittle failure due to the
propagation of radial cracks on cleavage planes that require a small amount of critical
energy for crack propagation.
The fragmentation of spherical particles was characterised by meridian, multiple meridian
and oblique fractures, as observed by Arbiter et al. (1969) for sand-cement agglomerates,
Shipway and Hutchings (1993b) for lead glass and sapphire spheres, Salman et al. (1995)
for aluminium oxide spheres, and Salman and Gorham (l997b, 1997c) for soda-lime glass
and fertiliser spheres. Meridian fractures were consistently observed for the ammonium
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nitrate prills and PS3 beads at the lowest velocities that could cause fragmentation.
Therefore, it appears that the morphology of the fragmentation pattern is independent of
the failure mode.
Large pre-existing internal flaws seem to' be responsible for the meridian fracture of the
ammonium nitrate prills. These flaws are expected to' cause stress concentration which .is
likely to' interact subsequently with the stress field developed around the contact area. The
post-mortem examination of the meridian fragments of the PS3 beads revealed the
formation of a compression cone underneath the contact area (see Figs. 425 and B-9).
This is an area of high compressive stresses where shear flow or densification may prevail
and lead to' crack initiation, The occurrence of meridian fractures in the PS3 beads is
attributed to' Jarge hQQPtensile stresses induced by the wedging action of the compression
cone. The formation of a conical area underneath the impact site has been observed by
Arbiter et al. (J 969), Shipway and Hutchings (J993b). Salman et al. (1995), and Salman
and Gorham (1997a, 1997c). Occasionally, the compression cone contains powdered or
crushed material, as observed for the glass spheres by Arbiter et al. (J 969). This .is thought
to' be a consequence Qf the interaction Qf a dense network of shear lines in the deformed
area (Hagan and Swain, ] 978). Shipway and Hutchings (J 993b) observed the compression
coue when the particles impacted on a target that deformed elastically. It is worth noting
that the hardness Qf the target materials of this work was at Jeast an order of magnitude
higher than that of the particles, and hence the conclusions of Shipway and Hutchings
(1993b) corroborate the observations of this work
The molecular sieve beads did not fail by meridian fracture. This is presumably because
the fracture pattern of this material .is strongly influenced by the core of the particle.
Evidence from the high-speed recordings of the single impacts of the molecular sieve
beads suggests that these beads have a CQre and a shell which peels off on .impact, as
shown in.Figs. 4.21 and 4.26.
Figure4.26 Peeling of a thin convex shell from the core of a molecular sieve bead
at 10.4 m .'1-1.
The peeling of the shell starts in the second frame, and the convex shape Qf the shell can
be seen more clearly in the fourth and fifth frames. NeiJ and Bridgwater (J 994) tested
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molecular sieve beads in their annular shear cell and observed a similar shell structure.
Their molecular sieve beads were made of agglomerates of crystalline aluminosilicates, and
the shell structure of the porous beads was the result of rolling the raw material during the
formation process. Therefore, the breakage pattern of the molecular sieve beads is largely
influenced by their manufacturing method, and hence it cannot be elucidated easily.
Formation of three or four orange segments as a result of multiple meridian fracture (see
Figs. 2.8c and d) occurred at moderate velocities in the fragmentation regime. This
damage pattern was observed consistently for the fragmentation of all the test materials
with spherical shape. This fracture morphology can be attributed to the interaction of
circumferencial stresses with surface flaws (Shipway and Hutchings, 1993b).
High impact velocities in the fragmentation regime lead to extensive damage and
shattering of the original particle into numerous fragments forming a wide size distribution
(see Fig. 4.13). This breakage pattern is the result of multiple meridian and oblique
fractures in combination with extensive crack branching. This pattern bears at least a
qualitative resemblance to the fracture pattern obtained from the numerical simulations of
Potapov and Campbell (1994, 1997).
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4.6 Conclusions
An investigation of the breakage pattern of PMMA extrudates, ammoniwn nitrate prills,
porous silica particles and molecular sieves beads was carried out by observing the impact
event and examining the impact product. Single particle impacts were performed in a
range of velocities using a test facility that had previously been developed. The impact
event was observed using an Imacon 790 high-speed photographic camera or a Kodak
Ektapro 4540 high-speed digital video camera. Post-mortem examination of the
morphology of the broken particles was carried out using scanning electron and reflected
light microscopies. The failure mode of the test materials was elucidated with reference to
crack morphologies presented in Chapter 2 and observations of particle breakage in the
literature.
The observations of the failure patterns confirmed the existence of critical impact velocities
that are characteristic for each test material and mark transitions from one damage regime
to another. A critical velocity, Upd-ch, is associated with the transition from plastic
deformation to chipping for materials failing by the semi-brittle mode such as PMMA
extrudates and ammoniwn nitrate prills, Slightly above this velocity, chipping occurs
depending on particle shape and impact orientation. Comer- and edge-on impacts of the
PMMA extrudates and impacts of the amrnoniwn nitrate prills on surface asperities lead to
chipping due to the propagation of subsurface lateral cracks. Face-on impacts of the
PMMA extrudates or flat impacts of the arnmoniwn nitrate prills do not cause any visible
damage. It is believed that the porous silica PSI and PS2 particles fail by the semi-brittle
mode due to their irregular shape which can easily cause local irreversible deformation.
The observation of circumferencial (ring) cracks in the molecular sieve and PS3 beads
suggests that these materials fail by the brittle mode. Chipping in this mode occurs due to
the propagation of conical cracks that curve towards the surface of the particle as a result of
residual elastic bending stresses induced by the presence of debris or stress imbalance.
Partial cone cracks can form due to material anisotropy and crack arrest by pores when the
loading time is very short. It is not clear if chipping of the molecular sieve heads occurs by
conical or lateral crack formation. The manufacturing method of these materials
complicates the identification of their failure mode.
Particle fragmentation can occur above the transition velocity Uch-fr' depending on the
particle shape and impact orientation. Face-on impacts of the PMMA extrudates lead to
fragmentation, while comer-on impacts at approximately the same velocity lead to
chipping. There is a critical velocity for PMMA at which fragmentation occurs irrespective
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of impact orientation. The fragmentation of the spherical particles occurs usually by three
types, i.e. meridian, multiple meridian and oblique fracture. The first type of fracture leads
to two hemi-spherical fragments, while the latter two lead to formation of orange segments.
Meridian fracture prevails at relatively low impact velocities in the fragmentation regime,
and occurs when particles contain large internal cavities and/or a compression cone
underneath the contact area induces high hoop tensile stresses. The molecular sieve beads
did not exhibit the meridian fracture pattern presumably because of their strong core.
Formation of orange segments occurs at moderate velocities in the fragmentation regime
and usually leads to three or four symmetrical fragments. This breakage pattern was
observed for the spherical test materials, and it is likely to be related to activation of
dominant surface flaws. Particle shattering occurs at very high impact velocities and leads
to numerous fragments in a wide size distribution due to a combination of multiple
meridian and oblique fractures with extensive branching of radial cracks. The breakage
patterns observed in this work show a very good qualitative agreement with those reported
in the literature.
The findings of this work showed that differences in the failure modes are based on the
crack morphology that occurs at low to moderate impact velocities. Therefore, the test
conditions for the quantitative work, presented in chapters 5 and 6, have been selected so
that particle shattering is avoided.
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CHAPTERS
CHIPPING OF PARTICULATE SOLIDS
5.1 Introduction
The observation of the breakage patterns of the PMMA extrudates, ammonium nitrate
prills, and the porous silica PS1 and PS2 particles exhibited features of semi-brittle failure
mode. Hence, these materials emerged as good candidates to assess the validity of the
impact attrition model of Ghadiri and Zhang (1992) with respect to impact velocity. The
porous silica PS3 beads exhibited brittle failure. Nevertheless, the capability of the model
to describe the chipping propensity of the PS3 beads as a function of impact velocity will
also be evaluated in this chapter.
The objective of this chapter is to establish the dependence of the breakage of the test
materials! on impact velocity, number of impacts and impact angle. The results of this
work are compared with the findings reported in the literature. The dependence of
breakage on impact velocity in the chipping regime is interpreted with reference to the
model of Ghadiri and Zhang (1992). The analysis of the results in the fragmentation
regime is the subject of Chapter 6.
5.2 Experimental
The experimental work consists of single particle impact testing carried out in a wide range
of test conditions, as summarised in Table 5.1. All the test materials were subjected to
normal impacts. The effect of impact angle was investigated for the porous silica particles
only, by carrying out single particle impact tests at 25°, 45°, 65° and 90°. The effect of the
lThe breakage of the molecular sieves has not been quantified, due to the insufficient mass of the sample.
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number of impacts was investigated for the PMMA extrudates and ammonium nitrate prills
only, by performing twenty and five consecutive impacts, respectively.
Table 5.1 Summary of the test conditions of the selected materials.
Material Particle size Velocity range Test variables
(mm) (m s-l)
PMMA 2.36-2.80 10-60 NI
Ammonium nitrate 2.00-2.36 5-15 NI
t 4-16Porous silica 1 (PS1) 3.35 -4.00 lA
Porous silica 2 (PS2) 1.00-1.18 4-20 lA
Porous silica 3 (PS3) 2.00-2.36 4-20 lA
NI: Number of impacts; lA: Impact angle.
tparticles in the size range 2.80-3.35 mm were used for the impact tests at 90°. This was done due to lack of
sufficient material in the size range 3.35-4.00 mm.
First, the critical velocities for the onset of chipping and the transition from chipping to
fragmentation were established. This was carried out by examining the debris produced
after impact using reflected light and scanning electron microscopies. Microscopic
analysis of the mother particles was also performed with the aim to deduce the crack
morphology developed after impact.
The experimental data of the test materials in the chipping regime was then analysed to
establish the dependence of breakage on impact velocity. The model of Ghadiri and Zhang
was used as a reference for the interpretation of the data.
The single particle impact tests were carried out by modifying slightly the experimental
apparatus, described in section 4.2. This was done to facilitate the feeding, collection, and
measurement of the breakage of the test materials. The necessary modifications are
described in the following section.
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5.2.1 Experimental apparatus
Introduction of the particles to the inlet of the experimental apparatus is carried out using a
vibratory spiral feeder (VSI Automation Co., Dorset). The vibration of the feeder is set so
that the particles are handled gently and introduced individually to the eductor of the
apparatus.
The particles are collected after impact for the gravimetric and size analyses. For this
purpose, the target is housed in a Perspex collection chamber that is connected to a vacuum
line (see Fig. 4.1). The vacuum withdraws the incoming air flow through a filter which is
supported by a porous sintered brass plate. A digital micromanometer (P200 Manometer,
Digitron Instrumentation), connected via a small pressure tapping with the collection
chamber, is used to monitor the level of vacuum. The vacuum is maintained at values only
slightly below the atmospheric pressure (ca. -3 mm H20) by manually adjusting the main
vacuum valve. The slight vacuum ensures that all the debris is attracted to the paper filter,
and hence collected after the test is completed. The criterion for the selection of the pore
size of the filter is based on the maximum retention rate of the debris and at the same time
minimum pressure drop through the filter. These criteria are usually satisfied by a Grade 1
cellulose filter paper with an average pore size of 11 J.UI1 (Whatman Laboratory Division,
Kent). However, the amount of debris produced at high impact velocities blocks quickly
the pores of the Grade 1 filter, and hence vacuum cannot be maintained in the collection
chamber. In this case, a Grade 4 filter with 25 urn average pore size is used.
The target material for all the impact tests, except the ones with the porous silica particles,
was a round plate of sapphire provided by Saphirwerk, Industrieprodukte AG, Nidau,
Switzerland. The density of the target material was about 3900 kg m-3 and the Vickers
hardness was approximately 17 GPa. The thickness of the plate was 6 mm and the
diameter was 23 mm.
Purpose-built targets were prepared for the oblique impact tests of the porous silica. The
target material for these tests was hardened stainless steel. Three wedge-shaped targets
were machined from hardened stainless steel to form 25°, 45° and 65° angles, lp, with the
horizontal plane, as shown in Fig. 5.1. The complementary angle, e, of these targets is
defined as the impact angle, i.e. 65°, 45° and 25°, respectively. A flat target was also
machined for the normal impact tests of the porous silica particles. The dimensions of the
latter target were exactly the same as those of the sapphire one. The targets were made of
free machining quality stainless steel AlSI 303, with a Brinell Hardness Number of 183,
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which corresponds approximately to a Vickers hardness of 2.34 GPa. The targets were
rigidly mounted on a horizontal anvil placed close to the exit of the accelerating tube.
Figure 5.1 Schematic illustration of the wedge-shaped target. qJ is the wedge angle and e is the
impact angle.
5.2.2 Experimental procedure
The air flow through the accelerating tube is adjusted to the required value using a set of
rotameters. The settings in the rotameters for any particular impact velocity are known
from a calibration procedure which has been performed in advance using a sample of the
test material.
A pre-weighed mass of particles, Mp is then introduced in the impact test apparatus using
the vibratory spiral feeder. The mass of the feed material is determined so that the number
of impacting particles is sufficiently large to establish the impact behaviour of the material
in a statistically reliable manner. Impact tests with 5, 7.5 and 15 g of PMMA were carried
out to assess the effect of sample mass on the measured breakage. No significant
difference was found in the experimental results, and hence it was decided to use 5 g of
PMMA in all the impact tests, because this mass is convenient to handle and collect. This
mass corresponds to approximately 1,000 particles.
The impact velocity of a test is set by averaging approximately fifty individual particle
velocities. Debris as well as mother particles are collected on the filter after each impact.
The air flow and vacuum are then switched off, the collection chamber is carefully
dismantled, the mother particles and debris are thoroughly brushed away from the filter and
the internal surface of the chamber and are collected in a metal tray. The collection
chamber is then mantled back to the apparatus, the air flow is set to the required settings,
the vacuum is set again slightly below the atmospheric pressure, and the impact product is
fed back into the apparatus for the next impact.
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Gravimetric analysis of the impact product is carried out to obtain the collection mass, Mc,
after the required number of impacts has been performed. This is usually carried out after a
single impact. The gravimetric analysis is carried out using an analytical balance with a
precision of 10-5 g (Sartorius Research R160P, Sartorius, Surrey). After weighing, the
mother particles are separated from debris using an appropriate range of BS 410 sieves
(Endecotts, London). Sieving is performed manually, as described in section 3.3. It has
been observed that 2 min of sieving in each size class is sufficient to produce an effective
separation. Each sieve fraction is then weighed individually. If the amount of breakage of
a test material is very small after a single impact, the product is sieved and weighed after
five consecutive impacts. This is the case with the PMMA extrudates. It was found that
five consecutive impacts were sufficient to produce a measurable amount of debris and at
the same time maintain the effect of the impact number on breakage at insignificant levels.
For quantifying breakage due to chipping, a single sieve whose size is two standard sizes
below the original feed size is normally used. This is because the debris is much smaller
than the mother particles, and therefore their separation is insensitive to the choice of the
sieve. The selection of this criterion for separating the mother particles from debris and its
implications for the determination of breakage are addressed in more detail in Chapter 7.
The mass of the mother particles, Mm' is considered to be the sum of the mass of the
material in the top three sieves, while the undersize product corresponds to the mass of
debris, Mde. The results of the gravimetric analysis are used to calculate the breakage per
impact, ~, as will be described in section 5.3.
After the gravimetric analysis, the mother particles are introduced back to the impact test
apparatus for the next cycle of impact(s), while the debris is stored in vials for subsequent
microscopic analysis. The temperature and the average relative humidity of the laboratory
conditions are recorded but are not controlled during each test. Figure 5.2 summarises the
experimental procedure.
5.3 Determination of breakage
There are two methods for the determination of the breakage of a material subjected to a
repeated impact process. The specific breakage factor, SI, for the particle size I, as
proposed by Vervoom and Austin (1990), is based on the concept of a first order breakage
rate, as outlined in Chapter 2:
(5.1)
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where n is the impact number and Mm(n) is the mass of the particles that have survived
after n impacts, i.e. the mass of mother particles. After integration, Eqn. (5.1) yields:
(5.2)
where Mf is the mass of the particles fed initially into the apparatus.
An alternative method of quantifying the impact breakage after a single or repeated impacts
is described in the following.
5.3.1 The maximum and minimum limits of breakage per impact
The determination of the breakage of a material subjected to an impact process has
inevitably to take account of losses. Figure 5.2 outlines the experimental procedure and
identifies the steps where losses can occur. The dashed box defines the borders of the
system of interest. The ellipses denote processes and the boxes measurable or calculated
mass.
The mass balance around the system of interest is used to calculate the maximum (upper)
and minimum (lower) limits of breakage of a test material. In practice, some of the test
material may be lost during feeding, collection, and sieving of the material after impact, as
shown in Fig. 5.2. The possibility of material loss before impact depends on the finess and
the electrostatic behaviour of the test material. Entrainment of material due to a weak air
drift at the inlet of the apparatus or adhesion of the material on the external/internal
surfaces of the apparatus could be the cause of losses.
In general, the formulation of the mass balance around the system for the nth impact is:
(5.3)
and
Mh{n) = Mhbj{n)+ Mc/{n)+ Ms/{n) (5.4)
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Possible handling loss, Mhbi
Total handling loss, Mh
Sieving loss, Msl
Figure 5.2 Outline of the experimental procedure.
Ideally, the estimate of breakage should be based on quantities that can be measured
directly. These are the feed mass, the collection mass and the mass of the mother particles
and debris after impact. The possible loss of material before impact as well as the
collection and sieving losses after impact are calculated from the mass balance around the
system. In the ideal case where all the losses are zero, the breakage per impact between the
nth and mth impacts is simply given by Eqn. (5.5):
1 MAn)- Mm{m) 1 Mde(m)
;n-m = m=n+I Mf{n) = m+n+I Mf(n) m e n (5.5)
In practice, the calculation of the breakage has to take into account all the losses to provide
an indication of the margin of error in the mass balance. In this case, Eqn. (5.5) has to be
modified to accommodate the uncertainty caused by the losses. However, difficulties arise
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in the estimation of the breakage because the origin of the losses is unknown. In this case,
two extremes can be considered where the handling loss can be attributed to either mother
particles or debris. If it is assumed that the loss is exclusively due to debris, then Mdim)
cannot be measured accurately and Eqn. (5.5) becomes:
~+ = 1 Mf(n)- Mm(m)
n-m m=n+I Mf(n) m e n (5.6)
This is the maximum limit of breakage per impact between the nth and mth impacts. This
limit is commonly applicable when either the mother particles are coarse, so that their loss
is unlikely. or the debris is very fine and cannot be collected thoroughly.
Another extreme case arises if the losses are attributed to the feed particles before impact
or the mother particles after impact. This case produces the minimum limit of breakage per
impact between the nth and mth impacts and is calculated by Eqn. (5.7):
~_ = 1 Mde(m)
n-m m=n+I Mf(n)
This limit is used when the particle size of the test material is very small as, for example.
m e n (5.7)
when testing fine powders.
In practice. the total handling loss consists mainly of debris and occasionally of a small
number of mother particles. This makes the precise determination of the breakage
impossible. and it has to be assumed that the actual breakage lies between ~- and ~+.
Considering the type of losses for each material. the appropriate limit of the breakage needs
to be chosen. Table 5.1 shows that the particle size of all the test materials is relatively
large. Hence. it is reasonable to assume that the large particles are handled very carefully
prior to and after impact and thus losses are exclusively due to debris. Therefore. the
maximum limit of breakage is used here to describe the breakage process. Nevertheless.
both the minimum and maximum limits are considered when the reliability of the
experimental results is assessed in section 5.6.1.3.
Zhang (1994) investigated the relation between the specific breakage rate and the breakage
per impact. He showed that for a process with a low breakage, the breakage per impact is
approximately equal to the specific breakage rate. Only the breakage per impact is used
here to assess the breakage of the test materials. because it has a direct physical meaning, a
simple calculation procedure and is directly relevant to the theoretical model of Ghadiri
and Zhang.
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5.3.2 Incremental and cumulative breakage
The limits of breakage described in the previous section can be modified to account for the
effect of the number of impacts on breakage. Two expressions of breakage can be derived,
Le. the incremental and the cumulative ones. The incremental breakage, ~n-m' measures
the breakage between the nth and mth impacts and is suitable for analysing how the
breakage of a material progresses as the number of impacts increases. The maximum and
minimum limits of the incremental breakage are given by Eqns. (5.6) and (5.7),
respectively, without dividing by the parameter (m-n+l}, The cumulative breakage, gI.m'
refers to the overall breakage of the material that has occurred since the first impact. The
maximum limit of the cumulative breakage is estimated by the following equation:
):+ = Mf(1)- Mm{m)
"I,m MAl} (5.8)
while the minimum limit of the cumulative breakage is given by:
_ Md.{m}
gI,m = MAl) (5.9)
The cumulative breakage has a practical interest, since it provides a quick indication of the
extent of breakage of a material if it is subjected to a large number of impacts.
5.4 Results
The effect of various parameters on the breakage of the test materials is presented here.
Only a selection of the most important figures is shown in this section. Some scanning
electron micrographs of the impact damage of the test materials are shown in Appendix B.
Further graphs of the results of the ammonium nitrate prills and porous silica particles are
given in Appendices C and D, respectively.
5.4.1 Effect of impact velocity on breakage per impact
The variation of the breakage per impact of PMMA with impact velocity is shown in Fig.
5.3 after five and twenty impacts. The breakage after the first five impacts increases with
impact velocity, although it remains at relatively low levels (about 0.15%) even at
30 m s-1. The increase of the breakage per impact becomes more pronounced at velocities
above approximately 40 m s-1. For example, as the impact velocity is doubled from 20 to
40 m s-1, the maximum breakage per impact for the first five impacts increases by
approximately an order of magnitude. This abrupt increase is due to a transition in the
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breakdown mechanism from chipping to fragmentation. Examination of the impact
product at different velocities using scanning electron microscopy confirmed that the
transition from chipping to fragmentation occurred at approximately 35 m s-1 (see section
5.4.5). A similar pattern of increase is prevalent for the breakage per impact between the
15th and 20th impact of the extrudates, as seen in Fig. 5.3.
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Figure 5.3 Maximum breakage per impact of the PMMA extrudates as a function of impact
velocity.
The increase of the breakage per impact with impact velocity has also been demonstrated
for the ammonium nitrate prills (see Figs. C-l) and the porous silica particles (see Figs.
D-l to D-3). The rapid increase of breakage, as the transition from chipping to
fragmentation occurs, is clearly shown for the ammonium nitrate prills. For example, the
breakage of this material after a single impact increases by more than an order of
magnitude as the impact velocity increases from 10m s-1to 15m s+, as shown in Fig. C-l.
Therefore, the critical velocity for the transition from chipping to fragmentation of the
ammonium nitrate prills in the size range 2.00-2.36 mm is in the range 10-15m s+,
A similar pattern of increase can be observed for the PS2 particles, as shown in Fig. D-2.
The critical velocity of this material is about 12 m s+. Microscopic examination of the
impact product of the PS1 particles showed that the critical velocity for the transition from
chipping to fragmentation of this material is slightly higher than the free fall velocity from
1 m height, i.e. 4 m s-l. The low value of the critical velocity rendered difficult the
collection of a large number of data points in the chipping regime of the PS1 particles.
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Hence, it was not possible to observe the rapid increase in the breakage of this material as
the transition from chipping to fragmentation occurred.
The increase of the breakage of the PS3 beads with impact velocity is shown in Fig. D-3.
It is worth noting that the pattern of increase follows a linear trend rather than a power law,
as exhibited by the other test materials. Therefore, it was difficult to elucidate the critical
velocity of the PS3 beads from Fig. D-3. Microscopic examination of the debris of the PS3
beads was used to identify that the critical velocity for the transition from chipping to
fragmentation of this material is about 10m s-l. The pattern of the increase of the
breakage per impact ofPS3 with the impact velocity is further discussed in section 5.5.1.
5.4.2 Effect of the number of impacts on breakage
The dependence of breakage on the number of impacts was investigated only for the
PMMA extrudates and the ammonium nitrate prills (see Table 5.1). The effect of the
number of impacts on the maximum incremental breakage of the PMMA extrudates is
shown separately for the chipping and fragmentation regimes in Figs. 5.4 and 5.5,
respectively.
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Figure 5.4 Maximum incremental breakage of the PMMA extrudates as a function of impact
velocity and number in the chipping regime.
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There is a small decrease of the maximum incremental breakage with the number of
impacts, particularly after the first five impacts at 10m s+. This can mainly be attributed
to the detachment of sharp comers from the extrudates. However, the amount of decrease
of the breakage with the number of impacts is relatively insignificant, and overall the
breakage of PMMA can be considered insensitive to the number of impacts in the chipping
regime.
As the impact velocity increases above the critical velocity for the transition from chipping
to fragmentation, the impact number plays a significant role in the breakage of the PMMA
extrudates, as shown in Fig 5.5.
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Figure 5.5 Maximum incremental breakage of the PMMA extrudates as a function of impact
velocity and number in thefragmentation regime.
Figure 5.5 shows clearly that the maximum breakage increases significantly with the
number of impacts. For example, the incremental breakage after five impacts is
approximately half of that after 20 impacts at 59.7 ms-I.
The effect of the number of impacts on the breakage of the ammonium nitrate prills is
similar to that for the PMMA extrudates, as shown in Figs. C-2 and C-3 in Appendix C.
There is little variation of the incremental breakage with the impact number at 5 and 7.5 m
s+, as shown clearly in Figs. C-2 and C-3. However, as the impact velocity reaches the
critical value for the transition from chipping to fragmentation, i.e. about 10 m s-1, the
breakage increases significantly with the number of impacts. A transition from chipping to
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fragmentation occurs at 10 m s-1 as the number of impacts increases from 4 to 5 (see Fig.
C-3). The incremental breakage of the ammonium nitrate prills in the fragmentation
regime increases by more than thirtyfold, as the number of impacts increases from one to
five (see Fig. C-2).
5.4.3 Effect of impact angle on breakage per impact
The effect of impact angle on breakage was investigated only for the three samples of
porous silica particles, as shown in Table 5.1. The breakage per impact of the PSI, PS2
and PS3 particles as a function of the impact angle at 4 m s-1is shown in Fig. 5.6.
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Figure 5.6 Maximum breakage of PSI, PS2 and PS3 as a function of impact angle at
approximately 4 m s-l,
The breakage of the PSI and PS2 particles in the chipping regime, i.e. at 4 m s+, is
relatively constant at 25°, 45° and 65° but increases appreciably at 90°. The value of
breakage of the PSI particles at 90° corresponds to the particle size range 2.80-3.35 mm,
i.e. one standard size range smaller than the test size range used for the oblique impacts.
However, it is expected that this will not influence the delineated trends in Fig. 5.6. The
low value of breakage per impact ofPS2 at 45° is thought to be due to experimental error.
It is difficult to interpret the effect of impact angle on the breakage of the PS3 beads
because the degree of scatter of the experimental data is high. This should be attributed to
the fact that the breakage in the chipping regime is very low and can easily be affected by a
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few particles that are sufficiently weak to undergo fragmentation rather than chipping.
This is discussed further in section 5.5.3.
The effect of impact angle on the maximum breakage of the porous silica samples in the
fragmentation regime, i.e. at 16 m s+, can be seen in Fig. S.7 (for PSI) and Fig. 5.8 (for
PS2 and PS3).
Impact angle CO)
Sample identity
Figure 507 Maximum breakage of the PS1 particles as a function of impact angle at
approximately 16m s:',
The breakage of PSI at 16 m s-l increases with the impact angle in the range 25°-65°. The
results of the normal impact are not shown in Fig. 5.7 because they correspond to a particle
size smaller than the one usually tested. The breakage of the PS2 and PS3 samples is much
less than that of the PS 1 sample, and hence the effect of the impact angle on the breakage
of these materials is presented in a separate figure (Fig. 5.8) to facilitate the observation of
the trends.
There is a gradual increase in the maximum breakage of the PS2 and PS3 samples at
16 m s-l as the impact angle increases from 25° to 90°. The breakage of the PS2 particles
increases by about 60% as the impact angle increases from 25° to 90°. The breakage of the
PS3 beads varies little with the impact angle in the range 25°-65° but almost doubles at 90°.
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Figure 5.8 Maximum breakage 0/ PS2 and PS3 as a function of impact angle at 16m s:l,
Further observations of the effect of impact angle on the breakage of the PS 1, PS2 and PS3
particles in the chipping and fragmentation regimes at impact velocities 10, 12 and
20 m s-1 are shown in Figs. D-4 to D-7 in Appendix D. The effect of impact angle on
breakage becomes more prevalent as the impact velocity increases well into the
fragmentation regime of each test material.
5.4.4 Effect of other factors on breakage
Previous experience has shown that factors, such as moisture adsorption, tribo-
electrification and pre-existing residual stresses can influence the breakage behaviour of a
material or the gravimetric analysis. The effect of these factors on the experimental results
is investigated here.
5.4.4.1 Effect of moisture uptake on the gravimetric analysis
The effect of moisture adsorption on the gravimetric analysis can be determined, if fresh
samples of the test materials are exposed to the laboratory conditions. The degree of
moisture adsorption was determined by recording the variation of the weight of the
samples with time. For example, the porous silica particles adsorb an appreciable quantity
of water vapour, leading to a gradual increase of the weight of the samples. The
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instantaneous rate of moisture adsorption of the three samples of porous silica as a function
of time is shown in Fig. 5.9.
The rate of moisture adsorption has been calculated by the following equation:
(5.10)
where w is the instantaneous rate of moisture adsorption, t is the time, Mo is the original
mass andMn is the mass after time tn has elapsed since the fresh samples were exposed.
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Figure 5.9 Rate of moisture adsorption of the PS1, PS2 and PS3 samples as afunction of time.
The rate of moisture adsorption of the three samples of porous silica is substantial for
approximately the first hour of exposure to the laboratory conditions at an average
temperature of 23.1 °C and relative humidity of 42%. However, the rate of moisture
adsorption starts to reach an asymptotic value after approximately 3 h. This happens
quicker for PS2 than the other two samples, presumably due to the larger specific surface
area of the PS2 sample (see Table 3.2). No significant moisture adsorption was observed
for the PMMA extrudates and ammonium nitrate prills.
Based on the above observations, the samples of porous silica were exposed to the
laboratory conditions for approximately two days before testing, in order to reduce errors
in the gravimetric analysis. Furthermore, prolonged exposure of the samples to the
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ambient air was avoided to prevent possible weakening and degradation of the particles due
to changes in the ambient conditions.
5.4.4.2 Effect of tribo-electrification on the gravimetric analysis
Problems were frequently faced during the gravimetric analysis of the samples after impact
because the weight of the collected particles was fluctuating with time. The problems were
particularly acute during the repeated impacts of the PMMA extrudates. Fine debris was
found to adhere to the internal surfaces of the collection chamber or the sieves, and hence
tribo-electrification on impact was considered responsible for the disturbances during the
gravimetric analysis.
The tribo-charging of the particles was quantified by a portable electrostatic fieldmeter
(JCI 101, John Chubb Instrumentation, Cheltenham). The charge density of the
electrostatic field around the particles was measured and compared with that of the
surrounding air. The reference electrostatic field was measured by placing the sensor of
the electrostatic fieldmeter on top of a tray containing a sample of PMMA extrudates. The
charge density at 27.2°C and 38% relative humidity was approximately -3.27xI0-9 C m-2.
The material was then impacted five times consecutively at 15.0 m s-I, and the charge
density of the sample was measured immediately after collection. The charge density at
the same environmental conditions was approximately +3.49xIO-7 C m-2. This indicates
that the particles acquired a substantial level of electrostatic charges, the amount of which
increased in absolute value by approximately two orders of magnitude. The charges leaked
very slowly primarily due to the low electrical conductivity of PMMA, and this caused
erroneous weighing by disturbing the balance.
Similar measurements of the electrostatic charge were carried out with the PS I particles.
The charge density of the reference field at 23.1 °C and 42% relative humidity was about
3.36xlO-5 C m-2, while that after a single impact was 1.50xlO-5 C m-2, which shows that
the particles carry a relatively small amount of electrostatic charge of minor experimental
importance. Neither adherence of the debris to the internal surfaces of the collection
chamber nor a disturbance of the balance during weighing was observed, thus indicating
that tribo-electrification did not influence noticeably the gravimetric analysis of the porous
silica particles.
In case when tribo-electrification posed a problem, measures were taken to neutralise any
developed electrostatic charges by the use of bi-polar charged ions produced by an electric
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field, such as that of an electrostatic pistol. Weighing was then carried out, when the
readings of the balance stabilised.
5.4.4.3 Effect of pre-existing residual stresses on the breakage of PMMA
The effect of residual stresses on breakage was investigated only for the PMMA
extrudates. Residual stresses could be produced during the cooling of the polymeric melt,
the extrusion process or the cutting of the [mal extrudates. Samples of PMMA extrudates
were annealed following the procedure adopted by Jakus et al. (1981) and Ritter et al.
(1988). The samples were heated up to 85°e for 8 h and then cooled down to the ambient
temperature at a rate of approximately 13°e h+, Impact tests were carried out at three
different velocities, i.e. 10.1, 19.8 and 30.4 m s+. The comparison of the breakage per
impact between the annealed and as-received samples of PMMA at equivalent impact
velocities is shown in Fig. 5.10.
Number of impacts (-)
Impact velocity
(m s")10
Figure 5.10 Maximum incremental breakage of the PMMA extrudates as a function of impact
velocity and number. Comparison between annealed and as-received samples.
The asterisk in the values of the impact velocity in Fig. 5.10 denotes data obtained with the
annealed samples. The difference between the breakage of the as-received and annealed
samples is very small to be attributed to residual stresses. In general, the residual stresses,
if they were present in the test material at all, did not have any appreciable effect on the
breakage propensity.
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5.4.5 Observation of the morphology of the impact product using SEM
Information about the impact damage of the test materials was also obtained from the
microscopic observation of the debris collected after impacts at different velocities. This
type of examination was performed for elucidating the critical velocity for the transition
from chipping to fragmentation.
Poly-methylmethacrylate Figures 5.11, 5.12 and 5.13 show debris of PMMA extrudates
collected between the 15th and 20th impacts at velocities 16.1, 37.3 and 59.7 m s+,
respectively.
Figure 5.11 Debris ofPMMA collected between the 15th and 20th impacts at /6.1 m s',
The amount of debris is very small in Fig. 5.11, and consists of thin sharp platelets and
only one fragment which is coming presumably from a very weak particle. Such a picture
supports the observation that chipping is the breakage mechanism of the PMMA extrudates
at 16.1 m s+.
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Figure 5.12 Debris o/PMMA collected between the 15th and 20th impacts at 37.3 m s-l.
Figure 5.13 Debris o/PMMA collected between the 15th and 20th impacts at 59. 7 m s:l ,
The number of fragments increases considerably as the impact velocity increases from
16.1 to 37.3 m s+, as shown in Fig. 5.12. The fragments are almost equi-dimensional and
comprise an appreciable size fraction of the original particles. Nevertheless, thin platelets
can still be seen in the debris. Figure 5.12 confirms that 37.3 m s-1 is above the critical
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velocity for the transition from chipping to fragmentation, and this IS In very close
agreement with the results shown in Fig. 5.3.
Impacts at velocities close to 60 m s-1 lead to extensive fragmentation of the material, as is
shown in Fig. 5.13. The number of fragments increases dramatically thus making minute
the contribution of thin chips to the breakage. Figure 5.14 shows a type of fragment that
was frequently found in the debris of PMMA, even at impacts below the critical velocity
for the transition from chipping to fragmentation.
Figure 5.14 A fragment ofa PMMA extrudate after repealed impacts at 27 m s:l.
Note that the crack that split the particle has intersected a cavity which was pre-existing in
the particle. The cavity in the centre of many extrudates (see Fig. 3.1) was presumably
formed due to volume reduction on solidification of the melt. The presence of the cavity
induces stress concentration and can influence the breakage of the PMMA extrudates even
in the chipping regime. Consequently, fragments can be produced even at very low
stresses, thus explaining some unexpected large values of breakage at low impact
velocities.
Ammonium nitrate Figure B-11 shows part of the impact product of ammonium nitrate
prills after five consecutive impacts at approximately 10 m s-1 which consists of fine
debris and fragments. The latter indicate the onset of fragmentation at about 10 m s+.
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Porous silica A scanning electron micrograph of the debris of the PS 1 particles after a
single normal impact at 4.21 m s-l is shown in Fig. B-12. The two types of debris, i.e. fine
platelets and large fragments, can be distinguished clearly. The presence of a few
fragments in Fig. B-12 denotes that the onset of fragmentation is about 4 m s-l. A similar
morphology has been observed for the debris ofPS2.
It is interesting to observe how the impact angle can influence the morphology of debris.
For this purpose, a comparison of the morphology of the debris of PS3 beads produced
after normal and oblique (25°) impacts at 10.0 m s-l can be made based on Figs. 5.15 and
5.16, respectively.
Figure 5.15 Debris alPS3 beads after a single impact at 90° and 10 m s:',
The shape of most of the fragments resembles orange segments with a convex externa]
surface and a wedge-shaped internal one. Occasionally, debris in the form of convex
shells with a hollow internal surface have also been observed but are not shown here. The
morphology of the fragments in Fig. 5.15 is exactly the same as those shown by Shipway
and Hutchings (1993b, 1993c).
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Figure 5.16 Debris a/PS3 beads after a single impact at 25° and 10 m s:',
The morphology of the debris produced after a single impact at 25° is very different from
those shown in Fig. 5.15. The debris resemble lenses with a convex external surface and a
flat internal one. The lenses are generally smaller than the orange segments formed at the
same velocity. For example, the orange segments shown in Fig. 5.15 appear to account for
approximately one third of the original particle. Therefore, it can be said that a single
impact of the PS3 beads at 10 m s-] and 25° leads to chipping, while a normal impact of
the same material at the same velocity leads to fragmentation.
5.5 Analysis of the results
In this section, the effect of impact velocity on the breakage in the chipping regime is
interpreted with reference to the model of Ghadiri and Zhang (1992). Furthermore, the
effect of the number of impacts and impact angle on the breakage of the test materials is
analysed.
145
5.5.1 Dependence of breakage on impact velocity in the chipping regime
The dependence of the maximum breakage per impact of the PMMA extrudates on impact
velocity is investigated only for the first five impacts and is shown in Fig. 5.17.
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Figure 5.17 Dependence of the maximum breakage per impact of the PMMA extrudates on
impact velocity for thefirst five impacts.
A power law was fitted to the data corresponding to the chipping regime by regression
analysis. The power index for PMMA is 2.18 which compares very well with the value of
2, as predicted by the model of Ghadiri and Zhang (1992). The power index for PMMA
has been determined after the first five consecutive impacts in order to produce a quantity
of debris sufficient to be amenable to gravimetric analysis.
The best fitted line in Fig. 5.17 has been extrapolated in the fragmentation regime to show
the magnitude of the deviation of the experimental from the fitted results. The departure of
the experimental data from the fitted curve becomes increasingly significant above
approximately 40 m s-l, and this is indicative of the contribution of fragmentation to
breakage.
A regression analysis of the experimental results of the impact tests of the other materials
was performed in the same way as that for PMMA. Figures C-4, D-8 and D-9 show the
best fitted power line in the results of the ammonium nitrate prills, PS2 and PS3 particles,
respectively. The values of the power index of the impact velocity and the critical velocity
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for the transition from chipping to fragmentation of the test materials are summarised in
Table 5.2.
Table 5.2 Summary of the power indices of impact velocity and values of the critical velocity
for the transitionfrom chipping tofragmentation.
Test material Power index R2(%) Critical velocity (m s-l)
PMMA 2.18 83.4 30
AN 2.52 97.2 10-15
PSI N/A N/A =4
PS2 1.62 86.04 12
PS3 2.44 85.4 10
As it can be seen, the power indices are all fairly close to 2. This indicates that the
chipping propensity of these materials could follow the model of Ghadiri and Zhang
(1992). The power index of the impact velocity of the PS1 particles was not determined
since fragmentation of this sample initiated at low impact velocities. This created a very
narrow chipping regime with insufficient number of data points for analysis.
The increase of the breakage of the PS3 beads with impact velocity exhibits a pattern
which could be approximated by a straight line, as shown by the dashed line in Fig. D-9.
This pattern was not observed for the other test materials. It is considered that the breakage
behaviour of this material is governed to a great extent by the large number of pre-cracked
particles, as shown in Fig. 3.Sb. In this case, particles can fragment even at very low
impact velocities. This renders the transition from chipping to fragmentation smooth, and
therefore the identification of the critical velocity becomes difficult. Nevertheless, the
power index of velocity, as calculated from the regression analysis of the results in the
chipping regime, is fairly close to 2.
The third column of Table 5.2 shows the coefficient of determination, R2. The value of this
coefficient characterises the extent to which there is an association between the breakage
per impact and impact velocity. The higher the coefficient of determination, the better is
the association between the two variables (Perry et al., 1988). It can be deduced from the
values of the coefficient of determination in Table 5.2 that a power law describes quite
accurately the results of PMMA, ammonium nitrate and PS3 beads in the chipping regime.
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The regression analysis of the experimental data of Zhang (1994) shows that the deviation
of the power index from the predicted value of 2 can be in the order of ±20%. For
example, the power index of MgO is as low as 1.64, and yet there is sufficient
experimental evidence to support that the chipping behaviour of this material can be
described by the model of Ghadiri and Zhang. Within this tolerance level, the model can
describe the chipping propensity of the PMMA extrudates, ammonium nitrate prills and
PS2 particles. However, the experimental evidence presented in Chapter 4 showed that the
chipping of the PS3 beads is by the brittle mode. Therefore, the model of Ghadiri and
Zhang (1992) is not expected to yield accurate predictions of the chipping propensity of the
PS3 beads, despite that the power index for this material is close to 2.
5.5.2 Dependence of breakage on the number of impacts
The experimental work on PMMA and ammonium nitrate showed that the effect of
repeated impacts on breakage needs to be investigated separately for the chipping and
fragmentation regimes. In the chipping regime, the incremental breakage remains almost
constant as the number of impacts increases. This results in a linear dependence of the
cumulative breakage on the number of impacts, as shown in Fig. 5.18 for the PMMA
extrudates at various impact velocities.
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Figure 5.18 Effect of the number of impacts on the maximum cumulative breakage of
PMMA at various impact velocities in the chipping regime.
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A similar dependence of the cumulative breakage on the number of impacts is found for the
fragmentation regime, as shown in Fig. 5.19 for the PMMA extrudates.
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Figure 5.19 Effect of the number of impacts on the maximum cumulative breakage of
PMMA at various impact velocities in thefragmentation regime.
Similar trends have been observed for the ammonium nitrate prills in the chipping and
fragmentation regimes, as shown in Figs. C-5 and C-6, respectively. The above trends
corroborate also the observations of Papadopoulos et al. (1997a) for the repeated impacts
of common salt in a range of impact velocities and for a large number of impacts (up to
30).
It is interesting to examine the dependence of the cumulative breakage on the number of
impacts in cases where a transition from chipping to fragmentation occurs as the number of
impacts increases at constant velocity. This is shown in Fig. 5.20 for the ammonium
nitrate prills at 10m s+.
Chipping of the prills is observed for the first two impacts, while fragmentation prevails in
the fourth and fifth impacts. Thus, a transition from chipping to fragmentation occurs in
the third impact at 10m s+, and this is manifested with a trend that can be described by a
power law rather than a straight line.
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The number of impacts can influence the dependence of breakage per impact on velocity,
as shown by the values of the power index of the impact velocity as determined by
regression analysis. For instance, the power index of the impact velocity of PMMA
increases from 2.18 to 2.64, when the breakage per impact between sixteen and twenty
impacts is considered. The power of the impact velocity for the ammonium nitrate prills
increases from 2.52 to 5.61 as the number of impacts increases from one to three. Gradual
crack propagation and fatigue mechanisms can be considered as possible reasons for the
increase of the power index with the number of impacts. In these cases, the breakage
caused during each impact depends on the crack morphology established in the previous
one. The model of Ghadiri and Zhang does not account for cumulative damage imparted to
particles, and hence the index of the impact velocity is not expected to be close to 2 after
repeated impacts.
5.5.3 Dependence of breakage on impact angle
The analysis of the effect of impact angle requires the identification of the individual
contribution of the normal and tangential components of impact velocity to breakage. It is
common in the literature to assume that only the normal component of the impact velocity
contributes to breakage (Vervoom, 1986; Salman et al., 1995). This assumption implies,
for example, that an impact at 250 leaves approximately only 18% of the incident kinetic
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energy available for fracture. To identify the importance of the velocity components on
breakage, the results are plotted as a function of the normal component of impact velocity,
as shown in Fig. 5.21. If the normal component of the impact velocity plays the dominant
role in the particle breakage, then impacts at different angles but the same normal
component of velocity should give approximately the same amount of breakage.
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Figure 5.21 Maximum breakage per impact of the PS2 particles as a function of the normal
component of impact velocity, at different impact angles.
The four curves, representing the breakage per impact of the PS2 particles at four different
impact angles, coincide for values of the normal component of the impact velocity up to
about 5 m s-l. As the normal component increases, the curve that corresponds to the
impact results at 25° is separated from the other ones. This is indicative of a major
contribution of the tangential component of the impact velocity to particle breakage. As
the normal component of the impact velocity exceeds about 8 m s+, the four curves are
clearly separated from each other. These trends show that the contribution of the tangential
component of the impact velocity to particle breakage at low impact velocities is not
significant. However, the impact angle plays a significant role on particle breakage at high
impact velocities. The change in the slope of the curves in Fig. 5.21 at a certain value of
the normal component of impact velocity is associated with the transition from chipping to
fragmentation.
Similar conclusions can be reached from Figs. D-IO to D-ll for the breakage of the PS1
and PS3 particles, respectively. The four curves in Fig. D-IO do not coincide at any impact
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velocity indicating that the impact angle influences the breakage of the PS1 particles even
at the free fall velocity. This is because the free fall velocity is close to the critical velocity
for the transition from chipping to fragmentation of this material. The effect of impact
angle on the breakage of the PS3 beads at low impact velocities becomes noticeable only at
about 25°. However, when the normal component of the impact velocity exceeds
approximately 11 m s+, the effect of impact angle becomes prevalent for all the angles
tested.
5.6 Discussion
In this section, the reliability of the experimental results is assessed. Then, the trends
deduced from the effect of impact velocity, number of impacts and impact angle are
discussed in view of fmdings reported in the literature. Finally, the results in the chipping
regime are used here to calculate the proportionality constant of the model of Ghadiri and
Zhang (1992). The values of the constant are then compared with those obtained
previously for ionic crystals, which are already known to follow the model.
5.6.1 Assessment of the reliability of the experimental results
Three elements associated with the reliability of the experimental results are addressed
here. First, the systematic error in the determination of the breakage per impact is
assessed. Second, the reproducibility of tests, particularly at conditions of low breakage, is
evaluated. Finally, the width of the band of variation of the actual breakage per impact is
determined by assessing the magnitude of the difference between the minimum and
maximum limits of the breakage per impact, as defined in section 5.3.1.
5.6.1.1 Assessment of the systematic error of the experimental results
The chipping mechanism produces only small scale damage in contrast to fragmentation
where a significant number of the mother particles does not survive the impact. For
example, the breakage per impact in the chipping regime can be in the order of 0.002%, as
is the case with the PMMA extrudates and the ammonium nitrate priUs. In this case, it is
necessary to consider the systematic error involved in the calculation of the breakage per
impact. The systematic error is determined by the accuracy of the instrument and the
operator (Taylor, 1982). The deduction of the systematic error of breakage per impact can
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be based on Eqns. (5.6) or (5.7), and the details of the calculation can be found in Zhang
(1994). The systematic error of the maximum breakage per impact, 8~:.m' is given by:
log"~l= 1 1)IOM.(m~m=n+I Mf n
where 18Mm(m~ is essentially the resolution of the balance, which in this case is in the
(5.10)
order of 10-5 g. Equation (5.10) shows that an increase in the amount of the feed material,
the resolution of the balance or the number of impacts can reduce the systematic error.
The results of PMMA were chosen to demonstrate the effect of the systematic error on the
calculation of the maximum breakage per impact as a function of impact velocity for the
first five impacts. These results were selected because they corresponded to the smallest
number of impacts. Therefore, determination of the error based on these conditions will
give the most conservative indication of the systematic error of a test. The highest
systematic error observed was in the order of 0.6%, and it is therefore considered
negligible. Similar calculations have been performed for the other test materials. The
systematic error never exceeded the order of 1% and hence does not influence at all the
accuracy of the results of the impact tests.
5.6.1.2 Assessment of the reproducibility of the experimental results
Some impact tests were repeated to assess the reproducibility of the experimental results.
For example, two impact tests were carried out with PMMA extrudates at approximately
10m s+, and the results are summarised in Fig. 5.22.
The reproducibility of the results is not high for the breakage after five and ten impacts but
improves considerably after the fifteenth and twentieth impacts. This level of
reproducibility is not uncommon when commercial materials are tested at the lowest
velocity that could cause damage. In these conditions, the amount of breakage is very
small and can be drastically affected even by the presence of one very weak particle. The
maximum incremental breakage after the tenth impact has a negative value. This is due to
a significant increase of the mass of mother particles which is presumably the result of
tribo-electrification after impact. In general, the reproducibility of the experimental results
improves gradually as the impact velocity and hence the breakage increases. This is
illustrated in Fig. 5.23, where the reproducibility of the impact tests of the PS2 particles is
shown as a function of impact velocity.
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Figure 5.22 Reproducibility of the results of the impact tests of PMMA at 10m s:l .
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Figure 5.23 Reproducibility of the results of the impact tests of the PS2 particles in three
velocity ranges at 25°.
The gradual improvement of the reproducibility of the results at conditions that provoke
high levels of breakage is because the presence of weak particles does not affect the results
drastically.
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5.6.1.3 Assessment of the actual breakage
The reliability of the impact tests was further assessed by identifying the band where the
actual breakage per impact lies. This was done by estimating the minimum and maximum
limits of breakage for all the test materials, both in the chipping and fragmentation regimes.
Figure 5.24 indicates the "error" band in the determination of the actual breakage per
impact ofPMMA in the chipping regime.
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Figure 5.24 Band width of the actual breakage per impact of PMMA at 20.9 m s! as a function
of the number of impacts.
The maximum limit of the breakage per impact is about 33% higher than the minimum
limit, at five impacts. However, the difference in the two limits becomes smaller as the
number of impacts increases. For example, the maximum limit is only 17% higher than the
minimum one after twenty impacts. Handling loss and/or disturbance of the gravimetric
analysis are considered the main reasons for the variation of the width of the band of the
actual breakage with the number of impacts.
Figure 5.25 shows the band of variation of the actual breakage per impact ofPMMA in the
fragmentation regime. The variation of the band width ranges from approximately 28% of
the lower limit at five impacts to less than 16% at twenty impacts. Therefore, the band
width is reduced as breakage increases. This can be concluded from the results of all the
impact tests in the fragmentation regime of PMMA. Similar conclusions can be drawn
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from the analysis of the band width of the two limits of breakage for the other test
materials.
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Figure 5.25 Band width of the actual breakage per impact of PMMA at 59. 7 m r! as a function
of the number of impacts.
5.6.2 Effect of impact velocity on breakage
Only a few workers have attempted to relate breakage with impact velocity, despite that
particle breakage under impact has been investigated extensively. Okuda and Choi (1979)
performed single particle impact tests in the velocity range 10-200 m s-l using spherical
particles of polystyrene (PS) and PMMA with a diameter of about 10 mm. They applied
an energy balance to the impact event and calculated the specific fracture energy which
they defined as the amount of energy required for breaking a single particle. They
concluded that the specific fracture energy varies with the impact velocity in the form of a
power law with an index of2.35 for PMMA and 2.18 for PS. They also suggested that the
minimum impact velocities for fracture were 30-40 m s-l for PMMA and 50-60 m s-l for
PS. The findings of Okuda and Choi (1979) are in a good qualitative agreement with the
results of this work, with respect to the determination of the power index of impact
velocity. However, it is difficult to compare the critical velocity for the transition from
chipping to fragmentation of the PMMA extrudates with the critical velocity for fracture of
their spheres. This because of differences in particle shape and size.
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Vervoom (1986) performed single impacts of sintered and non-sintered cylindrical alumina
extrudates in the velocity range 6-26 m s+. The strength of the sintered extrudates was
higher than that of the non-sintered ones. Attrition and fracture were identified as the
breakage mechanisms in the test velocity range, resulting in small and large amounts of
breakage, respectively. It can be argued that attrition and fracture correspond to chipping
and fragmentation, respectively, based on the terminology of this work. The breakage of
alumina was expressed as the percentage of the mass loss of the original particle, i.e. very
similar to the way that breakage is quantified in this work. Vervoom proposed that the
mass loss,Ma, is given by the following relationship:
(5.11)
where kv is an "attrition constant" of the test particles and Vo is the maximum velocity at
which the particle recovers without any damage. The approach of Vervoom (1986) was
applied to the results of the PMMA extrudates for the first five impacts in the chipping
regime, as shown in Fig. 5.26.
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Figure 5.26 Application of Vervoom 's approach to the results of the PMMA extrudates for the
first five impacts in the chipping regime.
The mass loss, Ma, was approximated by the maximum breakage per impact. The impact
velocity, Uo. for the PMMA extrudates was taken equal to 8 m S-I. The straight line in Fig.
5_26is the best fitted line which results in a reasonably good regression coefficient. The
slope of the line (0_047 s m") is approximately one order of magnitude lower than that
reported by Vervoom (1986) for the alumina extrudates (sintered: 0.21 s m"; non-sintered:
0.23 s m'). The slope of the line in Fig. 5.26 (attrition constant) is influenced by the
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mechanical properties and particle shape of the test material, and this is presumably
reflected in the difference between the attrition constant of this work and that of Vervoorn.
Therefore, the relation proposed by Vervoorn (1986) bears an empirical validity, but the
effect of material properties on the attrition constant, kv, still remains to be determined.
The numerical simulations of Thornton et al. (1995) indicate that the mass of fines of
spherical agglomerates that fail in the semi-brittle mode is proportionately linear to the
Weber number, as defined in section 2.5.2. Therefore, their results lend support to the
implications of the model of Ghadiri and Zhang (1992).
Salman et al. (1995) proposed that an exponential relationship in the form:
No = IOOe[-(u/ks)to (5.12)
described well the breakage of the alumina extrudates as a function of impact velocity. In
Eqn. (5.12), No is the number of particles that remained unbroken from an original batch of
100 particles, U is the impact velocity, and ks and hJOare fitting parameters. Salman et al.
(1995) determine the number of broken particles by visual examination after impact.
Therefore, their definition of breakage is more likely to relate to fragmentation rather than
chipping, since the latter can be difficult to be identified with the unaided eye. Thus, Eqn.
(5.12) is relevant to fragmentation and is not evaluated further here.
5.6.3 Effect of the number of impacts on breakage
The effect of the number of impacts on breakage has been investigated by Vervoorn
(1986), Cleaver et al. (1993), Zhang (1994) and Guigon et al. (1994).
The results of Vervoorn (1986) show that the cumulative breakage of the sintered and non-
sintered alumina extrudates in the chipping regime increases linearly with the number of
impacts for approximately fifty impacts. However, the pattern of increase of breakage in
the fragmentation regime becomes more irregular and can be approximated by two straight
lines with the same slope but different intercepts.
The work of Cleaver et al. (1993) and Zhang (1994) refers to breakage in the semi-brittle
mode, and in that sense it is directly relevant to this work. Cleaver et al. (1993) showed
that the incremental breakage of sodium carbonate monohydrate decreases after the first
three impacts to reach quickly an asymptotic value as the number of impacts increases up
to eighteen. The increased breakage in the first few impacts is the result of the chipping of
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sharp comers and edges of the particles. The particles round off gradually as the number of
impacts increases, and this results in smaller amounts of breakage.
Zhang (1994) performed twenty consecutive impacts on sodium chloride, potassium
chloride and magnesium oxide cubic particles, 2 mm in size. He found that the
incremental breakage increases with the number of impacts, particularly for the sodium and
potassium chloride crystals. Work hardening was held responsible for this trend. The
sodium and potassium chloride crystals are prone to work hardening which results in an
increase of their hardness and consequently the breakage per impact, as depicted from the
model of Ghadiri and Zhang (1992).
Guigon et at. (1994) performed repeated impacts of hydrargillite (AI(OHh) and PMMA
particles in the velocity range 24-167 m s-l and 20-350 m s-l, respectively. Breakage was
characterised in terms of the mean diameter changes, as obtained from the size distribution
of the impact product. No change of the mean diameter of the hydrargillite was found for
the lowest test velocity, i.e. 24 m s+. However, a significant decrease of the mean
diameter was observed in the velocity range 46-167 m s+,
The results of this work corroborate the findings in the literature, except those of Zhang
(1994), in the sense that the incremental breakage remains constant after the first few
impacts in the chipping regime (see Figs. 5.4 and C-2), while it increases rapidly in the
fragmentation regime (see Figs. 5.5 and C-3). Gradual crack propagation, work hardening
and fatigue (Rizk et aI., 1994) may be proposed as the reasons for the increase of the
breakage of particulate solids with the number of impacts, when this occurs.
5.6.4 Effect of impact angle on breakage
There is only a limited amount of work in the literature referring to the effect of impact
angle on particle breakage. Vervoom (1986) performed single impacts of cylindrical
alumina extrudates in the range 10°-45° (for the definition of the impact angle see Fig. 5.1).
His results showed that breakage increases as the impact angle increases from 30° to 45°.
Furthermore, Vervoom (1986) expressed his results as a function of the tangential
component of impact velocity. He found that the contribution of the tangential component
to breakage in the chipping regime is very small compared to that of the normal
component. A comparison of Vervoom's results with those of this work for the porous
silica particles (PS2 and PS3) is shown in Fig. 5.27.
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Figure 5.27 Dependence of particle breakage on the tangential component of impact velocity.
The normal component of impact velocity is 10 m s-1.
For the purpose of comparison, the normal component of the impact velocity is maintained
constant at 10 m s-l. There is a qualitative agreement between the results of the porous
silica particles and those of the alumina extrudates, at low values of the tangential velocity.
This is because all the results delineate an increase of breakage with the tangential
component of impact velocity. However, the test angle range of Vervoom (1986) is
10°-90°, i.e. wider than the range of this work which is 25°-90°. Therefore, a comparison of
the contribution of the tangential component to the breakage of alumina and silica cannot
be made over the whole test range.
Vervoom (1986) argues that the tangential component is primarily responsible for breakage
at moderate and high impact velocities and shallow impact angles, where abrasion (rolling
and sliding contact) rather than erosion is responsible for material removal. In that velocity
range, particles may slip either backwards or forwards depending on the relative magnitude
of the tangential and rotational velocities. The breakage mechanism is one of abrasion,
where there are numerous contact points and potential sites of material removal. There is a
critical velocity where the abrasion is minimum because there is a minimum sliding of the
contact point. A combination of sliding and rolling produces more abrasion at high
tangential impact velocities, and this causes a substantial mass breakage.
The fragmentation of the alumina extrudates is influenced by the tangential component of
impact velocity, but not as much as the abrasion of the particles (Vervoorn, 1986).
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However, the breakage of the silica particles in the velocity range tested here is dominated
by erosion rather than abrasion and hence the results of this work cannot be used to
evaluate all the observations of Vervoorn (1986).
Salman et al. (1995) performed single particle impacts of spherical alumina extrudates in
the range 20°-90° using impact velocities up to 35 m s-l. Breakage was quantified by
visually inspecting the particles and counting the broken ones. Chipping of the particles
was not reported by Salman et al. (1995), although it may be argued that their method of
collection of the particles and measurement of breakage might not be sufficiently sensitive
to detect chipping (see also section 5.6.2). The results of Salman et at. (1995) show that
the probability of particle breakage remains constant in the range 50°-90°, but decreases
rapidly as the impact angle decreases below 500, for a given impact velocity. Hence, there
is hardly any damage at 20° for all the test velocities. Furthermore, Salman et al. (1995)
concluded that the fracture pattern of the alumina spheres is influenced appreciably by the
impact angle and hence the contribution of the tangential component of the impact force to
the development of the fracture pattern is significant.
Computer simulations can provide an in-depth understanding of the intrinsic processes
during an oblique impact. Ning (1995) addressed a number of theoretical aspects of
oblique particle impact under elastic and elastic-plastic contacts with a rigid surface. He
simulated oblique impacts of agglomerates in a wide range of angles at a constant impact
velocity of 0.5 m S-I. The damage ratio, as defined in Chapter 2, was used to determine the
degree of breakage. He observed that the damage ratio increases monotonically with
increasing impact angle. Ning (1995) concluded that the normal component of impact
velocity is the dominant factor in determining the degree of damage resulting from an
agglomerate impact. Therefore, his observations do not corroborate the experimental
results of this work and those of the literature. However, it is not known how the
coefficient of friction between particle and target in the numerical simulations compares
with that of the actual experiments.
The findings reported in the literature lend support to the results of this work with respect
to the effect of impact angle on the breakage of the porous silica particles. The normal
component of the impact velocity plays the dominant role in the chipping regime, where
there is hardly any effect of the impact angle on breakage. However, the role of the
tangential component of the impact velocity increases as the impact velocity increases in
the fragmentation regime and the impact angle decreases. Schonert (1984) and Salman et
al. (1995) have pointed out that tangential loading leads to a greatly enhanced tension at the
one end of the contact area and thus a higher probability for crack initiation. Such a
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fracture may be diverted easily towards the nearest free surface to break off a fragment, and
hence oblique impacts should be considered to enhance particle breakage in terms of both
initiating and propagating, i.e. opening up, the cracks. Nevertheless, the size of the
fragments is smaller than that of the fragments produced on a normal impact, as depicted
from a comparison between Figs. 5.15 and 5.16. This explains the overall decrease of the
amount of breakage with the impact angle.
A more detailed analysis of the effect of impact angle on particle breakage needs to
consider the evolution of contact forces and energy components with time, based on the
contact mechanics between the particle and the target. The amount of the initial kinetic
energy that is available for fracture can then be deduced from measurements of the rebound
velocities and the total adhesion energy (Xu et al., 1993).
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5.7 Conclusions
The breakage of the test materials was quantified, as a function of parameters relevant to
the industrial practice, using single particle impact testing. More specifically, the effect of
impact velocity and number of impacts on the breakage of the PMMA extrudates and
ammonium nitrate prills was investigated. Furthermore, the effect of impact velocity and
angle on the breakage of the porous silica particles (PSI, PS2 and PS3) was also assessed.
The extent of breakage was characterised using two limits derived from the mass balance
around the experimental apparatus. Inevitable handling losses during impact testing
impose the estimation of the minimum and maximum limits of breakage. The actual
breakage lies between the two limits, and the width of the band between the two limits can
be an indication of the quality of an impact test.
The breakage per impact increases with impact velocity for all the test materials. There is a
critical velocity for the transition from chipping to fragmentation, which varies
significantly between different materials and particle sizes. The breakage of all the test
materials in the chipping regime depends in a power fashion on impact velocity, and the
power index is reasonably close to 2. All the test materials, except for the PS3 beads, have
been identified to fail in the semi-brittle mode and hence the model of Ghadiri and Zhang
(1992) could be applicable. It is interesting to identify if the model can potentially describe
the chipping propensity of materials that fail in the brittle mode. This is further discussed
in Chapter 7.
The effect of the number of impacts on the incremental breakage of PMMA and
ammonium nitrate is relatively weak in the chipping regime but becomes appreciable in the
fragmentation regime. The cumulative breakage appears to correlate linearly with the
number of impacts for both regimes, and these results are expected to have useful
implications to industrial operations that involve repeated impacts.
The effect of impact angle on the breakage of the porous silica particles is negligible in the
chipping regime. However, the breakage increases with the impact angle in the
fragmentation regime. The effect of impact angle on breakage was further supported by
the microscopic examination of the debris produced at 25° and 90°. The debris at 25°
resembles thin lenses, while that at 90° is in the form of orange segments with a convex or
wedge-shaped internal surface. The results imply that the tangential component of the
impact velocity plays a significant role in the development of the stress field and the
subsequent breakage at high impact velocities and small impact angles. The observations
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of this work are in a good agreement with experimental and computational findings
reported in the literature.
164
CHAPTER6
FRAGMENTATION OF PARTICULATE SOLIDS
6.1 Introduction
The determination and analysis of particle breakage in the chipping mechanism was based
on the distinction between mother particles and debris. However, this distinction becomes
irrelevant in the fragmentation regime, where most of the original particles lose their
identity. For this purpose, the size distribution of the impact product is used to characterise
the breakage propensity of the test materials in the fragmentation regime.
The objective of this chapter is to investigate the effect of impact velocity and feed particle
size on the size distribution of the impact product of the test materials after a single normal
impact. The effect of material properties on the breakage behaviour of the test materials in
the fragmentation regime can then be elucidated. Finally, the approaches adopted by other
workers in the field of particle fragmentation are discussed.
6.2 Experimental
Single particle impact tests were performed using the experimental apparatus described in
Chapter 5. The test materials and conditions are summarised in Table 6.1. For
convenience, the critical velocity for the transition from chipping to fragmentation of each
test material is reproduced in the fourth column of Table 6.1. This is to show that the test
velocity range covers the chipping and fragmentation regimes. This was done in order to
highlight the effect of the transition from chipping to fragmentation on the size distribution
of the impact product. However, the analysis of fragmentation covers the velocities
slightly higher than the critical velocity for the transition from chipping to fragmentation.
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Table 6.1 Summaryof the test conditionsof the selectedmaterials.
Material Particle size Impact velocity Uch-fr (m s-l)
(mm) range (m s-l)
PMMA 2.36-2.80 20-72 30
Ammonium nitrate 2.00-2.36 15 10-15
PSI 2.00-5.60 4-16 =4
PS2 1.00-1.18 4-20 > 12
PS3 2.00-2.36 4-20 > 10
Only one impact was performed in order to ensure that the impact product was the result of
breakage of only one sieve cut. The target material was sapphire, except for the porous
silica particles which were impacted on a stainless steel target. Nevertheless, experimental
evidence suggests that there is no difference in the extent of breakage of porous silica when
impacted on a sapphire or a stainless steel target. The impact product was collected,
weighed and analysed for size. The sieve range depended on the initial particle size of the
test material. Sieving was usually carried out down to 250 urn. Each sieve fraction was
weighed individually and stored for further examination.
The effect of particle size was investigated only for PS 1, since it was difficult to obtain the
other test materials in a wide particle size range. Impact tests using five consecutive
particle size ranges were performed. The impact velocity was maintained approximately
constant at 16 m 5-1 for these tests. The test size ranges were the following: 2.00-2.36,
2.36-2.80,2.80-3.35,3.35-4.00,4.00-4.75, and 4.75-5.60 mm.
6.3 Results
The size distribution of particles resulting from a breakage process is commonly presented
by a Gates-Gaudin-Schumann plot, where the cumulative quantity of the particles under or
over a given size is described as a function of a normalised particle size on a logarithmic
plot. The normalisation is usually made with respect to the original particle size or to the
size of the largest fragment produced on breakage, 10 (Arbiter et al., 1969; Thornton et al.,
1995; Potapov and Campbell, 1997). The normalising size is referred to as the size
modulus, while the ratio 1110 can be defined as the size ratio. The size distributions in this
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work will be represented only as a function of the normalised particle size to facilitate the
comparison with data published in the literature.
6.3.1 Effect of impact velocity on the size distribution of the impact product
The effect of impact velocity on the size distribution of the impact product of the PMMA
extrudates is shown in Fig. 6.1 for the velocity range 20.1-72.1 m s+,
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Figure 6.1 Effect of impact velocity on the size distribution of the impact product of PMMA.
The difference in the size distributions can be clearly seen. There is a significant increase
in the production of debris as the impact velocity is increased. For instance, an almost
fourfold increase in the velocity, from 20.1 to 72.1 m s-l, results in a change of
approximately two orders of magnitude of the cumulative mass fraction for a size ratio of
approximately 0.25.
A natural cut in the size distribution curves at a size ratio of approximately 0.70 is
observed particularly at low impact velocities, as shown in Fig. 6.1. This corresponds to a
distinction between mother particles and large fragments, and debris. The natural cut
separates each distribution curve roughly into two distinguishable and almost straight lines.
As the impact velocity increases, the natural cut of the distribution gradually disappears,
and the two distinct straight lines tend to become a single one. This is a manifestation of
the gradual transition from chipping to fragmentation. Similar observations can be made
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for the variation of the size distribution of the PS3 beads as a function of impact velocity,
as shown in Fig. 6.2.
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Figure 6.2 Effect of impact velocity on the size distribution of the impact product oj the PS3
beads.
The size distribution below a size ratio of approximately 0.6 remains almost flat at 4 m s-I
due to the absence of relatively large fragments at this velocity. The mass of fragments
increases significantly as the velocity increases from 4 to 20 m s+, as shown from the
increase of the slope of the size distribution that corresponds to the debris.
Graphs similar to Figs. 6.1 and 6.2 are obtained from the size analysis of the impact
product of the PSI and PS2 particles, as shown in Figs. D-12 and D-13. The effect of
impact velocity on the size distribution of the ammonium nitrate prills was not
investigated; the results of the ammonium nitrate prills have been obtained only at
15 m s+.
6.3.2 Effect of the feed particle size on the size distribution of the impact product
The size distribution of the impact product in the fragmentation regime may be represented
in two ways when the original particle size varies. One way is to normalise each size
distribution with respect to its size modulus, as shown previously for the PMMA
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extrudates in Fig. 6.1. Figure 6.3 shows the results for the impact product of PS 1 at
16±0.5 m s+.
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Figure 6.3 Effect of the feed particle size on the size distribution of the impact product of PS1 at
16 m sl.
The extent of breakage increases appreciably with the particle size. For example, the mass
of fragments under a size ratio of 0.5 increases by approximately four times as the original
particle size doubles from the size range 2.36-2.80 mm to the range 4.75-5.60 mm.
An alternative way of representing the size distribution of the impact product is to use the
largest particle size of all the test size ranges. Figure 6.4 shows the effect of particle size
on the size distribution of the impact product of PS 1, normalised with respect to the
maximum particle size which is 5.60 mm. This type of representation is relevant to
practical applications, such as comminution, where material of a wide size range is usually
fed into a size reduction equipment.
It is noteworthy that the individual curves merge gradually into a single curve as the size
ratio decreases.
169
1.000
A 2.3&-2.80 mm •• 0"2.80-3.35 mm "• 3.35-4.00 mm A •
04.D0-4.7Smm • Ii".4.75-S.60 mm A i
::!: " •
~ .. •" •• 0.100 •I A •
" " •e0 t 8=
~ , If
:: A If
~ ~
j
0.010 •~"u
•
0.001+----------------+------------------l
0.01 0.10 1.00
(Il10) (-)
Figure 6.4 Effect of the feed particle size on the size distribution of the impact product of PSJ at
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6.4 Analysis of the results
In the literature of particle fracture, the size distribution of the complement has been
commonly analysed (Arbiter et al., 1969; Thornton et al., 1995). The complement is taken
as the mass of the material below a size ratio of 0.5. This value of the size ratio emerges
from the natural cut of the size distribution of the test materials. The mass of the material
above this size ratio is known as the residue, since it contains mother particles, i.e. particles
that have maintained approximately their original size. The effect of the selection of the
particular value of the size ratio for dividing the size distribution into the complement and
residue on the analysis of the experimental results is discussed in section 6.5.2. The slope
of the size distribution of either the residue or complement, when plotted as a function of
l/lo on logarithmic axes, is known as the distribution modulus, (. The functional
dependence of the size distributions on impact velocity and original particle size is
analysed below.
6.4.1 Dependence of the size distribution on impact velocity
The analysis of breakage in the chipping regime indicated that the extent of damage varies
with the particle incident kinetic energy. It may, therefore, be intuitively assumed that the
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quantity of the product in a given size range in the fragmentation regime would depend on
the incident kinetic energy. The size distributions of the products at various impact
velocities are therefore plotted as a function of the group U 2 (I 110)' This is shown in Fig.
6.5 for PMMA in the velocity range 33.0-72.1 m s+, which corresponds to the
fragmentation regime.
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Figure 6.5 Dependence of the size distribution of the impact product of PMMA on impact
velocity.
The group U2(lllo) appears to unify well the data of different impact velocities with the
exception of the top points. This is expected as the size of the residue particles would
depend on impact velocity. A regression analysis in the size range of the complement leads
to the Eqn. (6.1):
(R2=97.6%) (6.1)
where Y is the cumulative mass fraction undersize I.
Similar analyses have been done for the other test materials. The effect of impact velocity
on the size distribution of the product of PS 1 is shown in Fig. 6.6. The trend is similar to
that exhibited by PMMA, i.e. the data are well unified under a size ratio of 0.5.
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The data of the PS2 and PS3 particles have been analysed in the same way, and the results
are shown in Figs. D-l4-D-l5, respectively.
6.4.2 Dependence of the size distribution on feed particle size
The extent of breakage in the chipping regime is linearly related to the size of the particles.
The applicability of this trend in the fragmentation regime is assessed by normalising the
data of Fig. 6.3 in the form of the group U 210 (1/10)' where the impact velocity is
maintained constant at 16 m S·l. This is shown in Fig. 6.7.
A significant overlapping of the individual distribution curves can be seen, particularly in
the size range of the complement. The combined effect of impact velocity and particle size
on the size distribution of the complement ofPSl, is shown in Fig. 6.8.
Figure 6.8 contains the results of breakage where both the impact velocity and the feed
particle size of the material change. The trend shows a good unification of the results of
various feed particle sizes and impact velocities. The best fit line, obtained from regression
analysis, is given by Eqn. (6.2):
Y = -0.2888 x [(U210 )(1/lo)] 1.62 (R2=98.1 %) (6.2)
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Figure 6.8 The combined effect of impact velocity and feed particle size on the size distribution
of the complement of PSI.
The functional form of the group In Eqn. (6.2) is essentially (U21). However, it is
presented in the above way because the size distribution is usually presented in terms of
(1/10), and the product (U210) is from the chipping model of Ghadiri and Zhang (1992).
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Therefore, it can be considered that the ratio lIlo is related to the size analysis of the impact
product, while the group (U210) is related to the breakage propensity of the material.
Equation (6.2) implies essentially that the size distribution of the complement at a given
impact velocity is independent of the feed particle size. This conclusion is in agreement
with the observation of Arbiter et al. (1969) that the mass fraction of the complement of
sand-cement spheres for a free fall impact is independent of the size of the specimen when
the height of fall is constant. Arbiter et al. (1969) cite that similar conclusions for the
dependence of breakage on feed particle size have been reached from experimental data on
tumbling mill grinding. This confirms the applicability of the above observation to
practical situations.
6.4.3 Dependence of the size distribution on material properties
The analysis of fragmentation has shown that the size distribution of the complement is a
power function of the group [(U 210 )(l/lo)] . Therefore, the size distributions of the
complements of all the test materials in this work are presented as a function of the group
[(pU210){I/lo)] in Fig. 6.9. The incident specific kinetic energy is used instead of the
square of incident velocity in order to account for differences in the density of the various
test materials.
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Figure 6.9 The combined effect of impact velocity and feed particle size on the size distribution
of the complement of PMMA, AN, PS], PS2 and PS3.
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The results are in distinct groups, reflecting differences in the mechanical properties of the
test materials. It is interesting that the slopes of the trend of the data are roughly equal,
indicating similarities in the crack propagation mechanisms of these test materials.
However, the intercepts of the trends with the abscissa are different. This indicates
different extent of breakdown, which should be related to the material properties, i.e.
Young's modulus, hardness and fracture toughness. The effect of material properties is not
taken into account by the group [(pU210)(lllo)]. A further normalisation of the data is
required, by a group of parameters which can describe the partition of the incident energy
into plastic flow, fracture surface energy and rebound energy. This conjecture is supported
by the size distribution lines of PSI and PS2. These two types of silica have very similar
physical and mechanical properties (see Table 3.2), and this is reflected by the unification
of the distribution lines of their complements. The distribution lines of PMMA,
ammonium nitrate and PS3 have different intercepts, reflecting the important influence of
the structure of the particles on the extent of breakage.
A best fit line through each size distribution line can be obtained by means of regression
analysis. A power law of the form Y = A I [(pu 210XII10)] C' describes reasonably well the
distribution lines of the individual materials. The values of the parameters ')...'and s' as
well as the coefficient of determinations are summarised in Table 6.2.
Table 6.2 Values of the parameters A,' and S', as obtained from regression analysis.
Material A' l;;' R2(%)
PMMA 10-8 1.58 97.6
PSI 10-5 1.60 97.3
PS2 2xlO-6 1.96 98.5
PS3 4xlO-8 2.25 94.4
AN 2xlO-7 1.66 98.8
Both A' and s' depend on the selection criterion for the complement and the size range of
the impact product. By analogy with the chipping process, it can be anticipated that the
trends in the data for different materials can be unified by accounting for the differences in
the mechanical properties. It may, therefore, be expected that the size distribution of the
fragments would follow the equation:
In Y = inA '+ S' in[(PU2io )(1/10 )]
fn(E,H,Kc)
(6.3)
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As a first approximation, the combination of the material properties as appear in the model
of Ghadiri and Zhang (1992) is attempted. In this case, Eqn. (6.3) becomes:
(6.4)
The combined effect of impact velocity and material properties on the size distribution of
the impact product of the PMMA extrudates and PS3 beads is shown in Fig. 6.10.
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Figure 6.10 The combined effect of impact velocity and material properties on the size
distribution of the complement of PMMA and PS3.
The values of hardness and fracture toughness for the two materials have been determined
in Chapter 3. The size distributions have been brought closer to each other (compare with
Fig. 6.9) but are not normalised. Further work is needed to establish the dependence of the
size distribution of the impact product on the mechanical properties.
6.5 Discussion
In this section, the effect of impact velocity on the shape of the size distribution, the
suitability of the selection criterion for defining the complement of the size distribution, the
physical significance of the distribution modulus, the alternative approaches to the analysis
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of fragmentation, and finally the effect of the experimental error on the above analysis are
discussed.
6.5.1 Effect of impact velocity on the shape of the size distribution
The investigation of the fragmentation regime was focused on a velocity range slightly
higher than the critical velocity for the transition from chipping to fragmentation. This was
done so that the formation of primary fragments could be studied. In general, the variation
of the shape of the size distribution curve with the impact velocity follows the trend shown
schematically in Fig. 6.11.
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Figure 6.11 Expected variation of the shape of the size distribution curve with impact velocity.
The prevailing breakage mechanism at low impact velocities is chipping. This is illustrated
by curve (1), where the amount of debris is relatively small. The impact product consists
of mother particles and fine debris, thus leading to a natural cut in the size distribution. As
the impact velocity increases above the critical value for the transition from chipping to
fragmentation, the amount of fragments increases, leading to a gradual disappearance of the
natural cut. Further increase in the impact velocity results in distribution curves which are
almost straight lines, when plotted on logarithmic axes, as shown by the curve (2) in Fig.
6.11. At very high impact velocities, fragmentation becomes the dominant breakage
mechanism. The mother particles are broken completely into fragments and debris, as
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shown by curve (3) in Fig 6.11. The appearance of another natural cut and its gradual shift
to small normalised sizes should be characteristic features of extensive breakage. Similar
figures have been reported by Arteaga et al. (1995) for the impact breakage of single
crystals of a-lactose, Ghadiri et al. (1997b) for the numerical simulation of the impact
breakage of agglomerates, and Potapov and Campbell (1994, 1997) for the numerical
simulation of brittle spheres. The variation of the shape of the distributions in Fig. 6.11
bears a significant resemblance to the variation of the shape of the size distributions
produced after different times of grinding (Jimbo, 1973 for the ball milling of sulfur
particles; Herbst et al., 1981 for the wet and dry grinding of limestone and quartz). Agar
and Charles (1961) investigated the rod milling of several minerals and ores and concluded
that the size distribution curves usually change shape, but they tend to approach a constant
shape after prolonged grinding. Therefore, it can be generally concluded that the
distribution modulus changes with the input energy, and hence the assumption of a
constant distribution modulus can be questionable.
6.5.2 The selection criterion
The determination of the breakage per impact in the chipping regime is based on a criterion
to distinguish between mother particles and debris. The criterion is based on a sieve,
whose size is two standard sizes below the original one, i.e. corresponding to a size ratio of
approximately 0.72 for British standard sieves. This selection criterion is adopted in order
to minimise the sieving effort. It is satisfactory for separating fine debris from the mother
particles in the chipping regime. However, for fragmentation a full size analysis is
necessary because the product may be found in all the sieves. Nevertheless, the product of
fragmentation can be partitioned into two categories: one essentially containing partially
damaged mother particles and large fragments, whose sizes are comparable with the
mother particles, and another containing debris and small fragments. This is essentially the
distinction between the residue and complement, as adopted in the literature (Arbiter et aI.,
1969;Thornton et al., 1995).
The selection criterion adopted here is a size ratio of 0.5. This was done to facilitate the
comparison between the results of this work and those of Arbiter et al. (1969) and
Thornton et al. (1995). However, the conclusions of the analysis presented in section 6.4
would not change when the size ratio of 0.72, i.e. the natural cut in the size distribution of
PMMA, was used. Nevertheless, the selection criterion can influence the regression
analysis and consequently the distribution modulus. The importance of the latter is
addressed in the following section.
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6.5.3 Significance of the distribution modulus in the description of fragmentation
Some of the fragmentation data that is reported in the literature refers to the breakage of a
single particle (Arbiter et al., 1969). This usually leads to the production of a small
number of fragments in the residue. Consequently, a substantial scatter is observed in the
size distribution of the residue, and there is little point in attributing significance to the
variation of the corresponding distribution modulus. It is more meaningful to analyse the
variation of the distribution modulus of the complement with the impact velocity, as shown
by Arbiter et al. (1969). A compilation of the values of the distribution modulus of the
complement of a variety of materials is shown in Fig. 6.12, albeit some of the data being
results of distinct element analysis.
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Figure 6.12 Variation of the distribution modulus of various materials with impact velocity.
Only a qualitative comparison between the various values of the distribution modulus is
feasible, because of differences in the impact velocity, original particle size and material
properties. The trends reported by Arbiter et al. (1969), and the simulation results of
Potapov and Campbell (1994) and Thornton et al. (1995) show that the distribution
modulus of their materials remains almost constant with impact velocity. This is in
agreement with the observations of this work for all the test materials, except for the PS3
beads whose distribution modulus increases slightly with impact velocity. Nevertheless, an
appreciable variation of the distribution modulus with impact velocity has been reported
for paracetamol crystals by Arteaga et al. (1995). This is because the paracetamol crystals
were impacted in a wide range of velocities, and hence the variation of the distribution
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modulus could clearly be distinguished. An increase of the distribution modulus from 1.1
to 1.4 with the impact velocity has also been reported by Charles (1956), without
specifying whether this refers to the distribution of the complement only. Numerical
simulations of single impacts of agglomerates in the fragmentation regime show a decrease
of the distribution modulus with an increase in the impact velocity (Ning, 1995). In
general, the distribution modulus may change with the impact velocity, and the relatively
constant value of the distribution modulus reported for the test materials here could be a
consequence of the relatively narrow range of impact velocities.
A physical significance has been attributed to the distribution modulus by Charles (1956)
and Klimpel (1996). A large distribution modulus is the result of a relatively steep size
distribution curve. This implies that the impact product consists mainly of debris with a
narrow size distribution. This is generally desirable for comminution purposes, where the
product is required to be ideally monodisperse. A distribution modulus higher than 1.1 is
rarely exceeded in the usual methods of crushing and grinding, while a modulus as high as
1.4 is considered uncommon (Charles, 1956). This observation is supported from the
results of wet grinding tests of a range of materials. The maximum distribution modulus
reported by Klimpel (1996) was 1.16 for the wet grinding of quartz gold ore. Thus,
understanding of the conditions that give rise to high distribution moduli is of practical
interest.
6.5.4 Evaluation of alternative approaches to fragmentation
The analysis of fragmentation data is inherently complicated, since a size distribution,
rather than a single number, is required to describe the fragmentation process. The
separation of the impact product into the residue and complement may simplify the analysis
of fragmentation but introduces an additional decision about the selection criterion. The
above difficulties have limited the attempts in the literature to analyse the fragmentation
process.
A simple analysis of the effect of specific impact energy on the size distribution of the
complement of sand-cement spheres was proposed by Arbiter et al. (1969). The
cumulative mass fraction of the complement was related to the group (Eml'), where Em is
the specific impact energy and 'is the distribution modulus, with a value of 0.25 for the
sand-cement agglomerates. The trend of the data points is considered linear with a certain
degree of scatter. The validity of this analysis was investigated by Kafui and Thornton
(1995) using distinct element analysis. Simulations of single impacts of agglomerates were
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performed in the velocity range 0.2-0.5 m s-l. Each agglomerate was formed by a number
of primary particles assembled together using five different values of surface energy. The
values of the distribution modulus obtained by Kafui and Thornton (1995) from the size
analysis of the complement were 0.5 and 1.0 for values of surface energy in the ranges
1-4 J m-2 and 0.2-0.4 J m-2, respectively. A unification of the individual size distribution
lines was obtained when the size analysis of the complement was plotted as a function of
the group (u 2 (1/10)') for all the surface energies.
The validity of this approach was assessed for the PMMA extrudates and porous silica
particles. Average values of the distribution modulus were used. The size distribution of
the complement ofPMMA as a function of the group (U2(1/lo)') is shown in Fig. 6.13.
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The average value of the distribution modulus of PMMA within the test velocity range is
1.56. The unification of the size distribution lines is not as effective as that shown in
Fig. 6.5. Similar observations were made for the size distribution of the complement of the
PS3 beads (distribution modulus: 2.25). It is concluded that the size distribution of the
complement is better described by the group U 2Z, as previously presented. This is
supported by the experimental results of Weichert (1988, 1990) who performed quasi-static
compression tests on glass spheres at different input energies and determined the
cumulative mass distribution of fragments that were produced by crack bifurcation. If it is
assumed that the size range of these fragments corresponds to the size range of the
181
complement as defined here, a good degree of unification was achieved when the
cumulative distribution of the fragments was plotted as a function of the group Em I. A
similar conclusion is reached for the fragmentation of a-lactose and paracetamol crystals
under single impacts (Bentham, 1997), ball mill grinding of quartz (Herbst et al., 1981) and
numerical simulations of the impact breakage of agglomerates (Ghadiri et aI., 1997b). The
description of the fragmentation process by the group U 2[ satisfies a requirement for a
breakage index which would be independent, as far as possible, of the feed size distribution
(Evans, 1962).
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6.6 Conclusions
The fragmentation process of the test materials was investigated by single particle impact
testing. The impact product was analysed for size and the variation of the size distribution
with impact velocity and feed particle size (only for PS 1) was observed. The size
distribution of the complement was normalised with respect to the group pU 2/ in order to
account for differences in the density, feed particle size and impact velocity among the test
materials. A good unification of the experimental data was observed for various test
conditions. In contrast to the approach first used by Arbiter et al. (1969) using distribution
moduli, the presentation of the results of fragmentation in this way does not require a
predetermined value of the distribution modulus. Further normalisation of the trends is
required in order to take account of the effect of material properties on the extent of
fragmentation.
183
CHAPTER 7
GENERAL DISCUSSION
This chapter addresses some general issues related to the findings presented in Chapters 4,
5 and 6. In particular, the objective of this chapter is to outline the criteria for
differentiating between individual breakage mechanisms and failure modes, to discuss the
present form of the model of Ghadiri and Zhang (1992), to assess the predictive capability
of the model, to address issues related to the further development of the model of
fragmentation, and fmally to examine the implications of the limiting particle size to
breakage.
7.1 Breakage mechanisms and failure modes
The observation of the single particle impacts showed that chipping and fragmentation are
the dominant mechanisms of particle breakage in the brittle and semi-brittle modes. The
distinction between failure modes, and consequently breakage mechanisms, is imposed by
differences in the prevailing crack patterns and the morphology of the impact product. An
understanding of the salient features of each mechanism is fundamental for the analysis and
modelling of particle breakage. For this purpose, key features of chipping and
fragmentation in the brittle and semi-brittlemodes are summarised in Table 7.1.
An important difference between brittle and semi-brittle modes lies in the mechanism of
crack initiation which depends primarily on material properties and structure. In isotropic
continuum solids such as PMMA, irreversible deformation occurs by shear flow which
produces a large number of discontinuities in the form of voids. These lead to crazing and
subsequently cracking. The stress conditions that govern craze initiation from plastic
discontinuities in thermoplastics have been reviewed by Kambour (1973). Irreversible
deformation in isotropic solids with porous structures is known to occur by densification,
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i.e. collapse of the material structure around the contact area (Lawn and Wilshaw, 1975).
This is the result of both the hydrostatic and shear components of the indentation stress
field (Hagan and Swain, 1978). This type of irreversible deformation is likely to be
operative for the PS1 and PS2 particles, and for the PS3 beads at high impact velocities.
Table 7.1 Summary of key features of chipping and fragmentation in the brittle and semi-
brittle modes.
Mechanism CHIPPING FRAGMENTATION
Mode Brittle Semi-brittle Brittle Semi-brittle
Crack Immobile pre- Irreversible Microcracks Irreversible
initiation existing surface (plastic) induced by shear (plastic)
flaws deformation deformation deformation
(compression
cone),
densification,
immobile pre-
existing surface
or internal flaws
Crack Conical turning Lateral Meridian and Median and radial
morphology towards the free oblique radial
surface
Responsible Radial prevailing Residual elastic Circumferencial Hoop
(tensile) just outside the perpendicular to
stresses contact area and the free surface
then residual
elastic
Irreversible deformation in ordered solids, such as crystals, manifests itself by dislocation
mobility and pile-up giving rise to well-defined slip planes. However, it is relatively
difficult to elucidate the mechanism of permanent deformation of crystal aggregates such
as ammonium nitrate prills. Here, it is likely that both the failure of the intercrystalline
bonds as well as deformation of individual crystals play a role in the overall deformation
mechanism.
The mechanism of irreversible deformation and consequently crack initiation may also
depend on the magnitude of the applied load. Salman and Gorham (1997a) suggest that
densification is likely to occur at moderate levels of load, while shear flow prevails at
relatively high loads.
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Finally, the mechanism of crack initiation depends also on the mechanical properties of the
target material. Particle impacts of sapphire, glass (soda-lime and lead), sand-cement and
the PS3 spheres on targets that deform elastically lead to the formation of a compression
cone that contains material subjected to shear stresses (Arbiter et aI., 1969; Hutchings,
1993b, 1993c; Salman and Gorham, 1997b, 1997c). Densification of the material in the
conical area is also possible. At a sufficiently high load, the cone penetrates into the bulk
of the material inducing a wedging action. In the presence of intrinsic flaws, crack
initiation is the result of the synergistic effect of the wedging action of the compression
cone and the stress concentration around the flaw closest to the cone. In the absence of
intrinsic flaws, the cone can penetrate further into the bulk of the specimen, acting as a
rigid indenter. It is expected that the prevailing stress field around the cone could bear
similarity to that developed under point loading. This implies that a transition from brittle
to semi-brittle failure might occur as the applied load increases.
Purely brittle failure was observed by Shipway and Hutchings (1993b) only when particles
were impacted on or compressed against targets that were highly compliant. In this case,
crack initiation was due to tensile stresses around dominant surface flaws in the particles.
However, pure brittle failure may also initiate from internal bulk flaws if their size is
dominant.
The difference between brittle and semi-brittle modes can also be elucidated at relatively
low impact velocities from the conditions of crack propagation that induce chipping. In the
brittle mode, chipping is due to cracks propagating during unloading. These cracks are
essentially the extension of conical cracks that were developed during loading. Further
work is needed to understand the mechanics and develop models of chipping in the brittle
mode. In the semi-brittle mode, chipping is due to the propagation of lateral cracks during
unloading as a result of residual elastic stresses induced by extensive irreversible
deformation. It is interesting to explore possible similarities between the mechanisms of
chipping in the two modes by focusing on the crack propagation stage just before material
detachment. If such similarities do exist, then a single model may be able to describe the
chipping propensity of particulate solids, irrespective of the mechanism responsible for
crack initiation.
It is more difficult to identify differences between brittle and semi-brittle failure modes in
the fragmentation regime. This is because the development of radial cracks due to
circumferencial hoop tensile stresses (for spherical particles) appears to be a common
feature for both modes. The location of crack initiation may reveal details of the failure
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mode. In this case, crack initiation at the contact area should be considered indicative of a
semi-brittle failure (Kienzler and Schmitt, 1990).
The features listed in Table 7.1 can be used as indications for interpreting the mode of
particle breakage by observing the fracture patterns. Deviations from and combinations of
these features can often be observed subject to contact geometry, mode of loading and
complexity of the structure of the materials, as demonstrated with the failure of the
molecular sieve beads. A review of patterns of indentation cracking carried out by Cook
and Pharr (1990) concluded that crack initiation and propagation sequences depend
strongly on material properties, and there is no simple generalisation that can describe
them.
7.2 The present form of the model of Ghadiri and Zhang (1992)
The original form of the model of Ghadiri and Zhang (1992) contained the constraint
factor, cjl, as shown in Eqn. (7.1):
,l: = a p U]/ H~ K; cjl]
The presence of cjl in the model arose from the work of Evans and Wilshaw (1976) who
(7.1)
observed that:
(7.2)
In their approach, the yield stress was in fact represented by the ratio Hlcjl. Evans and
Wilshaw (1976) used mainly ceramic materials for which the constraint factor was close to
3. However, the use of the yield stress in their formulations renders the direct extension of
their work to work hardening and anisotropic materials very complicated. This is because
the processes pertinent to fracture initiation of work hardening and anisotropic materials do
not start at the yield stress (Zhang, 1994). This therefore raises the question of whether the
use of O"y in the model is appropriate at all.
In general, the yield stress is measured at the onset of plasticity which corresponds to about
0.1% or 0.2% plastic strain (Ashby and Jones, 1991). However, a critical amount of
dislocation pile-up is required to initiate cracks in anisotropic and work hardening
materials. This may be well above the onset of plasticity and hence it can be argued that
the flow stress after a certain amount of strain may be more relevant to fracture initiation
(Zhang, 1994). This is confirmed by uniaxial compression tests of melt-grown sodium
chloride crystals which reached a strain of approximately 8% for fracture initiation (Puttick
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and Badrick, 1987). Tabor (1970) identified the strain corresponding to an indentation
hardness measurement to be about 8%. It is, therefore, more appropriate to consider the
value of the flow stress that produces a strain equivalent to that produced in a hardness
measurement as the primary variable involved in fracture. In this case, Eqn. (7.2) can be
simplified to:
~ o; (H .raJ
a x,
Ghadiri and Zhang (1992) measured the flow stress of NaCI, KCI and MgO single crystals
at 8% strain using uniaxial compression with the aim to calculate the constraint factor of
these materials. The values of <II of these materials using the yield and flow stresses are
summarised in Table 7.2.
(7.3)
Table 7.2 Comparison of values of constraint factor obtained from the yield and flow stresses
(data obtained by Zhang, 1994).
Material NaCI KCl MgO
Hardness (MPa) 190 100 5800
Yield stress (MPa) 2.1 1.3 80
Flow stress at 8% 18 11 -
strain (MPa)
<II based on yield 90.5 76.9 72.5
stress
<II based on flow stress 10.6 9.1 -
at 8% strain
Only NaCl and KCI work hardened. The flow stress of MgO could not be measured
because the samples fractured at a level of strain lower than 8%. The constraint factor of
the materials in Table 7.2 based on the yield stress is much higher than the value of 3, and
yet fracture is not initiated at the onset of plastic flow. In view of the above, the strain
corresponding to the hardness rather than the yield stress measurement is more likely to be
relevant to fracture initiation in work hardening and anisotropic materials. Puttick and
Badrick (1987) reported that Vickers indentation of sodium chloride crystals could not
initiate fracture. This is indicative that occasionally strains even larger than 8% are
required for fracture initiation.
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7.3 Assessment of the model of Ghadiri and Zhang (1992)
The ultimate assessment of the capability of the model of Ghadiri and Zhang (1992) to
predict the impact breakage of particulate solids in the chipping regime would be the
determination of the proportionality constant, a, for different materials. The constant
carries all the basic assumptions of the model, and hence it should have a universal value
for materials that fail in the semi-brittle mode.
The breakage propensity, T), of each test material is calculated based on the values of
material properties that are shown in Table A-4. The value of a is then obtained by
dividing the experimental values of breakage by the corresponding breakage propensity.
The particle size of PMMA corresponds to the arithmetic mean of the test size range. The
results for the ionic crystals have been obtained by Zhang (1994). Figure 7.1 shows the
dependence of a on impact velocity for different test materials.
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Figure 7.1 Dependence of the proportionality constant of PMMA, NaCl, KCl and MgO on
impact velocity.
The proportionality constant of PMMA shows some scatter with impact velocity up to
approximately 22 m s-1 and then reaches an asymptotic value. This scatter is associated
with measurements at low values of breakage (see section 5.6.1). The constants of NaCI
and KCI remain almost independent of impact velocity, while that of MgO exhibits only a
small scatter. However, the most interesting remark on Fig. 7.1 is that the proportionality
constant remains in a fairly narrow range, considering the diversity of structure, and
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physical and mechanical properties of the test materials. An accuracy better than half an
order of magnitude can hardly be expected, since variation of the values of mechanical
properties with the test method can be significant. Further inaccuracies in the
determination of Cl are introduced as a result of complexities in the failure behaviour of
some materials. For instance, NaCI and KCI are prone to a degree of work hardening as
the number of impacts increases (Zhang, 1994). This leads to an increase in the hardness
of the material resulting in an increase in ~ and subsequently in «. The average
proportionality constant of alpha-lactose monohydrate, based on the results of Bentham et
al. (1997), is calculated to be 0.186. In conclusion, the values of Cl support that the model
of Ghadiri and Zhang (1992) can predict the chipping propensity of the above materials,
given the numerous sources of error in the calculation of Cl.
The proportionality constant of the PS3 beads was also calculated based on experimental
data obtained at the lowest test impact velocity. This was done to ensure that particle
damage was due to chipping, and the contribution of pre-cracked particles to breakage was
minimised if not eliminated. It is interesting that the value of Cl for the PS3 beads (0.715)
is not far from that for MgO (0.511). The sources of error, as described above, could
render fortuitous the proximity of the value of Cl for the PS3 beads to those of materials
that fail in the semi-brittle mode. However, it may also be implied that the model of
Ghadiri and Zhang (1992) could be extended to describe the chipping of materials failing
in the brittle mode. Further work is needed to substantiate the latter observation.
7.4 Basis for the model of fragmentation
Further development of the model of fragmentation needs to consider the accuracy of the
size analysis of the impact product and the incorporation of mechanical properties in the
model. These issues are discussed briefly below.
7.4.1 Reliability oftbe size analysis oftbe impact product
The method of size analysis of the impact product determines the accuracy of the
representation of the fragmentation process. Sieving is a standard and the most common
method of particle size analysis. Consequently, results from different sources can be
readily compared. Size analysis by sieving is based on the second maximum linear
dimension of a particle. Thus, sieving becomes inadequate when debris tends to have a
needle-like or platy shape. Furthermore, size analysis by sieving may fail to detect the
190
actual extent of particle breakage when the original particle splits into two equal fragments.
as in meridian fractures. This is because the fragments could still be classified as mother
particles rather than debris. A reliable particle sizing technique based on volume is
required. However, such a technique does not exist in the size characterisation of large
particles. Coulter counter appears to be the only reliable size analysis technique based on
volumetric measurements, but it operates in liquid media and is most suitable for particle
sizes smaller than 1000 urn.
Inaccuracies related to particle sizing can often be alleviated by classifying particles by size
and morphology. The simplest example of morphological (shape) classification is the
vibratory sifter, as used by Danjo et al. (1994) for spherical sugar-cornstarch particles and
Ghadiri et al. (1997) for spherical silica particles. In that apparatus, particles are allowed
to roll down a vibratory metal surface at an angle of approximately 5° with the horizontal
plane. Irregular particles move slowly uphill on the inclined metal surface, while spherical
particles roll downhill and are collected at the bottom of the inclined plane. In this way,
the separation of the "halves" from the original particles becomes straightforward.
Nevertheless, the use of the vibratory sifter is limited to spherical particles. Image analysis
has been used recently for morphological analysis of fragments (Lecoq et al., 1996;
Bonifazi and Mazzarotta, 1996, Varinot et al., 1997). In these studies, fragmentation is
related to the generation or disappearance of edges in the particles. Numerical simulations
have shown that the aspect ratio of the fragments increases with the impact velocity
(Potapov and Campbell, 1994). Hence, the fragments become more elongated at higher
impact velocities. The physics behind the change in fragment shape is at present poorly
understood, and morphological analysis will undoubtedly shed more light.
7.4.2 Incorporation of the mechanical properties in the model of fragmentation
The understanding of the fracture mechanics of lateral cracks led to the development of the
model of Ghadiri and Zhang (1992) for the chipping of particulate solids that fail in the
semi-brittle mode. A similar approach can be used for the development of a mechanistic
model of fragmentation. In fact, the functional relationship for radial cracks. proposed by
Evans and Wilshaw (1976), is the same as for the lateral cracks:
(7.4)
where er is the length of the radial cracks. The yield stress can be replaced by hardness for
the reasons explained in section 7.2, and Eqn. (7.4) becomes:
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e, HFa-oc-- (7.5)
a Kc
An approach based on the indentation fracture mechanics of radial cracks seems promising
for the prediction of primary breakage in the fragmentation regime. However, secondary
breakage due to bifurcation of radial cracks complicates appreciably the modelling of the
fragmentation process, particularly at high input energies. In this case, modelling has to
combine a fundamental understanding of the conditions for crack bifurcation with a
rigorous stochastic analysis of the number of branches emanating from a primary radial
crack and the probability of cracks intersecting with each other as a function of impact
velocity.
On the one hand, various studies provide an understanding of the conditions required for
crack branching, despite the difficulties associated with measurements at high crack
velocities (Cotterell, 1965; Doyle, 1983; Rittel and Maigre, 1996; Sharon and Fineberg,
1996; Sharon et al., 1996). On the other hand, the advance of computer simulations
permits detailed investigation of kinetic effects at well-defined "experimental" conditions.
For example, numerical simulations based on distinct element analysis enable the
determination of the exact starting position of a crack and its subsequent path (Thornton et
al., 1995; Ning et al., 1997a, 1997b; Potapov and Campbell, 1994, 1997). Therefore, the
tools exist for a more sophisticated approach to the complex process of fragmentation.
Further understanding can be gained only by a systematic amalgamation of experimental
results with numerical techniques.
7.5 Limiting size for particle breakage
The implications of size effects to particle breakage can be demonstrated by determining
the limiting particle size for breakage and the conditions for fracture transitions.
The limiting size for particle breakage of various materials has been calculated using the
models outlined in Chapter 2 and summarised in Table 7.3. The values of hardness and
fracture toughness have been obtained from the literature (see Table A-4 in Appendix A).
Plane stress conditions are assumed for the calculations based on the (2) and (4) models.
Table 7.3 shows clearly a wide variation of the limiting particle size among different
materials. For example, the predicted values of le for Si and PMMA are about four orders
of magnitude different! For each individual material, the predictions of Lawn and Evans
(1977), and Kendall (1978) agree with each other, as opposed to those of Hagan (1979).
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Table 7.3 Estimated limiting particle size of various materials.
Material H Kc (1) (2) (3) (4)
(GPa) (MPa mIlL) (urn) (urn) (urn) (urn)
WC 18.6 13.0 22 23 14 4
BC 72.2 6.0 0.3 0.3 0.2 0.05
SiC (HP) 24.2 3.5 0.9 1 0.6 0.2
Si 9.7 0.7 0.2 0.2 0.1 0.04
Si3N4 (THP) 16.7 4.6 3 4 2 0.5
Si02 (quartz) 7.5 0.7 0.4 0.5 0.3 0.07
Soda lime glass 5.8 0.8 0.7 0.8 0.5 0.1
Sapphire 22.4 2.2 0.4 0.4 0.3 0.07
Al203 (sintered) 16.7 4.0 3 3 2 0.4
Porous silica3 0.4 0.2 14 15 9 2
ZnS (HP) 1.9 0.8 8 9 5 1
AS2S3 1.4 0.2 1 1 0.8 0.2
NaCl 0.2 0.4 22 23 14 25
KCl 0.1 0.1 87 94 58 14
MgO 0.6 1.9 485 524 324 79
MgF2 (HP) 5.9 0.8 0.9 0.9 0.6 0.1
PMMA 0.2 1.2 1265 1365 844 164
PS 0.1 1.2 4912 5300 3278 797
Alpha-lactose 0.5 0.1 4 4 2 0.6
Paracetamol 0.6 0.07 0.7 0.7 0.5 0.1
tHot Pressed
(1) Lawn and Evans (J977)
(2) Kendall (1978)
(3) Hagan (1979)
(4) Schonert (1984)
Variations in the determination of the limiting particle size can be attributed to several
reasons. The differences of the above models are mainly contained in the constants.
However, there is a significant variation in the values of the mechanical properties,
especially when they depend on strain rate, as those of ionic crystals and polymers. In the
latter case, the quasi-static or dynamic values should be used depending on the size
reduction method. Kendall (1978) estimated the limiting particle size of polystyrene to be
4.48 mm and the experimental transition from brittle to ductile behaviour was at a size of
3.6 mm. This size can become 1.7, 5.3 or 13.9 mm depending on whether the lowest,
average or highest value of fracture toughness is used for the calculation, respectively (see
Table A-4 in Appendix A). This is indicative of the effect of the variation of mechanical
properties on the estimation of the limiting particle size for breakage. Furthermore, the
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constant of the various models varies significantly with test geometry, as Puttick (1980)
pointed out. Nevertheless, Lawn and Evans (1977) noted that the estimations of the
limiting size can hardly be expected to have an accuracy better than an order of magnitude.
The limiting particle size for breakage proposed by Schonert (1984) is based on conditions
for crack propagation rather than crack initiation. However, the estimates are consistently
smaller than those of the models of Lawn and Evans (1977), Kendall (1978) and Hagan
(1979). The calculations in Table 7.3 show, for example, that cracks cannot develop in
silicon particles smaller than 40 nm and in PS particles smaller than 800 urn, However, the
underlying assumptions of Schonert's approach are not clear, and therefore a direct
comparison with the other models is difficult.
The experimental validation of the above equations has been very limited due to
difficulties in obtaining small particles and/or achieving high impact velocities required for
breakage. Nevertheless, the limited amount of data in the literature lends support to the
theoretical predictions. Kendall (1978) reported that the crushing limit of calcium
carbonate, as estimated from his model, is approximately 1 urn. This compares very well
with the average particle size of the same material after prolonged milling, which is about
0.8 urn. Plastic yielding as opposed to cracking has been observed in compressed calcium
carbonate particles about 4 um in size (Kendall, 1978). The critical particle size for the
same material has also been reported by Bassam et al. (1990) to be 8 urn, Guigon et al.
(1994) performed single impacts of PMMA beads, 173 um in diameter, in the velocity
range 20-350 m s-I. The beads did not break even at the highest velocity, and damage was
accommodated by flattening of the particles. Five successive impacts at approximately
283 m s-I were required to break the PMMA beads by means of fatigue and gradual crack
propagation. It is interesting that the results of Guigon et al. (1994) are very close to
Schonert's (1984) estimate.
Most of the equations which predict the limiting size have been derived assuming semi-
infinite continuum solids where crack nucleation and propagation are not constrained by
the physical boundaries of the medium. Moreover, the formulations for the limiting
particle size have not considered particle breakage due to gradual crack propagation or
fatigue. In view of these limitations, the application of the above equations to predict
limiting particle sizes for comminution purposes is best considered only as a yardstick.
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7.6 Conclusions
The identification of the differences between brittle and semi-brittle mode is facilitated at
low impact velocities where the mechanisms of crack initiation and chipping can be
observed. The mechanism of crack initiation depends on the mechanical properties of the
particle and the target as well as the magnitude of applied load. In many practical
applications, a small amount of irreversible deformation in the form of densification or
plastic flow can occur. Thus, the features of brittle mode are not frequently observed. Pure
brittle failure can be encountered when, for example, ceramic materials impact on targets
with a high elastic compliance.
The distinction between chipping in the brittle mode and that in the semi-brittle mode is
imposed by differences in the mechanism of crack initiation. Conical cracks are
responsible for initiating chipping in the brittle mode, while irreversible deformation is
responsible for chipping initiation in the semi-brittle mode. However, there are similarities
between the mechanisms of crack propagation just before material removal in the brittle
and semi-brittle modes. Nevertheless, the exact mechanism of chipping in the brittle mode
is very little understood, and further work is required to predict particle damage in the
brittle mode at low impact energies.
In anisotropic and work hardening materials, fracture initiation requires a substantial
amount of strain (often higher than 8%). Therefore, hardness is more suitable than yield
stress for describing the conditions for crack initiation. This results in a modification of
the functional relationship of Evans and Wilshaw (1976), and consequently the present
form of the model of Ghadiri and Zhang (1992) does no longer depend on the constraint
factor, ~.
The predictive capability of the model of Ghadiri and Zhang (1992) was evaluated by
calculating the proportionality constant, a, based on experimental data. It was found that
the value of a for materials failing by the semi-brittle mode is universal within acceptable
levels of uncertainty. This renders the model of Ghadiri and Zhang (1992) a powerful tool
for predicting the chipping propensity of particulate solids failing by the semi-brittle mode.
Unexpectedly, the value of a for the PS3 porous beads is fairly close to the universal value.
despite that this material fails by the brittle mode. Further work is required to investigate if
modifications can expand the capability of the model to predict the chipping propensity of
materials failing in the brittle mode.
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One direction for further development of the model of fragmentation is the improvement of
the reliability of the size analysis of the impact product. This can be achieved by
supporting the size analysis with morphological analysis of the fragments. The
development of the model needs to consider the incorporation of mechanical properties in
the model based on the fracture mechanics of radial cracks and the conditions for crack
bifurcation.
Finally, the conditions for crack initiation and propagation can provide estimates of the
limiting particle size for breakage. Good agreement has been found between theoretical
estimates and the limited amount of experimental data.
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CHAPTERS
CONCLUSIONS
Important implications of attrition and comminution for the performance of many
industrial operations dictate the need for a systematic approach to the analysis of particle
breakage. Such an approach involves the observation, analysis and modelling of the
constituent mechanisms of particle breakage by means of indentation fracture mechanics.
The literature survey on particle breakage showed that the majority of the models of
attrition and comminution fail to account explicitly for the effect of material properties on
particle breakage. However, the formulation of the model of Ghadiri and Zhang (1992)
provides a good example of analysis of particle breakage in the chipping regime by
combining findings of indentation fracture mechanics with principles of impact dynamics.
Therefore, this model was used in this work as a reference for the interpretation of the
results in the chipping regime.
The characterisation of the mechanical properties of commercial materials by indentation
fracture can be complicated by factors such as surface roughness and/or irregular shape of
the particles. However, the experimental results suggested that indentation fracture can be
used to measure the mechanical properties of highly porous spherical particles, such as the
PS3 beads. When values of the mechanical properties are obtained from the literature, the
effect of strain rate and test configuration needs to be considered. For example, the
literature reports that the fracture toughness of PMMA increases with the strain rate.
However, the experimental results of this work showed that the reported increase of
fracture toughness does not support the reduction of the critical size for crack initiation and
propagation with an increase in the strain rate.
The identification of the failure mode of the test materials was carried out by observation
of single particle impacts in a wide range of velocities using high-speed recording
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techniques and post-mortem examination of the morphology of the broken particles using
scanning electron and reflected light microscopies. Particle breakage was due to chipping
and fragmentation in both brittle and semi-brittle modes.
Chipping was observed at low impact velocities, causing material removal in the form of
thin platelets from the area around the impact site. Chipping was due to the propagation of
subsurface lateral cracks in the semi-brittle mode and propagation of conical cracks that
curved towards the free surface in the brittle mode. There was a critical velocity, Uch-!r>
that marked the transition from chipping to fragmentation. Above this velocity,
fragmentation could occur and the particles split into a small number of large fragments
due to the propagation of radial cracks. Three patterns of fragmentation were observed for
spherical particles, i.e. meridian, multiple meridian and oblique fractures as particle
velocity increased. Meridian fracture produced hemi-spherical fragments, while multiple
meridian and oblique fractures produced fragments that resembled orange segments.
Particle shattering occurred at high impact velocities as a result of a combination of
multiple meridian and oblique fractures, and extensive crack branching. The breakage
pattern of angular particles depended on impact orientation. Above the transition velocity
Uch-jr, corner- and edge-on impacts led to chipping, while face-on impacts led to
fragmentation. At very high impact velocities, particle fragmentation occurred irrespective
of impact orientation.
The observed crack patterns in the test materials indicated that the PMMA extrudates and
ammonium nitrate prills fail in the semi-brittle mode, while the PS3 beads fail in the brittle
mode. The angular shape of the PS1 and PS2 particles resulted predominantly in corner-
and edge-on impacts, and hence it was suggested that these materials failed in the semi-
brittle mode. The crack morphology of the molecular sieve beads bore features of the
brittle mode. However, the complex structure of this material prevented the clear
identification of its failure mode. The findings of this work are in close agreement to those
reported in the literature.
The extent of particle breakage was measured by single particle impact testing. Breakage
in the chipping regime was characterised from the mass balance around the experimental
apparatus. The breakage per impact increased with impact velocity in a power law with an
index fairly close to 2, as proposed by the model of Ghadiri and Zhang (1992). The
incremental breakage of PMMA and ammonium nitrate was almost independent of the
number of impacts in the chipping regime, but increased appreciably with the number of
impacts in the fragmentation regime. The breakage of the porous silica particles was
independent of impact angle in the chipping regime. However, a significant increase of
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breakage with the impact angle was observed in the fragmentation regime. The latter
underlines the importance of the tangential component of impact velocity in the
fragmentation regime. Further evidence of the effect of the tangential component of the
impact velocity on breakage was provided from the change in the morphology of the debris
from wedge-shaped orange segments to thin lenses.
The extent of breakage in the fragmentation regime was expressed by the size distribution
of the product after a single impact. The effect of impact velocity and feed particle size on
breakage was established by normalising the size distribution of the complement with
respect to the group (pU2Io)(I/lo). A good unification of the experimental data was
observed for various test conditions and materials. It was shown that this type of
normalisation describes the fragmentation results in a simpler way than those reported in
the literature.
The differences between the brittle and semi-brittle modes lie in the mechanism of crack
initiation and the crack morphology responsible for chipping. The findings of this work
and the literature indicated that crack initiation often requires a significant level of shear
stress. In view of that, hardness rather than yield stress may describe better the crack
initiation process. This implied a modification in the formulation of the model of Ghadiri
and Zhang (1992) which no longer contains the constraint factor, <p.
The capability of the model of Ghadiri and Zhang (1992) to predict particle breakage in the
chipping regime was assessed by calculating the proportionality constant, a, for materials
with diverse physical and mechanical properties. It was found that a has a universal value,
and hence the model is a powerful tool for predicting the chipping behaviour of particulate
solids that fail in the semi-brittle mode. The agreement of the value of a of the PS3 beads
with that of materials that fail in the semi-brittle mode might imply that modifications need
to be introduced to the model to predict the chipping propensity of materials failing in the
brittle mode.
Further development of the model of fragmentation requires mainly the incorporation of
mechanical properties. The indentation fracture analysis of radial cracks can be used as a
starting point, despite difficulties associated with secondary breakage due to crack
branching. Numerical simulations have shown a significant potential for resolving such
difficulties.
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Estimates of the limiting particle size for breakage, based on conditions for crack initiation
and propagation, showed a reasonably good agreement with the limited amount of
experimental data available in the literature.
In conclusion, this work provided a base for approaching questions that were expressed by
academic and industrial communities in the size reduction area (see Chapter 1). It has been
established that various types of breakage can, to a large extent, be distinguished
mechanistically, and there are tools to express particle breakage as a function of material
properties and loading conditions. Furthermore, single particle impact testing can provide
immediate answers to identifying the breakage propensity of particulate solids. Most
importantly, the results produced by this test are amenable to theoretical analysis with a
subsequent development of models of particle breakage. These models have already been
applied to predict particle breakage in industrial operations (papadopoulos et al., 1997 for
dilute phase pneumatic conveying systems; Boerefijn et al., 1997 for fluidised beds;
Bentham et aI., 1997 for jet milling). The results of single particle impact testing can
provide long term solutions to industrial problems associated with attrition and
comminution of particulate solids, based on a better understanding of particle behaviour,
leading to a more efficient design of processes and/or manufacturing of particulate solids
with desired strength.
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CHAPTER9
FUTURE WORK
Future work may explore several avenues worthy of research. Work needs to concentrate
on particulate solids with well-characterised mechanical properties and structures. The aim
of this type of work would be the critical review of the steps involved in the theoretical
analysis of particle breakage based on the fracture mechanics of the responsible crack
morphology. For example, the formulating steps of the model of Ghadiri and Zhang
(1992) need to be individually reviewed in the light of the fracture mechanics of conical
cracks and the mechanism that leads subsequently to chipping in the brittle mode. This
would identify if the agreement of the value of a of the PS3 beads with the universal value
was fortuitous or bore an underlying importance which at present is insufficiently
understood. Fundamental work needs also to be carried out on the conditions that generate
and bifurcate radial cracks. Relationships between the length and number of radial cracks,
and input energy and mechanical properties are expected to provide valuable insight into
the complicated process of fragmentation.
Future work should also concentrate on the systematic investigation of the breakage
mechanisms of particulate solids whose damage patterns have not been explored in great
detail. This "category" of materials can involve porous and composite particulate solids,
agglomerates and compacts. To obtain a fundamental understanding of the breakage
processes of these materials, it is necessary to identify the role of structure on breakage and
to establish relationships between microstructural properties, such as porosity, interface
energy and contact geometries, and macroscopic parameters such as Young's modulus,
hardness and fracture toughness. The limited understanding of the breakage of this
category of materials stems from: i) the difficulty in obtaining samples with controlled
variations of the microstructural properties and ii) the complexity of the structure of these
materials which renders the characterisation of macroscopic parameters a difficult and yet
challenging task.
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In a recent work, monodisperse agglomerates with a well-defined structure were prepared
by gluing glass ballotini using a brittle polymeric glue (Ghadiri et al., 1997b). The
variation of the primary particle size, voidage and interparticle bond strength of the
agglomerates was controlled by the fabrication technique. The objective of that work is to
establish the effect of the above parameters on the breakage behaviour of the agglomerates.
Moreover, the results will be compared with computer simulations based on Distinct
Element Analysis (DEA). The information obtained from the combination of experimental
and computational results can be extended to advance the understanding of the breakage
behaviour of porous particles as a function of pore volume and pore size, or the strength of
compacts as a function of compaction pressure and primary particle size. The effect of
microstructure on particle breakage has recently been investigated by means of computer
simulation of the breakage of agglomerates produced by particles of various primary sizes
(Ning et aI., 1997b). That work is expected to yield a significant understanding of the
failure of coated and composite particulate solids.
The results of particle breakage have to be supported by mechanical characterisation work,
if models with predictive capability are to be developed. For this purpose, mechanical
characterisation techniques need to consider limitations imposed by the small size and the
structural features of particulate solids. Two examples of mechanical characterisation of
materials in the above category are presented below.
The validity of indentation techniques for measuring the mechanical properties of
particulate solids with porous structures depends on the interaction of the indenter tip with
the pores of the particles. Measurements of the hardness and fracture toughness of highly
porous spherical particles using Vickers indentation has so far generated reproducible and
consistent results (Ghadiri et al., 1996). However, difficulties were encountered when
nanoindentation was applied for measuring the mechanical properties of the PS1 and PS2
particles. The difficulty in interpreting the results of that work arose probably from the
interaction of the sharp indenter tip with the highly porous structure of these materials. In
this case, it is challenging to explore whether nanoindentation with spherical indenters
could minimise the interference of the indenter with the pores (Arteaga, 1997).
In the pharmaceutical industry, large specimens in the form of compacts have to be
produced for mechanical testing. However, it is desirable to develop mechanical
characterisation techniques that enable testing of very small quantities at the early stages of
drug development. Ideally, the interest lies in relating the strength of the final product
formulation with the mechanical properties of the constituent single crystals. Recent
measurements of the hardness of alpha-lactose compacts with a known porosity using
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Vickers indentation and extrapolation to zero porosity have resulted in a good agreement
with hardness values obtained from nanoindentation of single alpha-lactose crystals (Fagan
et aI., 1996). This implies that measurements of the mechanical properties of small single
crystals coupled with the fracture mechanics of the cracks responsible for the damage of
compacts can potentially lead to predictive models of the strength of these materials.
In general, the direction of future work should remain open to the increasing variety of
challenges posed by industrial applications involving particulate solids. The integration of
improved systems for the observation of particle damage and novel techniques for the
characterisation of material properties plays a key role on a further systematic
understanding and analysis of particle breakage.
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APPENDICES
APPENDIX A
MECHANICAL PROPERTIES OF VARIOUS MATERIALS
This Appendix contains mechanical properties of a wide range of materials. Tables A-I to
A-3 contain a compilation of values of the Young's modulus, fracture toughness and
critical strain energy release rate of PMMA, as obtained from the literature. The method
and conditions of the measurements of the properties are given in order to facilitate the
establishment of the effect of strain rate and specimen thickness on the value of the
mechanical properties of PMMA. Table A-4 contains a compilation of physical and
mechanical properties of a wide range of materials in order to facilitate the prediction of
their breakage propensity.
Table A-J Compilation of values of the Young's modulus of PMMA at room temperature.
E (GN m-2) Method Reference
1.14 Compact tension at 1mm mirr! Bauwens-Crowet (1973)
1.28 Double torsion at 1 mm mirr ! Bauwens-Crowet (1973)
3 Three-point bending at 1 mm mirr l Hill et al. (1983)
Thickness: 3 mm
2.8 Three-point bending at 1 mm mirr l Hill et al. (1983)
Thickness: 6 mm
2.64 Three-point bending Hill et al. (1984)
3 Quasi-static loading Hu et al. (1984)
3.1 Quasi-static loading Ritter et af. (1988)
3.3 Quasi-static loading Katsamanis and Delides (1988)
2.76 Tensile test Reed (1990)
3.50 Quasi-static loading Wada (1992)
3.70 Compressive test Rittel and Maigre (1996)
2.8 Tensile test Sharon and Fineberg (1996)
8.2 Calculated - instrumented falling weight Hodgkinson et al. (1982)
5.5 Dynamic loading Hu et af. (1984)
4.37 Calculated value - instrumented falling Younan et al. (1987)
weight
5.5 Dynamic loading (Hopkinson bar) Katsamanis and Delides (1988)
3.45 Instrumented falling weight impact test Reed (1990)
at 4.4 m s-l
4.87 Calculated from the longitudinal stress wave Wada (1992)
propagation theory
5.32 Dynamic loading Wada et al. (1993)
5.76 Kolsky bar Rittel and Maigre (1996)
4.97 Dynamic measurement based on the velocity Wada et al. (1996)
of the stress wave propagation
3.2 N/A Brown (1990)
6.68 Calculated from the Young's modulus at 0 K Bin Ahmad and Ashby (1991)
3.40 N/A Ashby and Jones (1991)
3.3 Collected data from the literature Ericson and Lindberg (1996)
A-I
The double gridlines separate Table A-I into three parts containing values of Young's
modulus obtained from quasi-static, dynamic and other test conditions, respectively. The
same distinction applies for the Tables A-2 and A-3.
Table A-2 Compilation of values of the fracture toughness of PMMA at room temperature.
x, Method Reference
(xl06 N m·312)
1.14 Compact tension at 1 mm min-I. Bauwens-Crowet (1973)
Thickness: 5 mm
1.28 Double torsion at 1 mm min-I. Thickness: 5 mm Bauwens-Crowet (1973)
1.6 Double torsion. Thickness 6 mm Beaumont and Young (1975)
1.05 Short rod tension. Thickness: 19.1 mm Barker (1977)
1.3 Double torsion at a crack velocity of 10-3 m s+. Hill et al. (1983)
Thickness 3 mm
1.15 Double torsion at a crack velocity of 10-3 m s+. Hill et al. (1983)
Thickness 6 mm
1.12 Compact tension at a crack velocity of 10-3 m sI. Hill et al. (1983)
Thickness 3 mm
0.99 Compact tension at a crack velocity of 10-3 m s+, Hill et al. (1983)
Thickness 6 mm
1.28 Double torsion at 1 mm min"! and compact Hill et al. (1984)
tension. Thickness: 3 mm
1.14 Compact tension at 1 mm min-I. Hill et al. (1984)
Thickness: 3 mm
0.88 Quasi-static propagation of a wedge into a single Hu et al. (1984)
edge-notched specimen. Thickness: 3 mm
1.22 Quasi-static single edge notch tests. Mallick (1986)
Thickness: 11.8 mm
0.99 Torsion test at 0.2 mm min-I. Thickness: 6 mm. Burchill et al. (1987)
1.08 Compact tension according to ASTM E399. Watson et al. (1987)
Thickness 25 mm
1.46 Three-point bending of single edge notched beam Ritter et al. (1988)
at 10 mm min-I. Thickness: 9.5 mm.
0.99 Compact tension at 0.127 mm min-I. Choi and Salem (1993)
Thickness: 6.2 mm.
0.87 Double cantilever beam at 0.127 mm min-I. Choi and Salem (1993)
Thickness: 6.2 mm.
1.10 Single edge notched beam at 5 mm min-I. Choi and Salem (1993)
Thickness: 6.2 mm.
1.80 Instrumented impact striker on a single edge Casiraghi (1978)
notched specimen. Thickness: 3 mm.
1.85 Instrumented impact tensile tester. Casiraghi (1978)
Thickness: 3 mm.
2.83 Drop weight impact test in the velocity range Hodgkinson et al. (1982)
1.89-2.09 m s-I. Thickness: 6 mm.
1.62 Dynamic propagation by means of explosion of a Huetal. (1984)
wedge into a single edge-notched specimen.
Thickness: 3 mm
continued over ...
A-2
2.29 Falling weight impact at 2.5 m s'". Younan et al. (1987)
Thickness: 6 mm
1.26+ Single-point bending impact test on a vertical Wada (1992)
cantilever bar. Thickness: 6 mm. Fracture
toughness varies with the crack length and
specimen geome!IY
3.00 Charpy impact tester. Thickness: 8 mm. Lorriot et al. (1994)
1.4-1.5 Compact tension in the range 6-6x 10' mm min-I. Beguelin and Kausch (1994)
Thickness: 10.1 mm
0.95 Calculated value based on FEM and strain gage Wada et al. (1996)
method using an air gun. Thickness: 15 mm
1.65 Calculated from Gc and E data collected from the Ericson and Lindberg (1996)
literature
0.63-1.94 Collected values from the literature T Marshall and Williams (1973)
0.7-1.6 N/A Petrie (1988)
0.9-1.4 N/A Ashby and Jones (1991)
0.28-3.68 Computational results based on a 2-D Finite Wada et at. (1993)
Element Method (FEM)
T r e varie t tin methods includin im act in rData obtained from a la g ty of es g
cleavage, tapered cleavage, centre notch cleavage etc.
:l:Average value.
gp, bend g, comp esston, parallel
A-3
Table A-3 Compilation of values of the critical strain energy release rate of PMMA at room
temperature.
Gc (J m-2) Method Reference
381 Torsion test at 0.2 mm mirr! Burchill et al. (1987)
410 Double torsion at a crack velocity of 10-3m sl, Hill et al. (1983)
Thickness 3 mm
426 Double torsion at a crack velocity of 10-3 rn s"I. Hill et al. (1983)
Thickness 6 mm
457 Compact tension at a crack velocity of 10-3m sJ. Hill et at. (1983)
Thickness 3 mm
427 Compact tension at a crack velocity of 10-3m sI. Hill et at. (1983)
Thickness 3 mm
1040 Charpy test at a maximum impact velocity of Marshall et al. (1973)
2.5 m s-l
1280 Charpy test Plati and Williams (1975)
1380 Izod test Plati and Williams (1975)
1000 Drop-weight impact test Hodgkinson et al. (1982)
1600 Pendulum impact testing Hodgkinson and Williams
(1982)
1200 Instrumented falling weight impact test Younan et al. (1987)
520 Impact loading on a double edge notched Katsamanis and Delides (1988)
beam
514 Measurement of the fracture surface energy Berry (1963)
from a tensile test
200 Based on the fracture surface energy Doyle et al. (1972)
240-980 Data collected from the literature Katsamanis and Delides (1988)
500 Data collected from the literature Ericson and Lindberg (1996)
A-4
Table A-4 Compilation of values of physical and mechanical properties of various
materials
Material E crv Kc Gc H
GPa MPa MPa m-I/2 Jm-2 GPa
NaCI 43~3.3e 2e O.4h 0.6g 0.1ge-0.24h
KCI 38.8e 1.3e 0.203e 1.04e o.ie
MgO 240g_33()<l 40e-3000a 0.887e-l.2h- 3g-40a S.8e -8q-9.2h
2.6q-3a
PMMA 2g_3. IJ-S.SS sos.uos 0.7r-0.9a-1.4a- 3Goa-SOOK- 0.2IJ-0.22d
1.6r,S 1040P-1230O-
1380m
HOPE 0.7a 20a-3oa 0.8L2a 6000a- 7000a
LDPE 0.2a 6a-2oa la 6000a_7000a
PS 3a-3.4a 34a-7oa O.7r-ln-2a 900k-2000a 0.117k
PP 0.9a 19a-36a 3a,r_4.Sr 8000a 0.027lCO.0.OSl k
PC 2-6a 1a_2.2r_2.6a-4n 400a_l000a
Silicon l07a-130g_ O.6h-0.71,q 3g 91-1Oh-l 0.6q
16Si,q
Sapphire 42Sq 2.1 b-2.2c,q 21.7Q-230
BC 6b n.2b-
Soda Lime 69a 3600a 0.7a-0.Sa lOa S.SC,1
Glass
A120~ 3S0g-390a-42SQ SOGoa 3a-4h,q-Sa 7g-20a 12h_22q
SiC (HP) 4S0a-466Q l0000a 3a-4h,b,q SOa 19h-29.4Q
ZnS (HP) 98t-l021 O.6LIh,b,1 I.9h,bJ";1
LiF 9Ig O.8g
WC 4Soa-6Soa 6000a 13h 18.6h-
Si02 7SQ-SOg_94a nooa 0.7h-0.77Q 20g 6.2n-8.7Q
(quartz)
MgF2 120t 0.7Sf.0.9h S.8h-6t"
(HP)
AS?S1 16t 0.23t l.4t
Si3N4 317Q 8000a 4a_4.9b_Sa,h,q l00a 14. fO-16h-19.9Q
(HP)
References for Table A-4
a Ashby and Jones (1991)
b Evans and Charles (1976)
c Evans and Wilshaw (1976)
d Ghadiri and Papadopoulos (1994)
e Ghadiri and Zhang (1992)
f Marshall et al. (1982)
g Lawn and Wilshaw (1975)
h Lawn and Evans (1977)
Lawn et al. (1980)
J Ritter et al. (1988)
k Friedrich (1986)
continued over ...
A-S
Whelan and Goff (1988)
m Plati and Williams (1975)
n Williams (1977)
o Marshall (1973)
p Marshall et al. (1973)
q Wiederhom and Hockey (1983)
r Petrie (1988)
s Hu et al. (1984)
t Qian et al. (1989)
u Shipway and Hutchings (1993c)
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APPENDIX B
SUPPLEMENTARY MICROGRAPHS
OF PARTICLE DAMAGE
This Appendix contains supplementary scanning electron and optical micrographs of pre-
induced or impact damage of the test materials.
Figure B-1 Reflected light micrograph of surface defects and internal cavities of the PMMA
extrudates.
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Figure B-2 Scanning electron micrograph of pre-existing imperfections in an ammonium nitrate
prill.
B-1
Figure B-3 Transmitted light micrograph of pre-existing cracks in a PS3 bead.
Figure B-4 Scanning electron micrograph of extensive chipping of a molecular sieve bead after a
single impact at 13.7 m srl,
B-2
Figure B-5 Scanning electron micrograph of the microstructure of the core of a molecular sieve
bead
Figure B-6 Scanning electron micrograph of the microstructure of the shell of a molecular sieve
bead.
B-3
Figure B-7 Scanning electron micrograph of the impact site of a molecular sieve bead after a
single impact at 14.7m s-l.
Figure B-8 Scanning electron micrograph of the fracture surface of an ammonium nitrate prill.
B-4
FigureB-9 Scanning electron micrograph of a fragment of a PS3 bead after a single impact
at 47.9 m s:l.
Figure B-1 0 Scanning electron micrograph of the impact site of a PS3 bead after a single impact
at 33.8 m s:',
B-5
Figure B-ll Scanning electron micrograph of debris of ammonium nitrate prtlls after five
consecutive impacts at approximately 10m s-1.
Figure B-12 Scanning electron micrograph of debris of PS] particles after a single normal
impact at 4.2 m s-1.
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APPENDIXC
SUPPLEMENTARY EXPERIMENTAL RESULTS
OF AMMONIUM NITRATE PRILLS
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Figure C-2 Maximum incremental breakage of the ammonium nitrate prills as a function of
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Figure C-5 Effect of the number of impacts on the maximum cumulative breakage of the
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APPENDIXD
SUPPLEMENT ARY EXPERIMENTAL RESULTS
OF POROUS SILICA CATALYST CARRIERS
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Figure D-15 Dependence of the size distribution of the impact product of the PS3 beads on
impact velocity.
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