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RECURRENCE RELATION FOR HOMFLY POLYNOMIAL
AND RATIONAL SPECIALIZATIONS
REHANA ASHRAF1, BARBU BERCEANU1,2
Abstract. Turning the skein relation for HOMFLY into a Fibonacci recurrence,
we prove that there are only three rational specializations of HOMFLY polyno-
mial: Alexander-Conway, Jones, and a new one. Using the recurrence relation, we
find general and relative expansion formulae and rational generating functions for
Alexander-Conway polynomial and the new polynomial, which reduce the com-
putations to closure of simple braids, a subset of square free braids; HOMFLY
polynomials of these simple braids are also computed. Algebraic independence of
these three polynomials is proved.
1. Introduction
HOMFLY polynomial (see [6], [8]) is a function P : {oriented link diagrams} −→
C[l±1, m±1] satisfying:
a) Normalization: P (©) = 1;
b) Skein Relation: whenever three oriented link diagrams L+, L− and L0 are
the same, except in the neighborhood of one crossing, where
L+ L0 L−
■ ✒
 
 
 
 ✒
 
 ✒
❅
❅
❅
❅■
❅
❅■
❅
❅
 
 
then
lP (L+) + l
−1P (L−) +mP (L0) = 0.
HOMFLY polynomial is in fact a link invariant which generalizes both Alexander-
Conway and Jones polynomials. The specializations:
keywords and phrases: HOMFLY polynomial, Alexander-Conway polynomial, simple braids,
Fibonacci recurrence.
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1) l = ιt−1, m = ι(t−
1
2 − t 12 ) gives the Jones polynomial V (L) and skein relation
tV (L−)− (t− 12 − t 12 )V (L0)− t−1V (L+) = 0, respectively
2) l = ι,m = ι(t
1
2 − t− 12 ) gives the Alexander-Conway polynomial ∇(L) and skein
relation
∇(L−)− (t 12 − t− 12 )∇(L0)−∇(L+) = 0.
In this paper we transform the skein relation into a Fibonacci type recurrence for
HOMFLY polynomial of closed braids. The generators xi (i = 1, . . . , n − 1) of the
braid group Bn are classical Artin generators
1
•
• n
•
•i− 1
•
• i+ 2
•
•i
•
• i+ 1
•
•
❆
❆
❆
❆
✁✁
✁✁· · · · · ·xi
The braid group Bn is fixed, and also the sequence of generators (xi1 , xi2 , . . . , xik).
Let us denote by Pn(a1, . . . , ak) HOMFLY polynomial of the closure of the n-braid
β = xa1i1 x
a2
i2
. . . xakik . The first result of the paper is
Theorem 1.1. For any a1, . . . , ak ∈ Z and any j = 1, . . . , k the recurrence holds
Pn(a1, . . . , aj+2, . . . , ak)+mlPn(a1, . . . , aj+1, . . . , ak)+l
2Pn(a1, . . . , aj , . . . , ak) = 0.
Using the terminology of [9], the sequence {Pn(a1, . . . , ak)}a∗∈Zk is a multiple Fi-
bonacci sequence with parameters (−ml,−l2). Make the change of variable t→ s−2,
Alexander-Conway and Jones specializations give two recurrences; in the next formu-
lae ∇n(a1, . . . , ak), Vn(a1, . . . , ak) (and also Dn(a1, . . . , ak)) stand for corresponding
polynomials of the closure of n-braid β = xa1i1 x
a2
i2
. . . xakik .
Corollary 1.2. Alexander-Conway polynomial satisfies the multiple Fibonacci re-
currence:
∇n(a1, . . . , aj+2, . . . , ak) = (s−1−s)∇n(a1, . . . , aj+1, . . . , ak)+∇n(a1, . . . , aj, . . . , ak).
Corollary 1.3. (see [3]) Jones polynomial satisfies the multiple Fibonacci recur-
rence:
Vn(a1, . . . , aj+2, . . . , ak) = (s
3−s)Vn(a1, . . . , aj+1, . . . , ak)+s4Vn(a1, . . . , aj , . . . , ak).
A ”relative” example of multiple Fibonacci sequence is given by HOMFLY poly-
nomials of the link diagrams L(Rk1 , . . . , Rkp), where there are p subdiagrams and
the diagram with index j contains the braid x
kj
1 , (k1, . . . , kp are arbitrary integers)
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and the rest of the diagram is fixed. HOMFLY polynomials of this family, denoted
by PL(k1, . . . , kp), satisfy the same multiple Finonacci recurrence:
Proposition 1.4. For any k1, . . . , kp and j ∈ {1, 2, . . . , p}
PL(k1, . . . , kj +2, . . . , kp) = −mlPL(k1, . . . , kj +1, . . . , kp)− l2PL(k1, . . . , kj, . . . , kp).
The roots of characteristic equations corresponding to these recurrences are r1 =
s−1, r2 = −s for Alexander-Conway and r′1 = s3, r′2 = −s for Jones [3]. It
turns out that, up to constants, Alexander-Conway and Jones specializations are
unique with the property that the roots of the characteristic equation are s and
sm, m ∈ Z, m 6= 1 ; the case of double roots r′′1 = r′′2 = s gives a new polynomial (see
Theorem 2.4).
Section 2 of the paper contains the proof of Theorem 1.1 and precise definitions
of rational and normalized specializations (see Definition 2.2 and Definition 2.3).
In the next section two direct consequences of the recurrence relation for Alexander-
Conway polynomial are given. The module of multiple Fibonacci sequences is a
tensor power of a free module (see [9]), therefore one can describe such sequences
using a canonical basis: let us introduce the Laurent polynomial
Ca(s) = (−1)asa−1 + s1−a.
Theorem 1.5. (Expansion formula) The Alexander-Conway polynomial of the
closure of the n-braid β = xa1i1 x
a2
i2
. . . xakik is given by
∇n(xa1i1 . . . xakik )(s) =
( s
s2 + 1
)k ∑
0≤j1,...,jk≤1
Ca1+j1(s) . . . Cak+jk(s)∇n(xj1i1 . . . xjkik )(s).
Practitioners of Burau representation of braid groups could compare the com-
plexity of computation of Burau matrix and its determinant with the expansion
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formula. People working with Pretzel links and 2-bridge knots could find the next
result familiar:
Corollary 1.6. (Relative expansion formula) The Alexander-Conway polyno-
mial of the link L(Rk1, . . . , Rkp) is
∇L(k1, . . . , kp) =
( s
s2 + 1
)p ∑
0≤j1,...,jp≤1
Ck1+j1(s) . . . Ckp+jp(s)∇L(j1, . . . , jp)(s).
For the next result n and the sequence (xi1 , . . . , xik) of generators of Bn are fixed.
In order to compute the generating function of Alexander-Conway polynomials of
type I∗ = (i1, . . . , ik), the formal series in t1, . . . , tk:
ACn(t1, . . . , tk) =
∑
(a1,a2,...,ak)∈Zk
∇n(xa1i1 . . . xakik )(s)ta11 . . . takk ,
we introduce new polynomials in the formal variable τ :
q(τ) = (1 + sτ)(1− s−1τ), Q0(τ) = 1− (s−1 − s)τ and Q1(τ) = τ.
Theorem 1.7. (Generating function) The generating function ACn(t1, . . . , tk)
for Alexander-Conway polynomials is a rational function in t1. . . . , tk:
ACn(t1, . . . , tk) = q(t1)−1 . . . q(tk)−1
∑
0≤j1,...,jk≤1
Qj1(t1) . . . Qjk(tk)∇n(xj1i1 . . . xjkik ).
This section contains also some computations of Alexander-Conway polynomial.
In section 4 the degenerate case (r1 = r2 = s) is analyzed. We find a new
polynomial D satisfying:
a) Normalization: D(©) = 1;
b) Skein Relation: sD(L+) + s
−1D(L−)− 2D(L0) = 0,
and corresponding expansion formulae
Theorem 1.8. (Expansion formula) The D polynomial of the closure of the
n-braid β = xa1i1 x
a2
i2
. . . xakik is
Dn(x
a1
i1
xa2i2 . . . x
ak
ik
)(s) =
∑
0≤j1,...,jk≤1
R
[a1]
j1
(s) . . .R
[ak ]
jk
(s)Dn(x
j1
i1
. . . x
jk
ik
)(s).
(in the previous and next formulae: R
[a]
0 (s) = (1− a)sa, R[a]1 (s) = asa−1),
Corollary 1.9. (Relative expansion formula) The D polynomial of the link
L(Rk1, . . . , Rkp) is
DL(k1, . . . , kp) =
∑
0≤j1,...,jp≤1
R
[k1]
j1
(s) . . . R
[kp]
jp
DL(j1, . . . , jp)(s).
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and a rational generating function
Theorem 1.10. (Generating function) The generating function Dn(t1, . . . , tk)
for the degenerate polynomials Dn(x
a1
i1
xa2i2 . . . x
ak
ik
) is a rational function in t1, . . . , tk
Dn(t1, . . . , tk) = e(t1)−1 . . . e(tk)−1
∑
0≤j1,...,jk≤1
Ej1(t1) . . . Ejk(tk)Dn(x
j1
i1
. . . x
jk
ik
)
where e(τ) = (1− sτ)2, E0(τ) = 1− sτ, E1(τ) = τ.
Some computations of D polynomials are given at the end of section 4.
The expansion formula of Theorems 1.5 and 1.8 reduce the computations of link
polynomials to polynomials of positive braids with total exponent J = j1 + j2 +
. . .+ jk ≤ k. If these braids (or some positive conjugates of them) contain exponents
greater than 1, apply again and again expansion formula; finally we obtain simple
braids. In section 5 we give different characterizations of this set of braids, the proofs
and more properties are contained in [2]. The first phrase in the next theorem could
be taken as a definition :
Theorem 1.11. a) A positive braid in Bn is simple if and only if it is conjugate to
βA = (x1x2 . . . xs1−1)(xs1+1 . . . xs2−1) . . . (xsr−1+1 . . . xsr−1)
for an decreasing sequence A = (a1, a2, . . . , ar) with a1 ≥ a2 ≥ . . . ≥ ar ≥ 2 and
si = a1 + a2 + . . .+ ai.
b) HOMFLY polynomial of a closed simple braid BA is given by
Pn(βA)(l, m) =
(
− l + l
−1
m
)n−sr+r−1
.
The values of Alexander-Conway, Jones and D polynomials for simple braids are
computed in section 5.
In the last section we show that Alexander-Conway, Jones and D polynomials of
2-braids are linearly independent over C[s, s−1] and also
Theorem 1.12. The link polynomials ∇, V and D are algebraically independent
over C[s, s−1].
The last example is a 2-link with the same Alexander-Conway and Jones polynomials
as the unlink, but with a nontrivial D invariant.
2. Nice Specializations
Proof of Theorem 1.1: Consider the braid (the exponent e is positive)
β(e+ 2) = xa1i1 x
a2
i2
. . . x
aj−1
ij−1
xe+2ij x
aj+1
ij+1
. . . x
ak
ik
.
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Applying the skein relation for HOMFLY polynomial of this braid, the geometrical
change appears as a change at the last crossing of the j-th position. Both parts
xa1i1 x
a2
i2
. . . x
aj−1
ij−1
and x
aj+1
ij+1
. . . x
ak−1
ik−1
xakik remain unchanged. The local picture is:
❅ 
❅ 
1
2
❅
❅
 
 
1
2
❅
❅
 
 
1
2
❅ 
❅❘ ✠
e
e+ 1
e+ 2
❅ 
❘✠
e
e+ 1
❅ 
 ✠ ❅❘
e
L− L0 L+
...
...
...
The skein relation lP (L+) + l
−1P (L−) +mP (L0) = 0 with correspondence L− →
β̂(e+ 2), L0 → β̂(e+ 1), L+ → β̂(e), gives
Pn(e+ 2) +mlPn(e+ 1) + l
2Pn(e) = 0.
The case e < 0 can be reduced to the above case by adding a new factor on the j+1
position, xa1i1 . . . x
e
ij
. . . xakik = x
a1
i1
. . . xd+eij x
−d
ij
. . . xakik , with d big enough.

Example 2.1. A more complicated recurrence is used for the sequence P (k) =
P3(γk) where γk is the 3-braid x1x2x1 . . . (k − factors). This sequence contains the
powers of Garside braid ∆3: γ6k = ∆
2k
3 , γ6k+3 = ∆
2k+1
3 .
1) P (2k + 1)=−mlP (2k)− l2P (2k − 1)
2) P (6k + 4)=−mlP (6k + 3)− l2P (6k + 2)
3) P (6k + 2)=−mlP (6k + 1) +ml3P (6k − 1) + l4P (6k − 2)
4) P (6k) =−mlP (6k − 1) +ml3P (6k − 3)−ml5P (6k − 5)− l6P (6k − 6).
The proof is the same as in [3]. The characteristic polynomial of this recurrence has
0 a triple root. In the case of Jones specialization the other three roots are s6, s12
and s18. For Alexander-Conway polynomial, see section 3 (and for D polynomial
see section 4).
The roots of the characteristic equation of the basic recurrence of Theorem 1.1
are not rational functions in l, m. From the point of view of recurrence relations a
”nice specialization” l → F (s), m→ G(s) will give ”nice roots” of the characteristic
equation.
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Definition 2.2. Let us call a rational specialization of HOMFLY P (l, m) a special-
ization l = F (s), m = G(s) (F,G, are rational functions) such that:
a) P (©©)(F (s), G(s)) is a Laurent polynomial in s;
b) the roots of the characteristic equation are r1 = λs
n, r2 = µs
k where n, k are
coprime integers and λ, µ are non zero complex numbers.
Definition 2.3. A rational specialization is normalized if n equals 1 and nonde-
generate if n 6= k.
The next result says that there are few ”nice specializations” and also that Laurent
condition a) on the unlink gives Laurent polynomials for any link.
Theorem 2.4. There are (up to constants) only three normalized rational special-
ization of the HOMFLY polynomial, two nondegenerate and one degenerate:
1) Alexander-Conway with roots r1 = −s, r2 = s−1;
2) Jones with roots r1 = −s, r2 = s3;
3) roots r1 = r2 = s.
Proof. The characteristic equation of the HOMFLY recurrence is
r2 +mlr + l2 = 0.
Let λ2sn, µ2sk be the roots of the equation, where λ2, µ2 ∈ C∗, n, k ∈ Z, (n; k) = 1.
We should have n + k = 2q for some integer q, therefore
(∗) l = λµsq, m = −λ
µ
sn−q − µ
λ
sq−n.
Skein relation for eight figure ∞ gives:
P (©©) = − l + l
−1
m
=
λµsq + (λµsq)−1
λµ−1sn−q + µλ−1sq−n
=
λ2µ2s2q + 1
λµsq
λµsn−q
λ2s2(n−q) + µ2
=
1
sk
· λ
2µ2s2q + 1
λ2s2(n−q) + µ2
and the first condition for a rational parametrization implies n− q | q or n− q = 0.
The case when n − q = 0 gives the degenerate case n = k = 1, r1 = r2 = s. If
n − q | q, using (n; k) = 1, we have (n; q) = 1, hence n − q = ±1. Normalization
implies n = 1, hence q = 0, k = −1 or q = 2, k = 3. One can find Alexander-
Conway and Jones specializations (up to constants) taking these values for n and q
in (∗). 
Fibonacci recurrence for Jones polynomial is treated in [3]. In the next two
sections we analyze the recurrence for Alexander-Conway and for the degenerate
case.
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3. Alexander-Conway polynomial
Using Alexander-Conway specialization, l = ι,m = ι(s−1 − s), the recurrence
relation for Alexander-Conway polynomials is (Corollary 1.2)
∇n(a1, . . . , aj+2, . . . , ak) = (s−1−s)∇n(a1, . . . , aj+1, . . . , ak)+∇n(a1, . . . , aj, . . . , ak).
The characteristic equation r2 = (s−1 − s)r + 1 has the roots r1 = −s, r2 = s−1.
Applying computations with multiple Fibonacci sequence (see [9], Theorem 3.8, for
complete details) one can find the expansion formula and compute the generating
function.
Proof of Theorem 1.5: Laurent polynomials of ([9], Theorem 3.8 a) are given by:
∆ = r2 − r1 = s
2 + 1
s
S
[a]
0 = r
a
1r2 − r1ra2 = (−1)asa−1 + s1−a = Ca(s)
S
[a]
1 = r
a
2 − ra1 = s−a + (−1)a+1sa = Ca+1(s),
therefore the general term is given by
∇n(xa1i1 . . . xakik )(s) =
( s
s2 + 1
)k ∑
0≤j1,...,jk≤1
Ca1+j1(s) . . . Cak+jk(s)∇n(xj1i1 . . . xjkik )(s).

Proof of Theorem 1.7 From the second part of ([9], Theorem 3.8), we use the
polynomials of formal variables of t1, t2, . . . , tk (with coefficients in the ring of Lau-
rent polynomials in variable s):
q(τ) = (1− r1τ)(1− r2τ) = 1 + (s− s−1)τ − τ 2,
Q0(τ) = 1− (r1 + r2)τ = 1 + (s− s−1)τ,
Q1(τ) = τ
and we obtain
ACn(t1, . . . , tk) = q(t1)−1 . . . q(tk)−1
∑
0≤j1,...,jk≤1
Qj1(t1) . . . Qjk(tk)∇n(xj1i1 . . . xjkik ).

Using the recurrence relation we give some examples of Alexander-Conway polyno-
mials:
Example 3.1. The recurrence relation for ∇2(xa1) starts with ∇2(1) = 0, ∇2(x1) =
1 and gives the general term,
∇2(xa1) =
s−a + (−1)a+1sa
s+ s−1
= s1−a − s3−a + s5−a − . . .+ (−1)a+1sa−1, a ≥ 0,
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and ∇2(xa1) = (−1)a+1sa+1 + (−1)asa+3 + . . .− s−a−3 + s−a−1, a < 0.
Example 3.2. With specializations (l, m) −→ (ι, ι(s−1 − s)) in Example 2.1, we
have recurrences for ∇(k) = ∇3(γk), γk is the 3-braid x1x2x1 . . . (k-factors):
1) ∇(2k + 1)=(s−1 − s)∇(2k) +∇(2k − 1)
2) ∇(6k) =(s−1 − s)[∇(6k − 1) +∇(6k − 3) +∇(6k − 5)] +∇(6k − 6)
3) ∇(6k + 2)=(s−1 − s)[∇(6k + 1) +∇(6k − 1)] +∇(6k − 2)
4) ∇(6k + 4)=(s−1 − s)∇(6k + 3) +∇(6k + 2).
Remark 3.3. From these recurrences we can compute Jordan normal form of the
recurrence matrix M(k):
M(k) ∼


J3 0 0 0
0 1 0 0
0 0 s6 0
0 0 0 s−6

, where J3 =

 0 1 00 0 1
0 0 0

 .
Example 3.4. The first six Alexander-Conway polynomials are
∇(0) = 0
∇(1) = 0
∇(2) = 1
∇(3) = s−1 − s
∇(4) = s−2 − 1 + s2
∇(5) = s−3 − s−1 + s− s3
Using recurrences for ∇(k) in Example 3.2, we have explicit formulae:
Proposition 3.5. ∇(6k) = (s−4 − s−2)
k−1∑
i=0
s−6i + (s4 − s2)
k−1∑
i=0
s6i
∇(6k + 1) = (s−5 − s−3)
k−1∑
i=1
s−6i − (s5 − s3)
k−1∑
i=0
s6i
∇(6k + 2) = (s−6 − s−4)
k−1∑
i=0
s−6i + 1 + (s6 − s4)
k−1∑
i=0
s6i
∇(6k + 3) = (s−7 − s−5)
k−1∑
i=0
s−6i + s−1 − s− (s7 − s5)
k−1∑
i=0
s6i
∇(6k + 4) = (s−2 − 1)
k∑
i=0
s−6i + 1 + (s2 − 1)
k∑
i=0
s6i
∇(6k + 5) = (s−3 − s−1)
k∑
i=0
s−6i − (s3 − s1)
k∑
i=0
s6i
In the first four relations k is positive, in the last two, k is nonnegative.
Definition 3.6. For a non zero Laurent polynomial P = aps
p + ap−1s
p−1 + . . . +
aq+1s
q+1 + aqs
q ∈ C[s, s−1], where p and q are integers and ap 6= 0, aq 6= 0, p ≥ q, p
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is called the degree of P, deg(P ), q is called the order of P, ord(P ) and p− q+1 is
called the breadth of P, br(P ). For p = 0 we take deg(0) = −∞, br(0) = 0.
Proposition 3.7. If ai ∈ {0, 1}, then
deg∇3(xa11 xa22 . . . xa2k−11 xa2k2︸ ︷︷ ︸
2k factors
) ≤ 2k − 2.
Proof. We prove the result by induction: for k = 1,
∇(x01x02) = ∇(x11x02) = ∇(x01x12) = 0, ∇(x1x2) = 1.
Suppose that the result is true for k− 1, i.e deg∇3(xa11 xa22 . . . xa2k−31 xa2k−22 ) ≤ 2k− 4.
For β = xa11 x
a2
2 . . . x
a2k−2
2 x
a2k−1
1 x
a2k
2 , we have two cases:
Case I: If a1 = a2 = . . . = a2k = 1, we have equality (see Proposition 3.5).
Case II: If there is at least one zero, say a2k = 0, then β is conjugate to
x
a1+a2k−1
1 x
a2
2 . . . x
a2k−3
1 x
a2k−2
2 . If a
′
1 = a1 + a2k−1 ≤ 1, then it is clear using induc-
tion step, otherwise use expansion formula
∇3(xa11 xa22 . . xa2k−11 xa2k2 ) = ∇3(x21xa22 . . . xa2k−22 )
=
( s
s2 + 1
)2k−2 ∑
0≤j∗≤1
C2+j1 . . Ca2k−2+j2k−2∇3(xj11 . . xj2k−22 )
deg( s
s2+1
)2k−2 = −(2k − 2). As ai + ji ∈ {0, 1, 2} for i = 2, . . . , 2k − 2 and
C0 = C2 = s+ s−1, C1 = 0, C3 = −s2 + s−2
max{deg(C2+j1 . . . Ca2k−2+j2k−2), where 0 ≤ j1, j2, . . . , j2k−2 ≤ 1}
= 2 +max{deg(Ca2+j2 . . . Ca2k−2+j2k−2), where 0 ≤ j2, . . . , j2k−2 ≤ 1}
= 2 + 2k − 3 = 2k − 1
Also from induction hypothesis deg∇3(xj11 . . . xj2k−22 ) ≤ 2k − 4. So
deg∇3(xa11 xa22 . . . xa2k−11 xa2k2 ) ≤ −(2k − 2) + 2k − 1 + 2k − 4 ≤ 2k − 2.

For large exponents, we have
Theorem 3.8. If all ai ≥ 2, then
deg∇3(xa11 xa22 . . . xa2k−11 xa2k2 ) = a1 + a2 + . . .+ a2k − 2.
Recurrence Relation For HOMFLY Polynomial And Rational Specializations 11
Proof. To evaluate ∇3(xa11 xa22 . . . xa2k−11 xa2k2 ), use the expansion formula and we have
∇3(xa11 xa22 . . xa2k−11 xa2k2 ) =
( s
s2 + 1
)2k ∑
0≤j∗≤1
Ca1+j1 . . Ca2k+j2k∇3(xj11 . . xj2k2 )
deg( s
s2+1
)2k = −2k, Proposition 3.7 and Proposition 3.5 imply that
deg∇3(x1x2x1x2 . . . x1x2︸ ︷︷ ︸
2k factors
) = 2k − 2 (j1 = j2 = . . . j2k = 1)
As degCai+1 = ai > ai − 1 = degCai+0, so
max{deg(Ca1+j1Ca2+j2 . . . Ca2k+j2k), where 0 ≤ j1, j2, . . . , j2k ≤ 1}
= deg(Ca1+1Ca2+1 . . . Ca2k+1) = a1 + a2 + . . .+ a2k.
Finally
deg∇3(xa11 xa22 . . . xa2k−11 xa2k2 ) = −2k + a1 + a2 + . . .+ a2k + 2k − 2
= a1 + a2 + . . .+ a2k − 2.

Corollary 3.9. If all ai ≥ 2, then
br(∇3(xa11 xa22 . . . xa2k−11 xa2k2 )) = 2(a1 + a2 + . . .+ a2k)− 3.
4. The degenerate case
The specialization l = s,m = −2, corresponding to the roots r1 = r2 = s, gives
the degenerate polynomial D with skein relation
sD(L+) + s
−1D(L−)− 2D(L0) = 0
and recurrence relation
Dn(a1, . . . , aj + 2, . . . , ak) = 2sDn(a1, . . . , aj + 1, . . . , ak)− s2D(a1, . . . , aj, . . . , ak).
Proof of Theorem 1.8: As in [3] for Jones polynomial and as in section 3 for
Alexander-Conway polynomial we find the basic polynomials
R
[a]
0 (s) = −ra−11 r2 − ra−21 r22 − . . .− r1ra−12 = (1− a)sa
R
[a]
1 (s) = r
a−1
1 + r
a−2
1 r2 − . . .+ ra−12 = asa−1
Using the notations and computations of [9], Remark 2.2, we obtain the result.

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For a fixed sequence (xi1xi2 . . . xik) in Bn the generating function for the degener-
ate polynomial is defined by the formal series in t1, . . . , tk :
Dn(t1, . . . , tk) =
∑
(a1,a2,...,ak)∈Zk
Dn(x
a1
i1
. . . x
ak
ik
)(s)ta11 . . . t
ak
k .
Proof of Theorem 1.10: Using [9], Theorem 3.8, the corresponding polynomials are
e(τ) = (1− sτ)2 and E0(τ) = 1− 2sτ, E1(τ) = τ.

Proposition 4.1. (Properties of D polynomial) Let L, L1, L2 be oriented links,
L be the mirror image of L,
←−
L the link with reversed orientation of every component
of
−→
L , ”
∐
” be the distant union of two links, then
1) D(L1
∐
L2) =
1
2s
(s2 + 1)D(L1)D(L2)
2) D(L)(s) = D(L)(s−1)
3) D(L1 + L2) = D(L1)D(L2)
4) D(
←−
L ) = D(
−→
L ).
Proof. The proofs are as in [8] for Jones polynomial. 
Remark 4.2. a) For any link L, D(L)(1) = 1.
b) The degenerate polynomials take values in Z[1
2
][s, s−1].
Example 4.3. Starting with D(©) = D2(x1) = 1 we obtain D(©©) = D2(1) =
1
2
(s + s−1) and D2(x
n
1 ) =
1
2
[(1 − n)sn+1 + (1 + n)sn−1]; in particular D2(x21) =
1
2
(−s3 + 3s) and D2(x31) = −s4 + 2s2.
Example 4.4. With specializations (l, m) −→ (s,−2) in Example 2.1, we have
the following recurrences for D(k) = D3(γk) (γk is the 3-braid x1x2x1 . . . with k −
factors):
1) D(2k + 1)=2sD(2k)− s2D(2k − 1)
2) D(6k + 4)=2sD(6k + 3)− s2D(6k + 2)
3) D(6k + 2)=2sD(6k + 1)− 2s3D(6k − 1) + s4D(6k − 2)
4) D(6k) =2sD(6k − 1)− 2s3D(6k − 3) + 2s5D(6k − 5)− s6D(6k − 6).
Remark 4.5. These recurrences relations for D polynomials give a recurrence ma-
trix with Jordan normal form:
M(k) ∼


J3 0 0 0
0 s6 0 0
0 0 γs6 0
0 0 0 γs6

, with J3 =

 0 1 00 0 1
0 0 0

, γ = 4 + ι√3.
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Example 4.6. First few D(k) = D3(γk) polynomials are:
D(0)=1
4
(s2 + 2 + s−2), D(1) = 1
2
(s+ s−1), D(2) = 1, D(3) = 1
2
(−s3 + 3s),
D(4) = −s4 + 2s2, D(5) = 1
2
(−3s5 + 5s3), D(6) = 1
4
(−s8 − 6s6 + 11) and for
n ≥ 7, D(n) = 1
4
(−ansn+2 + bnsn+1 + cnsn), where the sequence (an)n≥6 is given by
a12k = 12k − 1, a12k+i = 12k for i = 1, . . . , 5, a12k+6 = 12k + 1, a12k+6+i = 12k + 2i
for i = 1, . . . , 5.
Example 4.7. If γ = αxknβ is an n+ 1-braid with α, β ∈ Bn, then
Dn+1(γ) = Dn(αβ)D2(x
k
1). In particular D3(x
a
1x
b
2) = D2(x
a
1)D2(x
b
1).
Proposition 4.8. If ai ≥ 0 and the 3-braid xa11 . . . xa2k2 has degree A =
2k∑
i=1
ai then
degD3(x
a1
1 x
a2
2 . . . x
a2k−1
1 x
a2k
2 ) ≤ A+ 2.
Proof. By induction on k and by previous example, this inequality is true for ex-
ponents 0 ≤ ai ≤ 1. For arbitrary non negative exponents the general expansion
formula gives
D3(a1, . . . , a2k) =
∑
J∗∈{0,1}2k
RA∗J∗ D3(j1, j2, . . . , j2k),
where RA∗J∗ = R
[a1]
j1
. . . R
[a2k ]
jk
has the degree at most
2k∑
i=1
(ai− ji) = A− J (zero occurs
only if (ai, ji) = (0, 1) or (1, 0)) and D3(j1, . . . , j2k) has degree ≤ J + 2. 
Example 4.9. D3(x
a1
1 x
a2
2 ) =
1
4
(1− a1)(1− a2)sA+2 + . . .
Example 4.10. D3(x
a1
1 x
a2
2 x
a3
1 x
a4
2 ) =
1
4
[1−A+(a1+a3)(a2+a4)−a1a2a3a4]sA+2+ . . .
Remark 4.11. In these cases (k = 1 and k = 2), for exponents ai ≥ 2, we have
equality in Proposition 4.8. Perhaps the same is true for arbitrary k.
5. HOMFLY polynomial for simple braids
We describe a subset of divisors of Garside braid ∆n which is related with HOM-
FLY recurrence and also has nice properties with respect to conjugation in Bn. We
denote byMBn the monoid of positive braids and by Div(∆n) the set of subwords of
∆n (which coincides with the set of left divisors, the set of right divisors of ∆n, and
also with the set of square free elements ofMBn, see [7]). It is also well known that
conjugation of positive braids α, α′ in Bn is equivalent with conjugation in MBn:
there is a positive braid β such that αβ = βα′. Initial terms in the recurrence re-
lation for HOMFLY are polynomials P (β̂) = Pn(β) for positive braids which have,
up to a conjugation, all exponents equal to 1. One can define this subset, denoted
by SBn, of positive braids in many ways:
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Definition 5.1. β ∈ MBn is simple if one presentation of β contains no repeated
generators xi (in this case, any presentation of β as a positive braid has the same
property).
Definition 5.2. β ∈MBn is simple if all its conjugates in MBn are square free.
The equivalence of these definitions is proved in [2]. In the same paper one can find
canonical forms for simple braids as a product of disjoint cycles and the canonical
form for conjugacy class of a simple braid (see Theorem 1.11 a)). Here is a picture
of a simple braid: if A = (4, 3, 2, 2) and βA = (x1x2x3)(x5x6)(x8)(x10) is in B13, then
1
•
•
❅
❅
❅
❅
❅
❅✂
✂
✂
✂
2
•
•
✂
✂✂
✂✂
3
•
•
✂
✂✂
✂✂
4
•
•
✂
✂
✂
✂
5
•
•
❏
❏
❏
❏
❏
❏✂
✂
✂
✂
6
•
•
✂✂
✂✂
7
•
•
✂
✂
✂✂
8
•
• 9
•
•
❇
❇
❇
❇
❇
❇✂
✂✂
✂
✂✂
10
•
• 11
•
•
❇
❇
❇
❇
❇
❇✂
✂✂
✂
✂✂
12
•
• 13
•
•
︸ ︷︷ ︸
a1=4
︸ ︷︷ ︸
a2=3
︸ ︷︷ ︸
a3=2
︸ ︷︷ ︸
a4=2
It is obvious that the closed braid β̂A is the trivial link with n−sr+r = n−deg(β)
components.
Theorem 5.3. The value of HOMFLY polynomial Pn(β) of a simple braid β is:
Pn(β) =
(
− l + l
−1
m
)n−deg(β)−1
.
Proof. The closure of the simple braid β is the trivial link with n − deg(β) com-
ponents and Pn(unlink with k components) =
(
− l+l−1
m
)k−1
. Alternatively, one can
use Markov moves d = deg(β) times and obtain Pn(β) = Pn−d(1). 
Proof of Theorem 1.11 b): The degree of the simple braid
βA = (x1x2 . . . xs1−1)(xs1+1 . . . xs2−1) . . . (xsr−1+1 . . . xsr−1)
is sr − r.

With specializations (l, m) −→ (ι, ι(s−1 − s)), (l, m) −→ (ιs2, ι(s − s−1)) and
(l, m) −→ (s,−2) respectively, we obtain the initial values for recurrence:
Corollary 5.4. ∇n(βA) =
{
0, if deg(β) 6= n− 1
1, if deg(β) = n− 1.
Corollary 5.5. Vn(βA) = (−s2+1s )n−deg(β)−1.
Corollary 5.6. Dn(βA) =
(
s2+1
2s
)n−deg(β)−1
.
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6. Relation between link polynomials
Using previous computations for some families of braids (Examples 3.1, 4.3, 4.6
and Corollaries 5.5 and 5.6) we can give ”theoretical ” proofs of the independence of
the link polynomials ∇, V and D. More important for knot theorist is an example
where D can differentiate links and one of the links of [5] is good for this.
Definition 6.1. A set of k families of Laurent polynomials {fα1 , fα2 , . . . , fαk }α∈A, fαi ∈
C[s, s−1] is called linearly independent over C[s, s−1] if from an equation
k∑
i=1
gi(s, s
−1)fαi = 0, (gi(s, s
−1) ∈ C[s, s−1])
which is satisfied for any value of parameter α in A we obtain gi = 0, i = 1, . . . , k.
Definition 6.2. A set of k families of Laurent polynomials {fα1 , . . . , fαk }α∈A, fαi ∈
C[s, s−1] are called algebraically independent over C[s, s−1] if from a polynomial
equation Φ(fα1 , . . . , f
α
k ) = 0, with Φ ∈ C[s, s−1][T1, . . . , Tk], which is satisfied for any
α ∈ A, we obtain Φ = 0.
As a first example we take A = B2, f1(β) = ∇2(β), f2(β) = V2(β), f3(β) = D2(β)
and we obtain
Proposition 6.3. {∇2(β), V2(β), D2(β)}β∈B2 is a linearly independent family over
C[s, s−1].
Proof. Suppose we have relationsA∇2(xn1 )+BV2(xn1 )+CD2(xn1 ) = 0 where A,B,C ∈
C[s, s−1] and degV2(x
n
1 ) = 3n− 1, deg∇2(xn1 ) = n − 1, degD2(xn1 ) = n + 1 (n ≥ 2).
If B in not zero, take b = degB and choose n big enough to have b + (3n − 1) >
max{degA, degC}+ n+ 1. Then the equation
A(s, s−1)V2(x
n
1 ) +B(s, s
−1)∇2(xn1 ) + C(s, s−1)D2(xn1 ) = 0
gives a contradiction. Therefore B = 0 and for A, C non zero we find a contradiction
comparing the order of ∇2(xn1 ) (which is 1 − n) and the order of D2(xn1 ), which is
positive. 
In the second example we choose A = SB = ∐
n
SBn the set of positive braids,
f1(β) = V (β̂) and f2(β) = D(β̂).
Proposition 6.4. {V (β̂), D(β̂)}β∈SB is an algebraic independent family over C[s, s−1].
Proof. Take P (Y, Z) a polynomial with coefficients in C[s, s−1] which is zero for
Y = V (β̂), Z = D(β̂) and any simple braid β. We will show that P is identically
zero. Looking at the family βnk = x1x2 . . . xk−1, 2 ≤ k ≤ n− 1 and k ≡ n mod (2),
we find V (β̂nk ) = (
s2+1
s
)n−k, and D(β̂nk ) = (
s2+1
2s
)n−k and also P (V (β̂nk ), D(β̂
n
k )) = 0.
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Now we will prove that top degree monomials of P are zero :
P (Y, Z) =
d∑
i=0
Ad−i,i(s, s
−1)Y d−iZ i +
∑
0≤i+j≤d−1
Ai,j(s, s
−1)Y iZj
For Y = V (β̂nk ) and Z = D(β̂
n
k ) we have[ d∑
i=0
1
2(n−k)i
Ad−i,i(s, s
−1)
](s2 + 1
s
)d(n−k)
+ . . . = 0
and for n− k big enough we have
max(degAd−i,i) + d(n− k) > max(degAi,j) + (d− 1)(n− k),
therefore Laurent polynomial
d∑
i=0
1
2(n−k)i
Ad−i,i(s, s
−1) should be zero. Induction on i
ends the proof : for n − k → ∞ we obtain Ad,0(s, s−1) = 0, and if Ad,0 = Ad−1,1 =
. . . = Ad−i+1,i−1 = 0, then 2
i(n−k)[ 1
2i(n−k)
Ad−i,i(s, s
−1) + 1
2(i+1)(n−k)
Ad−i−1,i+1(s, s
−1) +
. . .] is zero and n− k →∞ gives Ad−i,i(s, s−1) = 0. 
As a final example we take A = {isotopy classes of links}, f1(L) = ∇(L), f2(L) =
V (L) and f3(L) = D(L) and we show that {∇(L), V (L), D(L)}A is algebraically
independent over C[s, s−1].
Proof of Theorem 1.12 Take p a prime number, n an even natural number and the
link Lp,n = β̂p,n, where βp,n is the n+1-braid x
2p+1
1 x
2p+1
2 . . . x
2p+1
n . The corresponding
polynomials of Lp,n have leading terms ∇(Lp,n) = (s2p + . . .)n, V (Lp,n) = (s6p+2 +
. . .)n, and D(Lp,n) = (ps
2p+2 + . . .)n. Suppose that
P (X, Y, Z) =
∑
i,j,k
Ai,j,k(s, s
−1)X iY jZk
is a nonzero polynomial with coefficients in C[s, s−1] which is zero for (X, Y, Z) =
(∇(Lp,n), V (Lp,n), D(Lp,n)) (only nonzero coefficient Ai,j,k are in this sum, αi,j,ksai,j,k is
the leading coefficient of Ai,j,k(s, s
−1)). We will find a contradiction if P is nonzero.
The leading term of the polynomial in s P (Lp,n) = P (∇(Lp,n), V (Lp,n), D(Lp,n)) is
given by ∑
αi,j,kp
nksai,j,k+2pni+(6p+2)nj+(2p+2)nk
where ai,j,k + 2pni + (6p + 2)nj + (2p + 2)nk is maximal (i, j, k are variable). Its
coefficient
∑
i,j,k
αi,j,kp
nk should be zero, and the polynomial equation (complex co-
efficients)
∑
i,j,k
αi,j,kt
k = 0 cannot have infinitely many solutions (pn), therefore for
a fixed k,
∑
i,j
αi,j,k = 0. From maximality condition i and j are such that the
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sum Si,j = ai,j,k + 2pni + (bp + 2)nj is constant in i and j (for any p and n); we
show that this implies the uniqueness of the pair (i, j), hence we find a contra-
diction: αi,j,k = 0. First choose n greater than any difference |ai,j,k − ah,l,k|, next
choose p greater than any difference |ai,j,k − ah,l,k| and |ai,j,k + 2nj − ah,l,k − 2nl|
(condition on n shows that the last difference is not 0 for j 6= l). If there are
two pairs (i, j), (h, j) with Si,j = Sh,j, we find ai,j,k + 2pni = ah,j,k + 2pnh, hence
p | (ai,j,k − ah,j,k) and this is possible only for ai,j,k = ah,j,k, and the previous equa-
tion gives i = h. If there are two pairs (i, j), (h, l) (j 6= l) with Si,j = Sh,l, we find
ai,j,k+2pni+(6p+2)nj = ah,l,k+2pnh+(6p+2)nl, hence p | (ai,j,k+2nj−ah,l,k−2nl)
and this is not possible because 0 < |ai,j,k + 2nj − ah,l,k − 2nl| < p.

Example 6.5. (Eliahou, Kauffman, Thislethwaite [5]) The link LL2(2) has the same
Jones and Alexander-Conway polynomials, and different D polynomials. Using the
relative expansion formula L(−5, 6) we have to compute DL(0, 0), DL(0, 1), DL(1, 0)
and DL(1, 1):
DL(−5, 6) = −30sDL(0, 0) + 36DL(0, 1) + 25DL(1, 0)− 30s−1DL(1, 1).
L(1, 0) is the unlink©©©, L(0, 0) is Hopf−∐© and L(1, 1) is Hopf+∐© where
Hopf− = x̂21 and Hopf
+ = x̂−21 . L(0, 1) is a four component link: after two skein
decompositions we find Hopf+
∐©, the unlink ©©© and closure of the 4-braid
x−11 x
2
2x
−1
1 x
−3
3 x
2
2x3. Computing only the leading terms, the main contribution comes
from the first link and we have DL(−5, 6) = 152 s5 + . . . and D(©©) = s
2+1
2s
.
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