We derive conditions for the existence and investigate representations of {2, 4} and {2, 3}-inverses with prescribed range T and null space S. A general computational algorithm for {2, 4} and {2, 3} generalized inverses with given rank and prescribed range and null space is derived. The algorithm is derived generating the full-rank representations of these generalized inverses by means of various complete orthogonal matrix factorizations. More precisely, computational algorithm for {2, 4} and {2, 3}-inverses of a given matrix A is defined using an unique approach on SVD, QR and URV matrix decompositions of appropriately selected matrix W.
Introduction and Preliminaries
Let C m×n and C m×n r denote the set of all complex m × n matrices and all complex m × n matrices of rank r, respectively. I denotes the unit matrix of an appropriate order. By A * , R(A), rank(A) and N(A) we denote the conjugate transpose, the range, the rank and the null space of A ∈ C m×n .
The problem of calculating generalized pseudoinverses is narrowly related with the four Penrose equations (1) AXA = A (2) XAX = X (3) (AX) * = AX (4) (XA) * = XA.
It is usual convention to denote by A{S} the set of all matrices obeying the conditions contained in S. In this regard, any matrix from A{S} is called S-inverse of A and it is denoted by A (S) . By A{S} s we denote the set of all S-inverses of A with rank s. The Moore-Penrose inverse of A is a single element in the set A{1, 2, 3, 4} and it is denoted by A † . For other important properties of generalized inverses see [1, 21] . The set of outer (or {2}-inverses) with prescribed range and null space is very important and frequently investigated. If A ∈ C m×n r , T is a subspace of C n of dimension s ≤ r and S is a subspace of C m of dimension m − s, then A has a {2}-inverse X such that R(X) = T and N(X) = S if and only if AT ⊕ S = C m , in which case Proposition 1.1. [12] Let A ∈ C m×n r , T be a subspace of C n of dimension s ≤ r and let S be a subspace of C m of dimensions m − s. In addition, suppose that W ∈ C n×m satisfies R(W) = T, N(W) = S. Let W has an arbitrary full-rank decomposition, that is W = FG. If A has a {2}-inverse A There exist many full-rank representations for different generalized inverses of prescribed rank [4, 6, [11] [12] [13] [14] 17] . A generalization of known representations for {2, 3}, {2, 4}-inverses of prescribed rank from [1] is introduced in [20] . In Proposition 1.2 we reduce known results from [20] to constant complex matrices. Proposition 1.2. [20] Let A ∈ C m×n r and 0 < s ≤ r, m 1 , n 1 ≥ s be chosen integers. Then the following general representations for {2, 4} and {2, 3}-inverses of prescribed rank are valid:
Proposition 1.3 from [16] exactly distinguishes sets A{2, 4} s and A{2, 3} s as two proper subsets of the set A{2} s .
Proposition 1.3. [16]
Let A ∈ C m×n r be the given matrix and 0 < s ≤ r a chosen integer. Assume that G ∈ C s×m s and F ∈ C n×s s are two arbitrary matrices satisfying rank(GA) = rank(G) and rank(AF) = rank(F). Then the following statements are valid: for appropriate choices of the matrix W which is exploited in Proposition 1.1. More precisely, these pseudo-inverses can be derived in particular cases W = A * , W = A = N −1 A * M, W = A l , l ≥ ind(A) and W = A, respectively (see, for example [1] ). In [16] we investigate representations and computation of {2, 4} and {2, 3}-inverses with prescribed range and null space.
Proposition 1.4. [16]
For arbitrary matrix A ∈ C m×n r and arbitrary integer s satisfying 0 < s ≤ r we have
Various representations of {2, 3} and {2, 4}-inverses with prescribed range and null space has been investigated [2, 5, 12, 24, 25] . The expressions for {2, 3} and {2, 4}-inverses of a normal matrix by its Schur decomposition are discussed in [26] . But, these representations are not exploited in developing of some effective computational procedures. Additionally, the general representations of {2, 4} and {2, 3}-inverses of the form (GA) † G and F(AF) † , respectively, are not widely exploited in the literature. we can emphasize the effective numerical methods from [13] , which are based on several modifications of the hyper-power method. Effective full-rank representations of the sets A{2, 4} s and A{2, 3} s as particular cases of the full-rank representation of the set A{2} s are derived in [16] . Introduced full-rank representations enable adaptation of well-known algorithms for computing outer inverses with prescribed range and null space into corresponding algorithms for computing {2, 4} and {2, 3}-inverses. Corresponding adaptation of the successive matrix squaring algorithm from [15] is developed in the paper [16] . In the present paper we continue and expand the results from [18, 19] .
The results derived in the present paper can be divided in two parts. Firstly, we derive several additional results concerning representations of {2, 4} and {2, 3}-inverses. Later, using these representations, we derive numerical algorithms for computing {2, 4} and {2, 3}-inverses. More precisely, we observe that derived representations are matrix expressions (GA) † G, F(AF) † involving generalized inverse of a matrix product. For this purpose we define and exploit SVD, QR and URV matrix decompositions adopted for the matrix product and later compute its generalized inverse. In this way, we define algorithms for computing {2, 4} and {2, 3}-inverses based on these SVD, QR and URV decompositions.
The paper is organized as follows. Necessary and sufficient conditions which ensure that an arbitrary {2, 4} and {2, 3}-inverse represents an inverse with prescribed range T and null space S are considered in the second section. Various representations of {2, 4} and {2, 3}-inverses arising from matrix decompositions are introduced and investigated in the third section. Algorithm arising from defined representations is given in Section 4. Numerical examples are presented in the last section.
Representations of {2,4} and {2,3}-inverses with Prescribed Range and Null Space
The next statements from [1] are used as auxiliary results.
Proposition 2.1. 1. If the matrix F in the matrix product A = FBG is of full-column rank and G is of full-row rank, then rank(A) = rank(B).
2. R(AB) = R(A) if and only if rank(AB) = rank(A) and N(AB) = N(B) if and only if rank(AB) = rank(B).
In Lemma 2.1 we derive conditions for the existence and representations of {2, 4} and {2, 3}-inverses which continue corresponding results from [3, Lemma 3.3] . Proof. According to Proposition 1.3 and Proposition 1.1 we get
.
Now, we conclude
The proof can be completed using part 4 from Proposition 2.1.
The proof of dual Lemma 2.2 is similar and will be omitted.
Lemma 2.2.
Let A ∈ C m×n r be given m × n matrix of rank r and 0 < s ≤ r is selected integer. Assume that T is a subspace of C n of dimension s ≤ r and S is a subspace of C m of dimensions m − s. Let F ∈ C n×s s be an arbitrary matrix satisfying R(F) = T and rank(AF) = rank(F) = s. Then {2, 3}-inverse X := F(AF) † satisfies X = A Comparing Proposition 1.1 with Proposition 1.3 we conclude : -{2, 4}-inverses are subset of outer inverses generated by the choice W = (GA) * G, i.e. F = (GA) * . -{2, 3}-inverses are subset of outer inverses generated by the choice W = F(AF) * , i.e. G = (AF) * .
In the next statement it is shown that {2, 4}-inverses can be generated using only the matrix G and {2, 3}-inverses can be generated using only the matrix F. (a) In the case W = (GA)
Proof. The proof can be derived using the property 3 of the Moore-Penrose inverse from Proposition 2.1.
Computing {2,4} and {2,3}-inverses by Matrix Factorizations
In this section we derive numerical methods for computation of {2, 4} and {2, 3}-inverses using their general representations from the previous section and various matrix factorizations.
A complete orthogonal factorization of an m × n matrix A of rank r is any factorization of the form
where T is r × r square nonsingular matrix [9] . In the present paper we exploit three appearances of the complete orthogonal factorization: the singular value decomposition (SVD), QR decomposition (QRD) and the URV decomposition (URVD).
Let A ∈ C m×n r be given and 0 < s ≤ r be a chosen integer. Suppose that the matrix W ∈ C n×m s is chosen using the rules from Proposition 1.1. Also, let the SVD factorization of W is of the general form
where U ∈ C n×n and V ∈ C m×m are column-orthogonal and Σ ∈ C n×m s is a diagonal matrix with the singular values of W in descent order on the main diagonal. Suppose that the nonzero singular values of W are ordered as
As it is known, SVD decomposition (3.1) is not a full-rank factorization of W. In order to generate the full-rank factorization of W arising from (3.1), let us consider the matrices U ∈ C n×n , V ∈ C m×m and Σ ∈ C n×m partitioned in appropriate blocks
where
is its full-rank factorization.
Suppose that the QR factorization of W as in Theorem 3.3.11 from [22] is of the form
where P is an m × m permutation matrix, Q ∈ C n×n , Q * Q = I n and R ∈ C n×m s is an upper triangular matrix. Assume that P is chosen so that Q and R can be partitioned as
where Q s (resp. R s ) consists of the first s columns of the matrix Q (resp. R). The columns of Q s form an orthonormal basis for R(W) and the columns of Q R an orthonormal basis for N(W * ) (see [10, 21] ).
URV decomposition of the matrix W ∈ C n×m s , s ≤ r:
are orthogonal matrices and C ∈ C s×s is invertible. The matrices U s and V s is generated from the first s columns of U and V, respectively. The columns of U s form an orthonormal basis for R(W) and the columns of U R an orthonormal basis for N(W * ). The columns of V s form an orthonormal basis for R(W * ) and the columns of V R an orthonormal basis for N(W) (see [8] pages 406, 407). Therefore, using known properties of the matrix Q s from the QR decomposition, it is possible to conclude Q s ≡ U s .
Since, as said above, the matrix U satisfies U * U = I we have
and so, U *
is a full-rank factorization of W which is based on its URV decomposition (3.7).
Computing {2,4} and {2,3}-inverses by SVD Factorization
Lemma 3.1. Assume that the matrix A ∈ C m×n r is given and 0 < s ≤ r is a selected integer. Assume that T is a subspace of C n of dimension s ≤ r and S is a subspace of C m of dimensions m − s. Let G ∈ C s×m s be an arbitrary matrix satisfying N(G) = S, N(GA) = T ⊥ and rank(GA) = rank(G) = s. Let
be the compact SVD of GA. Then
Proof. Using known SVD representation of the Moore-Penrose inverse we obtain
According to Lemma 2.1 we get (GA)
which is a verification of the identity (3.10).
Lemma 3.2.
Assume that the matrix A ∈ C m×n r is given and 0 < s ≤ r is a selected integer. Assume that T is a subspace of C n of dimension s ≤ r and S is a subspace of C m of dimensions m − s. Let F ∈ C n×s s be an arbitrary matrix satisfying R(F) = T, R(AF) = S ⊥ and rank(AF) = rank(F) = s. Let
be the compact SVD of AF. Then
In Theorem 3.1 we show that {2, 4} and {2, 3}-inverses of prescribed range and null space can be computed without computation of the SVD of the matrix products GA or AF, respectively. Theorem 3.1. Let A ∈ C m×n r be the given matrix and s ≤ r be a given integer.
(a) Let G be s × m matrix of rank s satisfying rank((GA) * G) = s and (3.4) be the full-rank factorization of W = (GA)
* G ∈ C n×m s implied by the compact SVD of W. Then the following statements hold:
the following statements are valid:
(3.14)
Proof. (a) In this case we have
. Later, the identities rank(Σ s V * s ) = rank(Σ s V * s A) = s are satisfied. Therefore, conditions from the part (3) of Lemma 3.3 from [3] are satisfied, which implies
Since Σ s V * s AU s is a full-rank factorization of the invertible matrix Σ s V * s AU s the reverse order low of the Moore-Penrose inverse is applicable, which implies
This part of the proof can be completed using
(b) This part of the proof can be verified in a similar way, using the part (2) of Lemma 3.3 from [3] .
A combined SVD of two matrices of identical dimensions has been introduced with the motivation to avoid explicit computation of matrix products and quotients in the computation of the SVD of some matrix products and quotients. It is possible to use the combined SVD to compute {2, 3}-inverses of A ∈ C m×n r of the form F(AF) † , where F ∈ C n×s , AF ∈ C m×s s
. Instead of computation of the matrix product AF it seems more appropriate to use a proper combination of truncated factorization of A of the order s
and compact SVD of F * :
In Theorem 3.2 we investigate further properties of the thin Moore-Penrose inverse A † s , which is introduced in [7] . 
Proof. Using (3.15) and (3.16) we have
This further implies
The proof can be completed using
3.2.
Computing {2,4} and {2,3}-inverses by QR Factorization Proposition 3.1. [19] The following two statements are valid: 
is a full-rank factorization of W = F(AF) * ∈ C n×m s the following holds:
Therefore, conditions from the part (3) of Lemma 3.3 from [3] are satisfied, which implies
(b) This dual statement can be verified in a similar way, using the part (2) be the given matrix, s ≤ r be a given integer and the matrices F, G are chosen as in Proposition 1.2.
(a) If (3.8) is a full-rank factorization of W = (GA) * G ∈ C n×m s the following is satisfied: 
Therefore, conditions from the part (3) of Lemma 3.3 from [3] are satisfied, which implies (3.22) .
The second identity in (3.22) can be verified using
Algorithm
In the sequel we state the next unique algorithm for generating A We present a comparison of Algorithm 4.1 with the modified Successive Matrix Squaring (SMS) iterative algorithm for computing {2, 3} and {2, 4}-inverses from [16] . The main difference between the modified SMS algorithm and Algorithm 4.1 are contained in the following:
1. The modified SMS algorithm is iterative, while Algorithm 4.1 is a direct method for computing generalized inverses.
2. Moreover, QR variant of Algorithm 4.1 is applicable in exact computation of generalized inverses of matrices whose entries are rational numbers. More precisely, the programming package Mathematica yields the QR decomposition for a numerical matrix in the form of a matrix with rational entries. Later, using the exact computation possibilities in Mathematica, it is possible to produce the exact output of Algorithm 4.1. About the package Mathematica see, for example [23] . Let us mention that it is possible to force Mathematica to give an approximate numerical output by ending the user's input with //N.
3. Roundoff errors accumulate during the iterative steps of the SMS method. Sometimes, these roundoff errors can endanger its convergence. In these cases, direct methods are appropriate choices.
4. Finally, in our numerical experiments we observed an additional drawback of the modified SMS algorithm. Namely, the optimal value β C opt of the parameter β (from [16] ) is very small, which causes a very large number of iterative steps (approximately ∞). This choice causes the collapse of the SMS algorithm.
Numerical Examples
Numerical examples are performed in the programming package Mathematica. In both Example 5.1, part (b) and Example 5.2, part (b), we derive exact generalized inverses. , where 
The representation (3.13) gives the following {2, 4}-inverse of A: 
The representation (3.17) produces the following {2, 4}-inverse of A: 
Real approximation of the rational matrix A (2, 4) 
c) The modification of the SMS method from [16] produces the following approximate outer inverse after 40 iterations: 
But, after 50 iterative steps we get the wrong result: 
After 60 iterative steps we observed beginning of the divergence: 
Let us observe that the approximation of the exact outer inverse with 10 decimals is equal to 
It is easy to observe that the best possible result produced by the modified SMS method, denoted by X SMS , is a much worse approximation than the approximation X 1 produced by the SVD factorization. To verify this statement, we compute corresponding matrix norms:
Example 5.2. Let us choose the same matrix A as in Example 5.1 and the matrix F equal to
The matrix W, appropriate to A, is now given by W = F(AF) * .
a) The SVD decomposition of W = F(AF) * is 
The representation (3.14) gives the following {2, 3}-inverse of A: 
Let us mention that F(AF)
† is the rational matrix 
whose approximation is just the matrix X 2 .
b) The QR decomposition of W = F(AF)
* is given by 
The representation (3.17) gives the following exact {2, 3}-inverse of A:
Again, simple verification shows that X 2 is a real approximation of Q 2 (R 2 P * AQ 2 ) −1 R 2 P * .
Example 5.3. In this example we consider outer inverses of the invertible 8 × 8 matrix, generated applying a = 1 and n = 8 on the test matrix S n from [27] . The matrix W = (GA) * G should be used in construction of corresponding {2, 4}-inverse of A.
of W is defined by 
The representation (3.17) produces the following {2, 4}-inverse of the invertible matrix A: 
On the other hand, QR decomposition of W is defined by the triple of matrices 
The matrix R 2 P * AQ 2 , equal to 
is almost singular and its inversion produces computational errors which cause that the generated approximation (3.19) of outer inverse does not satisfy the matrix equation (2). 
, where 
Example 5.5. In this example we compare Algorithm 4.1 and the modified SMS algorithm with 10 iterative steps. Matrices A of the order m × n, where m = 30 * k, n = 10 * k, and of rank r = n/2. Matrices A of the order n × m and of rank sr = n/3. By X SVD , X QR , X SMS we denote outer inverses produced by the SVD decomposition, QR decomposition and the modified SMS iterative process. The strike − in Table 1 means that the modified SMS method produces the incorrect zero matrix in the output X SMS = 0.
