A nonlinear operator equation equivalent to Babenko's equation (see Kuznetsov & Dinvay 2018 ) is derived and investigated. Operators of the proposed equation depend on the parameter equal to the mean depth of water, whereas each of its solutions defines a parametric representation of the free surface profile in the problem of two-dimensional, periodic, steady waves on water of finite depth in the absence of surface tension. Bifurcation curves for the equation are obtained.
Introduction
This note continues our paper Kuznetsov & Dinvay (2018) , and deals with the nonlinear problem describing steady, periodic waves on water of finite depth in the absence of surface tension. In its simplest form, this problem concerns the two-dimensional, irrotational motion of an inviscid, incompressible, heavy fluid, say water, bounded above by a free surface and below by a rigid horizontal bottom. It is convenient to formulate the problem in the following non-dimensional form: ψ xx + ψ yy = 0, (x, y) ∈ D;
(1.1)
ψ(x, −h) = −Q, x ∈ R; (1.2) ψ(x, η(x)) = 0, x ∈ R;
(1.3)
|∇ψ(x, η(x))| 2 + 2η(x) = µ, x ∈ R.
(1.4)
Here D = {x ∈ R, −h < y < η(x)} is the longitudinal section of the water domain, say infinite channel of uniform rectangular cross-section; Q (the rate of flow per channel's unit span) and h (the mean depth of flow) are given positive constants, whereas µ, η and ψ must be found from relations (1.1)-(1.4) so that the constant µ is positive and the 2π-periodic and even function η(x) (the free surface profile) is continuously differentiable and satisfies the condition Furthermore, ψ(x, y) (the stream function) is a 2π-periodic and even function of x belonging to the class C 1 (D) ∩ C 2 (D). In Kuznetsov & Dinvay (2018) , section 2.2, one finds a procedure describing how the above statement arises from that formulated in terms of dimensional variables and parameters (see, for example, Benjamin 1995, pp. 340-341 , for such a statement). According to this procedure, µ = 2πc 2 /(gℓ) is the Froude number squared, where g is the acceleration due to gravity, c is the mean velocity of flow and ℓ is the wavelength (the smallest period of η). Moreover, µ/2 is the upper bound for η; it is independent of h and the equality is achieved only for the wave with the Lipschitz crest; see Craig & Nicholls (2002) .
The main result established by Kuznetsov & Dinvay (2018) says that the formulated problem is equivalent in a certain sense explained below to a single pseudo-differential operator equation, which is as follows:
Here µ -it coincides with the parameter in the Bernoulli equation (1.4) -must be found along with an even, 2π-periodic function v(t) from the Sobolev space W 1,2 (−π, π); the prime ′ stands for differentiation with respect to t and B r , r ∈ (0, 1), is the operator defined on the space L 2 per (−π, π) of periodic functions by linearity from the relations
1 − r 2n cos nt for n 1, (1.7) Thus, B r is similar to the 2π-periodic Hilbert transform C defined by the same formulae with r = 0; see, for example, Zygmund (1959) . Hence (1.6) is analogous to the equation
announced by Babenko (1987) in a slightly different form (see Okamoto & Shōji 2001, section 3.7) , and investigated in detail by Buffoni, Dancer & Toland (2000a,b) . Therefore, it is natural to refer to (1.6) as Babenko's equation for water of finite depth. The mentioned equivalence of problem (1.1)-(1.5) and equation (1.6) means the following. If (µ, η, ψ) is a solution of the problem, then it defines r and v such that (µ, v) satisfies (1.6). On the contrary, if (µ, v) is a solution of (1.6) with 2π-periodic and even v, then there exist h, Q and (η, ψ) such that (µ, η, ψ) is a solution of (1.1)-(1.5) with h as the mean depth of the water domain D and −Q standing on the right-hand side of (1.2).
Another version of Babenko's equation for water of finite depth was obtained by Constantin, Strauss & Vȃrvȃrucȃ (2016) (see Remark 4 in their article). It involves a pseudo-differential operator whose definition is similar to (1.7) with (1 + r 2n )/(1 − r 2n ) replaced by another multiplier. Instead of r on which B r depends, the alternative operator depends on the so-called conformal depth. Unfortunately, both these parameters have no direct physical interpretation.
Therefore, the aim of this note is to propose and analyse an operator equation equivalent to (1.6), but having the advantage that the operators involved in it depend on the mean depth of water h. Of course, the cost of this advantage is that the operators in the new equation are nonlinear, whereas B r d/dt is linear as well as the operator used by Constantin, Strauss & Vȃrvȃrucȃ (2016) . The new equation has the same form which has (1.6) after transformation based on the spectral decomposition of the self-adjoint operator B r d/dt; see (4.3) in Kuznetsov & Dinvay (2018) and (2.4) below.
Modified Babenko's equation
First, we remind some facts from Kuznetsov & Dinvay (2018) , section 4.1. An even, 2π-periodic v ∈ W 1,2 (−π, π) is a solution of (1.6) if and only if w ∈ W 1,2 (0, π) -the restriction of v to (0, π) -satisfies the equation
λ n P n and t ∈ (0, π) .
Here P n is the projector onto the subspace of L 2 (0, π) spanned by cos nt, n = 0, 1, . . . , whereas
is the sequence of eigenvalues of B r d/dt. (Of course, λ 0 = 0 is also an eigenvalue and the corresponding eigenfunction is equal to unity.) The equivalence of (2.1) and (1.6) follows from the fact that J r w = B r (v ′ ) almost everywhere on (0, π), which is a consequence of the spectral decomposition of B r d/dt. Indeed, the latter operator (it is present in all terms of (1.6) except for the first one on the right-hand side) is self-adjoint on L 2 per (−π, π) and has (2.2) as the sequence of its eigenvalues.
Another equivalent form of equation (1.6) was proposed by Kuznetsov & Dinvay (2018) (see section 4.1 of their paper), for which purpose the bounded operator
µ n P n was introduced. Here µ 0 = 1 and
Hence L r is invertible and L r −1 = P 0 + J r ; that is, L r J r = I − P 0 , where I is the identity operator. Applying L r to both sides of (2.1), one obtains
which is equivalent to (2.1), and so to (1.6). The advantage of (2.4) is that the unbounded operator J r is present only in one term (the middle term on the right-hand side). This version of Babenko's equation is essential for our further considerations.
2.1. Derivation of the modified Babenko's equation First, we show that h can be used as a parameter to replace r in the operators analogous to L r and J r involved in the modified version of equation (2.4); its solution we also denote by w for the reason that will become clear below.
Let v be the even extension of a solution of (2.4) from (0, π) to (−π, π). Hence v is a solution of (1.6), and by {b 0 , b 1 , . . . } ⊂ R we denote the sequence of its modified Fourier coefficients which are uniquely defined by the expansion
It should be noted that b 0 = P 0 w, whereas there is no such a simple relation between b n and P n w for n 1. So for notational convenience, we use below the same notation for mean value and projection on constant functions.
On an auxiliary u-plane, we consider the annular domain with a cut:
(see Kuznetsov & Dinvay 2018, figure 2) . With the help of the coefficients in (2.5) we define the following holomorphic function on A r :
It maps A r conformally onto a wave-like domain D 2π on the z-plane (this is a consequence of the boundary correspondence principle; see, for example, Evgrafov 1978, ch. 5, Theorem 1.3, whereas figures 2-6 in Kuznetsov & Dinvay 2018, section 3.3, illustrate how to check this principle numerically). The horizontal extent of this domain is 2π and a parametric representation of its upper profile is
Putting u = r in (2.6), we see that the imaginary part gives the level of the horizontal bottom of D 2π , say −ℏ, for which we have
Let us show that ℏ coincides with some h > 0 in problem (1.1)-(1.5); that is, D 2π has the bottom at the same depth as D. Indeed, this is the case provided the mean value of the free surface profile given parametrically by (2.7) is zero and the inequality ℏ > 0 holds. In order to check these facts, we notice that an immediate consequence of the definition of J r is that P 0 J r = 0. Then we obtain the following equality P 0 (w + wJ r w) = 0 (2.10) valid for solutions of (2.4). Indeed, w is also a solution of (2.1), and, applying P 0 to both sides of this equation, (2.10) follows. Since v is the even extension of w and J r w = B r v ′ almost everywhere on (0, π), (2.10) takes the form
where the latter equality is a consequence of the fact that B r (v ′ ) is even when v is even. According to formula (2.8), the last integral is equal to − π −π v(t)x ′ (t)dt; that is, the mean value of the free surface profile is zero.
It remains to prove that P 0 w 0 for solutions of (2.4), because in view of (2.5) and (2.9) this inequality implies that ℏ = −[log r + P 0 w] > 0 provided 0 < r < 1.
According to formula (2.10), P 0 w 0 is equivalent to the following one:
Since J r is a positive definite operator (this follows from the fact that all its eigenvalues are positive), the last integral is positive which completes the proof. ¿From now on, we write h instead of ℏ and consider it as the parameter on which operators to be defined will depend. First, we consider the nonlinear functional r h (w) = exp{−h − P 0 w} (2.12) (cf. (2.9) above). Changing r to this functional in (2.2) (this formula gives the sequence of eigenvalues of J r ), we obtain the following functionals
all of which are well defined provided P 0 w = −h. Changing {λ n } ∞ n=1 to these functionals in the definition of J r , we introduce the following nonlinear operator:
In the same way, we define on L 2 (0, π) the nonlinear operator:
It should be noted that for every n = 1, 2, . . . we have
because r h (w) = r h (P 0 w) in view of (2.12); of course, the first of relations (2.14) is true only provided P 0 w = −h, whereas the last one holds for all w ∈ L 2 (0, π). In terms of operators J h and L h defined for every h > 0, we write down the equation:
Since it is similar to (2.4), we will refer to (2.15) as the modified Babenko's equation. The reason for this becomes clear from the following assertion.
Proposition 1. Let (µ, w), where µ > 0 and w ∈ W 1,2 (0, π), be a solution of equation (2.4) with some fixed parameter r ∈ (0, 1). Define h = − log r − P 0 w. Then h > 0, w belongs to the domain of J h and the pair (µ, w) satisfies (2.15).
On the contrary, let h > 0, and let µ > 0 and w ∈ W 1,2 (0, π) with P 0 w > −h solve (2.15). Then (µ, w) is a solution of (2.4) with r = exp{−h − P 0 w} ∈ (0, 1).
Proof. The fact that h = − log r−P 0 w > 0 is already established under the assumption that (µ, w) is a solution of equation (2.4). Substituting this h to (2.12) we see that r h (w) attains the value r. Hence λ (h) n (w) = λ n and µ (h) n (w) = µ n for all n = 1, 2, . . . , (2.16) thus being eigenvalues of the operators J r and L r respectively. Obviously w belongs to the domain of J h . Therefore, for solutions of (2.4) we have J h w = J r w and L h w = L r w. Let us consider the following expression
where (µ, w) is a solution of equation (2.4). To prove the first assertion of Proposition 1, we have to show that this expression vanishes identically. Taking into account the obtained relations, it reduces to the following one:
Therefore, to complete the proof the equality L h (−wJ r w) = −L r (wJ r w) must be established. Indeed, we have
n (−wJ r w) P n (−wJ r w)
where the second formula (2.16) and the definition of L r are taken into account. After substituting this into (2.17), we see that this expression vanishes because (µ, w) is a solution of (2.4), and so the proof of the first assertion is complete.
To prove the second assertion we notice that the assumption P 0 w > −h implies that r = exp{−h − P 0 w} ∈ (0, 1) and r h (w) = r in view of (2.12). Therefore, for solutions of (2.15) we have λ (h) n (w) = λ n and µ (h) n (w) = µ n for all n = 1, 2, . . . , 19) and so J h w = J r w and L h w = L r w. (It should be emphasised that formulae (2.19) only look as identical with (2.16), but w denotes a solution of (2.4) in (2.16), whereas w is a solution of (2.15) in (2.19).) Hence equation (2.15) reduces to
(2.20)
Applying P 0 to both sides of (2.20), we obtain P 0 w = P 0 (−wJ r w) .
Using this and taking into account the chain of equalities (2.18) with w denoting a solution of (2.15) (here the second formula (2.19) is used along with the definition of L r ), relation (2.20) turns into equation (2.4) which completes the proof of the second assertion.
The existence of small solutions of (2.15) follows from its equivalence to (2.4) which, in its turn, is equivalent to (1.6). For the latter equation, the existence of small solutions was established directly with the help of the Crandall-Rabinowitz theorem (see Crandall & Rabinowitz 1971 , Theorem 1.7). Therefore, we restrict ourselves just to formulating the following assertion; see further details in Kuznetsov & Dinvay (2018) , section 3.2.
Proposition 2. For every n = 1, 2, . . . there exists ε n > 0 such that for 0 < |s| < ε n there is the family µ (s) n , w (s) n of solutions to equation (2.15). Together with the bifurcation point (µ n , 0), where µ n is given by (2.3), the points of this family form the continuous curve
Moreover, the asymptotic formulae
hold for these solutions as |s| → 0. Finally, each curve C n is of class C 1 .
Solutions of equation (2.15) define periodic waves
Let us outline how to recover a solution of problem (1.1)-(1.4) from the pair (µ, w) that solves equation (2.15) for some h > 0. According to Proposition 1, (µ, w) is also a solution of (2.1) with r = exp{−h − P 0 w} ∈ (0, 1), and so the considerations expounded at the beginning of section 2.1 are applicable to v -the even extension of w from (0, π) to (−π, π) -which is a solution of (1.6). In this manner, one finds that the parametric curve {x = −t − (B r v)(t), y = v(t); t ∈ [−π, π]} has the zero mean value, and so serves as the upper part of the boundary for the wave domain D 2π (therefore, a part of free surface profile η). The horizontal extent of D 2π is a wave period equal to 2π, whereas its bottom is
The next step is to show that D 2π serves as a part of D for some periodic wave; that is, there exists a 2π-periodic stream function ψ defined on D 2π so that it satisfies conditions (1.2)-(1.4) with some constant serving as the right-hand side term in (1.2), whereas µ stands in (1.4). For this purpose one has to repeat literally the considerations expounded at the end of section 3.3 in Kuznetsov & Dinvay (2018) .
Numerical results
In this section, we describe a numerical method for solving equation (2.15); it is based on calculating the solution's Fourier coefficients b 0 , b 1 , . . ., and so is similar to that applied for the numerical solution of (2.4) in Kuznetsov & Dinvay (2018) . To solve this equation numerically, a modified version of the software SpecTraVVave is applied (the latter is available freely at the site cited as Moldabayev, Verdier & Kalisch (2018) ; its detailed description can be found in Kalisch, Moldabayev & Verdier 2017) .
Discretisation of equation (2.15)
As in Kuznetsov & Dinvay (2018) , we use the standard cosine collocation method, according to which solutions of (2.15) are are sought in the form of linear combinations of cos mx, m = 0, 1, . . . -a basis in L 2 (0, π). For the discretisation the subspace S N spanned by the first N cosines is used, which is defined by their values at the collocation points x n = π 2n−1 2N for n = 1, . . . , N . Thus, for any f ∈ W 1,2 (0, π) the vector f N given by its coordinates
Furthermore, J N h and P N 0 are introduced as the discretisations of J h and P 0 respectively. One should notice that unlike in Kuznetsov & Dinvay (2018) , these operators have eigenvalues depending on functions they applied to. However, this increases computation time only insignificantly.
These definitions are correct because f N defines the function f with values f (x n ) = f N n uniquely up to a projection on the subspace orthogonal to S N . The discrete analogue of (2.15) is as follows:
Since solutions (µ, w N ) of this equation form curves in the (µ, a)-plane, where
is convenient to parametrise these curves for making calculations more effective. Thus, due to a new parameter, say θ, we have µ = µ(θ) and a = a(θ) on each curve of solutions. Therefore, µ(θ) must be substituted into (3.1) instead of µ, and this algebraic system must be complemented by the equation:
( 3.2)
The resulting system (3.1)-(3.2) has N + 1 equations with the following unknowns θ, w (2.21) yields an initial guess. Further details concerning the proposed parametrisation and the particular realisation of algorithm can be found in Kalisch, Moldabayev & Verdier (2017) .
3.2. Bifurcation curves for equation (2.15)
Now we turn to numerical results obtained for equation (2.15) with h = π/5. The solution branches C 1 and C 2 are presented in figure 1 , where they are plotted in terms of µ and the norm of solution w ∞ in the space L ∞ (0, π). Here we describe some of their characteristics and compare them with those obtained in Craig & Nicholls (2002) and Kuznetsov & Dinvay (2018) with the help of other equations.
Branch C 1 bifurcating from the zero solution at µ ≈ 0.55689 and terminates at the solution corresponding to the wave of extreme form for which w ∞ ≈ 0.35686. This branch has no secondary bifurcation points as the analogous branches for equations (1.8) (see Buffoni, Dancer & Toland 2000a,b for the rigorous proof and detailed discussion) and (1.6) with r = 4/5 (see Kuznetsov & Dinvay 2018, figure 1 ). On the other hand, C 2 bifurcating from the zero solution at µ ≈ 0.42507 has one secondary bifurcation point at µ ≈ 0.51113; the same property has C 3 for (1.6) with r = 4/5 (see Kuznetsov & Dinvay 2018, figure 9 ). Moreover, both C 1 and C 2 exhibit the phenomenon of a turning point, occurring high on each of these branches. The corresponding largest values of µ are approximately equal to 0.71604 for C 1 and to 0.51381 for C 2 ; the L ∞ -norms of the corresponding solutions are approximately equal to 0.34553 for C 1 and to 0.24935 for C 2 . The meaning of a turning point is that fastest traveling waves of given periods correspond to them. This phenomenon is related to the 'Tanaka instability' found numerically by Tanaka (1983) , and later investigated analytically by Saffman (1985) . By means of a different method this property was demonstrated by Craig & Nicholls (2002) , whereas our method shows that it also takes place for equation (2.15) on C 1 and C 2 .
Plot of the bifurcation curves C 1 , C 2 and C 21 rescaled from our variables µ and w ∞ to those used by Craig & Nicholls (2002) is given in figure 2. It demonstrates a good agreement with their results obtained by virtue of the numerical technique introduced by Craig & Sulem (1993) and based on the Taylor expansion of the Dirichlet-Neumann operator in homogeneous powers of the surface elevation η.
In figure 3 , we give a plot of values which the parameter r attain for solutions on the branch C 1 in figure 1 (it is calculated for h = π/5). These values are obtained with the help of the nonlinear functional r h (w) given by formula (2.12). It occurs that the dependence of r on the solution's norm w ∞ is not monotonic when the latter varies on the interval (0, 0.35686); the latter value is approximately equal to the L ∞ -norm of the solution corresponding to the wave of extreme form. The single maximum of this curve approximately equal to 0.54543 is attained at w ∞ ≈ 0.33433, which is slightly less than the norm's value corresponding to the turning point solution; namely, ≈ 0.34553.
Concluding remarks
We have considered the nonlinear problem describing steady, gravity waves on water of finite depth. In our previous paper Kuznetsov & Dinvay (2018) , this problem had been reduced to a single pseudo-differential operator equation (1.6) (Babenko's equation). An equivalent form (2.1) obtained for the latter equation is more convenient for numerical solution.
Here, an operator equation (modified Babenko's equation) equivalent to (2.1) is derived; the advantage of this equation (2.15) is that the operator, that replaces B r d/dt involved in (1.6) and in (2.1) (it has a different representation in the latter equation), depends directly on the mean depth of water h, whereas the parameter r has no direct hydrodynamic meaning. On the other hand, the new operator is nonlinear which is a drawback.
However, the algorithm developed for numerical solution of modified Babenko's equation (it is a modification of the free software SpecTraVVave; see Moldabayev, Verdier & Kalisch 2018 ) allows us to tackle with this drawback very efficiently. Moreover, the developed numerical procedure is not only very fast, but also remarkable for its high accuracy.
