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ABSTRACT 
Intelligent systems often need to deal with various kinds of uncertain informa- 
tion. It is thus essential to develop evidential reasoning models that (1) can cope 
with different kinds of uncertain information in a theoretically sound manner and 
(2) can be implemented fficiently in a computer system. Generalizing the Demp- 
ster-Shafer theory to fuzzy sets has been suggested as a promising approach for 
dealing with probabilistic data, vague concepts, and incomplete information in a 
uniform framework. However, previous efforts in this area do not preserve an 
important principle of D-S theory - that belief and plausibility measures are the 
lower and upper bounds on belief measures. Recently, Yen proposed an alternative 
approach in which the degree of belief and the degree of plausibility of a fuzzy set 
are interpreted as its lower and upper belief measure, respectively. This paper 
briefly describes his generalized D-S reasoning model and discusses the computa- 
tional aspects of the model. In particular, efficient algorithms are presented for 
computing the generalized belief unction and plausibility functions for strong 
convex fuzzy sets, which are a wide class of fuzzy sets used most frequently in 
existing fuzzy intelligent systems. The algorithm not only facilitates the application 
of the generalized D-S model but also provides the basis for developing efficient 
algorithms for more general cases. 
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INTRODUCTION 
Computer systems that help users in decision making, diagnosis, pattern 
recognition, image analysis, and sensor fusion often have to deal with various 
kinds of uncertain information. Three important sources of uncertainty are 
vagueness, likelihood, and incompleteness. For example, a sensor's output 
may indicate that a flying object is about fifty miles from Los Angeles and 
that it is likely to belong to a general class of missiles. But the sensor gives no 
further information about the specific type of the missile. Therefore, to be 
useful, an evidential reasoning mechanism ust deal with different kinds of 
uncertain information in a theoretically sound manner. To be practically 
feasible, it also needs algorithms that facilitate fficient implementations of the 
model in computer systems., 
Previous work on evidential reasoning has been largely based on three 
theoretical frameworks: Bayesian probability theory, the Dempster-Shafer 
theory of evidence, and fuzzy set theory. These frameworks differ in their 
strengths and weaknesses. Bayesian probability theory includes a well-devel- 
oped decision-making theory, but it requires precise probability judgments. 
Hence, it is weak in representing and managing vague and incomplete informa- 
tion. To cope with this weakness, a Bayesian approach often needs to trans- 
form a piece of imprecise vidence into a precise one by using additional 
assumptions (Pearl [1]). The Dempster-Shafer (D-S) theory is based on 
probability theory, yet it allows incomplete probabilistic information to be 
expressed and managed in a coherent way. As a result, degrees of certainty are 
measured by probability intervals, as opposed to point probabilities in the 
Bayesian approaches. One of the weaknesses of the D-S theory is that its 
decision theory is still a research topic (Lesh [2], Smets [3], Jaffray [4], Strat 
[5]). Fuzzy set theory focuses on the issue of representing and managing vague 
information such as "the temperature is HIGH" or "the missile is ABOUT 
fifty miles from Los Angeles." One of its strengths i its possibility theory as 
a foundation for dealing with vague data. Although fuzzy set theory is still 
somewhat controversial, it has been used successfully to solve many complex 
real-world problems. For example, Hitachi [6] has used fuzzy control to 
develop an automatic train operation system for Sendai's municipal subway. 
Combining the Dempster-Shafer approach with the fuzzy set approach as 
been suggested as a way to deal with different kinds of uncertain information i  
an intelligent system (Zadeh [7], Ishizuka et al. [8], Yager [9], Ogawa and Fu 
[10]). However, it is not clear that the certainty intervals computed in these 
models are still probability intervals. Without a justified interpretation f the 
numbers computed, it is difficult for a system to use these numbers. Recently, I 
generalized the Dempster-Shafer reasoning model for dealing with fuzzy sets 
in a way that preserves the original interpretation f the D-S belief intervals: 
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They are bounds on the belief measures (Yen [11]). This paper focuses on the 
computational spects of the generalized D-S model and describes algorithms 
that can be used to implement the model efficiently. Being both theoretically 
sound and practically feasible, the generalized D-S model serves as an attrac- 
tive alternative approach for managing uncertain information in an intelligent 
system that is probabilistic, vague, or incomplete in nature. 
I first describe the kinds of evidential reasoning tasks addressed by the 
model in the following section. As a background for our discussion, the next 
two sections briefly review the basics of the D-S theory and previous ap- 
proaches in generalizing the theory to fuzzy sets. In the fifth section I describe 
the belief function in our generalized D-S framework, and in the final section I 
present efficient algorithms for computing the generalized belief function for a 
useful subclass of fuzzy sets. 
THE PROBLEM 
The kinds of evidential reasoning tasks addressed in this paper can be 
described as follows. Suppose X and Y are two variables that take their 
possible values from two spaces, S and T, respectively. Spaces S and T are 
referred to as the evidence space and the hypothes is  space, respectively. A 
body of evidence for the hypothesis pace T is constituted by (1) a set of rules 
that associate values of the two variables in the form of 
IF X = s i THEN Y is A i 
where s i e S and A i is a fuzzy subset of T, and (2) a probability distribution 
of the evidence space S. Our objective is to answer questions like "What is the 
likelihood that Y is B given a collection of bodies of evidence?" where B is a 
fuzzy subset of T. 
To illustrate this, let us consider a computer system that infers the age of a 
person based on various pieces of information about he person. Such a system 
may contain two bodies of evidence, one regarding the boldness of the person 
and the other about whether he/she likes punk rock. The rules for these two 
bodies of evidence are listed below. 
IF the person is bold, THEN his age is OLD. 
IF the person is not bold, THEN his age is UNKNOWN. 
IF the person likes punk rock, THEN his age is YOUNG. 
IF the person does not like punk rock, THEN his age is UNKNOWN 
where OLD and YOUNG are fuzzy subsets of the interval [0, 100]. Suppose 
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the system is given the following probability judgments about a person named 
John: 
P(bold)  = O. 8, 
P ( l i kes  punk) = 0.4, 
P (not  bold) = 0.2, 
P (does  not l ike punk) = 0.6 
The system may then be asked about the likelihood that John is a MIDDLE- 
AGED person. 
The important characteristic about the problem being considered here is 
that it contains probabilistic information, vague information (e.g., YOUNG, 
MIDDLE-AGED), and incomplete information (e.g., UNKNOWN). The 
Dempster-Shafer theory has been shown to solve a special case of this 
problem where A i and B are crisp sets (Zadeh [7]). Hence, I will briefly 
describe the basics of the Dempster-Shafer theory before I discuss previous 
work and my approach in generalizing the theory. 
BASICS OF THE DEMPSTER-SHAFER THEORY 
The Dempster-Shafer theory (also called the theory of belief unction) is a 
generalization f the Bayesian theory of subjective probability judgment (Shafer 
[12]). The theory is based on the concept of a multivalued mapping that 
describes the compatibility relationship between two probability spaces (Demp- 
ster [13], Shafer [14]). A multivalued mapping from a probability space S to a 
probability space T, which is referred to as the frame of  discernment, 
associates each element in S with a set of elements in T, that is, F: S - ,  2 r. In 
my terminology, the image of an element s in S under the mapping is called 
the granule of s, denoted as G(s). Alternatively, the multivalued mapping can 
be viewed as a compatibility relation between S and T that characterizes the 
possibilistic relationship between their elements. An element s of S is said to 
be compatible with an dement of T if it is possible that s is an answer to S 
and t is an answer to T at the same time (Shafer [15]). The granule of s is 
thus the set of all elements in T that are compatible with s. 
c(s)  = {tlt r, sCt} 
Given a probability distribution of space S and a compatibility relation 
between S and T, a basic probability assignment (bpa) of space T, denoted by 
m:2 r - ,  [0, 1], is induced: 
Za<si)=A P(Si) 
m( A) = 1 - Zc~)=cjP(Si) (1) 
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Subsets of T with nonzero basic probabilities are called focal elements. The 
basic probability assignment m determines a belief unction and a plausibil- 
ity function that measure the minimal and maximal degree of belief, respec- 
tively, in a subset B of T: 
Bel(B) = m(A)  (2) 
AGB 
Pls(B) = ~ m(A)  (3) 
AAB~ 
Furthermore, if m I and m 2 are two bpa's induced by two independent 
evidential sources, they can be combined using Dempster's rule: 
m I • m2(C ) = 
XAin B~=Cml( A i )mx(  Bj) 
1 -- Y, AinBj=~ml(Ai)m2(Bj) 
An important advantage of the D-S theory is its ability to deal with 
evidential information at different levels of abstraction. This is due to the fact 
that a bpa, unlike Bayesian probability, allows probability mass (i.e., amount 
of belief) to be committed to a set without being distributed among the set's 
constituents. To illustrate this, let us consider a sensor fusion system that 
collects and analyzes data from several sensors. The Dempster-Shafer model 
of reasoning enables sensor data in such a system to be modeled at their 
appropriate abstraction levels. For instance, a sensor may indicate that there is 
a 0.8 degree of belief committed to the hypothesis that an observed object is an 
aircraft, while preserving the remaining belief (0.2) to all possible types as an 
indication of the sensor's ignorance. Suppose that the possible subtypes of an 
aircraft are bomber, fighter, commercial aircraft, and space shuttle. The 
information conveyed by the sensor can thus be expressed in D-S framework 
as  
m 1 ( {bomber, fighter, commercial-aircraft, space-shuttle } ) = 0.8 
m1(T) = 0.2  
where T denotes the set of all possible types of observed objects. Suppose that 
a second sensor indicates that there is 0.6 belief measure assigned to the 
hypothesis that the object is either a space shuttle or a missile and that there is 
0.4 belief assigned to the hypothesis that the object is a fighter. Without further 
information to distinguish between the likelihood of space shuttle and that of 
missile, this piece of sensor information can be expressed as 
m2({space-shuttle, missile}) = 0.6 
m2({fighter}) = 0.4 
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Thus, sensor data with various degrees of impreciseness can be represented 
exactly at their levels of abstraction. 
To obtain a final belief function that accounts for both sensor inputs, we use 
Dempster's rule to combine the two bpa's and obtain the following aggregated 
bpa: 
m,2 ({space-shuttle}) = 0.48 
m,2 ({fighter}) = 0.4 
m,2 ({space-shuttle, missile}) = 0.12 
The belief intervals of various hypotheses after the sensor fusion are listed 
below: 
space-shuttle [0.48, 0.6] 
fighter [0.4, 0.4] 
missile [0, 0.12] 
Even though the D-S theory is attractive as a foundation for dealing with 
imprecise vidential data, it is limited in its capability to deal with vague 
information. One way to extend D-S reasoning for fusing evidential data that 
do not have crisp boundaries i to generalize the theory so that it can manage 
fuzzy sets. 
PREVIOUS WORK 
Zadeh was the first to generalize the Dempster-Shafer theory to fuzzy sets. 
His generalization is based on his work on the concept of information 
granularity and the theory of possibility (Zadeh [7, 16]). A possibility distribu- 
tion, denoted by II, is a fuzzy restriction that acts as an elastic constraint on 
the values of a variable (Zadeh [17], Dubois and Prade [18]). Zadeh first 
generalized the granule of a D-S compatibility relation to a conditional 
possibility distribution. Then he defined the expected certainty, denoted by 
EC(B), and the expected possibility, denoted by El i(B),  as a generalization 
of D-S belief and plausibility functions: 
EH(B)  = Y]~m(Ai)sup(BnAi)  
i i 
EC(B) = Y~ m(Ai)in.f(A i = B) = 1 - E I I (B  c) 
i t 
where A i denotes fuzzy focal elements induced from conditional possibility 
distributions, up(B n A i) measures the degree that B intersects with A~, and 
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inf(A i ~, B) measures the degree to which A; is included in B. It is easy to 
verify that the expected possibility and the expected certainty reduce to the D-S 
belief and plausibility measures when all A i and B are crisp sets. 
Following Zadeh's work, Ishizuka et al. [8], and Yager [9], and Ogawa and 
Fu [10] have extended the D-S theory to fuzzy sets in slightly different ways. 
They all extend the D-S belief function by defining a measure of inclusion 
I (A c B), the degree to which set A is included in set B, and by using the 
following formula, similar to Zadeh's expected certainty EC(B) .  
BeI(B) : E I( Z i C. B)m(A,)  
Ai 
Ishizuka and Yager used two different implication operators in fuzzy set theory 
to define the inclusion measure. Ogawa used relative sigma count, which is 
analogous to conditional probability in spirit, to compute the degree of 
inclusion. 
Although these extensions to the D-S theory arrive at frameworks in which 
both probabilistic information and vague information can be managed, they 
have two major drawbacks. First, the definitions of "fuzzy inclusion operator" 
are not unique. Consequently, it is difficult to choose the most appropriate 
definition for a given application. Second, although expected possibility and 
expected certainty (or, equivalently, expected necessity) degenerate o belief 
and plausibility in the case of crisp sets, they have not been shown to be lower 
and upper belief measures in the general case. 
A GENERALIZED DEMPSTER-SHAFER FRAMEWORK 
In this section, I sketch my generalized framework of D-S reasoning (Yen 
[11]). Owing to space limitations, the technical discussion will focus on the 
generalized belief function. My extension to Dempster's rule of combination 
has been discussed in detail elsewhere [11]. The generalized belief function is 
obtained by extending primitive constructs of the theory rather than by directly 
introducing a measure of inclusion into the D-S formulas. As discussed earlier, 
the degree of D-S belief in a subset A of the frame of discernment is the 
minimal amount of belief committed to A subject o the constraints imposed 
by a basic probability assignment of T. Thus, computing BeI(A) can be 
viewed as solving a minimization problem. In this section I briefly describe my 
technical approach to generalizing the D-S framework for dealing with vague 
sensor data. First, we generalize the D-S compatibility relation to express 
possibilistic information. Second, we formulate the belief function as optimal 
solutions to a class of minimization problems and generalize the objective 
function of these optimization problems. Third, we represent the constraints 
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imposed by a fuzzy focal element hrough decomposition. The generalized 
belief function thus follows from these steps. 
Generalizing the Compatibility Relation 
Given a probability distribution of the space S and a generalized compatibil- 
ity relation (which is a joint possibility distribution) between space S and space 
T, the granules of elements in S can be defined using compositional rules in 
fuzzy set theory (Yen [11]). A basic probability assignment (bpa) m to T is 
thus induced using Eq. (1). Adopting the terminology of the D-S theory, we 
call a fuzzy subset of T with nonzero basic probability a fuzzy focal element. 
A fuzzy basic probability assignment (fuzzy bpa) is a bpa that has at least 
one fuzzy focal element. 
Formulating the Belief Function as an Optimization Problem 
Since the allocations of probability mass within individual focal elements do 
not interfere with each other, we can decompose the problem of computing the 
degree of belief in B into several subproblems, each of which computes the 
minimum probability mass assigned to B by a focal element. We denote the 
minimum and maximum probability mass a focal element Aj can allocate to a 
fuzzy set B as m,(B: A j) and m*(B: A j), respectively. In fact, m,(B: A j) 
and m*(B: Ai) are the optimal solutions to a minimization problem and a 
maximization problem, respectively. The details of these optimization prob- 
lems can be found in Ref. 11. The belief measure of B is thus the total 
minimum probability mass assigned to B by all the focal elements. Similarly, 
the plausibility of B is the total maximum probability mass assigned to it by all 
the focal elements. 
BeI(B) = Y~ m, (B :  Ai) (4) 
AjC_T 
Pls(B) = Y~ m*(B:  A~) (5) 
Aj  c _ T 
By viewing the belief and plausibility measures of a fuzzy subset B as the 
lower and upper expected values respectively, of B's membership function, 
Smets has obtained the following formula for computing the degree of belief in 
a fuzzy set B due to a nonfuzzy bpa (i.e., all focal elements A are crisp sets) 
(Smets [19]). 
BeI(B) = E m(A i )  X inf #n(x) 
Ajc  T x~4j  
Pls(B) = Y~ m(Ay) x sup #o(x) 
Aye T x~4j  
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or, equivalently, 
m, (B :  A)  = re (A)  x inf /~s(x) (6) 
xeA 
m*(B:  A)  = re (A)  × sup #s(x)  (7) 
xeA 
It can be shown that Smets's generalization of the D-S belief function is, in 
fact, a result of generalizing the objective functions of the optimization 
problems that the belief function is implicitly solving [11]. 
Representing the Probabilistic Constraints of Fuzzy Focal Elements 
Through Decomposition 
The probabilistic constraint of a fuzzy focal element A is expressed by 
decomposing it into A 's  level sets, which form a group of consonant crisp 
focals. An 0/-level set of A,  which is a fuzzy subset of T, is a crisp set 
denoted by A s that comprises all elements of T whose grade of membership 
in A is greater than or equal to 0/: 
As : {xl  A(x) 0/} 
A fuzzy set A may be decomposed into its level sets through the resolution 
identity (Zadeh [20]). 
To decompose a fuzzy focal element, we distribute its basic probability 
among the focal element's level sets based on an observed relationship between 
the basic probabilities of crisp consonant focal elements and the possibility 
distribution of the frame of discernment. Dubois and Prade [21, 22] have 
shown that if a bpa is a set of nested focal elements, A ~ D A 2 D • • • D A , ,  
they can induce a possibility distribution, denoted as Poss(x),  as followsl: 
m( Ai)  = I-I i - I-Ii_ 1 (8) 
where r I  i = infx~a, Poss(x),  ri o = 0, and I I  n = 1. This result can be applied 
to decompose a fuzzy focal element whose basic probability value is 1 [i.e., 
m(A)  = 1] because (1) the or-level sets of A form a set of nested focal 
elements A,~, D As :  D " "  D A~,, where 0/1 < 0/2 < " ' "  < o/n, and (2) 
the membership function of a fuzzy ocal element is a possibility distribution of 
the frame of discernment induced by a fuzzy compatibility relation. Since 
infx~A~ Poss(x) = 0/i, we replace the A i and l I ;  in Eq. (8) by level sets A~ 
and its ~lpha value 0/i. Thus, we get 
m(As ,  ) = oL i - 0/i_ , (9) 
1I have paraphrased Dubois and Prade's results for the convenience of our discussion. 
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In order to decompose fuzzy focal elements with arbitrary basic probability, 
we extend Eq. (9) by multiplying the basic probability of the focal element into 
the right-hand side of Eq. (9). Formally, the decomposition of a fuzzy focal 
element is defined as follows. 
DEFINITION 1 The decomposition of  a normal fuzzy focal element A is 
a collection of  non fuzzy subsets uch that (1) they are A 's  ot-levei sets 
that form a resolution identity and (2) their basic probabilities are 
m(A~,) = (ot i -  oti-,) × m(A) ,  
i=  1,2 . . . . .  n; oto=0; otn= 1 (10) 
i fA  is discrete, or 
m(A,~) = m(A)  x dot, 0 < ot _< 1 (11) 
i f  A is continuous. 
When the focal element is a crisp set, its decomposition is the focal element 
itself because the decomposition contains only one level set, which corresponds 
to the membership degree 1. A related iscussion on fuzzy focal elements and 
Shafer's consonant focal elements can be found elsewhere (Yen [11]). 
The probabilistic onstraint of a fuzzy focal element is defined to be that of 
its decomposition, which is a set of nonfuzzy focal elements. Since we already 
know how to deal with nonfuzzy focal elements, decomposing a fuzzy focal 
element into nonfuzzy ones allows us to calculate the belief functions that are 
constrained by the fuzzy focal elements. 
DEFINITION 2 The probability mass that a fuzzy focal element A 
contributes to the belief (and plausibiKty) of  a fuzzy subset B is the total 
contribution of  A ' s decomposition to B' s belief (and plausibility); that 
is, 
m*(B: A) = Z m*(B: As) (12) 
t~ 
m,(n :  A) = Z m, (S :  As) (13) 
(2¢ 
i f  A is discrete, or 
f0 
1 
m*(B: A) = m*(B: A , )  dot 
m, (B :  A) = m, (B :  As) dot 
(14) 
(15) 
i f  A is continuous. 
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The Generalized Belief Function 
Based on formulating the belief function as an optimization problem, 
generalizing the objective function, and expressing the probabilistic onstraints 
of fuzzy focal elements through their decompositions, we are able to derive the 
following formula for computing the belief function and the plausibility 
function. If the focal elements are discrete fuzzy sets, we get 
Bel(S) = E m(A)~-~ [o t i -  oti_l] X inf #B(X) 
A ~i x~Zl c,i 
PIs(B) = E m(A)Y~ [oti-- oti--l] X sup #B(x) 
A et i x~Ac ,  i
When focal elements are continuous, we have 





Pls(B) = ~ m(A) gA,B(Ot) aot (17) 
A 
where 
fA,a(ot) = inf ttB(X ) (18) 
X~4, x 
gA.s(ot) = sup #n(x) (19) 
xEA 
A comparison of this approach and previous generalizations to the theory of 
belief function can be found in Ref. 11. 
COMPUTING fA, n AND gA, n FOR CONTINUOUS FUZZY SETS 
A major difficulty in applying the generalized D-S framework to intelligent 
systems lies in computing the functions fA,n(ot) and gA, a(ot), where A 
denotes a continuous fuzzy focal element and B denotes a continuous fuzzy 
subset of the frame of discernment. 2 My approach to this problem is based on 
the following observations. First, strong convex fuzzy sets are usually suffi- 
cient for representing fuzzy evidential information in intelligent systems. 
2In the following discussion, we will assume that focal elements A are always normal (as 
discussed earlier), while B can be either normal or subnormal. 
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F igure L Examples of continuous trong convex fuzz}, sets. 
Figure 1 shows several examples of continuous trong convex fuzzy sets. 
Nonconvex fuzzy sets are usually needed only if a piece of evidence bears 
upon a disjunction of two vague hypotheses (e.g., YOUNG or MIDDLE- 
AGED, see Figure 2). Second, combining two sets of convex fuzzy focal 
elements using Dempster's rule always yields another set of convex fuzzy focal 
elements. Therefore, I have focused on developing efficient algorithms for 
computing the generalized belief functions for continuous trong convex fuzzy 
sets and fuzzy focal elements. 
In this section, I first discuss properties and term definitions related to the 
functions fA, B(C0 and ga, B(a). Then I show how the complexity for 
computing the two functions can be reduced if A and B are convex. To 
further facilitate the computation of the functions, I define a subclass of convex 
fuzzy sets, strong convex fuzzy sets. Descriptions of efficient algorithms for 
computing the two functions for strong convex fuzzy sets thus follow. The 
algorithms are also illustrated by examples. 
~J 
1 
YOUNG OR MIDDLE-AGED 
/ 
\ /Z  
0 I I I V I  I ~ ' ,  ) Ago 
10 20 30 40 50 60 70 
Figure 2. An example of non-convex fuzzy sets. 
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Properties and Terminology 
The functions fA, n and gA, B have the following properties. 
1. The functions fA, n(a) and gA, n(a) are defined for a ranging from 0 to 
1. 
2. The value of ,IRA, n and gA, B are always between 0 and the height of B, 
denoted as height(B), which is the highest membership value of B: 
0 --<fA,z(a) -- height(B), 0 <_ gA,B(a) < height(B) 
where height(B) = SUpx #n(x). 
3. fa. B(a) is monotonically nondecreasing. 
4. gA, n(a) is monotonically nonincreasing. 
The first two properties tate the domain and range of the functions and 
follow directly from their definitions. The second and third properties are 
derived from the fact that level sets of a fuzzy set form a group of consonant 
crisp sets. To see that fa, B(a) is monotonically nondecreasing, we assume 
that a~ and c~ 2 are two alpha values such that a~ > a 2. The level set of A at 
a~ is thus a subset of A's level set at a2; that is, 
It then follows that 
Aa I c Aa  2 
fA,B(a,) = inf #B(X)>_ inf ptB(X ) =fA,B(a2) 
xEA a ~ x~4 a 2 
Hence, fA, B(a) is monotonically nondecreasing. Similarly, it can be shown 
that gA, B(a) is monotonically nonincreasing. 
For the convenience of our discussion, I define the following terminology. A 
take-off point a t of a function fA, B(a) is the alpha value where the function 
becomes positive. 
fA .B(a)  = 0, 0 --< a ----- a ,  
fA .B(a)  > 0, a > a ,  
A saturation point a s of a function fA, n(a) is the alpha value where the 
function reaches B's height. 
f , , ,B (a )  = SUPx ~,,,(x), 
fA ,B(a )  < sup x its(X), 
~ ~ 1  
a<a s 
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A fal loffpoint ay of a function gA,B(Ot) is the alpha value where the 
function becomes lower than B 's  height. 
gA,a(a) : SUPx #s(X) ,  0 ___ t~ _<Otf 
gA,B(~) < SUPx/~B(X), o¢ > oty 
A resetpoint ol r of a function gA, B(¢x) is the alpha value where the function 
reaches zero. 
g A , B(Ol) ~> O, Ol <~ Ol r 
gA ,B(0 / )  ---- O ,  O~ r ---< O/ ~-~ 1 
Computing fA,n and gA,B for Convex Fuzzy Sets 
The computational complexity of fA, B and gA, B is related to the complex- 
ity of three tasks: 
1. Computing the level sets of A 
2. Computing the highest degree of membership n B for all elements in an 
A 's  level set 
3. Computing the lowest degree of membership in B for all dements in an 
A 's  level set 
This section discusses three theorems that show how the complexity of these 
three tasks can be reduced when A and B are convex fuzzy sets. 
A fuzzy set is convex if its membership value for any element x in the 
interval [x  1, x2] is no less than the smaller membership value of the interval's 
endpoints, that is, 
#A(X) --> max {/ZA(Xl), #a(X2)} '  
where x = hx  I -.~ (1 - h )x  2 , 0 -< X - 1 




Figure 3. An example of continuous convex fuzzy sets. 
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Although level sets of a continuous fuzzy set are, in general, unions of 
several nonoverlapping intervals, level sets of convex fuzzy sets are always 
single intervals. This observation facilities the computation of f.4, s and gA, n 
because it simplifies the task of computing A's  level sets. 
THEOP~M 1 Suppose A is a continuous convex fuzzy subset. Then all 
its level sets A~ are intervals for  0 < a <_ 1. 
Proof We assume to the contrary that an u-level set A~ is not an interval. 
Without loss of generality, let's assume that A~ is the union of two nonover- 
lapping intervals 11 and I 2. Let x~ be an element in the interval I~, and x 2 an 
element in I 2. Since I 1 and I 2 do not overlap, there exists an element x 3 such 
that 
x 3 = kx ,+ (1 - k) x 2, 0<k< 1, x 3¢ I ,  k J l  2 (20) 
since x~ and x z belong to the a-level set A ~, we have 
___  A(x2) --- 
However, from (20) we know that the membership value of x 3 must be less 
than a, that is, 
#A(X3) < a < min{ ~A(x,), t~A(X2)} 
The assumption that A,~ is not an interval thus falls because it contradicts the 
premise that A is convex. Hence, we have proved that a level set of a 
continuous convex fuzzy set is always an interval. • 
Given that the level set of a convex fuzzy set is always an interval, the 
second an the third subtasks reduce to computing the maximum values of B's 
membership function within an interval. In general, this requires finding the 
local maxima nd local minima of the membership function within the intervals 
and comparing them with the membership value of the interval's endpoints. If 
B is a convex fuzzy set, however, its membership function has neither a local 
minimum nor a local maximum. It has only a global maximum, which is the 
height of B. As a result, B's minimum membership value for an interval 
always lies on the endpoints, and B's maximum membership value for an 
interval is either its global maximum or its value at an endpoint. The following 
two theorems formally state these observations. 
THEOREM 2 A convex fuzzy subset B o f  the frame of  discernment T
has the smallest membership value for  an interval I in T at one of  I ' s  
endpoints, that is, 
inf #a( x) = ~a( x~) 
xEI  
where x e is an endpoint o f  I. 
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Proof We will prove this theorem by contradiction. Let the endpoints of I 
be x L and x n. Assume that a point x i in the interval has a degree of 
membership n B that is smaller than the endpoints, 
#B(Xi) <min{l~s(XL),#B(Xn) }, x L <Xi<X R (21) 
Since x i is in the interval I, there exists a k between 0 and 1 such that 
x,  = XxL + (1 - X)xR 
Hence, Eq. (21) contradicts the assumption that B is a convex fuzzy set, and 
the theorem is proved. • 
TrIEOREM 3 Suppose B is a continuous convex fuzzy subset of  the 
frame of discernment T, and I is an interval of  T. The highest 
membership value of  B within the interval ! is either B's height or the 
membership value of  I 's  endpoints, that is, 
(height(B) if I fq Bheight(B ) ~ 0 
Izs( X) sup 
XEI ~ #B (Xe)  otherwise 
where x e is an endpoint of  I. 
Proof Let the interval 1 be [x L, xn]. It is obvious that if ! t') Bhe~ght(B ) 
#: J~, we have 
sup = sup  
x~l x 
To prove that sup~el/~B(x) = SUPx/~B(X) when I N Bheight(B ) = D, we as- 
sume to the contrary that there exists x i ~ I such that 
I~B(Xi)>min{#B(XL),#B(XR)},  X L <X i<X R (22) 
From the assumption I f3 Bheight(B ) = t~, it follows that there exists at least a 
peak point Xp outside the interval ! such that 
I~B(Xp) = height(B), Xp¢ I  
Without loss of generality, let us assume that the peak point is smaller than 
x L, that is, Xp < x L < x v Since B is convex, we have 
/~B(XL) _> min{/~B(Xp) , ~tB(Xi) } (23) 
Since xi#Bh~ight(B ), we have I~B(Xi) < l~a(Xp). Hence, Eq. (23)becomes 
>_ 
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which contradicts the assumption stated in Eq. (22). The theorem is thus 
proved by contradiction. • 
From Eq. (18), Theorem 1, and Theorem 2, we get the following formula 
for computing fA, n: 
fa,n(e~) = min{IzB(XL),t~B(XR) } (24) 
where A= = [ xt., xR]. Similarly, we get the following formula for computing 
gA. 8 from Eq. (19), Theorem 1, and Theorem 3: 
I height( B), 
gA,n(O~) = (max{I~B(XL),t~B(XR)}, 
A ~ rl Bheight(B ) --]= (25) 
otherwise 
In order to further reduce the effort in computing fa ,  B and g,4. B, the 
following sections define a subclass of convex fuzzy sets, called strong 
convex fuzzy sets, and describe fficient algorithms for computing fA, B and 
gm, B, where A and B are continuous trong convex fuzzy sets. 
Strong Convex Fuzzy Sets 
We first define strong convex fuzzy sets as follows. 
DEFINrrIoN 3 A continuous fuzzy subset A of  the frame of discernment 
T is a strong convex fuzzy set if it satisfies the following conditions: 
1. A is convex. 
2. Suppose x~ and x 2 are two elements of T whose membership degrees 
in A are neither zero nor the maximum membership degree of A, that 
is, 
gA(X1) ¢ {0, sup /~A(X)}, ]/,A(X2) ¢ {0, sup gA(X)} 
xeA x~4 
then for all x = Xx I + (1 - X)x2,0 < X < 1, we have 
#A(X) > max{#A(Xl), t~A(X2)} 
Examples of continuous trong convex fuzzy sets are shown in Figure 1. 
An important characteristic of strong convex fuzzy sets that helps to reduce 
the complexity of computing fA, B and gA, n is that the endpoints of  their 
level sets can be expressed as functions of  the level sets' alpha values. 
To show this, we first characterize the membership functions of continuous 
strong convex fuzzy sets. 
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THEOREM 4 A continuous fuzzy set A is strongly convex if  its member- 
ship function is in the form of  
0, X < a 
LFA(x) ,  a _< x _< b; a :# b 
#a(X)  = ~h,  b<x-<c  (26) 
/ RFA(x ), c_<x_<d;c :#d 
[0 ,  x>_d 
where LFA(X) is a continuous monotonically increasing function, h is 
the height of  A ,  and RFA(x) is a continuous monotonically decreasing 
function. 
Proof It is straightforward to show that A is convex. To show that A also 
satisfies the second condition in Definition 3, let x 1 and x 2 be two distinctive 
dements whose membership degrees in A are neither zero nor A ' s  height; 
then we know, from the membership function of A ,  that they must be in one 
of the two open intervals (a, b) or (c, d). Without loss of generality, let us 
assume that x I <~ X 2 . Also let X 3 be an element in the interval (Xl, X2). Then 
we can show that the membership value of x 3 in A is greater than #A(X~) or 
#A(X2) in all three possible situations below. 
Case 1. Xl, x 2 E (a, b). x 3 is in the interval (a, b). Since LF A is monotoni- 
cally increasing, we have 
~A(X3) > /£A(Xl) 
Case 2. x 1, x 2 ~ (c, d). x 3 is in the interval (c, d). Since RF A is monotoni- 
caUy increasing, we have 
> 
Case 3. x~ ~ (a, b), x 2 ~ (c, d) 
X3E(Xl ,  b ] 13 [b,c] 13 [C, X2) 
I f  X 3 ~ (X 1 , b] ,  then /~A(X3) > #A(Xl) 
I f  X 3 ~ [ b, c] ,  then ~A(X3) = h > /~A(Xl) 
I f  X 3 ~ [ C, X2), then tXA(X3) > /IA(X2) 
The fuzzy set A thus is a strong convex fuzzy set. • 
We will refer to LFA(X) and RFa(x)  as the left function and right 
function, respectively, of the fuzzy set A. Because LF a increases monotoni- 
cally from zero to A 's  height, and RF A decreases monotonically from A 's  
height to zero, the inverses LF A I (a)  and RF A l(ot) exist for tx ranging from 
zero to A 's  height. Moreover, the level sets of A can be easily computed 
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from the inverse of LF A and RFA: 
A,~ = [ LFAI(Ot), RFAL(Ot)] (27) 
Suppose A and B are two strong convex fuzzy sets characterized by 
membership functions in the form of (26). From Eqs. (24) and (27), we have 
fA,B(Ot) = min{/~s(LFAl(Ot)), #a(RFA'(Ct))} (28) 
Similarly, we get the following formula from Eqs. (25) and (27): 
= [height(B), 
( max {/~B (LF,~ 1(or)),/~B (RF,~ I (c¢)) }, 
if A~, N Bheight(B ) :~ 0 
otherwise 
(29) 
In addition to having properties that can facilitate the computation of the 
generalized belief function, strong convex fuzzy sets are also important from a 
practical point of view. Most fuzzy sets in existing approximate reasoning 
systems are strong convex fuzzy sets (Efstathion and Rajkovic [23], Saitta et 
at. [24]). By taking advantage of this observation about he kind of fuzzy sets 
practically in use, we are able to reach efficient algorithms for computing the 
generalized belief functions for practically useful fuzzy sets. 
Computing fA, n for Strong Convex Fuzzy Sets 
Our general strategy for computing fA, B is to compute a few critical points 
that can be used to define the function in a piecewise manner. One kind of 
critical points are those at which a constant function changes to a variable 
function or vice versa. Take-off points, saturation points, falloff points, and 
reset points (defined earlier in this section) are critical points of this kind. 
Another kind of critical points are crossing points, where the function 
switches between #B(LFA 1(c~)) and /~a(RF a I(o0). 
THE CROSSING POINTS OF fA, B Suppose A and B are two continuous strong 
convex fuzzy sets characterized by membership functions in the form of Eq. 
(26). A crossing point for fA, B is an alpha value, denoted as c%, at which 
the endpoints of A ~c have equal degree of membership n B, that is, 
/~a (LF,~ t(otc)) = tza (RF;' (Otc)) (30) 
The continuity of #a, LFx l, and RFx I guarantees that a switch of the 
function fA. a(°O from /~n(LF,~l(ot)) to /za(RF A 1(c0) (or vice versa) always 
occurs at a crossing point. 
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COROLLARY 1 
and the values o f f  A, B at two alpha values are 
fa ,  B(Otl) = #B(LFA'(cX,)) 
f a,B(c~2) = IzB( RFA'(cx2)) 
John Yen 
Suppose A ,  B are two strong convex fuzzy subsets of  T 
(31) 
(32) 
where ot 2 > t~ 1. There exists an at,  ~2 > ac >- C~l, such that 
I~B( LFAI(Cxc) ) = #B( RFZ41( CXc) 
Proof Let us define a function F as 
F = #B °LFA i _ tz B oRF A 1 
Because #B, LFA 1, and RFA 1 are all continuous, F is also a continuous 
function for alpha values ranging between zero and the height of A. From 
Eqs. (31) and (32) we have 
F(rx,) < 0 and F(a2)  > 0 
Since F is continuous, there exists an ¢xc, ¢x 2 _> o~ _> oq, such that F(cxc) = O. 
Hence, we get 
#B(LF~'(CZc)) = #B(RFA'(Cx¢)) 
and the corollary has been proved. • 
From Corollary 2 below, we also know that the crossing point of fa ,  B can 
occur only if 
LF,~' (or c) ~ (aB, b 8) and RFAi(Otc) ~ (cB, dB) 
Thus Eq. (30) for computing crossing points becomes 
LFB(LFA'(e%)) = RFB(RFA'(C%)) (33) 
COROLLARY 2 Suppose B is a strong convex fuzzy subset o f  T charac- 
terized by a membership function in the form of  Eq. (26). Let x I and x 2 
be two distinctive lements o f  T with the same membership degree in B, 
which is neither zero nor the height o f  B, that is, 
0 </z~(xl )  =/zB(x2) < height(B) (34) 
and 
X 1 <~ X 2 (35) 
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We have 
x ,e (an ,bn)  and x2~(cn, dB) 
where a s, b a, c a, and d n correspond to a, b, c, and d in Eq. (26). 
Proof Since/zn(x~) and/~n(x2) are neither zero nor the height of B, they 
must be in the two intervals where left functions and right functions of B are 
defined: 
e (an, t,n) U (ca, dn) 
Moreover, since both LF a and RF a are strictly monotonic, xl and x 2 have to 
be in two different intervals in order to have the same membership degree in 
B. It thus follows from Eq. (35) that 
x l~(aa ,  bB) and x2~(cB, dn) • 
A GENERAL ALGORITHM We describe a general algorithm for computing 
f.4, a, where A and B are continuous trong convex fuzzy sets characterized 
by a, b, c, d, LF A, RF A, h A and a n, b a, c a, da, LF a, RF B, ha, 
respectively, in Eq. (26). 
1. Compute fA, B(0): 
fA,a(O) = min{#n(LF~ 1(0)),/~a(RF.~I(0))} 
IF fA, n(0) ~ 0, THEN skip next step, ELSE continue. 
2. Find the take-off point t~ r First, compute the intersection of A 's  support 
and B 's  support: 
Then the take-off point is 
( xl, x2) = SA 0 SB 
Thus, we have 
fA, B(~) = 0 for 0 __ ~ _< ~, 
If o~ t = 1, THEN stop 
ELSE /~ ~- e~t, continue with next step 
3. IF LF~1(~) < BB and RF,~1(~) > cB 
THEN find the smallest crossing point ~c in the interval [/~, 1] by 
solving Eq. (33) 
IF a crossing point e% is found in the interval [/~, 1] 
THEN go to step 5 
ELSE continue 
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4. Compute the saturation point a s in the interval [/3, 1]. 
IF a saturation point t~ s can be found in the interval [/3, 1] such that 
f A, B(Ots) = 1 
THEN define the function in the interval [or s, 1] as follows 
fA .n(c0  = 1, c~ s _< c~ _< 1 
Ot c ~ Ot s 
ELSE c% *- 1 
5. Define the function in the interval [/3, 0%]. 
IF #B(LFA 1(/3)) < #a(RFA 1(/3)) 
THEN fA, a(°t) = #B(LFA I(ct)), /3 _< ot _< 0% 
ELSE IF p,B(LFAI(/3)) > #B(RFA ~(fl)) 
THEN fA, B(Ot) = #n(RFA1(Cx)), fl _< ot < o% 
ELSE IF d#a(LF '4 ' ( ° t ) )  < d#B(RF- ' ( /3 ) )  
da  ~=~ dot ,~=t~ 
THEN fA,B(O0 = #n(LFA1(O0),/3 _< ot _< o% 
ELSE fA, B(~) = t~B(RFAI(C0), /3 < c~ ~ c% 
6. I Fac= 1 
THEN stop 
ELSE /3 *- c%, go to step 3. 
The algorithm can be easily generalized to handle fuzzy focal elements 
whose membership functions are in the form 
l 1, Xmi n --- X ~--- c #A(X) = RFA (x ) ,  c<_x<_d;c•d  (36) 
[0 ,  x>_d 
or  
0, X < a 
#A(X) = LFA(x ), a<x_<b;a :~b (37) 
[1 ,  b <- x < Xma x
where Xmi n and Xm~x are the endpoints of the frame of discernment, that is, 
T = [Xmi n, Xm~x]. Since the level sets of A ' s  fuzzy sets become 
[Xmi .,  RFA l(ct)] and [LF~l(ot), Xma~], respectively, in the two cases, we can 
modify the algorithm by replacing LF~l(ot) by Xmi . for focal elements A of 
the first kind and RF A l(ot) by Xma x for focal elements of the second kind. 
AN ALGORITHM FOR LINEAR STRONG CONVEX FUZZY SETS A strong 
convex fuzzy set is linear if both its left and right functions are linear. A 
linear strong convex fuzzy set can thus be characterized by an L function, 
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defined below, with the four parameters a, b, c, and d. 
O, x<_a  
(x -a) / (b - , , ) ,  a<_x<_b 
Zta, o,c, dl(X) = 1, b <- x <_ c (38) 
(a -x ) / (a -c ) ,  c<_x<_a 
O, x>-d  
The algorithm for computing fA,  S can be simplified further if both A and 
B are linear strong convex fuzzy sets because there could be at most one 
crossing point. 
1. Compute f A, s(O) • 
IF fA, a(0) = 0, THEN a t ~ 0, skip next step 
ELSE continue 
2. Find the take-off point a t. Define fA,  B(0) = 0 for 0 <-- a <-- a t. 
3. Find the crossing point o~ c using Eq. (33). 
IF ac is found 
THEN define fA,  s (a)  for a t _< a _< c% similar to step 5 of the 
general algorithm 
ELSE a~ ~ a t 
4. Find the saturation point o~ s. 
IF a ,  is found 
THEN define fA,  S(°t) for a c ~ ot _< a s similar to step 5 of the 
general algorithm 
definefA, B(a) = 1 for a s<ot  <_ 1 
ELSE define )CA, B(ct) for oL~ __ a --< 1 similar to step 5 of the general 
algorithm 
The following example illustrates the algorithm. 
AN EXAMPLE Suppose A and B are two linear strong convex continuous 
fuzzy subsets of a frame of discernment [ -100 ,  100] whose membership 
functions are characterized below and are shown graphically in Figure 4. 
~A(X)  = Z[0,5,10,15](X) = 
= = 
0, x~0 
x / 5, 0_<x_<5 
1, 5_<X_<10 
(15 - x) /5 ,  10 _< x--- 15 
0, x_> 15 
0, x_<l  
(x -  1)/2, l___x_<3 
1, 3_<x_< 11 
(16 - x) /5 ,  11 _< x-< 16 
O, x>- 16 
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Figure 4. An example of computing fA. B for linear strong convex fuzzy sets. 
Assume that A is a focal element. To compute the contribution of A to the 
degree of belief in B, we first apply the algorithm discussed in the previous 
section to compute f.4, B. The computed critical points are shown in Figure 4. 
The heavy dashed line in the figure shows how the computed function fA, B 
switches from B 's  left function to its right function. 
We first compute the following two functions: 
5or -  1 
LFB(LF'~l(tac)) = LFB(5a) - 2 
l+5oe  
RFB(RF,~'(c%)  = RFB(15 - 5~) - 5 
STEP 1 Compute fA, n(0) • Since the support of the fuzzy set A is the interval 
[0, 15], we have 
fA, B(0) ---- min{ #B(0), #B(15) } = /~B(0) = 0 
STEP 2 Find the take-off point tx t. 
fA ,~(~)  = o for 0 _< ot _< 0.2 (39) 
STEP 3 Find a crossing point based on Eq. (33). Solving 
LF~(LF,41(tXc)) = 5tx c - 1 = ~ 1  + 50% = RFs(RF,~l(Olc)  
2 5 
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we get t~ c = 7/15. 
fA,B(Ot) = p.B(LF.~I(ot)) = 
5t~-  1 
25 
7 ( )  for 0.2 _< ct _< E 40 
STEP 4 Find the saturation point c% where CA, B reaches 1. Solving the 
equation 
we get a s 
fA ,B(as)  = #B(RF~'(oe~)) =
= 4/5. Thus, we have 
15or 
fA ,n (~)  =/~n(RF,,T'(c¢)) = 5 
1 
Summarizing Eqs. (39)-(41), we get 
0, 
(5a -  1)/2, 
fA 'B(Ot )  = (1 + 5ct)/5, 
1, 
1 + 5c~ s
=1 
5 
for 7 _ ct < { (41) 
4 fo rg_<c~_<l  
0~a~0.2  
0 . 2 ~  
4 
4 3~a~l  
(42) 
The contribution of fuzzy focal element A to B's  belief measure is thus the 
finite integral of the function between 0 and 1. 
Computing g~4, s for Strong Convex Fuzzy Sets 
Similar to our strategy for computing fA, B, the algorithm for computing the 
function gA, B involves finding a few critical points (e.g., falloff points and 
reset points defined earlier) that can be used to define the function in a 
piecewise manner. Unlike fA, B, however, gA, a has no crossing points as 
shown in Theorem 5. 
LEMMA 1 Suppose A and B are continuous trong convex fuzzy sets. 
Then ga. B(~) is less than the height of B if and only if 
[LF,~l(ct),RF,~l(ct)] CI [LF~l(height(B)),RF~l(height(B))] = 0 
Proof 
gA,B(O~) = sup /~B(X)< sup ~B(X) 
x~_A ct x 
if and only if A~ t') Bheight(B ) = ~). 
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THEOREM 5 Suppose A and B are continuous trong convex fuzzy sets. 
i f  
gA, B(Ctl) = /xB(LF,4 l(ctl)) < height(B) (43) 
then we have 
gA,B(ot) = /zB(LF,~l(t~)) for c~ 1 _< ct _< 1 
Similarly, i f  
gn,n(~l )  : #n(aF,~l(C~l)) < height(B) 
then we have 
gA,B(a) : /~s(RF,~l(c¢)) for a, <_ ct <_ 1 
Proof Assume to the contrary that there exists an ot 2 > ot I such that 
gA,B(Ot2) :/: gtB(LFAI(Ot2)) (44) 
From Eq. (43) and the monotonically nonincreasing property of ga, B, we 
know that 
gA,n(o~2) < height(B) 
It follows from Theorem 3 that 
gA,.(c¢2) = #a(aF ; ' (a2) )  > #a(LF.~l(a2)) (45) 
and hence 
/~B(RF~I(a2)) > #B(LF~I(a2)) (46) 
From Eq. (43), we have 
/.tB(LFAI(Otl)) > ~B(RFA1(Otl)) (47) 
From Eqs. (46) and (47) and the continuity of #B oLF,,t I - #noRF,41 dis- 
cussed in the proof of Corollary 1, there exists a crossing point c% between eq 
and ct 2 such that 
/~B(LF;I(c~c)) =/za(aF ; ' ( c%)  ) (48) 
From Corollary 2, we have 
LF,~'(ac) E [a s,  bB] (49) 
RF,~ 1(C¢c) e [c B, dn] (50) 
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Now that [LFAl(Otc), RFAl(otc)] f'l [bs,  cs] :# j~, it follows from Lemma 1 
that 
gA,B(Otc) = height (B)  > gA,n(~ l ) ,  where olc > oq 
This is contradictory to the fact that gA, B is monotonically nonincreasing. 
Thus, the assumption stated in Eq. (44) fails, and the theorem is proved. • 
A GENERAL ALGORITHM A general algorithm for computing gA, B, where 
A and B are continuous trong convex fuzzy sets, is described below. 
1. Compute gA, B(0) • 
IF Bheight(n ) 0 (LF A l(0), RF~ l(0)) * 
THEN g A, B(O) = height(B) 
Continue with next step 
ELSE gA, B(0) = max{/~n(LFA l(0)), t~B(RFA l(0))} 
~f¢-- 0 
Skip next step 
2. Find the falloff point cxf: Let the c~-level set of B at its height be 
[bB, cB]. 
IF [LFAI(1), RFAI(1)] f) [b B, c B] q: 
THEN gA, B(°t) = height(B) for 0 _ ot _< 1, stop 
ELSE or: = max{ #a(bB), #A(CB)} 
ga, B(~) = height(B) for 0 < ot _< ecf 
3. Compute the reset point c~ r in the interval [co f ,  1]. 
IF a reset point ~x r can be found in the interval [~xf, 1] such that 
g A, B( Olr) = 0 
THEN define the function in the interval [~r, 1] as follows: 
ga, B(Or) = O, Ot r <-- Ot < 1 
ELSE cz r '-- 1 
4. Define the function in the interval [o~f, ar].  
IF t~B(LF ~ l(~f))  < /~B(RF~ l(c~f)) 
THEN gA, B(~) = #n(RF,~l(c~)), O/f~--- O/ m- O/r. 
ELSE gA, B(Or) = /'*B(LFA l(°t)), Otf_ Ot _< Ot r 
The following example illustrates the algorithm. 
AN EXAMPLE Suppose A and B are two continuous fuzzy subsets of a frame 
of discernment [ -100 ,  100] whose membership functions are ~A(X)= 
Lts, 18, 19,21J(x) and #B(x) = Lil,3 ' I1,161 (X) (as shown graphically in Figure 
5). 
[~ , X_< 8 x-  8)/10,  8<x< 18 
t~A(X)= / i ,  18_<X_<19 
21 -- X) /2 ,  19 < X < 21 
(0 ,  X-->21 







3 8 11 1G 18 19 





Assume that A is a focal element. To compute the contribution of A to the 
degree of plausibility in B, we first apply the algorithm discussed in the 
previous ection to compute gA, B- The computed critical points are shown in 
Figure 5. The heavy dashed line in the figure shows the computed function 
gA,B defined in terms of B's fight function. 
STEP 1 Compute gA, n(0) • 
S A N B, = [8,21] CI [3, 11] = [8, 11] :g 
Thus, gA,B(O) = 1. 
STEP 2 Compute the faUoff point a f ,  where gA, B becomes less than 1. The 
level set of B at its height is [3, 11], and [LF~I(1), RF,~I(1)] = [18, 19]. 
[18, 19] (3 [3, 11] = 
/~A(LF~'(1)) = #A(3) = 0 
#A(RF~'(1)) = /zA(ll ) = 0.3 
a f  = max{0, 0.3} = 0.3 
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STEP 3 Find the reset point O~r, on which gA, B reaches zero. Solving the 
equation 
8 -  10or 
gA,B(otr) = #B(LF,4'(ot,)) = 5 =0 
we get otr = 0.8 .  Thus, we have 
gA,B(Ot) = 0 for 0.8 ___ ot < 1 (56) 
STEP 4 Define gA, B for the interval [otf, ott]- The previous tep finds that the 
falloff point occurs at 11, which is in the interval where A's  left function and 
B's right function are defined. Hence, 
gA,B(Ot) = /~B(LFA'(Ot)) = /xB(10ot + 8) = 
8 - 10ot 
(57) 
where 0.3  < ot < 0 .8 .  
Summarizing Eqs. (55)-(57), we have 
gA,o(ot) = 
1, 0 _< ot___ 0.3 
(9 -  10cQ/8, 0.3 <ot  <0.8  
0,  0 .8  _< ot ___ 1 
The contribution of fuzzy focal A to B's  plausibility measure is thus the finite 
integral of the function between 0 and I. 
CONCLUSIONS 
We have discussed both the theoretical foundations and the computational 
aspects of a generalized Dempster-Shafer (D-S) belief function. The general- 
ized belief function computes lower and upper belief measures of vague 
hypotheses subject o constraints imposed by fuzzy focal elements. The con- 
straint of a fuzzy focal element is defined by decomposing the element into a 
set of consonant nonfuzzy focal elements. The belief measure of a fuzzy subset 
of the frame of discernment can thus be obtained by minimizing its degree of 
belief subject o those constraints. 
A major difficulty in applications of the generalized belief function was its 
computational complexity for dealing with continuous fuzzy focal elements. To 
address this problem, we made the following two observations. First, convex 
fuzzy sets are usually sufficient for representing fuzzy evidential information in 
intelligent systems. Nonconvex fuzzy sets are usually needed only if a piece of 
evidence bears upon a disjunction of two vague hypotheses (e.g., YOUNG or 
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MIDDLE-AGED). Second, combining two sets of convex fuzzy focal elements 
using Dempster's rule always yields another set of convex fuzzy focal ele- 
ments. On the basis of these observations, we have developed efficient algo- 
rithms for computing the generalized belief functions for continuous trong 
convex fuzzy sets and fuzzy focal elements. 
The generalized Dempster-Shafer reasoning model offers three important 
advantages. First, its belief and plausibility functions have the same interpreta- 
tions as those of the original D-S theory: They are lower and upper belief 
measures. Preserving the interpretation f those measures enables an intelligent 
system to use them with various techniques of D-S theory (e.g., discounting 
factors). Second, it helps the understanding and the comparison of alternative 
approaches at a deeper level because the extensions to basic constructs of the 
D-S theory have been made explicit. A deep comparison of alternative 
generalizations to the D-S theory was difficult because it was not clear how the 
basic constructs of the theory were generalized in various approaches. Finally, 
the belief measure and the plausibility measure of strong convex fuzzy sets can 
be computed efficiently (especially the linear ones). Since fuzzy sets repre- 
sented in most existing approximate r asoning systems are strong convex fuzzy 
sets (most of them are linear), this means that the algorithms described in the 
paper facilitate the application of the generalized D-S reasoning model to 
intelligent systems. 
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