Kernel based methods for sequence comparison. by Yeung, Hau Man. & Chinese University of Hong Kong Graduate School. Division of Mathematics.
Kernel Based Methods for 
Sequence Comparison 
Y E U N G , Hau Man 
Thesis Submit ted in Part ia l Fulf i lment 
of the Requirements for the Degree of 
Master of Philosophy 
in 
Mathematics 
The Chinese University of Hong Kong 
August 2011 
Thesis/Assessment Committee 
Professor LUI Lok Ming Ronald (Chair) 
Professor CHAN Hon Fu Raymond (Thesis Supervisor) 
Professor CHUNG Tsz Shun Eric (Committee Member) 
Professor CHEN Luonan (External Examiner) 
Kernel Based Methods for Sequence Comparison 1 
Abstract 
Sequence comparison is one of the main foci in the field of bioinformatics nowa-
days. There are a lot of methods available. Evaluations for these methods mainly 
account for their rel iabi l i ty and computat ional cost. Further, most of the metrics 
being advised by the past research papers are measured in the Euclidean space. 
In this thesis, we would like to introduce different ways to define the distances 
between two sequences in a non-Euclidean space. The crucial step is to construct 
a new kernel mat r i x to describe the space and all the sequences are mapped into 
this space. Due to the lack of informat ion for the new kernel space, we tr ied 
some popular subst i tut ion matrices being used in the past decade, including the 
D N A evolut ion model and the B L O S U M subst i tut ion matr ix . The test results are 
comparable w i t h the past results. Further, we examined the rel iabi l i ty for every 
step in our procedure in order to find out which part plays a more impor tant role 
in this method. 
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Biological databases are bui ld ing up quickly in the past few decades. Researchers 
are interested to find an accurate and effective method to study the sequence 
comparison problem. I t is known that similar D N A sequences f rom different 
species reveal tha t they have a closer common ancestor. In the same sense, sim-
ilar peptide sequences in different cells can reveal similar biochemical functions. 
People would like to ask if we can classify different species by part of the D N A 
sequences, w i thou t studying the whole genomes, and if we can classify different 
functions of the proteins by the peptide sequences. 
In general, the sequence comparison methods can be divided into two major 
groups, namely the sequence alignment method, and the alignment free method. 
Here, in this thesis, our method is an alignment free method, which is more com-
putat ional ly effective. 
7 
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I n Chapter 2, we w i l l describe our kernel methods on how to define the dis-
tances between two different D N A sequences and peptide sequences. A frequency 
vector approach and two kernel based distance functions w i l l be stated in details. 
Different kernel matrices wi l l be discussed in this chapter. We wi l l focus on the 
D N A datasets in Chapter 3 and the peptide datasets in Chapter 4. Bo th the 
datasets and the evaluation methods wi l l be stated in the corresponding chap-
ters. Results and some previous works as the corresponding benchmark results 
w i l l be provided in each chapter. In Chapter 5, we discuss our results and state 
some possible future works on this topic. 
Chapter 2 
Work Flows and Kernel Methods 
2.1 Work Flows 
In this thesis, we suggest to measure the distance between two sequences in a 
non-Euclidean space, defined by some art i f ic ial kernel matrices. We have applied 
these kernel methods on bo th D N A sequences and peptide sequences, w i th two 
separate work flows, which are presented in Figure 2.1 and Figure 2.2 respectively. 
Our approach is to pre-define kernels for D N A sequences and peptide sequences, 
and then calculate al l the pairwise distances among sequences in each dataset. For 
D N A sequences, we construct the phylogenetic tree by the calculated distances, 
and compare this tree w i t h some benchmark results. For peptide sequences, we 
classify the peptides into different groups by the calculated distances. Classifica-
t ion rate w i l l be compared for different testing sets and F-value w i l l be calculated 
to study the effect for window length. Details w i l l be provided in the followings. 
In this chapter, we discuss the frequency vector approach first and followed by 
9 
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the def in i t ion of the newly kernel based distance functions. 
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Figure 2.2: Work Flow for Peptide Sequences 
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2.2 Frequency Vector 
The al ignment based method, see [12, 20], is widely employed nowadays w i t h very 
good results in sequence comparison. Compar ing w i t h the al ignment method, 
the al ignment free method requires a much lower computa t iona l cost. Frequency 
vector approach is one of the al ignment free methods wh ich has been studied 
extensively in the past decade, see [4, 29，9, 31]. Some denoising approaches 
have been employed to mod i f y the accuracy, see [15, 36]. I n th is thesis, we d id 
not employ the denoising approach in order to leave the formulae as simple as 
possible. 
Let us state the frequency vector approach by the fo l lowing steps. For a given 
sequence w i t h length TV, a /c consecutive nucleotides is called a A;-string. A profi le 
vector of length 4& is defined as a col lect ion of the frequencies of al l A:-strings 
appearing in t ha t sequence. In order to construct a vector profi le which contains 
the p robab i l i t y of the occurrence of each possible /c-string in a sequence, the 
frequency counts have to be d iv ided by the to ta l possible number of /c-strings 
in tha t sequence, i.e. N — k + 1. Let us take an example here. Given a D N A 
sequence A C G T T C G , we can set /c = 1, and we have 
Or i f we set /c = 2, we have 
f { A C ) = f{GT) = f{TC) 二 / ( T T ) = = | 
and al l the other 2-strings (e.g. A A , AG, ...) are al l 0. 
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As stated above, we t r y to represent a sequence by a point in a 4^-dimensional 
Euclidean space, w i t h the corresponding probabi l i ty of the /c-string in that se-
quence. We can define distance or simi lar i ty w i t h the above approach in the 
Euclidean space, see [29]. Note that for a small value of k, sequences cannot be 
uniquely represented by the data point. A simple example is that i f we set /c = 1, 
there is no difference between the sequences A A C and A C A . By increasing the 
value of k, sequences can be uniquely represented. However, the computat ional 
cost w i l l be increased exponential ly at the same t ime. Further, the distances 
among the data points would be increased, and i t may not be good for the clus-
ter ing problem. We have set an ROC curve to study this effect later. 
2.3 Motivation for Kernel Based Distance 
After gett ing the frequency vectors of all sequences, we would like to study how 
to measure the distances among these data points. The kernel matr ix , K , can be 
considered as a subst i tut ion process during an evolution or a muta t ion process in 
the D N A or peptide sequence. The derived kernels, w i t h the symmetric property, 
w i l l be discussed in the following section. We wi l l describe how the kernel works 
w i th the frequency vector approach first. 
In order to compare different sequences, we can define either the simi lar i ty or 
distance between two sequences. We have tr ied bo th cases and the results are 
competit ive to some previous works. Thus, we wi l l describe bo th methods in the 
following. 
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2.3.1 Similarity between sequences 
Given two sequences X and Y, their frequency vectors can be named as fx and 
fy respectively. A n inner product can be defined as 
{X,Y}K = f ^ K f y , (2.1) 
and the norm 
||X|| = 抓 = 拉 K f x . (2.2) 
The similar i ty can be considered as the inner product under the space defined by 
the kernel mat r ix K as follows: 
/ x ^ y r (2.3) 
The reason to work out the normalization is the same as above, to cater 
for the case w i t h different sequence length. I f the given kernel matr ix X is a 
symmetric positive definite matr ix, S{X, Y) can be viewed as the cosine angle 
between vectors fx and fy under the specified space. A special case is K = I, 
and this is the usual inner product under the Euclidean space. For physical 
meaning, we can consider if the (z, j ) - t h element in K represents the probabil i ty 
of element i evolving to element j , then S{X, y ) means how likely a sequence X 
is to be evolved to sequence Y. As stated in [21, 22] by Stuarta et al., we are now 
handling a 4'^-dimensional vector, where k is an unknown. The authors suggested 
that in this unknown case, the angle metric would be conserved more properly 
than the Euclidean distance. Distance between two sequences can be calculated 
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by 
似 足 巧 = 1 — y， y )， (2.4) 
such that di{X, Y) ranges from 0 to 1. If X and Y are similar to each other, the 
angle between these two points should be near 0, and Y) should be near 0; 
while if they look very different, the angle should be near tt, and d i [ X , Y) should 
be near 1. 
2.3.2 Distance between sequences 
In 2003, another approach to calculate the distance between two sequences by 
the quadratic form was suggested in [29]: 
d2{X,Y) = { f x - f v V K i f x — f y ) . (2.5) 
In statistics, the quadratic form represents a scoring between the weighted vec-
tors. U K = I, this is the squared Euclidean distance. If K equals to the 
covariance matr ix of the data, i t represents the Mahalanobis distance between 
the corresponding vectors. I f K is the substi tut ion probabi l i ty matr ix, the dis-
tance can be viewed as the squared sum of the difference in the profile mult ipl ied 
by the corresponding unchanged probability. 
We wi l l test our kernel based distance methods by the above Eq.(2.4) and 
Eq.(2.5) to see if these two distance functions can give a good measure on sequence 
comparison. 
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2.4 Kernels for DNA Sequence 
The kernel plays a key role in the above defined formulae. A good kernel should 
t ru ly reflect the simi lar i ty between two sequences. In this section, we wi l l discuss 
a few kernels for D N A sequences. There are 4 nucleotides, namely A (Adenine), 
C (Cytosine), G (Guanine), T (Thymine), in the D N A sequences, and we would 
like to find out the subst i tut ion rate of each nucleotide to the others. Our first 
level subst i tut ion matr ix is in the size 4 x 4 as in Table 2.1. 
A C G T 
A A A f ^ C A ^ T 
C C o A C C f ^ G C f ^ T 
G G o A G f ^ C G G o T 
T T ^ A T o C T g G T 
Table 2.1: Substitution Matrix 
2.4.1 Kernels based on evolution model 
The simplest evolution model is the JC69 model, see [7], which was suggested by 
Jukes and Cantor in 1969. I t assumes equal base frequencies and equal mutat ion 
rates. The only parameter of this model is the mutat ion rate f i as in Table 2.2. 
Later in the 1980s, i t is known that the ratio of transit ional to transversional 
nucleotide substitutions is much higher, and the rate of nucleotide substitut ion 
varies extensively among different sites, see [8]. Here, transit ion substitut ion 
means either the interchange between nucleotide A and G, or the interchange 
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A C G T 
A 1 - 坠 ^ ^ ^ 
4 4 4 4 
C ^ I - ^ ^ /f 
4 — T 4 4 
M M 1 —坠 M 
4 4 "“ T 4 
I Z I I I I I 一 
Table 2.2: JC69 model 
between C and T . Transversion subst i tut ion means all the other cases. In a 
more simple way, we can say that i t is more often for an interchange w i th in the 
purines group ( A f ^ G ) and the pyrimidines group ( C o T ) to be observed. The 
transi t ion/transversion rate differs for different species. Thus, to simpl i fy our 
model, we assume all the transit ion/transversion rate, K, is a constant for all 
species as in Table 2.3. 
A C G T 
A 1 — ii{2 + K) jj, k i i [I 
C II 1 — fi{2 + K) / i Kji 
G Kjj, j i 1 — fi{2 + K) II 
T /i Kfi fi 1 — ^(2 + K) 
Table 2.3: Kimura model 
There are more models for the subst i tut ion mat r ix in the past few decades. 
However, the K imura 2 parameters model can give us a competi t ive result w i th 
the previous works. Thus, we used this as our kernel w i t h different mutat ion 
rates from 5% to 90%, and K f rom 3 to 10. The muta t ion rate and K. vary for 
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different taxon and species, and these two numbers are taken for a reference only. 
By [8], K can be as large as 40，but we did not t r y a large k in our tests. 
For a A;-string frequency vector, we bui ld up a matr ix w i th size x by 
mul t ip ly ing the corresponding nucleotides mutat ion rates. That means if we are 




S = 1 
where K i represents the kernel matr ix containing the entries in Table 2.3; is 
denotes the s- th nucleotide in sequence i. Here is an example. I f /c 二 3, the rate of 
A A A to A A A is Ki(A,A)\ and the rate of A A A to A AC is Ki (A, Af . Ki (A, C). 
This is a naive approach and surely an over simplified model, but the results are 
good enough when compared to other previous works. 
2.4.2 Kernels based on empirical data 
Empir ical codon substi tut ion matr ix was suggested in 2005 by Schneider, Can-
narozzi and Gonnet, see [19]. Codon means the encoded 3-nucleotide in the DNA 
sequences which represents an amino acid. There are tota l ly 64 (i.e. 4^) en-
coded codons for 20 amino acids. Some codons are repeated for the same amino 
acid. This subst i tut ion matr ix follows a BLOSUM-l ike construction method. 
The counting procedure is very similar to the BLOSUM matr ix , which wi l l be 
discussed in the next section. The only difference is the way they handle the 
stop codon, namely TAG, TAA , T G A . In [19], the authors assumed that there 
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is no interchange f rom the sense codon (that is al l the other 61 cases) to the 
stop codon and vice versa. The data can be downloaded at [19]. We tr ied the 
t ransi t ion score (after log scale procedure) dataset only, w i t h the window length 
k = 3. Part of the kernel codon subst i tut ion mat r i x is shown in Table 2.4. For 
the whole mat r ix , readers are referred to the l ink above. 
A A A A AC A AG A AT ... 
A A A 11.6 -2 .7 9.7 -1 .7 ... 
AAC -2 .7 13 -3 .3 10.9 ... 
AAG 9.7 一 3.3 11.6 -2 .8 ... 
Table 2.4: Codon Substitution Matr ix Short 
There is one noteworthy point. We did not t r y to set our kernel as the Smith-
Waterman subst i tut ion mat r ix or the subst i tut ion mat r ix used by B L A S T N (Ta-
ble 2.5 [20], Table 2.6, and Table 2.7 [1]), though they are popular in many 
research papers. The reason is that these matrices are not positive definite and 
the inner product is not well defined. 
2.5 Kernels for Peptide Sequence 
Different f rom D N A sequences, the peptide sequence contains 22 amino acids, 
which are the bui ld ing blocks of all proteins for all kinds of lives. Among these 
22 amino acids, 20 of them are universally genetic coded. Thus, our subst i tut ion 
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A C G T 
T 1 - i - i - i 
A J 3 3 _ _ 
丄 1 ^^  "3 "3 
G — — — 1 — 
3 _ _ 3 3_ 
T 」 」 」 1 
_ _ 3 I 3 I _ _ a J 
Table 2.5: Smith-Waterman Substitution Matr ix 
A C G T 
A 1 -3 -3 -3 
C -3 1 -3 -3 
G -3 -3 1 -3 
T -3 -3 -3 1 
Table 2.6: BLASTN Substitution Matr ix for sequences 99% identical 
mat r i x is a 20x20 matr ix . Note that in our model, we assume the funct ion of the 
protein can be defined by the amino acid sequence, and we d id not account for 
any s t ructura l informat ion. 
We employ the BLOSUM62 matr ix as our model. B L O S U M ( B L O c k s of 
Amino Ac id S u b s t i t u t i o n M a t r i x ) is a subst i tut ion mat r i x generated by the 
homologous peptide sequences, see [5]. Homologous peptide sequences are a col-
lection of peptide sequences that share similar chemical functions, and there are 
evolut ionary relationships among them. We wi l l give a brief description on how 
to construct the B L O S U M mat r ix here. The basic assumption of B L O S U M is 
that all homologous sequences are mutated f rom their partners and the process 
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A C G T 
A 1 -1 -1 -1 
C -1 1 -1 -1 
G -1 -1 1 -1 
T -1 -1 -1 1 
Table 2.7: BLASTN Substitution Matr ix for sequences 70% identical 
can be reverted. B L O S U M is a measure of the empirical data for al l amino acid 
substi tut ions in the homologous sequences. Blocks are formed for different groups 
of homologous sequences. A n example is provided in Table 2.8. 
Block 1 Block 2 
Seql ABC DEFGHI 
Seq2 BBC FEFGHI 
Seq3 ABC DEEGGI 
Seq4 ACB DHGFEI 
Table 2.8: Examples of blocks in BLOSUM 
Here we note that in Block 1, there are two identical peptide sequences " A B C " , 
because they may have different 3-dimensional structures. When modeling an 
evolution in a long durat ion, a dist inct amino acid subst i tut ion would have a 
higher chance of occurrence. Thus, we have to avoid the overweigliing of "very 
similar" sequences in order to model the long t ime evolution. S. Heii ikoff and 
J.G. Henikoff have introduced the concept of ident i ty threshold (e.g. 60%) to 
solve this problem, for which the "very similar" sequences in a block to a, certain 
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level (e.g. 60%) w i l l be clustered together, weighted, and regarded as a single 
sequence. Let us take an example for Block 1 sequences. I f we set the ident i ty 
threshold as 80%, we would have " A B C " , " B B C " , and " A C B " in Block 1. The 
Seq3 is grouped w i t h Seql and " A B C " is counted once only. I f we set the ident i ty 
threshold as 60%, we would have " A / B B C " , and " A C B " only. The Seq2 "BBC" 
is grouped w i t h " A B C " . The number of counts for " A " at the f irst character of 
2 1 
" A / B B C " is -，whi le the number of counts for "B " is - . Thus, the data are 
o o 
t r immed and can show a certain evolut ion relat ionship w i t h i n the blocks. Among 
al l B L O S U M matrices, we employed the B L O S U M 6 2 mat r i x . We downloaded 
the data f rom the B L A S T website at [35] directly. The count ing procedure and 
scoring methods for B L O S U M w i l l be discussed in details in the fol lowing parts. 
I t is interest ing tha t the BLOSUM62 mat r i x used most frequent ly in al l research 
papers nowadays is a miscalculated one, bu t w i t h a bet ter performance than the 
corrected one, see [24]. Thus, we keep using the B L A S T B L O S U M 6 2 data, i.e. 
the miscalculated one. 
We have t r ied different kernels defined along the procedures to get the BLO-
SUM62 mat r i x . We w i l l name different matrices by our own terminology as 
follows. Given two amino acid a^ and a j , the ( i , j ) - t h entry of B L O S U M 6 2 i ma-
t r i x is defined as the empir ical probabi l i ty for the interchange of amino acid a^  
to a] i n al l studied blocks and sequences, and we denote i t by 
KBLOSUM&2人O4, dj) = Qij. (2.7) 
Let us explain how to calculate this probabi l i ty w i t h the previous Table 2.8. I f 
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we set the ident i ty threshold to 62%, as mentioned above, Block 1 contains " A / B 
BC" and " A C B " sequences. Now, let us focus on how to find KBLOSUMQ2I (^ ？ B ) 
first. The number of counts for "A ^ B" is - as stated above. The to ta l possible 
o 
T7in(n — 1) 
substi tut ions can be found by , where m is the sequence length, and n 
ZJ 
is the number of sequences in the Block. Thus, in this case, KBLOSUM&I人A, B)— 
Q 1 
^ - I f we set the ident i ty threshold to 80%, then Block 1 contains " A B C " , 
O c/ 
" B B C " , and " A C B " . The number of count for "A u B" is 2, and the to ta l 
2 
number of possible substitut ions is 9. Thus, Kblosum80I{^I B) = - . Part of 
the kernel KBLOSUM62I is shown in Table 2.9. For the whole matr ix , refer to the 
Appendix Table 6.1. 
A R N D ... 
A 0.0215 0.0023 0.0019 0.0022 ... 
R 0.0023 0.0178 0.002 0.0016 ... 
N 0.0019 0.002 0.0141 0.0037 ... 
Table 2.9: BLOSUM62i Short 
However, we know that the occurrences of different amino acids are not the 
same among different peptide datasets. Thus, a normal izat ion process can be 
carried out by 
KBLOSUM&22、ai,aj、= , (2.8) 
Vi • Pj 
where pi denotes the marginal probabi l i ty of the amino acid a?: among all se-
quences in the unt r immed dataset. In our example Table 2.8, in Block 1, = 
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3 1 
— = - f o r al l ident i ty threshold. The rat io in Eq.(2.8) is a measure of the 
l ikel ihood of two amino acids interchanging to each other in the database and 
the l ikel ihood of the same amino acids appearing by chance. Thus, i f the inter-
change between a^ and aj is to ta l ly random, we would expect qij ^ p^pj, and 
KBLOSUM622 {CLI^ ~ 1- I f there are more a^ and AJ subst i tut ions than expected, 
we would expect qi] > p ip j , and KBLOSUM622 {< i^, cLj) > 1- Part of the kernel 
Kblosum&22 is shown in Table 2.10. For the whole mat r ix , refer to the Appendix 
Table 6.2. 
A R N D ... 
A 3.926223521 0.597713098 0.570570571 0.550550551 ... 
R 0.597713098 6.582840237 0.854700855 0.56980057 ... 
N 0.570570571 0.854700855 6.962962963 1.522633745 ... 
Table 2.10: BLOSUM622 Short 
Final ly, the B L O S U M mat r ix score is defined by the log-odds rat io defined in 
BLOSUM622. BLOSUM62 equation is given by 
1 f Qi- \ 
KBLOSUM62{at,aj) = - log ~ — , (2.9) 
A \Pz-PjJ 
where A is a scaling factor such that the mat r ix contains easily computable integer 
values. Part of the kernel KBLOSUM&I is shown in Table 2.11. For the whole 
mat r ix , refer to the Appendix Table 6.3. 
By these definit ions, i f the interchange between a^  and a」is to ta l ly random, we 
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A R N D ... 
A 8 3 2 2 ... 
R 3 9 4 2 ... 
N 2 4 10 5 ... 
Table 2.11: BLOSUM62 Short 
would expect KBLOSUMd2{cLii cij) ~ 0. If there are more a^ and aj substitutions, 
we would expect Kblosum52、cii, aj) > 0. However, as a kernel function, we 
would like to handle all positive entries, and so we have added a constant to 
KBLOSUM62[cii, Cij) such that the least value equals to 0. 
In the above, we have discussed the single amino acid substi tut ion process 
and the corresponding substi tut ion values. Now, we have to define a substi tut ion 
matr ix that can handle a longer window length k, in the same manner as the 
D N A sequence Eq.(2.6). The /c-string substi tut ion matr ix has the size 20厂'x 
The (z, j ) - t h entry wi l l be given by 
k 
I<k { i . j ) = Y [ K i { i s , J s ) . (2.10) 
5 = 1 
where K i can be any one of the kernel matr ix stated above, BLOSUM62i , or 
BLOSUM622, or BLOSUM62; ig denotes the 5-th amino acide in sequence i. 
Here is an example. If /c = 3, the rate of A A A to A R N is KBLOSUM62〈A, A) • 
KBLOSUM62[A, R ) • KBLOSUM&2[A, T V ) . 
The last but not least, we have checked numerically that all the kernels derived 
above are positive definite. This means the inner products are well defined. 
Chapter 3 
Dataset for DNA Sequence and 
Results 
3.1 Dataset and Goal 
Nowadays, the databases of the whole genomes are readily available for many 
species. However, i t is t ime consuming to process the whole lengthy genomes. 
Thus, some part icular regions in the genomes are extracted and we are expecting 
to ident i fy different species by these shorter D N A sequences. In this thesis, we 
have t r ied 2 datasets, the encoded mitochondrial D N A ( m t D N A ) sequences for 
20 mammals, w i t h average sequence length around 16,000, and the 18S ribosomal 
R N A ( r R N A ) for 39 Tetrapods, w i t h average sequence length around 1,800. Our 
first target is to study the simi lar i ty or dissimilar i ty among all the sequences in 
bo th datasets, and calculate the distances among these sequences. 
25 
Kernel Based Methods for Sequence Comparison 26 
3.1.1 Mitochondrial D N A dataset 
Mitochondrial D N A can be found in all eukaryotic cells, which function is to con-
vert the chemical energy from food into the form adenosine triphosphate (ATP) 
that can be used by the cells. I t is mainly inherited from the parent cell, and 
thus, the m t D N A can represent a mainstay of phylogenetic path. This dataset 
has been studied by Cao [3], Hao [15], and Yu [36] before w i th similar results. 
Our dataset contains primates, ferungulates, rodents, and an out group as a root 
of the phylogenetic tree. Details are listed in Table 3.1. A l l the studies [3, 15, 36 
showed the same grouping for different taxa as showed in Figure 3.1. Primates 
are grouped w i th ferungulates first, and then grouped w i th the rodents. The 
outgroup is grouped at last as a reference root. More details for grouping and 
the evaluation method wi l l be stated in the next section. 
Pr ima tes 
Ferungu la tes 
Roden ts 
Outgroup 
Figure 3.1: mtDNA sequences analyszed by Cao et al. 
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Taxon Scientific Name Database accession no. 
Bostaurus V00654 
Balaenoptera physalus X61145 
Balaenoptera musculus X72204 
Phoca vitulina X63726 
Ferungulates 
Halichoerus grypus X72004 
Felis catus U20753 
Equus caballus X79547 
Rhinoceros unicornis X97336 
Mus musculus V00711 
Rodents 
Rattus norvegicus X14848 
Homo sapiens D38112 
Pan troglodytes D38113 
Pan paniscus D38116 
Primates Gorilla gorilla D38114 
Pongo pygmaeus D38115 
Pongo pygmaeus abelii X97707 
Hylobates lar X99256 
Didelphis virginiana Z29573 
Outgroup Macropus robustus Y10524 
Ornithorhynchus anatinus X83427 
Table 3.1: Dataset for mtDNA 
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3.1.2 18S ribosomal R N A 
For the second dataset, we used the r ibosomal R N A data, which can be found in 
al l l i v ing cells. The funct ion of r R N A is to decode the m R N A in to amino acids 
and interact w i t h the t R N A dur ing the t rans la t ion process. Fur ther , r R N A is the 
only gene product t ha t presents in al l cells. Thus, in order to compare different 
species, r R N A sequence is a good choice to be studied. Some sequence al ignment 
methods have been t r ied before [32]. I n our test, we used the 18S r R N A which 
are found in 39 dif ferent species. Detai ls are l isted in Table 3.2. 
3.2 Results 
Af ter calculat ing the distances, our goal is to bu i ld a phylogenetic tree by s tudying 
the distances among al l the sequences, and compare w i t h the benchmark results 
publ ished before for each dataset. Distances are defined in the previous chapter, 
and we have employed the Neighbour Join ing method [17，23] to construct the 
phylogenetic tree. Th is method follows the fo l lowing steps. F i rs t of all, the 
pairwise distances are considered as a star tree, w i t h n species as the leaves. A 
modi f ied distance mat r i x , is constructed such tha t the separation between 
every pair of leaves is adjusted on the basis of their average distance f rom all other 
leaves, i.e. 
Qihf) 二 {n-2)d(z,j) 
k k 
where d{i, j) is the pairwise distance calculated in Chapter 2. The pair of leaves 
w i t h smallest distance in the modif ied distance ma t r i x is then jo ined together 
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T a x o n Scientific Name Database accession no. 
X c n o p u s laevis X02995 
A m p h i b i a n X e n o p u s laevis X04025 
R a n o d o n sibiricus A J 2 7 9 5 0 6 
Al l igator mississippiensis A F 1 7 3 6 0 5 
Repti l ian 
Sphenodon punctatus A F 1 1 5 8 6 0 
Mus rnusculus X00686 
Mus musculus X 8 2 5 6 4 
Rattus norvegicus K01593 
Rattus norvegicus M11188 
Rat tus norvegicus V01270 
M a m m a l 
Oryc to lagus cuniculus X 0 6 7 7 8 
H o m o sapiens K03432 
H o m o sapiens M10098 
H o m o sapiens U13369 
H o m o sapiens X03205 
Anas p latyrhynchos AF173614 
Dromaius novaehol landiae A F 1 7 3 6 1 0 
Tockus nasutus A F 1 7 3 6 2 6 
Chordei les acut ipennis A F 1 7 3 6 2 2 
Charadrius semipalmatus A F 1 7 3 6 3 8 
Larus g laucoides A F 1 7 3 6 3 7 
Urocol ius macrourus A F 1 7 3 6 1 7 
C o l u m b a livia A F 1 7 3 6 3 0 
Coracias caudata A F 1 7 3 6 2 5 
Cuculus pallidus A F 1 7 3 6 2 8 
Galbula pastazae A F 1 7 3 6 2 4 
Ortalis guttata A F 1 7 3 6 1 3 
Bird 
Coturn ix pectoral is A F 1 7 3 6 1 1 
Gallus gal I us A F 1 7 3 6 1 2 
Grus canadensis A F 1 7 3 6 3 2 
Gall irex porphyreo lophus A F 1 7 3 6 1 8 
P ico idcs pubcscens A F 1 7 3 6 1 5 
Tyrannus tyranrius A F 1 7 3 6 1 6 
Cicon ia nigra A F 1 7 3 6 3 6 
Apus affirms A F 1 7 3 6 1 9 
Trogon collaris A F 1 7 3 6 2 3 
Turnix sylvatica A F 1 7 3 6 3 1 
Upupa epops A F 1 7 3 6 2 7 
A p t e r y x australis A F 1 7 3 6 0 9 
Table 3.2: Dataset for 18S rRNA 
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wi th a new node. This new node is treated as their common ancestral node. This 
process is then repeated by calculating the distances again w i t h the replacement 
of the new common ancestral node and all the other leaves. 
where f and g are the joined species, and u is their common ancestral node. 
I t terminates when there are only two nodes left. Neighbour Joining method 
is a greedy algor i thm such that in every step the to ta l branch length of the 
phylogenetic tree is minimized. This fulfi l ls the m in imum evolution cri terion 
suggested by biologists. 
As a benchmark reference for our datasets, the phylogenetic tree for the 
m t D N A dataset can be found in Figure 3.2 [3], while the phylogenetic tree for 
the 18S r R N A dataset can be found in Figure 3.3 [32 . 
Homo sapiens human 一 
I Pan troglodytes chimpanzee 
I Pan paniscus bonobo 
I I Gorilla gorilla g o r i l l a PHmateS 
I Pongo pygmaeus orang 
‘ Pongo pygmaeus abelii orang 
I Hylobates lar gibbon — 
J Phoca vitulina harbor seal — 
I Halichoerus grypus gray seal 
I Feiis catus cat 
I Equus caballus horse 厂 t . 
I I Rhinoceros unicornis rhinoceros ^ erUngUlateS 
I Bos taurus cow 
I Balaenoptera physalus fin whale 
' Balaenoptera musculus blue whale — 
I Rattus norvegicus rat “ n 7 
I Mus musculus m o u s e」K O C l e n t S 
I Macropus robustus wallaroo 
I Didelphis virginiana opossum 
Ornithorhynchus anatinus platypus 
Figure 3.2: mtDNA sequences analyszed by Cao et al 
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Figure 3.3: 18S rRNA sequences analyszed by Xia et al. 
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There are two key points to note for the evaluation method here. The first 
one is we have to pay at tent ion to the grouping for each taxon. I f the method 
failed to group the corresponding species into the correct taxon, tha t means the 
method is unsatisfactory. The second point is to consider if the taxa grouping 
is correct or not, as in Figure 3.1, especially for the outgroup taxon not being 
grouped w i t h other taxon. Let us state all the parameters here: 
• Window length k: /c = 3, 6, 9. 
• Distance formulae: d i { X , Y ) Eq.(2.4), and d 2 ( X , Y ) Eq.(2.5). 
• Kernel mat r ix : Ident i ty matr ix , Kernel based on evolut ion (K imura) model 
Table 2.3, Kernel based on empirical data (Codon) model Table 2.4. Pa-
rameter for K imura model: Muta t ion rate range f rom 5% to 15%; transi-
t ion / transversion rate range from 3 to 10. 
In the fol lowing Table 3.3, and Table 3.4, due to the large number of tests 
we have taken for the evolution model, we only state the best solution in the 
corresponding box. A ' 0 ' represents a match of the generated phylogenetic tree 
w i t h the benchmark in Figure 3.2, and in Figure 3.3, while a 'X ' represents a, 
failed case. Note that for the Codon kernel matr ix , since all the DNAs are coded 
in 3 nucleotides, tests for other window lengths are not available. 
From the results, we can see that the kernel method proposed gives similar 
results like in the previous research. However, the results also show that different 
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Distance Formula Kernel / k 3 6 9 
I X X o 
di{X,Y) Kimura X X O 
Codon X NA NA 
I X X O 
d2{X,Y) Kimura X X O 
Codon X NA NA 
Table 3.3: Results for mtDNA Dataset 
Distance Formula Kernel / k 3 6 9 
I 0 0 0 
di{X,Y) Kimura 0 0 0 
Codon O NA NA 
I 0 0 0 
d2(X,Y) Kimura 0 0 0 
Codon O NA NA 
Table 3.4: Results for 18S rRNA Dataset 
kernel matrices have similar results, while the window length k plays an important 
role. We w i l l check i t again in the next chapter to see if the value of k plays an 
impor tant role in all cases, or only in this case. 

Chapter 4 
Dataset for Peptide Sequence 
and Results 
I t is more complicated to study the peptide sequences, because the funct ion of 
a prote in does not depend on the peptide sequence only, but also on the 3-
dimensional structure. There are studies on the SCOP data by bo th sequence 
alignment and alignment-free methods, see [30]. SCOP data have included nearly 
10,000 peptide sequences w i t h their 3-dimensional s t ructura l information, w i t h 
the hierarchy Class, Fold, Superfamily, and Family. Class is the first level which 
contains the s t ructura l information, while the Family level contains similar func-
t ional sequences. V inga and Almeida [30] t r ied to apply Eq.(2.5) to the SCOP 
dataset, and used the distances to classify the data into different Classes. I t was 
shown that the alignment-free method can give a competi t ive result w i t h that of 
al ignment method. However, if we move to the Family level, alignment method 
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does much better than the alignment-free method. This means Eq.(2.5) and the 
alignment-free method can do good in the structural level, but cannot do as good 
as the alignment method in the homologous level. Thus, we d id not repeat the 
test on the SCOP dataset again. Instead, we t r ied out another classification 
problem which only considers the sequences, w i thout any structural information. 
This is because we would like to assure that this alignment-free method works 
better than random guess, but may not be as good as the alignment method. This 
classification problem is related to the immunological allele and w i l l be described 
below. 
4.1 Dataset and Goal 
M H C (Major Histocompat ib i l i ty Complex) Class I I molecules can be found in the 
immune system in human bodies, which help to activate the T-cells. They can be 
found on the surfaces of specialized immune system cells. In general, they have 
different peptide b inding preferences. The classification (binder or non-binder) 
of the peptides is impor tant in the sense of rat ional vaccine design. 
The dataset consists of 14 H L A - D R alleles, for which each allele contains differ-
ent number of peptides. Tha t means the whole dataset contains 14 sub-datasets. 
Each allele contains different kinds of peptides and informat ion. They are not 
correlated to each other. We have to repeat our test to al l sub-datasets separately. 
The dataset can be downloaded at [13]. Table 4.1 gives some descriptions of the 
dataset. 
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Allele Name no. of Peptides % of Binding 
DRB1*0101 5166 67.94% 
DRB1*0301 1020 21.16% 
DRB1*0401 1024 49.80% 
DRB1*0404 663 58.22% 
DRB1*0405 630 67.46% 
DRB1*0701 853 58.38% 
DRB1*0802 420 35.24% 
DRB1*0901 530 47.92% 
DRB1*1101 950 45.16% 
DRB1*1302 498 39.96% 
DRB1*1501 934 48.18% 
DRB3*0101 549 13.66% 
DRB4*0101 446 44.84% 
DRB5*0101 924 51.73% 
Total 14607 53.67% 
Table 4.1: Summary for MHC Class I I Dataset, w i th sequence length ranging from 9 
to 37, and average sequence length is 15 to 16 among all the allele. 
I n each allele, i t contains all the pept ide sequences and the corresponding 
t ransformed b ind ing af f in i ty values. The b ind ing af f in i ty value is measured in 
nanometer ( n M ) in the experiment. The t ransformed b ind ing af f in i ty value is 
given by y 二 1 — log^oooo A threshold value of 500 n M is used, which is 
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equivalent to saying tha t when y > 0.426，the pept ide is classified as binder, see 
10]. There are qui te a number of studies on the pept ide classif ication in recent 
years, inc lud ing methods by Support Vector Machine and the kernel funct ion 
approach [18], neural network method [13], and thermodynamic model [2]. Thei r 
average classif ication rates are 80% or more. 
B y the fact stated above, we can calculate the p ropor t ion of correct ly classified 
observations expected by chance, the Propor t iona l Chance Cr i te r ia (CPRO) [11]: 
C P R O = ^ [Binded%f + ^ {Unhinded%f. (4.1) 
Binded Unbinded 
The value of C P R O can be understood as the probab i l i t y of get t ing a correct 
guess by random choice, w i t h the in format ion for the t o ta l percentage of b inded 
and unbinded peptides. The idea can be i l lus t ra ted in the fo l lowing Table 4.2. 
Suppose we know the percentage of b inded peptides = p%, and tha t of unbinded 
peptides = {l—p)% i n the dataset. Then the random classif ication process should 
carry ap% to assign any pept ide to the binded class, and (l—p)% to the unbinded 
class. Therefore, the classif ication rate in this random assignment equals to the 
C P R O value as stated in Eq.(4.1). 
True Binded True Unbinded 
Guess Binded p% . p% p% • (1 - p)% 
Guess Unbinded (1 - p)% . p% (1 - p)% • (1 — p)% 
Table 4.2: Concept of CPRO 
I n our dataset, the overall CPRO = 50.27%, tha t is we can get a correct 
classified object by half of the chance. I f our model can give us a classification 
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rate higher than this CPRO value, our model is better than the random guess. 
4.2 Classification and Evaluation Methods 
As mentioned above, all the peptides in the dataset can be classified as binder or 
non-binder. According to our methods stated in Chapter 2, we have calculated all 
the pairwise distances among all alleles. We would expect the distances between 
binder-binder sequences or non-binder-non-binder sequences would be relatively 
smaller than the binder-non-binder pairs. In the following, we wi l l discuss how 
we work out the classification problem and the evaluation methods. 
4.2.1 Partition of training and testing datasets 
In a classification problem, in order to evaluate the performance of a method, the 
standard procedure is to par t i t ion the whole dataset into two parts randomly, a 
t raining part and a testing part. For the training part, we know all the informa-
t ion for each data point. For a data point in the testing part, we know all the 
information except the class information for all data points, and our job is to as-
sign a class to each data point. After the assignment process, we would compare 
these assignments w i t h the true class information to calculate the classification 
rate. In our test, we have employed the Cross Val idat ion method for the parti-
t ioning process. For each allele (a sub-dataset), an n-fold cross validation method 
means that we randomly part i t ion all the data in this allele into n subgroups. 
Among the n part i t ions, one of the parti t ions is selected in turns as the testing 
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dataset, while all the other n — 1 partit ions are used as the training dataset. As 
a supervised classification problem, this means we know the binder or non-binder 
information for all n — 1 training partit ions, and we would like to assign a guess 
value 1 or 0 (binder or non-binder respectively) to each of the peptides in the 
testing part i t ion. These procedures are repeated n times, and we would get all 
assigned binder or non-binder information for all peptides in each allele. In our 
case, we set n = 5. 
4.2.2 Classification methods 
There are many clustering methods, and we have chosen two supervised learn-
ing methods, based on pairwise distance matrices. Following the classification 
method, we have tr ied another test, ROC curve and the F-value, in order to 
check if increasing the windows length k can help us to retrieve more useful 
information or not. A l l the methods are described below. 
K-nearest neighbour (KNN) method is one of the most popular methods in 
machine learning nowadays. In order not to mix up w i th the parameter k of 
the window length, we use k for the K N N method. This method considers the 
k nearest t ra ining data points around a testing data point. This value k is 
predefined. By simple majori ty, we assign a guess value for the testing data 
point. For example, if k = 5, then for any testing data point, we would only 
consider the 5 nearest training data points. Suppose there are 4 out of 5 of the 
training data are binded peptides, then we wi l l assign the test data point as a 
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binded peptide. 
F i x Distance and Simple Ma jo r i t y (FDSM) method is simi lar to K N N method. 
The difference between them is to set a cr i t ical distance, instead of sett ing the 
number of nearest neighbours. The procedure is to predefine a cr i t ical distance 
d, such tha t we only consider al l the t ra in ing data w i t h a distance less than d 
w i t h the test ing data point . By simple major i ty , we assign the guess value. For 
example, if we set d = 0.1, then for any test ing data po in t , we would consider 
al l the t ra in ing data points w i t h distance less than 0.1 w i t h this test ing point . 
Suppose there are 9 t ra in ing data fu l f i l l ing this cr i ter ia, and 6 of them are binded 
peptides. Then we w i l l assign the test data point as a b inded peptide. 
For the Receiver Operat ing Characterist ic (ROC) curve, we w i l l state the pro-
cedure f irst and describe the meaning of the curve in the fo l lowing par t . Suppose 
we know al l the binded and unbinded in format ion for the dataset, w i t h size N . 
F i rs t of all, we calculate al l the pairwise distances to fo rm a ma t r i x D w i t h size 
TV X TV. Now construct another mat r ix , S, such tha t i f the z-th row data of D is 
in the same group as tha t of the j . - th co lumn data (i.e. either bo th are binders 
or bo th are non-binders), then we let 1 the (z, j ) - t h entry in 5 be 1, or 0 i f they 
are in dif ferent group. I t is obvious tha t 5 is a symmetr ic mat r i x . We consider 
the lower t r iangular ma t r i x of S, and sort i t by their corresponding distances in 
r . 1 . NQN — V ) , 
D f rom m i n i m u m to max imum, to form a group-vector w i t h size . A 
good classifier should leave a group-vector looking like (1,1, ...，1，0, ...，0). Bu t 
in reality, some 1 and 0 are being mixed. I n order to s tudy the qual i ty of this 
Kernel Based Methods for Sequence Comparison 42 
group-vector, we take the fol lowing procedure. F i rst ly , we predefine a cr i t ica l 
distance value d, wh ich runs f rom 0 to 1. For each value of d, we cut off the 
group-vector at the value of d, such tha t i f the distance between two peptides is 
less t han d, and showed 1 in the group-vector, then we take i t as a True Posit ive 
(Sensi t iv i ty) . I n the same sense, i f the distance between two peptides is greater 
t han d, and showed 0 in the group-vector, then we take i t as a True Negative 
(Specif ici ty). I f thei r distance is less than d, and showed 0, we take i t as a False 
Negative. I f thei r distance is greater than d, and showed 1, we take i t as a False 
Positive. Detai ls for def ini t ions of Sensit ivity, Specificity, Precision and Recall 
can be found in Table 4.3. Let us take an example here f irst. Given the cr i t i -
cal distance d = 0.1, the distance vector = (0.0010.020.050.90.30.40.7), and the 
corresponding group-vector = ( 1 , 1 , 0 , 1 , 0 , 0 , 1 ) , we can determine tha t the f irst 
four elements are less t han the cr i t ica l distance, and hence we can find out the 
fo l lowing values: True Posit ive = 3, True Negative = 2, False Posit ive = 1, and 
False Negative = 1. 
Guess Same G r o u p Guess Different G r o u p _ 
True Same G r o u p True Posit ive False Negative Sensitivity 二 Rccall = 
TP + FN 
TN 
True Different G r o u p False Posit ive True Negative S p e c i f i c i t y : 
TN + FP 
TP TN 
P r e c i s i o n : Negative Predict ivc V a l u e : 
TP + FP TN + FN 
Table 4.3: Definition of Sensitivity, Specificity, Precision and Recall 
ROC curve is s imply a p lot of Sensit iv i ty versus (1—Specificity) for different 
values of d. A sample of the ROC curve is provided in Figure 4.1. The diagonal 
l ine denotes the random guess, and a cross denotes the (Sensit ivi ty, 1—Specificity) 
for a specific value of d. A l l the crosses fal l ing above the diagonal lines means 
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the performance is bet ter t han the random guess, whi le i f any of the crosses falls 
below the diagonal l ine, th is means the performance is worse than the random 
guess. B y the R O C curve, we would like to determine the best value of d, such 
tha t th is c r i t i ca l distance d can give us most of the correct in format ion. For 
example, i f we set d = 1, we must get a 100% for the Sensit iv i ty, bu t a 100% 
for False Posit ive at the same t ime. Thus, we have to determine the value of d 
such t ha t b o t h of the Sensi t iv i ty and Specif ici ty are high. B y observation, we 
wou ld l ike to pick the lef t -upper-most po in t , wh ich represents a h igh Sensit iv i ty 
and Specificity. However, th is is not scientific to find such a po in t by observation. 
Thus, another approach is to calcluate the F-value in order to find this cr i t ica l 
distance d. The Fi score or the F-value can be defined by 
F value - 2 . P代cision . Recall — 2TP 
-va ue - Precision + Recall _ 2TP + FP + FN' ( • ) 
The F-value can be interpreted as a weighted average between the Precision and 
Recall, or the effectiveness of in fo rmat ion retr ieval, for a specified value of d. The 
F-value ranges f rom 0 to 1, where 1 is the ideal case w i t h zero False Posit ive and 
False Negat ive count. The distance d corresponds to the largest F-value w i l l be 
chosen. 
Note t ha t under th is R O C method, we d id not associate any guess value for a 
pept ide being a binder or a non-binder. Instead, we only consider i f two peptides 
are in the same group or not. I n case we set the threshold distance d and use 
simple ma jo r i t y , i t w i l l be the same as the second method (FDSM) . ROC curve 
here is carr ied out not in the classification process, bu t as a cross check of the 
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Figure 4.1: ROC sample curve 
value of the w indow length, /c, defined in Chapter 2. The purpose of increasing 
the value of k is to make sure a single pept ide can be uniquely represented in the 
20〈dimensional space. Th is means the distances between any two data points 
are increased. We do not know whether the increment of th is process can do good 
or do ha rm to the classif ication problem. A n increment of k may help to separate 
peptides in dif ferent group fur ther apart , which is what we want. I f this is the 
case, the F-value should be direct ly propor t iona l to the value of k. Moreover, 
when k is larger, the computa t iona l cost w i l l be increased exponential ly, so we 
would like to keep a relat ively low k. I f increasing k wou ld ru in the F-value or 
only cause a nonsignif icant improvement, tha t means increasing the value of k 
cannot help improv ing the classification process. 
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4.3 Results 
First of all, let us state all the parameters here once more. 
• Window length k: k — 1^3, 6, 9. 
• Distance formulae: di{X, Y) Eq.(2.4), and d2{X,Y) Eq.(2.5). 
• Kernel matr ix : Ident i ty matr ix, BLOSUM62i Table 6.1，BLOSUM622 Table 
6.2, BLOSUM62 Table 6.3. 
• Classification Rate: K N N (number of nearest neighbour), FDSM (Crit ical 
distance to be fixed). 
• F-value: ROC curve. 
Since there are a lot of comparisons in this case, we would t r y to compare 
our results in an apple to apple way in order to find out all opt imal parameters. 
Further, we have done the tests for all the alleles separately, and there are no 
obvious differences among the allele groups. Thus, we have grouped all the results 
across all the alleles for the above tests. 
4.3.1 K N N performs better than the F D S M 
First of all, we would like to compare the results of different clustering methods. 
In Figure 4.2, we can see that in all cases, K N N performs better than FDSM. 
However, we can see that the classification rate is similar for both methods, not 
more than 5%. Thus, in the following comparisons, we would only display the 
K N N results, and skip the FDSM results. 
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Distance Formula 1 
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Figure 4.2: Best Clustering Method = KNN 
4.3.2 B L O S U M 6 2 performs best and window length not important 
I n Figure 4.3, i t is interest ing tha t in most cases, the kernel B L O S U M 6 2 performs 
the best. The only exceptional case is using Eq.(2.5), w i t h w indow length /c = 9. 
B u t the differences are not great in th is case. So, we wou ld advise for al l cases 
we have t r ied, B L O S U M 6 2 kernel gives us the best results. 
Distance Formula 1 Distance Formula 2 
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Figure 4.3: Best Kernel = BLOSUM62 
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However, note t ha t the differences among al l cases are not signif icant, w i t h i n 
4% in al l cases. I t is interest ing to note t ha t the orders of these kernels are 
dif ferent. The relat ionship of B L O S U M 6 2 i and BLOSUM622 matrices is linear 
and in the order of 10—". However, the relat ionships between B L O S U M 6 2 and 
the other two matr ices are in a log-scale w i t h order of 10^. So, in th is case, 
we wou ld expect tha t the kernel ma t r i x does not p lay an impor tan t role for the 
pept ide sequences. I n order to check this hypothesis, we have t r ied to compare the 
results w i t h an ident i t y ma t r i x , for which the meaning is to count the number 
of matches. We only compare the window length k = 1 w i t h K N N clustering 
method, and show the results for al l alleles in Figure 4.4. A summary across 
al l alleles is given in Table 4.4. We have no doubt to say t ha t different kernel 
matr ices only cont r ibute a minor effect. 
Distance Formula 1 
BLOSUM vs I 
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Figure 4.4: BLOSUM vs I 
Further , i t is notewor thy tha t by increasing the value of k, we are expecting 
a bet ter result. However, th is idea seems failed again. As in Figure 4.3, a larger 
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Distance Formula BLOSUM62 I 
2.4 0.7030 0,6969 
2.5 0.7041 0.6920 
Table 4.4: Classification rate summary across all allele 
window length k seems to have a similar result w i t h a smaller k or even worse 
than tha t . I n th is case, we have calculated the F-value for the pairwise distance 
in format ion, to investigate if the increase of k can help to di f ferent iate different 
classes. We have t r ied al l methods and al l allele groups, and the results are 
simi lar. Thus, we only show the case w i t h the B L O S U M 6 2 kernel ma t r i x across 
al l alleles in Figure 4.5. I t is interest ing tha t most of the F-values keep constant 
for al l k. T h a t means there is no improvement for increasing the value of k. 
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Figure 4.5: F-value across all window lengths 
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4.3 .3 Distance formula (2.4) performs better 
A t last, let us discuss wh ich distance formula performs bet ter . I n Figure 4,6，we 
can see t ha t fo rmula (2.4) always performs bet ter . 
Comparison between two Distance Formulae 
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Figure 4.6: Distance Formula Eq.(2.4) performs better 
To conclude, our kernel based method for sequence comparison shows a better 
result t han a random guess. The best classif ication rate among al l tests is 70.67%, 
whi le the C P R O = 50.27% only. Th is means our proposed formula does help this 




In this thesis, we have t r ied different datasets and showed that the kernel method 
provides a possible way to calculate the distances between different sequences. 
However, there are some further possible cases we d id not t r y in this thesis yet. 
5.1 Sequence Length and Window Length 
We have t r ied the D N A datasets and peptide datasets. The sequence varies f rom 9 
to 16,000 in length. In the m t D N A dataset, w i t h average sequence length 16,000, 
we can see that a short window length failed to bu i ld good pairwise distances 
such that the constructed phylogenetic tree cannot group the correct species into 
their corresponding taxon. A correct grouping as compared w i t h the benchmark 
phylogenetic tree can be obtained when we set the window length A: = 9, see Table 
3.3. Actual ly , we have tr ied window length k = 13 and k = 20. The results are 
exactly the same as A; = 9, but w i t h a much heavier computat ional cost. Thus, 
51 
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we d id not ment ion i t in our report here. A t the same t ime, in the M H C Class 
I I pept ide dataset, we found tha t the short window length can per form the same 
or even sl ight ly bet ter than the long window length, see Figure 4.5. Therefore, 
we believe tha t the window length should have a strong relat ionship w i t h the 
sequence length. Some previous works on this topic are available, see [14，25], 
etc. 
I n [14], the author suggested tha t the best window length k — l o g — “ C^ for 
a sequence w i t h length N, and basis 二 4 for D N A sequences, whi le basis = 20 
for pept ide sequences. Tha t means, for the m t D N A case, the best window length 
k = log4 C^严00 ~ 13 by his formula; and in the M H C Class I I pept ide dataset, 
the best w indow length k = log2o C^^ ~ 1.5. 
I n [25], Ta j ima suggested to take a stat ist ical test for the independence of the 
points in the /c-dimensional space. Different tests, like b inomial , normal, Poisson 
distr ibut ions, are suggested depending on the dataset. We d id not t r y this out, 
but th is can be tested in the future. 
5.2 Possible Kernels 
In this thesis, for D N A sequences, we have t r ied the K i m u r a model, and the codon 
subst i tu t ion model. For the evolut ionary model, there are quite a few different 
models, like H K Y 8 5 model, T92 model, TN93 model, and G T R model [34]. We 
can test al l these models in the future. For the codon case, i t is a data, dr iven 
model to find out the subst i tu t ion matr ix . This makes more sense to bu i ld up 
Kernel Based Methods for Sequence Comparison 53 
a bu lky x mat r i x by this data driven method, because the mul t ip l icat ion 
method stated in Eq.(2.6) already assumes the independent appearance for each 
nucleotide. Thus, the BLOSUM- l ike subst i tut ion mat r i x should be more reliable. 
Bu t i t is also known tha t different sequences would have quite a different substi-
t u t i on rate. Some research papers consider only one or two species to find out the 
subst i tu t ion rate. For example [26], only considers the m t D N A between Humans 
and Chimpanzees. The data driven model would be more reliable but not cost 
effective. We can t r y out this method to a few specified species w i t h the data 
dr iven subst i tu t ion matr ix . 
For the peptide case, we have t r ied different forms of data driven derived 
subst i tu t ion mat r ix , like the BLOSUM62, BLOSUM62 i , and BLOSUM622 ma-
trices. Same as above, the mul t ip l icat ion method assumes the independence of 
all amino acids. To be more realistic, a data driven model should be considered. 
Further, there are some other popular subst i tut ion matrices that we can t r y out, 
for example the PAM250 matr ix . 
5.3 Distance Formulae 
I n this thesis, we have only considered two distance formulae. As stated in [29], 
there are a lot more distance formulae related to the correlation structure and 
informat ion theory based measures. These all can be tested in the future. 
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5.4 Protein Structural Problem 
Recently, there are many research focusing on the study of the protein 3-dimensional 
structure. The 3-dimensional structure can detect the evolutionary relationships 
between proteins w i t h low sequence similarities. Previous works are mainly cov-
ered by st ructura l superposit ion and structural alignment methods, w i t h a high 
computat ional cost for bo th methods, see [6, 27]. In [4, 33], the authors tr ied to 
do samplings for the protein sequences, in order to extract typical protein struc-
ture patterns, for which the protein sequences are recoded w i t h these structural 
information. The kernel based method suggested in this thesis can be applied 
to the same problem w i t h the new coding in [33] of the protein sequences. The 
kernel mat r i x can be generated in a BLOSUM-l ike style in this case, see [28]. We 




6.1 Kernel for Peptide Sequences 
Here are the BLOSUM62 i Table 6.1, the BLOSUM622 Table 6.2, and the BLO-
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