Direct Estimation of the risk neutral factor dynamics of affine term structure models by Bams, W.F.M. & Schotman, P.C.
  
 
Direct Estimation of the risk neutral factor dynamics of
affine term structure models
Citation for published version (APA):
Bams, W. F. M., & Schotman, P. C. (2003). Direct Estimation of the risk neutral factor dynamics of affine
term structure models. Journal of Econometrics, (117), 179-206. https://doi.org/10.1016/S0304-
4076(03)00122-2
Document status and date:
Published: 01/01/2003
DOI:
10.1016/S0304-4076(03)00122-2
Document Version:
Publisher's PDF, also known as Version of record
Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can
be important differences between the submitted version and the official published version of record.
People interested in the research are advised to contact the author for the final version of the publication,
or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these
rights.
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.
If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above,
please follow below link for the End User Agreement:
www.umlib.nl/taverne-license
Take down policy
If you believe that this document breaches copyright please contact us at:
repository@maastrichtuniversity.nl
providing details and we will investigate your claim.
Download date: 04 Dec. 2019
Journal of Econometrics 117 (2003) 179–206
www.elsevier.com/locate/econbase
Direct estimation of the risk neutral factor
dynamics of Gaussian term structure models
Dennis Bamsa;b, Peter C. Schotmana;c;∗
aLimburg Institute of Financial Economics, University of Maastricht, P.O. Box 616,
Maastricht 6200 MD, Netherlands
bING-Corporate Reinsurance, P.O. Box 810, 1000 AV Amsterdam, Netherlands
cCenter for Economic Policy Research (CEPR), London, UK
Accepted 6 February 2003
Abstract
This paper proposes panel data tests of Gaussian a.ne term structure models. Yield curve
data for di0erent moments in time are pooled with the factors treated as 1xed e0ects. With
1xed e0ects the time series properties of the price of risk can be ignored. Results of tests
with US interest rate data show that the Gaussian model is able to capture the cross sectional
structure of yields as well as unrestricted factor loadings from principal components analysis.
However, estimates of the mean reversion parameters in a 3-factor model di0er signi1cantly
when the model is estimated from yield levels or forward di0erences, which is inconsistent with
the Gaussian model.
c© 2003 Elsevier B.V. All rights reserved.
JEL classi2cation: G13; C33
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1. Introduction
Models of the term structure of interest rates derive the shape and movements of
the yield curve from assumptions about the dynamics of some underlying factors and
the price of the risk associated with each factor. Together these assumptions de1ne the
risk adjusted (or risk neutral) dynamics of the factors, which is the central object of
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interest in applications to interest rate derivatives. A limited number of underlying state
variables are assumed to account for the behavior of interest rates of many di0erent
maturities. The purpose of this paper is to estimate the dynamic speci1cation of the
risk neutral factor process associated with a Gaussian term structure model from a
panel of observed term structures without using the actual time series dynamics of the
factors, and to test the restrictions of the Gaussian model.
The Gaussian model is a member of the a.ne class. The a.ne class has become
popular because it is a Hexible multifactor model that o0ers tractability both in deriva-
tive pricing and for parameter estimation. 1 The actual factor dynamics of the Gaussian
model is a multivariate di0usion with a.ne drift and constant variance. If in addition
the price of risk is constant, it turns out that yields on discount bonds of all maturities
are a.ne functions of the factors, with time invariant intercepts and factor loadings.
The single factor version of the Gaussian model is the well known Vasicek (1977)
model.
Both assumptions of the Gaussian model are at odds with the data. First, the
literature on interest rate dynamics has found stylized facts like nonlinear drift, regime
switching and complicated volatility processes. 2 Second, term premia show substantial
time variation. 3 These 1ndings lend little empirical support to the Gaussian and other
a.ne models. Dai and Singleton (2000, DS) reject three-factor speci1cations within a
general framework. Other empirical tests are usually concerned with special cases of
the models of DS, and therefore subject to the same empirical problems. 4 Ghysels and
Ng (1998) reject the model in a semiparametric analysis with observed factors.
These tests are joint tests of the actual time series process and the model for risk
prices. The empirical evidence only rejects the subclass of what Du0ee (2002) has
labelled completely a.ne models. Du0ee (2002) and Duarte (2000) propose di0erent
speci1cations for the price of risk. Du0ee (2002) shows that much variation in risk
prices is possible without creating arbitrage opportunities. Dai and Singleton (2002)
and Du0ee (2002) show that Gaussian models with this type of time varying risk
premia have much better empirical properties. In Duarte (2000) the drift function of
the factors under the actual probability measure is no longer required to be a.ne.
But factor processes under the risk neutral probability measure remain a.ne, so that
tractability is maintained. With time varying risk prices the relation between the time
series properties of interest rates and the various possible shapes of the yield curve
becomes much looser.
Misspeci1cation of the time series part of the model could lead to rejections, even
though the cross sectional implications are valid. Our approach focuses on the cross
sectional implications of the model. To avoid making any assumptions on the actual
time series properties of the factors, we treat them as 1xed e0ects, i.e. as parameters to
1 See Du.e and Kan (1996) and Frachot and Lesne (1993) for a detailed theoretical analysis.
2 See for example Chan et al. (1992), Andersen and Lund (1997), and Koedijk et al. (1997) for volatility
dynamics. ALMt-Sahalia (1996), Conley et al. (1997) and Stanton (1997) provide evidence for nonlinear
dynamics. See for example Hamilton (1988) and Ang and Bekaert (2002) for regime switching.
3 See Fama (1984a,b) and Fama and Bliss (1987) for the early empirical evidence on time varying risk
premia. See Campbell et al. (1997, chapter 10) for a survey.
4 See the references in DS, e.g., Chen (1996) and Balduzzi et al. (1996).
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be estimated. To do so, we use a complete panel of interest rates with many di0erent
maturities.
Our estimation approach di0ers from earlier studies that have tested term structure
models using cross sectional data. 5 These papers consider single factor models, for
which the structural parameters are re-estimated every time period using the bond prices
at that moment. In this paper we pool yield curves in a panel, keeping the structural
parameters constant over time.
Our 1xed e0ects model also contrasts with other panel data studies of a.ne term
structure models. 6 In these studies the cross sectional yield curve model is estimated
jointly with a time series process for the factors. Since we do not make any assumption
on the time series properties of the risk prices, any misspeci1cation in the 1xed e0ects
model will be present a fortiori in models that combine time series and cross sectional
information.
In the remainder of this introduction we provide an outline of the paper. Section
2 reviews the Gaussian term structure model. The risk neutral dynamics are most
relevant in applications to derivative pricing. Rather than modeling the levels of the
yield curve, these applications emphasize models of the yield curve relative to last
period’s term structure. Let Yt() be the yield on a zero-coupon bond with maturity ,
and Y˜ t()= Yt()−Ft−1() the yield in deviation from last period’s forward rate. The
Gaussian model implies that the k-vectors of factor loadings (b(); b˜()) in
Yt() = a() + b()′zt + vt(); (1)
Y˜ t() = a˜() + b˜()′z˜t + v˜t(); (2)
are identical, although the factors (zt ; z˜t), intercepts (a(); a˜()) and measurement errors
(vt(); v˜t()) are di0erent for the two speci1cations. Since levels and deviations from
forward rates emphasize very di0erent moments of the data, the implied equality of
the factor loadings suggests a powerful test of the Gaussian model.
The test is performed in two stages. First, we consider (1) on its own. Using N
maturities we estimate the Gaussian function b() together with an unrestricted alter-
native B, treating the factors zt as 1xed e0ects. The 1rst stage test examines how well
b() 1ts B. We repeat this procedure for (2) to obtain a Gaussian function b˜() and
unrestricted B˜. In the second stage we test the equality b() = b˜().
Section 3 discusses the econometric speci1cation. Since our tests are about the cross
sectional structure of the model, we prefer a fairly large N . An important part of
the speci1cation are the properties of the error terms in a no-arbitrage model that is
supposed to be exact. We assume, as in Jacquier and Jarrow (2000), that the errors are
small and uncorrelated with the factors. We leave the errors unspeci1ed otherwise. We
prefer this option over the alternatives of a tight parametric structure or the introduction
of a large number of nuisance parameters.
5 See, among others, Brown and Dybvig (1986), Brown and Schaefer (1994), DeMunnik and Schotman
(1994), and Sercu and Wu (1997).
6 See for example Chen and Scott (1993), Gibbons and Ramaswamy (1993), DeJong (2000), Geyer and
Pichler (1999), Babbs and Nowman (1999), Duan and Simonato (1999), Gong and Remolona (1996).
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To perform the second stage test, Section 4 follows ideas proposed by Driscoll
and Kraay (1998) in the spatial econometrics literature. Their method delivers a
√
T
consistent estimate of the asymptotic covariance matrix of the structural parameters in
the function b() that is robust against both time series and cross sectional correlation
and heteroskedasticity, without requiring an estimate of the complete (N × N ) cross
sectional covariance matrix.
Section 5 considers the unrestricted alternatives B and B˜. We explain that in the
1xed e0ects model these are nothing but the factor loadings obtained from a principal
components analysis.
The model is tested with data on zero discount yields constructed from US
government bonds. Section 6 describes the data and the construction of yield curves.
As a preview of the empirical results in Section 7, we 1nd that the estimated functions
(b(); b˜()) are very similar to the unrestricted principal component factor loadings. On
the other hand, the formal test rejects the equality of b()= b˜(). Section 8 concludes.
2. Gaussian term structure models
Gaussian term structure models are a subclass of the a.ne models analysed in detail
by Du.e and Kan (1996). Yield curves in an a.ne model have the general structure
Yt() = a() + b()′zt ; (3)
where Yt() is the yield at time t on a discount bond maturing at time t + ; zt is a
k-vector of factors; a() is a scalar and b() a k-vector of functions of . Both a() and
b() are determined by the parameters that describe the risk neutral time series process
of the factors in continuous time. For the Gaussian case the risk neutral dynamics can
be written as
dz =K(− z) dt + 1=2 dW; (4)
where  is k-vector of constants, W is a k-dimensional Brownian motion under the
risk-adjusted probability measure,  is the (k × k) instantaneous covariance matrix of
the factors and K is a (k × k) diagonal matrix with elements i. Despite the diagonal
structure for K, the above formulation is the most general Gaussian model that can
be identi1ed. In Appendix A it is shown that the model is equivalent to the maximally
identi1ed canonical A0(k) model in DS.
For pricing of interest rate derivatives the function b() in (3) is the primary object
of interest. Interest rate derivatives can be priced with as inputs the “volatility” function
b(), the factor covariance matrix , and the initial term structure. 7 The form of the
functions b() in a Gaussian term structure model is
bi() =
1− e−i
i
; i = 1; : : : ; k: (5)
The loadings bi() for factor i depend solely on the mean reversion of factor i. The
factor loadings are decreasing in maturity and satisfy 0¡bi()6 1 with bi(0) = 1
7 See for example Appendix 22A in Hull (2000) for the detailed valuation of an option on a discount
yield in the two-factor Gaussian model.
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and bi(∞) = 0. The factor loadings determine how yields of di0erent maturities move
relative to each other over time. Together with  they fully describe the covariance
structure of the entire yield curve.
The intercept a() is constant over time and a0ects the shape of the average yield
curve. In this paper we are concerned with the covariance structure of yield curve
movements and will not test theoretical restrictions on a(). Neither do we explore the
actual time series properties of the factors. When risk prices are time varying, the time
series mean reversion could be di0erent from K.
Model (3) relates the factors to the level of discount yields. In much of the options
literature one is more interested in movements of the yield curve relative to the current
yield curve. 8 To relate to that literature we de1ne the forward di0erences Y˜ t() =
Yt()− Ft−1(), where
Ft−1() =
+ 1

Yt−1(+ 1)− 1 Yt−1(1) (6)
is the forward rate at time t−1 for the yield on a discount bond starting at time t and
maturing at time t + . In Appendix A it is shown that the forward di0erences have
the same factor structure
Y˜ t() = a˜() + b()′z˜t ; (7)
but with an intercept a˜() and factors z˜t that di0er from (3). Estimation of (3) and (7)
emphasize di0erent moments of the data. 9 By requiring that b() must be the same in
both models we obtain overidentifying moment conditions for a test of the Gaussian
model.
The factor structure in (7) is the same as in the extended Vasicek model in Hull and
White (1993), often used for pricing term structure derivatives. Their derivation of the
extended Gaussian model requires less restrictive assumptions about the form of the
initial forward rate curve. In deriving (7) we assumed that Ft−1() is itself determined
by the Gaussian model, whereas in Hull and White (1993) it is given exogenously.
The Gaussian model di0ers from the other members of the a.ne class by having
a constant factor covariance matrix . In other a.ne models the covariance matrix 
depends on one or more of the factors. DS show that this form of stochastic volatil-
ity leads to admissibility restrictions in order to keep the covariance matrix positive
de1nite for all possible realizations of zt . The most important of these restrictions is
that non-Gaussian factors must be positive and positively correlated among themselves.
DS and Campbell (2000) 1nd that much of the empirical improvement in their models
comes from allowing negative correlations among at least two of the factors.
In our parameterization of the Gaussian model there are no restrictions on zt or its
covariance structure. The factors can therefore be treated as unrestricted parameters.
Treating zt as parameters in other, non-Gaussian, a.ne models leads to many inequality
8 See, e.g., Hull (2000) for a textbook treatment and further references.
9 Many empirical studies work with excess holding period returns. This leads to an equivalent expression,
since the excess holding period return Rt() =−Y˜ t() is a scaled version of the forward di0erence. In the
econometric analysis the scaling implies di0erent cross sectional heteroskedasticity.
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restrictions that greatly complicate estimation and testing. This paper therefore focuses
exclusively on the Gaussian model.
Although the Gaussian model seems the most Hexible for 1tting yield curves, re-
jection of the Gaussian model does not imply that we can reject all a.ne models.
Di0erent submodels of the a.ne class are not nested. Candidate non-Gaussian a.ne
models can have di0erent number of factors and have a functional form for the factor
loadings that di0ers from (5). 10
3. Specication
For time t we de1ne yt as an N -vector of discount yields yit=Yt(i) (i=1; : : : ; N ). We
further de1ne the (N×k) matrix B containing the factor loadings bij=(1−e−ij)=ij,
and an N -vector a with unrestricted intercepts ai. Adding an N -vector of error terms
vt our econometric speci1cation for testing the Gaussian model is the panel,
yt = a+ Bzt + vt ; t = 1; : : : ; T; (8)
where zt is the k-vector of factors. We assume that the errors have zero mean and cross
sectional covariance matrix , with elements  ij = E[vitvjt]. The model for forward
di0erences is analogous: replace yt , a, zt , vt and  by y˜ t , a˜, z˜t , v˜t and ˜. Only B
should be the same in both formulations. Our primary interest is in the functional form
of the factor loadings, which depend on the parameter vector  = (1; : : : ; k)′.
For identi1cation we assume that zt has mean zero. We also assume that the uncon-
ditional factor covariance matrix =E[ztz′t ] exists and has rank k. The main di0erence
with most other term structure panel studies is that we treat the factors zt as 1xed
e0ects in order to avoid assumptions about the actual time series properties.
The remainder of this section discusses two important aspects in the speci1cation of
(8): data and error terms. Below we discuss the levels model in detail. We comment
on the di0erences with the model for forward di0erences when necessary.
3.1. Data
The panel model (8) is speci1ed with discount yields as the dependent variable.
However, discount yields for longer maturities are not directly observable, but must
be estimated from raw data on coupon bonds or swap rates. Our main motivation for
applying a 1rst stage estimator that converts the data to discount yields is computational.
Coupon bond prices and swap rates are nonlinear functions of the discount yields and
therefore nonlinearly related to the factors zt . When the time varying factors zt cannot
be concentrated out analytically, the nonlinear least squares algorithm needs to optimize
10 Dai and Singleton (2002, p. 423) discuss the same issue: “Since (...) the family of Gaussian models
(family A0(3)) gives the most Hexibility to the structure of factor correlations and conditional means, one
might conjecture a priori that these models would perform at least as well as other a.ne models.” However,
“(...) the dimensionality of our models and the richness of the moments used in ML estimation seem to
preclude more precise theoretical statements (...)”.
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over Tk parameters simultaneously, which is a formidable numerical task in a panel
with moderately large T . 11
We construct the yield curve non-parametrically from coupon bond prices using
cubic splines as in McCulloch (1975) and McCulloch and Kwon (1993). The result is
a smooth function Yt() of . The yield curve is evaluated at maturities i = iN (i =
1; : : : ; N ) with interval length N=max=N . Increasing the number of observations means
that we take an ever 1ner grid of maturities i without changing the endpoint max.
The cross sectional dimension N is therefore arbitrarily large, but the data information
is limited by the raw data from which the yield curve is constructed and the Hexibility
of the functional forms used to estimate the yield curve. For inference we therefore
rely on asymptotics that are valid for 1xed N and large T . Section 6 contains further
details about the data and the construction of the yield curve.
3.2. Error terms
The introduction of error terms is always slightly uneasy in asset pricing models
that have been derived with no-arbitrage arguments, since they are inconsistent with the
assumptions of the no-arbitrage model. DS, and many others in the empirical literature,
avoid error terms by setting the number of factors equal to the number of maturities
(N = k). With this assumption the factors can be recovered exactly from the data by
inverting (3). The parameters are identi1ed by the time series properties of the factors
and tests of the model rely on strong additional assumptions on the price of risk. Since
our aim is to test the cross sectional speci1cation of the model, without relying on
auxiliary assumptions on the price of risk, we need to include more maturities than
factors. This necessarily leads to a speci1cation that includes error terms.
Jacquier and Jarrow (2000) discuss the properties of error terms in no-arbitrage
models. They distinguish between measurement errors and model errors. As discussed
above, measurement error arises from the construction of discount yields from coupon
bond prices. Other sources of error in the yield curve consist of bond price errors
(bid/ask e0ects), tax e0ects, liquidity and transactions costs, none of which are con-
sidered in developing the theoretical term structure model. According to Jacquier and
Jarrow (2000) the combined e0ect of the two types of errors should (i) be small, (ii)
be unrelated to observable model inputs or variables, and (iii) have similar properties
in di0erent samples. Condition (i) is obvious for the model to have any credibility
as a theoretically error-free no-arbitrage model. The size of the errors, measured as
root mean-squared error for each maturity i, is an important criterion in assessing the
empirical results. Regarding (ii), it will be reasonable to assume that the errors are
independent of the factors, i.e. E[vtz′t−s] = 0 for all s. As for property (iii) we as-
sume that the time series vt is stationary. Empirically, we compare results for di0erent
subperiods.
11 For single factor models pooled over short time periods it is numerically feasible to estimate the Gaussian
(and also the CIR) model directly with coupon bond prices. See for example DeMunnik and Schotman (1994)
for weekly pooled estimates, and Brown and Dybvig (1986) and Brown and Schaefer (1994) for period by
period nonlinear least squares.
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Since the error term deals with unmodeled phenomena, there are no other apparent
economic restrictions to guide the speci1cation of an econometric model for the error
term. Yields of all maturities are subject to measurement error. Since both the yield
curve and the 1tted values b()′zt are smooth functions of , we expect that the errors
vit will also be a smooth function of , leading to strong positive cross sectional
correlation between neighboring error terms vit and vi+1; t . This is con1rmed by the
results of De Jong (2000) and Lamoureux and Witte (2002). 12
From the results of, for example, Chen and Scott (1993) and De Jong (2000),
we also expect strong positive time series autocorrelation of the errors in the model
for yield levels. Forward di0erences data do not exhibit much autocorrelation. Some
negative autocorrelation could arise, since at longer maturities the measurement error
in y˜ it is the di0erence of measurement error at times t and t − 1.
In preliminary work (Bams and Schotman, 1998) we experimented with simple para-
metric structures assuming 1rst order autocorrelation in both i and t, and cross sec-
tional heteroskedasticity depending on i, but had to conclude that the true structure
is much more complex. 13 In further preliminary analysis of a 3-factor model we also
learned that with yield levels (instead of log prices) as the dependent variable, the
residual variances were of the same order of magnitude for all maturities. Similarly,
by working with forward di0erences (instead of excess returns), we also obtained resid-
uals that are of the same order of magnitude over the entire maturity range. Therefore
vit are cross sectionally nearly homoskedastic. Lacking plausible assumptions, we de-
cided to leave the error process unspeci1ed. We give up some e.ciency, but we avoid
problems related to poorly estimated or misspeci1ed error structures. Since the errors
are small (recall condition (i) of Jacquier and Jarrow, 2000), even an ine.cient estima-
tor is expected to be precise enough to allow meaningful inference on . Empirically,
this appears the case (see Section 7).
4. Estimation and testing
We estimate  by ordinary least squares. To eliminate the 1xed e0ects zt and a we
take all yields in deviation of their time series average Uy=(1=T )
∑
t yt and premultiply
(8) by the matrix M = I − B(B′B)−1B′,
M (yt − Uy) =M (vt − Uv) = vˆt : (9)
The least squares criterion for estimating  from (9) is
s2() =
1
2NT
∑
t
vˆ′t vˆt =
1
2N
tr(MV ); (10)
12 This contrasts with many studies, for example Jegadeesh and Pennacchi (1996), Babbs and Nowman
(1999) and Brandt and He (2002), that assume that measurement error is uncorrelated, both in t and . That
assumption is often made for computational reasons, since they jointly estimate the factor dynamics and the
measurement equations.
13 In many cases we also had great di.culty with the numerical optimization of the quasi-likelihood
function.
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where V is the (N × N ) sample covariance matrix of yt . Di0erentiating (10) with
respect to  gives the 1rst order conditions. Using the calculations in Appendix B the
1rst order conditions are written explicitly as the orthogonality conditions
1
T
∑
t
zˆt  uˆ t = 0; (11)
where the dot-product operator  denotes elementwise multiplication of two matrices,
zˆt = (B′B)−1B′(yt − Uy) are estimates of the factors, and uˆ t = (1=N )C′⊥(yt − Uy) is a
vector of k linear combinations of the data with C⊥ =MC and
C =
(
9b1
91
; : : : ;
9bk
9k
)
;
an (N × k) matrix that contains the derivatives of the columns in B with respect to the
mean reversion parameter of that column. The system (11) contains k equations that
must be solved numerically to obtain the least squares estimator ˆ.
Let 0 be the true value of . Evaluating the matrices B and C at =0, and letting
T →∞ for 1xed N , the orthogonality condition (11) converges to (see Appendix B)
plim
1
T
∑
t
uˆ t  zˆt = 1N dg((B
′B)−1B′C⊥); (12)
where dg(A) is a vector containing the main diagonal of A. Since for general error
covariance matrix  the result is not zero, the least squares criterion (10) is not
minimized at  = 0. Hence the OLS estimator ˆ is not consistent for large T and
1xed N . Without assumptions on  the estimator is still not consistent when N →∞,
since B′C⊥ is of order O(N 2) for general . The nature of the inconsistency is an
identi1cation problem. A general full rank cross sectional error covariance matrix 
is not identi1ed due to the loss of k degrees of freedom from the 1xed e0ects zt . 14
For a consistent estimator we must assume that  is such that (12) is zero. Condition
(12) states that estimation error in zt , equal to (B′B)−1B′vt , must be uncorrelated with
1
N C
′
⊥vt . Many studies, for example Chen and Scott (1993) and Du0ee (2002), make
the stronger assumption that k out of N yields are observed without error, so that the
factors can be estimated without error. 15
For the computation of standard errors we follow a suggestion of Driscoll and Kraay
(1998) for spatial data with cross sectional dependence. Their method does not require
an estimate of the (N × N ) cross sectional error covariance matrix , but just the
k-dimensional scores ht() = zˆt  uˆ t , which are cross sectional averages with only a
time subscript. It follows from standard
√
T asymptotics that
√
T (ˆ − 0) ∼ N (0; H−1SH−1); (13)
14 Identi1cation of an unrestricted , as in DeJong (2000) or Lamoureux and Witte (2002), requires a
model for the dynamic process of the factors. That is exactly what we avoid in this paper.
15 Even without this assumption the asymptotic bias is likely to be negligible when  is small relative to ,
as it should under property (i) of Jacquier and Jarrow (2000). We conclude this from a linear approximation
of the 1rst order conditions (11) around  = 0.
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where H is the (k × k) matrix of second order derivatives of s2(), and
S = E
[(∑
t ht(0)√
T
)(∑
t ht(0)√
T
)′]
: (14)
The covariance matrix S is estimated using the Newey-West procedure as
SˆT =W0 +
L∑
‘=1
(
1− ‘
L+ 1
)
(W‘ +W ′‘); (15)
W‘ =
1
T
T∑
t=‘+1
(zˆt zˆ′t−‘) (uˆ t uˆ′t−‘): (16)
The estimator and standard errors were derived for the model on yield levels. The
same methods are also directly applicable for the forward di0erences with parameter
vector ˜ and scores h˜t .
For a Wald test of the equality of b() in the levels and forward di0erences model,
we need the joint covariance matrix of ˆ and ˆ˜. Let h′t=(ht(ˆ)
′h˜t( ˆ˜)′) be the combined
score vector, and let SˆT be an estimate of the (2k×2k) covariance matrix of the scores,
obtained analogously to (15) above. Let H=diag(H; H˜) be the (2k×2k) Hessian, and
R = (I − I) the (k × 2k) matrix of restrictions. The Wald statistic is computed as
W = T (ˆ − ˆ˜)′(RH−1SˆTH−1R′)−1 (ˆ − ˆ˜): (17)
Under the null the test will be asymptotically chi-squared with k degrees of freedom.
5. Principal components
The least squares function (10) can be expanded as
s2() =
1
N
tr(MV ) =
1
N
(tr(V )− tr((B′B)−1B′VB)): (18)
Minimizing (18) with respect to  is equivalent to maximizing the second term. Let
)i (i=1; : : : ; N ) be the eigenvalues of V in descending order. When all elements of B
could be chosen freely, the second term has the upper bound,
max tr((B′B)−1B′VB) =
k∑
i=1
)i: (19)
The upper bound will be attained if the factor loadings B span the space of the eigen-
vectors corresponding to the largest k eigenvalues. The same eigenvalues also de1ne
the principal components of yt . The 1xed e0ects model (8) can thus be viewed a
restricted version of the principal components model
yt = a+ Bzt + vt ; (20)
where B is an (N × k) matrix of free parameters. The Gaussian model implies that B
is a tightly parameterized function of the k-vector  of mean reversion parameters.
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Without further restrictions B is not identi1ed, since for every (k × k) nonsingular
matrix Q the matrix G = BQ−1 spans the same space of factor loadings. After char-
acterizing one particular solution for G, all solutions B =GQ are equivalent. Starting
with an initial G we wish to 1nd a rotation matrix Q, such that Bˆ = GQ matches
the theoretical factor loadings of the Gaussian model as close as possible. The least
squares solution is
Bˆ=G(G′G)−1G′B; (21)
where B contains the elements (1 − e−ji)=ji for a vector of mean reversion pa-
rameters . 16 The projection (21) is very useful for a graphical assessment of the
correspondence of the restricted B and the unrestricted B. It does not easily lend itself
to a statistical test, since the number of elements in B increases with N so that we
cannot apply the Driscoll and Kraay (1998) method.
Eqs. (18) and (19) imply that
s2PC =
1
N
N∑
j=k+1
)j: (22)
is a lower bound for the residual variance from the OLS estimates of the Gaussian
model. We therefore use the percentage reduction in residual variance as a goodness
of 1t statistic for a k-factor Gaussian model.
Time series data on yield levels could well be integrated or nearly integrated. The
1rst principal components then extract the common trend components from interest
rates (see Stock and Watson, 1988). The leading example is when interest rates are
cointegrated and spreads are all stationary as in Campbell and Shiller (1987) and Hall
et al. (1992). In that case the 1rst column of B is proportional to a vector of ones.
In the Gaussian model this corresponds to 1 = 0, so that mean reversion is absent
both in the actual and risk neutral dynamics. This is a boundary case, because in the
Gaussian term structure models all factors must be stationary.
Like the estimation of the structural parameters, the principal components analysis
on forward di0erences Y˜ t() is completely analogous to the levels case. Again the
Gaussian model implies that after rotation the factor loadings corresponding to the
largest k eigenvalues must be identical to the Gaussian function b(). In addition, after
rotation the factor loadings from principal components analysis should be the same
for levels and forward di0erences. Of course, the eigenvalues and the components
themselves will be di0erent.
Principal components analysis has been an important tool in the interest rate deriva-
tives literature for some time. 17 Most of the literature has extracted the principal
16 Brown and Schaefer (2000) reverse the use of (21). They start from the 1rst k principal components of
1rst di0erences to obtain the normalised (N×k) factor loadings matrix G. They estimate the mean reversion
parameters  in the Gaussian model by minimizing the squared elements of B− GQ.
17 See Bliss (1997) and James and Webber (2000, chapter 16) for a survey and for details on the relation
between principal components analysis and Gaussian term structure models.
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components from 1rst di0erences of yields following Litterman and Scheinkman (1991).
In practice the principal components from forward di0erences Y˜ t() or standard 1rst
di0erences Yt()−Yt−1() will be very similar, since for longer maturities the forward
rate Ft−1() and the lagged spot rate Yt−1() are almost the same (see Section 6). 18
6. Data
We construct yield curves from the CRSP database of monthly US government
coupon bond data for the period from January 1970 until December 1995. The most
popular methods for constructing the yield curve are the cubic splines introduced
by McCulloch (1975) and the parsimoneous smooth functional forms of Nelson and
Siegel (1987) extended by Bliss (1997). 19 Being based on just a few parameters the
parsimoneous models impose a lot of a priori structure on the yield curves. Cross
sectional tests of the Gaussian model will then be di.cult to interpret. A rejection
of the Gaussian model could be due to misspeci1cation of the functional form of the
parsimoneous curves. Alternatively, not rejecting the Gaussian model could be due to
the close relation between the Nelson/Siegel speci1cation and the Gaussian model.
We therefore prefer the cubic spline methods. Cubic spline data have been used ex-
tensively in empirical work, often based on the well known McCulloch–Kwon
(McCulloch and Kwon, 1993) term structure data. A drawback of the cubic splines
is that their polynomial form does not work well for the very long term maturities.
For this reason, and because long term bonds have not always been available in the
last three decades, we restrict our attention to discount yields with maturities up to ten
years. The parameters of the spline functions are estimated month by month following
the procedures outlined in McCulloch (1975, 1990). 20
Fig. 1 shows the full data panels. Summary statistics are presented in Fig. 2. Since
these interest data are well known, we only discuss the features most relevant to the
tests of the Gaussian model. Apart from noisy behavior at the short end, monthly yield
changes are almost horizontal. Volatility decreases with maturity, as it should when
interest rates are mean reverting. At longer maturities volatility is still far from zero,
indicating that implied mean reversion will be small. From a time series perspective
mean reversion will also be small. The 1rst order autocorrelation is above 0.95 for all
maturities, consistent with (near) unit root behavior.
The term structure of volatilities for the levels is Hatter than that for the changes and
the forward di0erences. This is primarily due to the initial steep decrease in volatility
for the very short term rates (maturities six months and less). As is well documented,
e.g. Du0ee (1996), very short rates behave di0erently from the rest of the term struc-
ture. Except at the shorter maturities, the volatility of 1rst di0erences Yt()− Yt−1()
is almost identical to the volatility structure for the forward di0erences Yt()−Ft−1().
The same holds for the autocorrelations, except at the shortest maturities.
18 Some studies, e.g., Heath et al. (1990), have applied principal components analysis to changes in forward
rates. These can be transformed to the volatility structure for forward di0erences.
19 See James and Webber (2000, chapter 15) for an overview and further references.
20 Details about the construction of the data are available on request.
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Fig. 1. US Interest Rates. The upper panel shows monthly term structures of US discount yields Yt() for
the period 1970–1995 and maturities between 0 and 10 years. The lower panel shows monthly forward
di0erences Yt()− Ft−1() for the same sample period.
The lower panel of Fig. 2 shows summary statistics for the subsample January 1983–
December 1995. For the data after 1982 the autocorrelations of yield levels are lower
than for the full sample and the volatility of the yield levels decreases sharply for
maturities longer than eight years. Both are signs of increased mean reversion. For
the forward di0erences the autocorrelations are very negative at maturities between six
months and one year. In this subsample there seems to be severe measurement error
around these maturities. This could also explain the irregular peak in the volatility
structure.
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Full sample
After 1982
Fig. 2. Data summary. The 1gure shows the time series average, standard deviations and 1rst order autocor-
relations for the discount yields Yt() levels, forward di0erences Yt()−Ft−1() and ordinary 1rst di0erences
Yt()− Yt−1(). Yields are expressed in percent per year. Full Sample refers to the sample period January
1970–December 1995; After 1982 uses data starting January 1983.
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Table 1
Eigenvalues
Data Sample Number of factors
1 2 3 4
Yield Full sample 624.28 19.47 1.28 0.51 Eigenvalue
levels 96.6% 99.6% 99.8% 99.9% Cumulative %
0.429 0.148 0.105 0.082 sPC
After 1982 592.13 11.22 1.01 0.41 Eigenvalue
97.8% 99.7% 99.8% 99.9% Cumulative %
0.376 0.115 0.086 0.067 sPC
Forward Full sample 26.72 2.46 0.64 0.43 Eigenvalue
di0erences 86.0% 93.9% 96.0% 97.4% Cumulative %
0.191 0.126 0.103 0.083 sPC
After 1982 18.59 2.13 0.63 0.30 Eigenvalue
83.4% 93.0% 95.8% 97.2% Cumulative %
0.164 0.102 0.082 0.066 sPC
Notes: The 1rst row of entries for each sample reports the largest four eigenvalues )k of the covariance
matrix of either yield levels Yt() or forward di0erences Y˜ t(). The second row is the cumulative percentage
of variance explained by the 1rst k principal components. The third row in italics is the residual standard
deviation de1ned in (22). This number serves as the lower bound for the residual variance of the OLS
estimates of the Gaussian model. The yield curve is evaluated at 120 maturities from one month to ten years
at monthly intervals. The covariance matrices are of order (120× 120).
Table 1 gives an impression about the covariances among yields. The 1rst principal
component of yield levels explains 96.6% of the variance. For the forward di0erences
the 1rst factor is a little less dominant, but three factors still account for 96% of the
variance. As shown in Section 5 the residual variance from the principal components
is a lower bound on what can be obtained from the Gaussian model. With three factors
the residual standard deviation for levels is about 10 basis points. This is not far above
the average of 3 basis points pure measurement error for cubic splines in McCulloch
and Kwon (1993). 21 In the Gaussian model additional factors are merely noise.
7. Results
We have estimated models with one, two and three factors, for di0erent subsamples,
both with data on yield levels Yt() and data on forward di0erences Yt() − Ft−1().
Table 2 reports all parameter estimates.
We start the discussion of the results with the model for yield levels for the full
sample period. Fig. 3 shows the residual standard deviation by maturity i, providing
more detail on the 1t of the models. For the one factor model the residual variance has
the same U-shape found in Brandt and He (2002). Both from the table and the 1gure
21 This number is based on the 1le zeroerr2.txt on their website (see references).
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Table 2
Parameter estimates
Full Sample After 1982
1 fact. 2 fact. 2 fact. 3 fact. 1 fact. 2 fact. 2 fact. 3 fact.
¿ 6m ¿ 6m
Yield levels
1 0.058 0.030 0.019 0.001 0.039 0.076 0.054 0.037
(0.025) (0.013) (0.011) (0.016) (0.019) (0.022) (0.017) (0.015)
2 ... 0.582 0.607 0.707 ... 0.397 0.445 0.563
... (0.087) (0.083) (0.128) ... (0.084) (0.064) (0.070)
3 ... ... ... 2.036 ... ... ... 4.877
... ... ... (0.726) ... ... ... (1.062)
s() 0.431 0.154 0.119 0.111 0.336 0.138 0.100 0.097
MAE 0.296 0.102 0.085 0.076 0.234 0.086 0.068 0.065
.2 1.1% 7.8% 7.6% 10.0% 2.2% 10.6% 9.5% 8.9%
ARt 0.90 0.63 0.62 0.53 0.88 0.61 0.56 0.48
AR 0.97 0.89 0.95 0.90 0.96 0.86 0.95 0.92
Forward di0erences
1 0.159 0.194 0.127 0.092 0.053 0.077 0.042 0.028
(0.038) (0.057) (0.039) (0.027) (0.045) (0.048) (0.030) (0.023)
2 ... 0.639 0.713 1.172 ... 0.732 0.991 1.568
... (0.164) (0.011) (0.301) ... (0.232) (0.188) (0.396)
3 ... ... ... 3.287 ... ... ... 5.688
... ... ... (1.214) ... ... ... (1.239)
s 0.193 0.129 0.103 0.105 0.177 0.119 0.091 0.093
MAE 0.124 0.080 0.067 0.066 0.111 0.073 0.060 0.062
.2 1.3% 4.1% 2.3% 3.3% 1.3% 8.1% 6.3% 9.4%
ARt −0.13 −0.24 −0.34 −0.34 −0.15 −0.20 −0.33 −0.34
AR 0.93 0.87 0.93 0.89 0.92 0.84 0.93 0.91
Notes: The table reports the estimation results for the models
yit = ai +
k∑
j=1
bj(i)fjt + vit ; (Yield levels)
y˜ it = a˜i +
k∑
j=1
bj(i)f˜jt + v˜it ; (Forward di0erences)
with unrestricted maturity speci1c intercepts ai and a˜i . Yields are expressed as percent per year. Mean
reversion is measured ‘per year’, so that ln 2= is the halHife in years. Standard errors are in parentheses.
Full sample refers to all monthly data and all 120 maturities i between one month to 10 years at monthly
intervals; After 1982 only uses data starting January 1983; ¿ 6m excludes maturities less than six months;
s() is the residual standard deviation; MAE is the mean absolute error; .2 = (s2()− s2PC)=s2() measures
the variance reduction from the Gaussian model to the principal components model. ARt and AR measure
the 1rst order autocorrelation of the residuals vit over time and across maturities, respectively.
it is immediately clear that the one factor model 1ts very poorly. Since problems with
a single factor model have been well documented, we will not further discuss it here.
For 2- and 3-factor models the 1t is more uniform across the entire maturity range.
The 3-factor model 1ts the data very well over the entire maturity range. Both the
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Fig. 3. RMSE by maturity. The 1gure shows the RMSE of the residuals of the estimated models with
various numbers of factors. The asterisk in the legend refers to the model with maturities ¿ 6m. The top
panels refers to the model for discount yields Yt() levels. The lower panels shows the same statistics for
the models estimated with the forward di0erences Yt() − Ft−1(). The left panels are based on the full
sample; the right panels on the sample starting January 1983.
average absolute residual and the standard deviation of the residuals are about 0.1%,
which is very close to the principal components lower bound. The better 1t of the
3-factor model relative to the 2-factor model is entirely due to the shortest maturities.
A 2-factor model estimated without maturities less than six months is almost identical
to the 3-factor model. For further reference we label this model the 2∗-model.
In all models the mean reversion of the 1rst, dominant, factor is close to zero. Al-
though the standard error of 1 is small, the point estimate is not signi1cantly di0erent
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from zero in both the 2∗-factor model and the 3-factor model. A unit root in the im-
plied dynamics means that b1()=1 for all maturities and that the dominant movements
are parallel shifts in the yield curve. The mean reversion of the second factor is much
larger and signi1cantly di0erent from zero. This indicates that there is at most one
nonstationary trend in the risk-neutral dynamics of interest rates.
In the top row of graphs in Fig. 5 the functions bj() of the 2∗- and 3-factor models
are compared to the principal component factor loadings, i.e. linear combinations of
the 1rst two or three eigenvectors of the sample covariance matrix. For each of the
factors the principal components factor loadings are almost identical to the Gaussian
function bj(). The structure on the factor loadings imposed by the Gaussian model
corresponds almost exactly with the structure in the covariance matrix of yield levels.
The 1rst three principal components are usually interpreted as level, slope and cur-
vature factors. After rotation the same interpretation can be given to the factors in
the Gaussian model. The rightmost column of graphs in Fig. 5 shows the original or-
thonormal factor loadings of the 1rst three principal components and a rotation of the
functions bj(). After rotation they have the familiar shapes of a Hat curve, a downward
sloping curve and a third curve that goes down steeply and then rebounds.
Fig. 4 shows the residual RMSE by month for the 3-factor model. Like any term
structure model, the period 1979–1982 is problematical. To investigate whether the in-
crease in RMSE in this period is residual heteroskedasticity or an indication of structural
di0erences in regime, we estimate all models on the subsample after 1982. Detailed
estimation results for the post-1982 sample are in the upper right panel of Table 2.
For the period after 1982 we 1nd substantial and signi1cant mean reversion in the
dominant factor for all models. In the 3-factor model the mean reversion of the third
factor implies rapidly declining factor loadings for the third factor. The third factor
only accounts for the largely idiosyncratic behaviour of the short term interest rates; it
has negligible e0ect on longer term yields. Most important is that the principal com-
ponents factor loadings are again almost identical to the Gaussian factor structure, see
the third row of graphs in Fig. 5.
Two of the most salient residual diagnostics of the models are the 1rst order au-
tocorrelations, both cross sectionally and over time. 22 Both are positive and large.
The cross sectional correlation is very persistent, and does not seem to depend at all on
the number of factors that are included. We conjecture that this correlation is due to the
measurement error induced by the splines. The 1rst order time series autocorrelation
reduces with the number of factors. But even for the 3-factor model the autocorrelation
remains substantial at 0.53. Although this is consistent with earlier literature, for exam-
ple Chen and Scott (1993), the persistent measurement error suggests that some bonds
with similar maturity must be mispriced systematically, perhaps because of omitted
coupon e0ects.
The lower panels of Table 2 repeat the empirical analysis using data on forward
di0erences. The remaining rows in Fig. 5 compare the Gaussian factor loadings b()
22 They are calculated as the pooled correlations, ARt =
∑
t
∑
i vitvi; t−1=
∑
t
∑
i v
2
it and AR =∑
t
∑
i vitvi−1; t =
∑
t
∑
i v
2
it , respectively.
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Fig. 4. RMSE by month. The top 1gure shows the RMSE of the residuals of the 3-factor model for yield
levels over all maturities for every month in the sample. The bottom 1gure shows the same RMSE for the
3-factor model estimated on forward di0erences. Parameters have been estimated over the full sample period.
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Full sample
After 1982
Fig. 5. Factors loadings. The solid lines are the factor loadings b() according to the Gaussian a.ne model.
The dashed lines are the (rotated) factor loadings from the principal components analysis. The 1rst column
of graphs refers to the 2∗-factor model which excludes maturities less than six months. The second column
refers to the 3-factor model. The third column of graphs is a rotation of the second column, such that the
factors are orthogonal. Input data for the four rows of graphs are sample covariance matrices: levels or
forward di0erences and full sample or data starting in 1983.
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Table 3
Overidenti1cation tests
Full sample After 1982
2∗ fact. 3 fact. 2∗ fact. 3 fact.
t(1 − ˜1) −2.62 −2.65 0.49 0.39
t(2 − ˜2) −0.71 −1.26 −3.24 −2.71
t(3 − ˜3) ... −0.98 ... −0.52
02(k) 12.56 24.37 11.04 37.07
Notes: The table reports the test results for the hypothesis that parameters in the levels model are equal
to parameters in the model with forward di0erences:  = ˜. The t(i − ˜i) are t-statistics for individual
parameters; 02(k) reports the Wald statistics. Parameter estimates correspond to the “2-factor (¿ 6m)” and
“3-factor” models in Table 2.
and the principal component factor loadings. Just as for the levels model, the Gaussian
model almost perfectly 1ts the principal components.
The parameter estimates di0er in a few respects from the estimates for the yield
levels. First of all, for the full sample period the 1rst mean reversion parameter is
signi1cantly positive. Table 3 shows that it is also signi1cantly di0erent from the
estimate of 1 estimated from the yield levels. The di0erence between the 1rst mean
reversion parameter is the main reason why the overall test of the overidentifying
restrictions leads to rejecting the null hypothesis.
For the post-1982 subsample the di0erence between the estimates of 1 between
levels and forward di0erences is much smaller. The point estimates from the forward
di0erences are even smaller than those from the levels, and the di0erences are not
signi1cant. Instead, the two sets of estimates now di0er with regard to the second factor,
both in the 2∗- and 3-factor models. Overall the null hypothesis of the overidentifying
moment conditions is still rejected.
The residuals of the forward di0erences exhibit strong negative autocorrelation. This
is usually a symptom of overdi0erencing. Here it is more likely related to the induced
measurement error from constructing forward rate curves.
The rejection of the Gaussian model means that the transformation from levels to
forward di0erences, yit − (i=(i + 1))yi+1; t−1 + (1=(i + 1))y1; t−1, does not preserve the
factor structure. The factor structure has strong implications for the implied variances
of interest rate innovations. To explore the di0erences in implications, we calculate the
variance 12() = b()′b() implied by both models. The factor innovation covariance
matrix should be the same in the actual and in the risk neutral measure, so that we
can estimate  from the time series of the estimated factors zt and z˜t , respectively.
Since  is the covariance matrix of the innovations in the factors, the residuals of a
1rst order vector autoregression of the estimated factors are used to estimate . Also,
since  is calculated from the factor innovations, yield levels and forward di0erences
should lead to comparable estimates. The results are reported in Table 4. They con1rm
that the factors have strong negative mutual correlations, which was one of the main
arguments to work with the Gaussian model instead of a model with square root factors
that cannot be negatively correlated. The results are remarkably robust over the di0erent
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Table 4
Volatility
Full sample After 1982
Levels Forwards Levels Forwards
2∗ fact. 3 fact. 2∗ fact. 3 fact. 2∗ fact. 3 fact. 2∗ fact. 3 fact.
11 0.450 0.365 0.833 0.569 0.649 0.505 0.510 0.440
12 0.772 1.417 1.007 1.729 0.758 0.854 0.713 1.361
13 ... 1.375 ... 1.809 ... 0.913 ... 1.745
.12 −0.23 −0.08 −0.63 −0.20 −0.73 −0.52 −0.48 −0.27
.13 ... −0.02 ... 0.04 ... 0.10 ... 0.09
.23 ... −0.86 ... −0.89 ... −0.73 ... −0.91
Notes: The table reports estimates of the conditional standard deviations and correlations of the estimated
factors ft and f˜ t . The estimates are derived from the covariances of the residuals of a 1rst order vector
autoregression of the factors. The 2-factor model in this table refers to the model estimated with maturities
¿ 6m.
subsamples, numbers of factors, and between levels and forward di0erences. The 1rst
and second factor are always negatively correlated. A third factor is almost uncorrelated
with the 1rst factor and strongly negatively correlated with the second factor.
Fig. 6 shows the functions 1() =
√
b()′b() for all di0erent models. Mostly the
yield levels and forward di0erences give the same results despite the signi1cant di0er-
ences in the estimates of . For the sample after 1982 the 3-factor model generates the
familiar hump-shaped volatility structure, except for the steep decline for the shortest
maturities less than 3 months. Again this indicates that the behavior of the very short
term maturities does not easily 1t into the Gaussian model structure.
8. Summary and conclusions
This paper proposes a cross sectional analysis of multivariate Gaussian term structure
models. The main feature is that it does not depend on a speci1c parameterization of
factor risk prices. Under our assumptions the risk neutral dynamics are Gaussian, but the
actual time series process for the factors is left unspeci1ed. Tests of the Gaussian model
are carried out by (i) comparing the implied factor loadings for di0erent maturities
to unrestricted factor loadings obtained from principal components analysis, and (ii)
comparing the factor loadings obtained from yield levels to the factor loadings from
forward di0erences. The latter test exploits the overidentifying moment conditions that
the factor loadings of the Gaussian model should be the same for levels and forward
di0erences.
In the empirical results we 1nd that the factor loadings implied by the Gaussian
model are very close to the principal component factor loadings, both for levels as
well as forward di0erences. On the other hand we reject the overidentifying conditions
that the factor loadings for the levels are the same as those of the forward di0erences.
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Fig. 6. Volatility. The 1gures show the implied volatility of yields as a function of maturity, calculated as√
b()′ˆb(), where ˆ is contains the factor covariance matrix and b() depends on the mean reversion
parameters . The factor covariance matrix is calculated as the residual covariance matrix of a 1rst order
vector autoregression of the estimated factors zt and z˜t , respectively.
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Appendix A. Gaussian model
A.1. Derivation of (3) and (5)
DS consider the following speci1cation for the risk neutral dynamics of the factors
zt in a Gaussian model with constant risk prices:
dz =K(− z) dt + 1=2 dW; (A.1)
rt = 30 +
k∑
i=1
3izit ; (A.2)
where, in addition to notation explained in Section 2, rt is the instantaneous spot rate
and 3i are scalar parameters. The canonical model of DS has the following identi1cation
restrictions (see their paragraph I.B.1):
K is a lower triangular matrix;
= I; the identity matrix:
(A.3)
The parameter vector 3 is unrestricted. Alternative equivalent parameterizations are
obtained through a.ne transformations of the factor dynamics. For a parameterisation
in which the factor covariance matrix  is unrestricted, we shift the restrictions on 
to K and 3. We start by premultiplying z with a (k × k) matrix L1,
z(1) = L1z; (A.4)
such that L1KL−11 is diagonal, so that L1 are the eigenvectors of K.
Next we take the spot rate rt as the sum of the factors as in Du.e and Kan
(1996). This is achieved by a transformation with a diagonal matrix L2 with diagonal
elements 3i. The new factors are z(2) = L2z(1). Since L2KL−12 =K, when L2 is
diagonal, the transformation matrix L2 leaves the mean reversion matrix unchanged.
Compared to the DS parameterization we now have an unrestricted factor covariance
matrix =L2L1L′1L2, with
1
2 k(k+1) free parameters. To compensate we place
1
2 k(k−
1) restrictions on the lower triangle of K and k restrictions on 3.
The functions a() and b() in (3) are found by solving a system of Ricatti di0er-
ential equations, given as equations (6) and (7) in DS. Our interest in this paper is
only in b(). In our notation their di0erential equation for B() = b() is
dB()
d
=−KB() + –; (A.5)
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where – is a vector of ones. Boundary conditions are B(0) = 0. The general solution
to the set of linear di0erential equations (A.5) is
Bi() =
(1− e−i)
i
: (A.6)
Dividing by  we obtain (5) in the text.
A.2. Derivation of (7)
Start from the Gaussian model for discount bond prices (3). The forward di0erence
Y˜ t() = Yt()− Ft−h() follows from the Gaussian model as
Y˜ t() = Yt()− + h Yt−h(+ h) +
h

Yt−h(h)
= a˜() + b()′zt −
(
+ h

b(+ h)− h

b(h)
)′
zt−h; (A.7)
with new intercept a˜() = a() − (( + h)=)a( + h) + (h=)a(h). From the de1nition
of b() in (5) we 1nd that its jth component satis1es
+ h

bj(+ h)− h bj(h) =
1− e−j(+h)
j
− 1− e
−jh
j
= e−jhbj(): (A.8)
Therefore the dependence of Y˜ t() on the factors zt follows as
b()′zt −
(
+ h

b(+ h)− h

b(h)
)′
zt−h =
k∑
j=1
bj()(zjt − e−jhzj; t−h)
= b()′z˜t ; (A.9)
where z˜jt = zjt − e−jhzj; t−h are the new factors.
Appendix B. Estimation details
B.1. Derivation of (11)
Recall the least squares criterion (10) and rewrite vˆt as
vˆt = yt − Uy − Bfˆ t ; (B.1)
fˆ t = (B′B)−1B′(yt − Uy): (B.2)
Di0erentiating the sum of squares (10) with respect to  gives
9s2
9i
=
1
NT
∑
t
9vˆ′t
9i
vˆt =− 1NT
∑
t
(
9B
9i
zˆt + B
9zˆt
9i
)′
vˆt : (B.3)
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The 1rst order derivatives can be simpli1ed considerably by noting that 9B=9i is an
(N × k) matrix of zeros, except for the ith column, which is given by the N -vector ci
with elements
c‘i =
9b‘i
9i
=
‘e−i‘ − b‘i
i
; ‘ = 1; : : : ; N: (B.4)
We join the column vectors ci in the (N × k) matrix C = (c1; : : : ; ck). We also de1ne
the k-vector uˆ t = 1N C
′vˆt . With this notation and using that B′vˆt = B′M (yt − Uy) = 0 we
can rewrite (B.3) as
9s2
9i
=− 1
T
∑
t
zˆit uˆ it : (B.5)
Stacking the derivatives in a k-vector we obtain the 1rst order conditions (11) in the
text.
B.2. Derivation of (12)
Using the de1nitions of zˆt and uˆ t the 1rst order derivatives can be written alterna-
tively as
9s2
9i
=− 1
NT
∑
t
e′i(B
′B)−1B′(yt − Uy)(yt − Uy)′MCei; (B.6)
where ei is the ith column of the k-dimensional identity matrix. For the plim at =0
as T →∞ and N 1xed we 1nd
g0i =− 1N e
′
i(B
′B)−1B′VMCei
=− 1
N
e′i(B
′B)−1B′MCei: (B.7)
The last line in (B.7) follows from the factor assumption Var(yt)=BB′+ and the
orthogonality B′M =0. Stacking this result for all elements in  gives (12) in the text.
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