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ABSTRACT
Motivated by the need for transportation infrastructure and incident management planning, we study
traffic density under non-recurrent congestion. This paper provides an analytical solution approximating the
stationary distribution of traffic density in roadways where deterioration of service occurs unpredictably. The
proposed solution generalizes a queuing model discussed in the literature to long segments that are not spacehomogeneous. We compare single and tandem queuing approaches to segments of different lengths and verify
whether each model is appropriate. A single-queue approach works sufficiently well in segments with similar
traffic behavior across space. In contrast, a tandem-queue approach more appropriately describes the density
behavior for long segments with sections having distinct traffic characteristics. These models have a comparable
fit to the ones generated using a lognormal distribution. However, they also have interpretable parameters,
directly connecting the distribution of congestion to the dynamics of roadway behavior. The proposed models
are general, adaptable, and tractable, thus being instrumental in infrastructure and incident management.

1. Introduction
For the past 25 years, most models predicting traffic congestion
have relied on simulations and empirical solutions (Bando et al., 1995;
Yang, 2013; Hu et al., 2018). Contemporary developments in technology, such as the introduction of autonomous vehicles, have strained
these approaches. Analytical solutions, even if approximate, provide
a direct and straightforward path for decision-makers to predict congestion more rapidly. They also frequently reduce the computation
time of standard models by providing better initial parameters in their
optimization search space. Finally, parametric models with intuitive
parameters help engineers understand how changes in traffic behavior
may affect congestion.
Historically, the literature studying traffic congestion set analytical solutions as the norm. The seminal work of Greenshields (1935,
1936) proposes speed-flow and speed-density models to describe the
relations among these standard metrics empirically. The analytical and
dynamical model of traffic flow, introduced by Lighthill and Whitham
(1955), and Richards (1956), approximates traffic as a deterministic
fluid governed by the kinematic wave equation. This equation relates
all three metrics (flow, speed, and density) in what is commonly known
as the fundamental diagram (Daganzo, 1997). Newell (1993) has suggested modifications that can accurately model traffic density with
fewer technical complexities. Daganzo (1993, 1994) has introduced
the discretized version of the kinematic wave model. All these models only supply the expected flow parameters, not their distributions.

In contrast, designing reliable and robust solutions to some transportation problems requires higher-order distributional information of
performance measures.
In response to this need, researchers have proposed several probabilistic queuing-theoretic models for uninterrupted traffic flow (see
review Van Woensel and Vandaele, 2007). Past work include single link
models using M/M/1, M/G/1, G/G/1, M/G/C/C queues (Tanner, 1953;
Cheah and Smith, 1994; Heidemann, 1996, 2001; Jain and Smith, 1997;
Vandaele et al., 2000; Van Woensel and Vandaele, 2006). The multiserver, finite capacity M/G/C/C model of Cheah and Smith (1994)
and Jain and Smith (1997) incorporates the fundamental diagram
via state-dependent service completion rates. Finite buffer capacity
queues such as M/M/1/C, G/G/k/C, and M/G/C/C have been used
to analyze transportation networks under recurrent congestion. When
combined, these queues can form open queuing networks in tandem
or more general fork/join (split/merge) topologies. Unlike the queuing
networks of Jackson (1957), Baskett et al. (1975) and Kelly (1982),
these networks do not have product form solutions. Thus, their analysis
is approximate and numerical, and is based on decomposing the network into smaller subnetworks. The models analyze each subnetwork
individually while incorporating some of the dependencies through the
arrival and service rates (Cruz and Smith, 2007; Guerouahane et al.,
2017; Osorio and Bierlaire, 2009; Osorio and Wang, 2017; Van Woensel
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Fig. 1. State Transition Diagram for a Markov-modulated 𝑀∕𝑀∕∞ (MAP/MSP/∞) Queue.

normal (up) or deteriorated (down). When the system is in up and down
conditions, the rates of arrivals are determined by 𝜆 and 𝜆′ , and the
service rates are determined by 𝜇 and 𝜇 ′ , respectively. Because there
are infinitely many servers, the service rate increases linearly with the
number of cars in the systems, as a car becomes more likely to leave the
system. Finally, 𝑓 and 𝑟 are the rates at which the system goes from up
to down and down to up condition, respectively. Travel times under up
and down conditions, failure times, and clearance times are assumed to
be exponentially distributed (please refer to Gerum et al. (2019) for a
more detailed description of the model parameters).
The authors show that the traffic density random variable 𝑋 can
be approximated by a mixture of two independent Poisson random
variables if the failure rate and the clearance rate are considerably
lower than the service rate:

and Vandaele, 2007). These models, if at all, are validated using inhouse discrete event simulators, not real traffic data. Moreover, they
do not consider non-recurrent congestion due to randomly occurring
quality of service deteriorations.
More recently, alternative approaches that require simulation and
other numerical solutions have become the new standard (see reviews Barceló, 2010; Pell et al., 2017). As a compromise, these models
require extensive datasets and intensive computational effort. Moreover, they lack generality, flexibility, and adaptability. Similar to the
initial analytical methods and the queuing-theoretic models, current
simulations and numerical solutions also fail to account for incidentbased congestion. Most significant non-recurrent congestions result
from accidents and weather-related conditions (Skabardonis et al.,
2003; Kwon et al., 2006). These randomly occurring incidents cause
substantial delays, making their inclusion in congestion models
paramount for traffic decision-making. Hence, there is a need for
probabilistic tractable traffic models that can describe congestion under
non-recurrent incidents.
This paper aims to provide closed-form expressions that approximate the congestion distribution affected by random incidents to overcome the shortcomings of earlier works. The method introduced here
follows the previous literature for a single link (Baykal-Gürsoy and
Xiao, 2004; Baykal-Gürsoy et al., 2009a,b; Gerum et al., 2019). Gerum
et al. (2019) propose a closed-form approximation for the steady-state
traffic density distribution that assumes traffic characteristics to remain
stable. Through innovative modeling via queuing theory, they include
incident-induced congestion in their model. From their work, the creation of separate models accounts for possible temporal variability in
the parameters. However, they do not account for spatial variability.
Long segments are likely to have sub-regions where traffic behaves
differently, e.g., curves and straight sections. We extend their work and
assess this limitation via tandem queues. We validate the model for
non-homogeneous stretches during non-peak hours against the same
validation data used in Gerum et al. (2019). Given the scarcity of
empirical validations of queuing traffic networks (Van Woensel and
Vandaele, 2007), this paper also fills a gap in literature. Finally, we
compare the results obtained via the new approach and those obtained
using the original model with the lognormal distribution.
The next section introduces the proposed tandem-queuing model
and describes how it directly approximates the congestion distribution
in closed-form. Section 3 details the validation of the queuing models.
Section 4 discusses the intuition behind the aggregate parameters.
In Section 5, we provide what-if scenarios to explore the effect of
incidents on traffic performance. This section showcases how the model
directly indicates how traffic congestion changes under different traffic
characteristics without the need for additional information. Finally, in
Section 6, we present our conclusions and future research.

⎧
⎪𝑋𝜙 ,
𝑋≈⎨
⎪𝑌 ,
⎩

wp.
wp.

𝑟
𝑟+𝑓
𝑓
𝑟+𝑓

,
,

where 𝑋𝜙 is a Poisson random variable with parameter 𝜆∕𝜇, and 𝑌 is a
Poisson random variable with parameter 𝜆′ ∕𝜇 ′ . Various distributional
measures can then be directly computed, allowing decision-makers
to understand the system’s behavior better. Note that this approximate model implies that travelers are either experiencing normal or
deteriorated service regimes. This happens because service completes
before regime change happens. Thus, this approximate model directly
corresponds to the statistical mixture of two density distributions of
Poisson type.
Their model assumes that the segment studied is homogeneous,
i.e., the parameters do not change over time and space. Gerum et al.
(2019) propose separating the time into periods with similar behavior,
such as peak and non-peak hours, or winter and summer, thus addressing possible non-homogeneity over time. They do not consider changes
in parameters that may happen over space. If incidents in the different
sections of the space occur with different rates, the model proposed
by Gerum et al. (2019) may not generate an accurate distribution of
density.
2.1. A tandem network of queues with Markov-modulated Service Process
(M/MSP/∞)
This paper proposes a tandem-queue approach to account for spatial
changes in rate parameters, assuming that incidents of each section
occur independently of the other sections. We limit the arrivals to a
single Poisson process, thus 𝜆 = 𝜆′ .
We maintain the assumption that the failure and repair rates are
considerably lower than the service rates. For comparison purposes, we
consider two options, depicted in Fig. 2. In the first, we divide a road
segment into 𝑘 sections. This approach considers sections as queuing
systems that form a tandem network when combined. The alternative
approach considers the whole segment as a single queue, as discussed
in Gerum et al. (2019). We aim to determine when a tandem-queue
approach is necessary.

2. Analytical model
The proposed models in this paper follow the approximated distribution derived in Gerum et al. (2019). Their approach models traffic
as the Markov-modulated queue depicted in Fig. 1. Each state of this
queue includes the number of cars in the system and its condition,
2
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Fig. 2. Representation of the tandem-queue and its single-queue alternative.

Fig. 3. Normalized simulated inter-departure times fitted to an exponential.

When this occurs, cars are more likely to resample travel times during
their service. In Fig. 4b, failures and repairs happen on average every
2 to 3 h.
The simulation results suggest that the assumption that the departure process follows a Poisson process works well for realistic transportation scenarios.
Another assumption necessary is that service interruptions occur
independently in each tandem network queue component. This assumption may not hold in cases where accidents affect more than a single
section or during wintertime when snow events simultaneously affect
all sections. In such cases, a single-queuing model may provide a better
fit for the data. We will test both models in the validation section.
Hence, the long stretch of a road consisting of a sequence of 𝑘 sections approximately has a product-form stationary distribution. Following the results from Gerum et al. (2019), the steady-state probabilities
can be approximated as:
{
}
lim 𝑃 𝑋 (𝑗) (𝑡) = 𝑥𝑗 , 1 ≤ 𝑗 ≤ 𝑘
𝑡→∞
(
( )𝑥 𝑗
)
( )𝑥𝑗 −(𝜆∕𝜇 )
𝑘
−(𝜆∕𝜇𝑗′ )
∏
𝑟𝑗
𝑓𝑗
𝑗
𝜆
𝑒
𝜆
𝑒
=
+
.
(1)
𝑟𝑗 + 𝑓 𝑗 𝜇 𝑗
𝑥𝑗 !
𝑟𝑗 + 𝑓𝑗 𝜇𝑗′
𝑥𝑗 !
𝑗=1

This study proposes to approximate the steady-state joint distribution of each segment of the tandem queue depicted in Fig. 2 as the
following product-form
𝑘
{
} ∏
𝑃 {𝑋 (𝑗) = 𝑥𝑗 },
lim 𝑃 𝑋 (𝑗) (𝑡) = 𝑥𝑗 , 1 ≤ 𝑗 ≤ 𝑘 =

𝑡→∞

𝑗=1

where 𝑋 (𝑗) is the limiting random variable of queue 𝑗.
This solution assumes that the arrival process for each of the tandem
network queue components follows a Poisson process. Mirasol (1963)
has shown that the departure process (i.e., the arrival process to the
downstream queue) of a Poisson arrival, infinite server queue is a Poisson process even for generally distributed service times. The departure
process from a Markov-modulated arrival process is not Poisson. In
fact, the arrivals are only conditionally independent. However, even
departures from a queue with a Markov-modulated service may not
necessarily form a Poisson process. We investigate situations in which
this assumption holds. For that, we run a 30,000-hour simulation for
the departure process of the Markov-modulated queue represented in
Fig. 1, when arrivals follow a simple Poisson process.
The results are depicted in Figs. 3 and 4. Fig. 3 displays the interdeparture times of the Markov-modulated queue with Poisson arrivals
under realistic and unrealistic 𝑓 and 𝑟 values. In this experiment,
𝜇 = 6.25, 𝜇′ = 0.385, 𝜆 = 130, suggesting severe deterioration in
service when incidents occur. Fig. 3a demonstrates a perfect match
to the same exponential interarrival times and low autocorrelations
(10−3 − 10−4 ) for the realistic case, while Fig. 3b clearly shows that the
interdeparture times are not exponential under unrealistic parameters.
To investigate further, we also exhibit the departure distribution with
Poisson arrivals in Fig. 4. The departure distribution closely matches
the arrival distribution in Fig. 4a, where failures and repairs happen on
average every 200 to 300 h. The error only becomes significant when
failure and repair rates are considerably greater than service rates.

2.2. Computing density
Since the total number of cars in the network is equal to the sum
of the number of cars in each section, we can obtain the overall
distribution via convolution. Let 𝐴 be the random variable representing
the total number of cars in steady-state.
𝐴 = lim

𝑡→∞

3

𝑘
∑
𝑗=1

𝑋 (𝑗) (𝑡),
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Fig. 4. Normalized simulated queue departures and the arrival distribution.

with 𝑝(1)
=
1

where 𝑋 (𝑗) is distributed as
( )𝑥 𝑗
( )𝑥𝑗 −(𝜆∕𝜇 )
−(𝜆∕𝜇𝑗′ )
𝑟𝑗
𝑓𝑗
𝑗
𝑒
𝜆
𝜆
𝑒
𝑃 {𝑋 (𝑗) = 𝑥𝑗 } =
+
.
′
𝑟𝑗 + 𝑓𝑗 𝜇𝑗
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𝑟𝑗 + 𝑓𝑗 𝜇𝑗
𝑥𝑗 !

1
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1
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𝑟2 +𝑓2

2

1

𝑓
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= 𝑟 +𝑓
2
)
(
) (2 2
are 𝜇𝜆 + 𝜇𝜆 , 𝜇𝜆 + 𝜇𝜆′ ,
1

2

1

2

2

3. Validation
3.1. Traffic, accident and weather datasets
We use the data described in Gerum et al. (2019) to validate the
proposed model. The traffic data is reported by detector stations located
near or at interchanges. There are eighteen detectors situated in the
South-East direction. The average spacing between detector stations is
half a mile. Each sensor provides minute-time stamped speed, volume,
and occupancy data for 14 months from January 1, 2008, to February
28, 2009. Speed data is reported in miles per hour, volume in vehicles
per hour, and occupancy in the fraction of the sensor length with active
vehicle presence.
Hall (1996) describes some of the relationships between density,
flow, speed, and occupancy. According to the author, density can be
estimated as the ratio of flow and speed. However, he recognizes that
traffic sensors usually do not accurately measure speed, providing only
reliable volume and occupancy measures. Alternatively, density also
directly relates to occupancy (Papageorgiou and Vigos, 2008), but that
relationship is affected by the average vehicle length and sensor sensitivity (Minnesota Department of Transportation, 2020). Density per
mile can be computed by multiplying the occupancy by 5280 (footage
in a mile) and then dividing the result by a constant to accommodate
these two variation sources. This constant is called the average field
length (Minnesota Department of Transportation, 2020) or the mean
effective vehicle length (Papageorgiou and Vigos, 2008). Our data have
reliable occupancy, but not speed measurements. From the occupancy
data, we see that using 26.4 ft leads to integers throughout the whole
period. As such, we use this value as a proxy for the average field
length. When combining the sections into longer stretches, the density
data generated from occupancy is summed minute-by-minute.
This paper considers three sources of deterioration: snowstorms,
heavy rain, and accidents. The original accident data come from reports

In the next section, we provide an example of an application for
Theorem 1.
2.3. Expanding on traffic density — An example of application for Theorem 1
From Gerum et al. (2019), we know that during non-peak hours the
probability mass function for traffic density in one section, 𝑋, can be
approximately represented as:
𝑓
𝑟
𝑓 (𝑛) +
𝑓 (𝑛),
𝑟 + 𝑓 𝑋𝜙
𝑟+𝑓 𝑌

where 𝑓𝑋𝜙 (𝑛) and 𝑓𝑌 (𝑛) are similarly defined for 𝑋𝜙 that follows a
𝜆
,
𝜇

𝑓1
,
𝑟1 +𝑓1

Note that the superscripts represent each of the 𝑘 = 2 twocomponent mixtures being summed, and the subscripts represent the
two inner components of each of the 𝑘 original mixtures (1 or 2). For
each of the 2𝑘 = 4 components of the resulting mixture that describes
the probability mass function for the total number of cars in the stretch
𝐴, the mixing weight will be the multiplication of one of the two
original weights from each of the original 𝑘 mixtures. Likewise, the
parameters for 2𝑘 components in the resulting mixture are the sums
that include one parameter from each of the original 𝑘 mixtures.

Theorem 1 (Sum of a Mixture of Poissons). Let A be a sum of 𝑘 > 1 mixtures, each with two Poisson components with weights 𝑝(𝑗)
and 𝑝(𝑗)
= 1−𝑝(𝑗)
,
1
2
1
(𝑗)
and parameters 𝜆𝑠 , where 𝑗 ∈  = {1, 2, … , 𝑘} represents one particular
mixture in the sum, and 𝑠 ∈  {= {1, 2} represents the inner }random
variables of each mixture. Let 𝛺 = (𝑠1 , 𝑠2 , … , 𝑠𝑘 ) ∶ 𝑠𝑗 ∈ , 𝑗 ∈  denote
the set of all possible 2𝑘 permutations obtained when choosing one of the
two components for each of the 𝑘 mixtures.
Then A is a mixture with 2𝑘 Poisson components named 𝐴𝜔 , where
∏
𝜔 ∈ 𝛺. The weight for each 𝐴𝜔 is defined as the product 𝑝𝜔 = 𝑘𝑗=1 𝑝(𝑗)
𝑠𝑗 .
∑𝑘
(𝑗)
The parameter for each 𝐴𝜔 is defined as 𝜆𝜔 = 𝑗=1 𝜆𝑠𝑗 .

Poisson with parameter

𝑝(1)
=
2

parameters for 𝐴1,1 , 𝐴1,2 , 𝐴2,1 , and 𝐴2,2
(
)
)
(
𝜆
𝜆
𝜆
𝜆
, respectively.
+
+
,
and
′
′
′
𝜇
𝜇
𝜇
𝜇

Since the sum of independent Poisson random variables is a Poisson
with a parameter that is the sum of individual Poisson parameters, the
following theorem is immediate. However, we provide a proof in the
appendix.

𝑓𝑋 (𝑛) ≡ 𝑃 {𝑋 = 𝑛} =

𝑟1
,
𝑟1 +𝑓1

and 𝑌 that follows a Poisson with parameter

𝜆
,
𝜇′

respectively. Looking at a longer stretch, composed of 𝑘 sections, we
have the probability mass function for the overall stretch determined
as:
∑
𝑓𝐴 (𝑛) =
𝑝𝜔 𝑓𝐴𝜔 (𝑛),
𝜔∈𝛺

where 𝜔 corresponds to each possible combination of systems behavior
for each section. For each 𝜔, the corresponding weight is the product of
all weights corresponding to each section’s behavior. The corresponding random variables 𝐴𝜔 follow Poisson distributions whose parameters
are the sum of each section’s parameters, given the behavior.
As an example, let us look at two sections, which we combine to
form a longer stretch. The parameters for each section 𝑖 is given as 𝜆,
𝜇𝑗 , 𝜇𝑗′ , 𝑓𝑗 , 𝑟𝑗 , 𝑗 = 1, 2. In this case, for all 𝑛,
𝑓𝐴 (𝑛) = 𝑝(1)
𝑝(2) 𝑓 (𝑛) + 𝑝(1)
𝑝(2) 𝑓 (𝑛) + 𝑝(1)
𝑝(2) 𝑓 (𝑛) + 𝑝(1)
𝑝(2) 𝑓 (𝑛),
1 1 𝐴1,1
1 2 𝐴1,2
2 1 𝐴2,1
2 2 𝐴2,2
4
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Algorithm 1 Expectation Maximization to Estimate Parameters for a
Mixture of Poissons

of both the local police authorities and the State Traffic Operations
Center (STOC) of the Wisconsin DOT. The data include the start and
end times of each accident, together with the identification of the
nearest detector station. We note that the impact of accidents may
cause delays in adjacent sections, despite only being recorded by one
detector. As such, we verify two situations in Section 5: (1) accidents
only impact the section of the sensor in which it has been recorded, and
(2) accidents impact the whole stretch, including neighboring sensors.
We obtain precipitation data from the Climate Data Online system
of the National Climatic Data Center of the National Oceanic and
Atmospheric Administration (National Centers for Environmental Information (NCEI), 2015-2016). These data are given as the hourly amount
of precipitation in hundredths of inches recorded at the Milwaukee
Mitchell International Airport weather station during the same traffic
data periods. We consider heavy rain to be rainfalls with more than 0.5
in of hourly precipitation.
These datasets are then combined by labeling any time interval
from our selected time windows with no accident and adverse weather
reports as a good period. The service time distribution during the up
periods provides information on how the system behaves under normal,
non-congested conditions. Similarly, we define a down period as any
time interval with reported accidents or serious weather events. This
combined dataset will allow us to estimate the parameters of normal
and deteriorated service time distributions and failure and repair rates
in the later sections.
We note that this paper focuses on combining traffic sections that
experience distinct traffic behaviors. Empirical results indicate that
adjacent sensors see similar characteristics, and therefore, we consider
each section to be comprised of three sensors. Finally, because this
paper focuses on non-recurrent congestion that happens off peak-hours,
we restrict the data to Tuesday through Thursday from 10 am–2 pm.

Require: 𝑥⃗ with N datapoints, and 𝐾, the number of mixtures.
Initialize with random sets of 𝜆𝑗 s and weights 𝑝𝑗 s, each of
cardinality 𝐾.
while convergence is not obtained do
for i = 1 to N do
for j = 1 to K do
𝑥
𝑎𝑖𝑗 = 𝑒−𝜆𝑗 𝜆𝑗 𝑖 𝑝𝑗
end for
end for
for j = 1 to K do
for i = 1 to N do
𝑎
𝑝(𝑗 | 𝑥𝑖 ) = ∑𝐾 𝑖𝑗
𝑚=1 𝑎𝑖𝑚

end for
∑
𝜆𝑗 =
𝑝𝑗 =
end for
end while

We split the data into five random groups. Four groups (training)
are used to compute the parameters that best fit the data for each
considered distribution. The remaining group (testing) serves as an outof-sample dataset to calculate performance metrics. This procedure is
iterated five times, with each group serving as the testing group once.
The overall performance is obtained by combining each of the five
individual performances. This validation procedure is called 5-fold cross
validation.
To evaluate the relative accuracy of the underlying Poisson mixtures
obtained via queuing-theory against a lognormal distribution, we fit
each of the distributions to the combined density data (Gotzner and
Rathgeber, 1998; Elhenawy and Rakha, 2015) and compute the Akaike
information criterion (AIC). When choosing the appropriate model
selection criteria, we consider that the goal of this paper matches one
of the key motivations for the AIC. According to Kuha (2004), the AIC
aims ‘‘not to identify the true model exactly but to propose simpler
models that are good approximations of it’’.
This information measure is calculated as shown in Eq. (2), where 𝜃
is the number of parameters in the model, and  is the likelihood of the
model given the calibration data. We compare the distributions arising
from the queuing-based models (using both the tandem-queue approach and the single-queue approach) with the lognormal distribution,
often used in literature for similar applications.

We compare the performance of the proposed mixtures to a lognormal distribution. We choose the parameters best fitting the data using
a maximum likelihood estimation (MLE) approach. This choice assures
fairness in the comparison since finding the parameters for lognormal
requires using the complete dataset.
The best-suited parameters 𝜃⃗ for a given distribution 𝑓 can be
estimated from 𝑁 data points by maximizing the complete likelihood
function,
𝑁
∏

𝑁

3.3. Validation methodology

3.2. Parameter estimation for a mixture of Poissons

⃗ =
(⃗
𝑥 ∶ 𝜃)

𝑁
𝑖=1 𝑝(𝑗 | 𝑥𝑖 )𝑥𝑖
∑𝑁
𝑝(𝑗 | 𝑥𝑖 )
∑𝑁𝑖=1
𝑖=1 𝑝(𝑗 | 𝑥𝑖 )

𝑓𝜃⃗ (𝑥𝑖 ).

𝑖=1

In the case of large mixtures, this maximization problem can be
challenging to solve. The constraints on the weight parameters and
the maximization of the logarithm of a sum often cause numerical
issues that impact the stability of non-linear optimization solvers. An
alternative approach for such problems is to use the ExpectationMaximization (EM) algorithm described in Bilmes (1998) and Tomasi
(2004). It separates the global optimization problem into two smaller
ones. Starting from a randomly assigned set of parameters, it then
iterates until convergence. We avoid the problem of maximizing the
logarithm of a sum by bounding the log-likelihood function using
Jensen’s inequality (Jensen, 1906).
One can then estimate both the parameters and the weights by
iterating until convergence of parameters and weights, as summarized
in Algorithm 1. We use this method to determine the best parameters
and weights for the mixtures and the standard MLE formulation for the
lognormal.

AIC = 2𝜃 − 2 ln ().

(2)

This criterion ranks models by relative comparisons, and it favors
parsimonious models. Smaller values of AIC indicate that the model
may be more appropriate for the data. It is important to note that the
absolute value of AICs cannot be compared across different groups of
sections, but only across different models fitting the same data.
3.4. Validation results and discussion
For validation, we analyze roadway stretches of varying lengths.
The stretches are split into sections. In each stretch, we sum the
minute-stamped traffic density data of the sensors belonging to all
corresponding sections. For each stretch, we generate the underlying
Poisson mixture obtained with the tandem-queue approach, the underlying Poisson mixture obtained with the single-queue approach, and a
lognormal distribution using the MLE approach via EM. This validation
provides two findings:
5
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Fig. 5. Resulting distributions using Single, Tandem, and Lognormal for various groups of sections during wintertime.
Table 2
Partial list of computed AICs. Summer data, Tuesday–Thursday, 10 AM–2 PM.

Table 1
Partial list of computed AICs. Winter data, Tuesday–Thursday, 10 AM–2 PM.
Sections

5
5–6
5–7
5–8

Min

Mean

Max

Sensors

Tand

Single

Lnorm

Tand

Single

Lnorm

Tand

Single

Lnorm

2858
3597
3485
3727

2858
3589
4295
5096

2956
3322
3569
3768

2900
3685
3563
3813

2900
3677
4433
5250

3015
3354
3611
3820

2965
3763
3625
3913

2965
3755
4647
5424

3113
3413
3658
3869

5
5–6
5–7
5–8

1. The underlying Poisson mixtures arising from the queuing models closely match the fit of a standard model used in literature;
2. Mixtures with more components can produce a better fit than
the single-queue approach for long stretches of road.

Min

Mean

Max

Tand

Single

Lnorm

Tand

Single

Lnorm

Tand

Single

Lnorm

192
234
269
322

192
226
245
266

187
225
241
258

202
248
280
333

202
240
256
277

198
237
251
267

210
264
296
343

210
256
272
287

209
257
266
276

note that sections are less likely to be affected by incidents happening
far away.
In the summer, it seems like the single-queue model’s underlying
distribution performs quite similarly to the lognormal one. The limited
amount of data during the summer possibly causes the penalization in
the AIC for the number of parameters in the underlying mixture obtained via tandem-queue to offset the gains in likelihood. The corridor
studied also lacks sufficient downtime data during this period; still, the
resulting AICs suggest that Poisson mixtures can attain a similar fit to
lognormal on this dataset. These results indicate that queuing-based
models can be comparable to empirical models when approximating
the true model.
We remind the reader that the queuing-based models’ parameters
could be generated with intuitive aggregate parameters, unlike the
lognormal distribution. In Sections 4 and 5, we provide examples of
how this flexibility permits an efficient visualization of how changes in
roadway behavior may affect congestion.

For illustration purposes, we show a few examples in Fig. 5. It
displays stretches of varying lengths in wintertime. Fig. 5 suggests that
the underlying Poisson mixtures arising from queuing-based models
capture tail distributions better than lognormal. In many cases, the
underlying Poisson mixtures resulting from the tandem-queue approach
produce a remarkably similar distribution to the one generated by the
single-queue approach. However, we see that the flexibility of having
more mixture components helps account for the heavy tail that arises
when many sections are combined.
Tables 1 and 2 indicate that the performance of the underlying
Poisson mixtures obtained from queuing-based models is comparable
to lognormal. Weather-related incidents tend to affect multiple sensors
simultaneously, but accidents are recorded in one sensor.
We observe that, for long stretches during the winter, the tandemqueue model’s underlying distribution performs marginally better than
the lognormal distribution while the one from the single-queue model
trails. These results indicate that adjacent sections in this dataset may
not be fully correlated in the winter. In long stretches of the road, we

4. Aggregate parameters intuition
Section 3.4 shows that the models sufficiently match the literature
benchmark under similar conditions. Unlike the purely statistical approach, the queuing-based models allow for direct computation without
6
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Table 4
Changes in behavior considered.

Table 3
Initial aggregate parameters.
Section

f

𝜇

𝜆

1
2
3

2.56 × 10−4
3.98 × 10−4
4.82 × 10−4

1.457
1.360
1.488

16.352
–
–

Combined

7.95 × 10−4

0.478

16.352

𝜇′ ∕𝜇
𝑟∕𝑓

0.96
0.997

0.5
5

0.3
10

heavy rain. We use these parameters as a starting point and depict the
corresponding single-queue and tandem-queue generated distributions
in the top left corner of Fig. 6. Note that this figure can only be obtained
because the parameters are interpretable.
We then observe the impact of different scenarios by increasing
the severity of incidents and the frequency of repairs as described in
Table 4. We verify what happens to the distribution on traffic density
when incidents cause an average decrease in speed of 50% and 70%.
We also increase the average speed of repairs to 5 and 10 times that of
failures.
With more significant decreases in speed caused by incidents, a
single-queue approach produces a distinct bimodal distribution. Fig. 6
also suggests that increasing repair rates do not significantly affect this
bimodality but reduce the intensity of the right-most peak. On the other
hand, the tandem approach produces a distribution that spans a broader
range of possible traffic density levels.
Decision-makers should choose either the single-queue or the
tandem-queue approach based on the sections’ estimated parameters.
The results suggest that a single-queue approach suffices for stretches
where little deterioration of service happens when incidents occur.
When incidents cause a significant decline in road conditions but have
effects concentrated locally, a tandem queue performs better. In this
case, the increase in the number of vehicles is smoothed out by the
other sections’ congestion levels. This situation occurs when the stretch
is long enough so that some sections remain unaffected.
Finally, Fig. 6 showcases the potential impact that service improvements may have on congestion. For example, the addition of first
response teams may increase 𝑟, and the improvement of pavement quality or the addition of a lane may increase 𝜇. With the proposed models,
these impacts can be immediately estimated by simply changing the
related parameters.

simulation or massive amounts of data. Because the parameters required by the model are intuitive, they can be estimated from expertise
or external knowledge. The mere application of the aggregate parameters is sufficient for obtaining an accurate initial gauge of traffic density
distribution. This simplicity also allows for easy visualization of how
system behavior changes affect traffic density, as discussed in Section 5.
However, because point estimates may provide limited information on
traffic’s real behavior, we acknowledge that the resulting distributions
are not guaranteed to be as accurate as those obtained via EM.
As an initial gauge, parameters 𝑓 and 𝑟 can be determined directly
from averaging the up and downtimes. The rate of incidents 𝑓 (going
from up to down condition) is then given by the reciprocal of the
mean length of time the system remains without new incidents when
an incident clears. Analogously, the rate of system repairs 𝑟 (going
from down to up condition) is then given by the reciprocal of the
mean clearance time length when an incident occurs. Parameters 𝜇𝑗
and 𝜇𝑗′ are obtained from the mean travel times, approximated as the
multiplication of mean speed and the section length, during up and
down conditions, respectively. 𝜇𝑗 represents the rate of cars crossing
the section when the system is under up conditions and is given by
the reciprocal of the sensor distance times the average speed under
up conditions. Analogously, 𝜇𝑗′ represents the rate of cars crossing the
section when the system is under down conditions and is given by the
reciprocal of the distance times the average speed times under down
conditions. Lastly, the arrival rate 𝜆 comes from the volume data.
These estimators can shed some light on the parameters, but they
may not be accurate in some situations. Additional noise due to mergers
and exits, and changes in external factors that may impact traffic
characteristics (e.g., the opening of new businesses) could degrade
performance. Hence, we recommend a continuous assessment of these
parameters to ensure their accuracy.

6. Conclusions
A tandem-queue-based approach is proposed as an extension of one
established queuing-based model to predict the steady-state of traffic
density in long stretches of road where traffic characteristics are subject
to spatial variation. Under realistic assumptions, a sequence of Markovmodulated queues can be approximated as a tandem-queuing network
with a product form solution. Moreover, we show how the distribution
of the total number of cars in the stretch can be directly computed
from the product form by deriving an analytical solution to the sum
of mixtures of Poisson random variables.
The validation against lognormal shows that the underlying distribution obtained via queuing-theory performs marginally better than
the standard in long sections. In addition, the queuing-based models
contain aggregate parameters that traffic experts can estimate, unlike
the lognormal distribution.
Because the parameters have intuitive meanings, we can directly
assess the impact on congestion of varying incident frequencies, durations, and severities. They can be estimated via simple averages
combined with traffic engineers’ expertise. Alternatively, when data
is abundant, some relationships between the parameters may come
directly from the fitting process using Expectation Maximization.
We show that a single Markov-modulated queue often suffices when
the severity of incidents is small, and when incidents tend to affect
multiple sections with similar intensity at a time. Otherwise, a tandemqueue approach provides a more rounded distribution that smooths the
effect caused by local incidents to the rest of the stretch. We provide

5. Scenarios
In this section, we analyze how changes in different parameters
affect traffic density. Because of the inherent assumptions of the two
queuing frameworks introduced in this paper, we display the results
when incidents affect all sections simultaneously using a single-queue
approach and when incidents affect one section at a time using a
tandem-queue approach. One of the models’ unique features is that they
can directly assess how changes in incident frequencies, durations, and
severities impact congestion without the need for extensive simulations
for the scenarios that traffic density data is not available.
For illustration purposes, we select three hypothetical sections of a
roadway during winter. The initial parameters are chosen with values
similar to the ones observed on the dataset and are described in Table 3.
We verify from the data that the drop in service level experienced by
most sections is not extensive. Empirical results from all sensors found
that the ratio 𝜇 ′ ∕𝜇 (how severely an incident impacts traffic conditions)
varies from 86% to 99.5%, with a mean of 96.2%. In the scenarios, we
choose to use 96% as a baseline for this ratio, i.e., on average, speed
drops to 96% of the free-flow one when an incident happens. The data
indicates that the failure and repair rates are of the same magnitudes
(≈ 2 to 3 days) in winter and have a ratio 𝑟∕𝑓 of approximately 0.997.
This suggests that it takes, on average, the same amount of time to clear
the road as it does for an incident to occur. These values arise from
the data because of severe weather events, such as snowstorms and
7
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Fig. 6. Distributions for varying severities and repair frequencies assuming section failures are fully correlated (single) or fully independent (tandem).

𝜆(⋅)
, respectively. Then
2
)
(
)(
(2)
(2)
(1)
(1)
𝑒𝜆2 (𝑧−1)
𝑒𝜆1 (𝑧−1) + 𝑝(2)
𝐺𝐴 (𝑧) = 𝑝(1)
𝑒𝜆1 (𝑧−1) + 𝑝(1)
𝑒𝜆2 (𝑧−1)
𝑝(2)
2
1
1
2

scenarios to illustrate how the steady-state congestion distribution may
change with different incident types.
The approximate distributions are comparable to the benchmark
when data is available, signaling that traffic decision-makers can considerably benefit from the queuing-based models proposed in this paper. With intuitive parameters, the models can directly estimate the
impact on congestion that changes in roadway dynamics may have.
This information can lead to better decisions with significant savings
and considerable improvement in service quality.
Future research should investigate the use of these models for more
general traffic networks.

+

=𝐺𝐴1,1 (𝑧) + 𝐺𝐴2,1 (𝑧) + 𝐺𝐴1,2 (𝑧) + 𝐺𝐴2,2 (𝑧)
This finishes the proof for k = 2.
Induction Step
Assume that, for an arbitrary 𝑘, the claim is valid. We will show
that it remains valid for 𝑘 + 1.
Let 𝐴𝜔 represent the resulting mixture obtained when summing 𝑘
mixtures of two Poisson components. Per the assumption that the claim
is valid, 𝐴𝜔 is a mixture with 2𝑘 Poisson components. For notation
∏
∑𝑘
(𝑗)
purposes, let 𝑝𝜔 = 𝑘𝑗=1 𝑝(𝑗)
𝑠𝑗 and 𝜆𝜔 =
𝑗=1 𝜆𝑠𝑗 be the mixing weights
and the parameters for 𝐴𝜔 .
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Appendix. Proof for Theorem 1 (Sum of mixtures of Poissons)

𝐺𝐴 (𝑧) = 𝐺𝐴𝜔 (𝑧)𝐺𝑋 (𝑘+1) (𝑧)
(
)(
)
∑
(𝑘+1)
(𝑘+1)
=
𝑝𝜔 𝑒𝜆𝜔 (𝑧−1)
𝑒𝜆2 (𝑧−1)
𝑝(𝑘+1)
𝑒𝜆1 (𝑧−1) + 𝑝(𝑘+1)
1
2

Proof. By induction.
Let 𝐺𝑋 (𝑧) be the probability generating function for the RV X,
[ ]
i.e., 𝐺𝑋 (𝑧) = 𝐸 𝑧𝑋 . Then, if we have a random variable 𝐴 = 𝑋 + 𝑌 ,
[
]
[
]
where 𝑋 and 𝑌 are independent, 𝐺𝐴 (𝑧) = 𝐸 𝑧𝑋+𝑌 = 𝐸 𝑧𝑋 𝑧𝑌 =
[ 𝑋] [ 𝑌 ]
𝐸 𝑧 𝐸 𝑧 = 𝐺𝑋 (𝑧)𝐺𝑌 (𝑧).
For a Poisson RV with parameter 𝜆, G(z) = 𝑒𝜆(𝑧−1) . Given the
properties of Expectation, we also know that the probability generating
function of a mixture of two RV is a mixture of the generating functions
for each of the RV.
Base case
Let 𝑓𝑋 (1) = 𝑝(1)
𝑓
+ 𝑝(1)
𝑓
and 𝑓𝑋 (2) = 𝑝(2)
𝑓
+ 𝑝(2)
𝑓 , where
1 𝑋 (1)
2 𝑋 (1)
1 𝑋 (2)
2 𝑋 (2)
1

2

1

(
)
)
(1)
(2)
(1)
(2)
𝜆1 +𝜆1 (𝑧−1)
(2) 𝜆2 +𝜆1 (𝑧−1)
𝑒
𝑝
+ 𝑝(1)
2 1
(
(
)
)
(1)
(2)
(1)
(2)
𝜆 +𝜆
(𝑧−1)
(1) (2) 𝜆1 +𝜆2 (𝑧−1)
𝑝(2) 𝑒 2 2
+ 𝑝(1)
𝑝1 𝑝2 𝑒
2 2
(

𝑝(2) 𝑒
=𝑝(1)
1 1

𝜔∈𝛺

=

∑

𝜔∈𝛺

=

∑

(𝑘+1)

𝑝𝜔 𝑒𝜆𝜔 (𝑧−1) 𝑝1(𝑘+1) 𝑒𝜆1

(
)
(𝑘+1)
𝜆 +𝜆
(𝑧−1)
𝑝(𝑘+1)
𝑝𝜔 𝑒 𝜔 1
1

𝜔∈𝛺

=

∑

𝜔∈𝛺

(𝑧−1)

𝐺𝐴𝜔,1 (𝑧) +

∑

+

∑
𝜔∈𝛺

+

∑

(𝑘+1)

𝑝𝜔 𝑒𝜆𝜔 (𝑧−1) 𝑝2(𝑘+1) 𝑒𝜆2
(

𝑝2(𝑘+1) 𝑝𝜔 𝑒

(𝑘+1)

𝜆𝜔 +𝜆2

)

(𝑧−1)

(𝑧−1)

𝜔∈𝛺

𝐺𝐴𝜔,2 (𝑧).

𝜔∈𝛺

Therefore, 𝐴 is a mixture of 2𝑘+1 Poisson random variable with
parameters 𝜆𝜔 + 𝜆(𝑘+1)
, and corresponding weights defined as 𝑝𝜔 𝑝(𝑘+1)
,
𝑠
𝑠
where 𝑠 = 1, 2. □

2

𝑝(⋅)
+ 𝑝(⋅)
= 1, and 𝑋1(⋅) , 𝑋2(⋅) are Poisson distributed with parameters 𝜆(⋅)
,
1
2
1
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