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Abstract
We prove that the Aizenman-Lieb theorem on ferromagnetism in the Hubbard
model holds true even if the electron-phonon interactions and the electron-photon
interactions are taken into account. Our proof is based on path integral represen-
tations of the partition functions.
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1 Introduction
1.1 Background
The Hubbard model of interacting electrons occupies a special place in the study of
ferromagnetism; this is because it is the simplest model which can describe the following
fundamental properties:
• the Pauli exclusion principle;
• the Coulomb repulsion between electrons;
• itinerancy of the electrons.
It is believed that ferromagnetism arises from the interplay of these properties. How-
ever, to reveal the mechanism of ferromagnetism has been mystery, even today. A
first rigorous example of the ferromagnetism in the Hubbard model was constructed by
Nagaoka and Thouless [30, 38]. They proved that the ground state of the model ex-
hibits ferromagnetism when one electron is fewer than the half-filling and the Coulomb
strength U is very large. The Nagaoka-Thouless theorem is restricted to the ground
states. It is logical as well as important to ask whether we can extend the theorem
to positive temperatures. This problem was solved by Aizenman and Lieb [1]; in the
present paper, we call their result the Aizenman-Lieb theorem, see Theorem 1.4 for
detail.
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In the real world, the electrons are constantly influenced by the surrounding en-
vironment, e.g., the lattice vibrations, the radiation field and the thermal fluctua-
tions. Therefore, the following question naturally arises: are the Nagaoka-Thouless
theorem and related properties of many-electron system stable under the influences
from the environment? This question has been studied by the author, successfully; in
[23, 25, 26, 27], the Nagaoka-Thouless theorem and Lieb’s theorem are shown to be
stable, even if the electron-phonon and the electron-photon interactions are taken into
account; furthermore, a general structure behind these stabilities is explored in [28].
The principle purpose of the present paper is to prove stabilities of the Aizenman-Lieb
theorem under the influences of the lattice vibrations and the quantized radiation field.
For later use, we provide more precise statements of the Nagaoka-Thoulss theorem
and the Aizenman-Lieb theorem. For each ℓ ∈ N even, let Λ = [−ℓ/2, ℓ/2)d ∩ Zd. The
elements of Λ are called vertices and we say that x, y ∈ Λ are neighbours if ‖x−y‖ = 1,
where ‖x‖ = maxj=1,...,d |xj| = 1. A pair e = {x, y} ∈ Λ×Λ is called edge if x and y are
neighbours. We denote by EΛ the set of all edges. Clearly, (Λ, EΛ) becomes a graph.
The Hubbard model on Λ is defined by the Hamiltonian
HH,0 =
∑
σ=±1
∑
x,y∈Λ
(−txy)c∗xσcyσ + U
∑
x∈Λ
nx,+1nx,−1 +
∑
x,y∈Λ
x 6=y
Uxynxny. (1.1)
The self-adjoint operator HH,0 acts in the N -electron space H
(N)
H =
∧N (ℓ2(Λ)⊕ℓ2(Λ)),
where
∧N indicates the N -fold antisymmetric tensor product. c∗xσ and cxσ are the
fermionic creation- and annihilation operators satisfying the usual anticommutation
relations:
{c∗xσ, cyτ} = δστ δxy, {cxσ, cyτ } = 0, (1.2)
where δab is the Kronecker delta. The number operators are defined by nxσ = c
∗
xσcxσ, σ =
±1 and nx = nx,+1 + nx,−1. For simplicity, the hopping matrix (txy) satisfies the fol-
lowing:
(T) txy =
{
t > 0 if {x, y} ∈ EΛ
0 otherwise
.
(Remark that many of the results in the present paper can be extended to general
hopping matrices (txy) with txy ≥ 0 and txy = tyx.) U and Uxy are the local and non-
local Coulomb matrix elements, respectively. In the present paper, we always assume
the following:
(U. 1) U > 0;
(U. 2) Uxy = Uyx ∈ R for all x, y ∈ Λ with x 6= y.
The spin operators at x ∈ Λ are defined by
S(j)x =
1
2
∑
σ,σ′=±1
c∗xσ
(
s(j)
)
σσ′
cxσ′ , j = 1, 2, 3, (1.3)
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where s(j) (j = 1, 2, 3) are the 2×2 Pauli matrices. The total spin operators are defined
by
S
(j)
tot =
∑
x∈Λ
S(j)x , j = 1, 2, 3 (1.4)
and
S2tot =
3∑
j=1
(
S
(j)
tot
)2
(1.5)
with eigenvalues S(S + 1). The Hubbard Hamiltonian in a uniform magnetic field
h = (0, 0, 2b) is given by
HH = HH,0 − 2bS(3)tot , b > 0. (1.6)
Let us derive an effective Hamiltonian describing the system with very large U . For
this purpose, we introduce the Gutzwiller projection PG by
PG =
∏
x∈Λ
(1− nx,+1nx,−1). (1.7)
PG is the orthogonal projection onto the subspace with no doubly occupied sites.
Proposition 1.1 ([26]) Let us consider the Hubbard model. Assume that N = |Λ|−1.
We define an effective Hamiltonian HH,∞ by HH,∞ = PGHU=0H PG, where H
U=0
H is the
Hubbard Hamiltonian HH with U = 0. Then we have
lim
U→∞
(HH − z)−1 = (HH,∞ − z)−1PG, z ∈ C\R (1.8)
in the operator norm topology.
We denote the restriction of HH,∞ to ran(PG) by the same symbol. The Nagaoka-
Thouless theorem can be stated as follows.
Theorem 1.2 ([36, 37]) Let us consider the Hubbard model. Assume that N = |Λ| −
1. The ground state of HH,∞ has total spin S = (|Λ| − 1)/2 and is unique apart from
the trivial (2S + 1)-degeneracy.
Remark 1.3 By [17, Corollary 2.2], we have
lim
b→+0
lim
|Λ|→∞
〈
S
(3)
tot
〉
H,∞(b)
|Λ| ≥
√
3 lim
|Λ|→∞
√√√√〈(S(3)tot)2〉H,∞(b = 0)
|Λ|2 =
1
2
, (1.9)
where 〈·〉H,∞(b) is the ground state expectation associated with HH,∞: 〈O〉H,∞(b) =
1
2S+1
∑S
m=−S〈ψm|Oψm〉. Here, ψm is the normalized unique ground state of H,∞ in the
m-subspace H
(N)
H,M [m] = ker
(
S
(3)
tot −m
)
, m ∈ spec(S(3)tot). Because S
(3)
tot
|Λ| ≤ 12 , we arrive at
lim
b→+0
lim
|Λ|→∞
〈S(3)tot〉H,∞(b)
|Λ| =
1
2
. (1.10)
As we will see, this conclusion is a key to understand extensions of this theorem to
positive temperatures.
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Let
ZH,∞(β) = TrH(N)H,∞
[
e−βHH,∞
]
. (1.11)
We define the thermal expectation values of operators by
〈O〉H,∞(b;β) = TrH(N)H,∞[Oe
−βHH,∞ ]
/
ZH,∞(β). (1.12)
Theorem 1.4 (The Aizenman-Lieb theorem [1]) Let us consider the Hubbard model.
Suppose that N = |Λ| − 1. For all 0 < β <∞ and 0 < b, we obtain〈
S
(3)
tot
〉
H,∞(b;β) >
N
2
tanh(βb). (1.13)
Thus, we have
lim
b→+0
lim
β→∞
lim
|Λ|→∞
〈
S
(3)
tot
〉
H,∞(b;β)
|Λ| = limb→+0 lim|Λ|→∞ limβ→∞
〈
S
(3)
tot
〉
H,∞(b;β)
|Λ| =
1
2
. (1.14)
In this sense, (1.13) is an extension of the Nagaoka-Thouless theorem to positive tem-
peratures.
1.2 Models
1.2.1 The Holstein-Hubbard model
We consider the interaction between the electrons and the lattice vibrations. The
Holstein-Hubbard model is widely accepted as a standard model describing such a
system. The Hamiltonian of the Holstein-Hubbard model is given by
HHH = HH +
∑
x,y∈Λ
gxynx(b
∗
y + by) +
∑
x∈Λ
ωb∗xbx. (1.15)
HHH acts in the Hilbert space H
(N)
HH = H
(N)
H ⊗ FHH, where FHH = F(ℓ2(Λ)), the bosonic
Fock space over ℓ2(Λ); in general, the bosonic Fock space over X is defined by
F(X) =
∞⊕
n=0
⊗nsX, (1.16)
where ⊗nsX is the n-fold symmetric tensor product of X with ⊗0sX = C. b∗x and bx
are the bosonic creation- and annihilation operators at site x satisfying the standard
commutation relations:
[bx, b
∗
y] = δxy, [bx, by] = 0 (1.17)
on FHH,fin = Ffin(ℓ
2(Λ)), where Ffin(X) is the indirect direct sum of ⊗nsX. gxy is the
strength of the electron-phonon interaction. The phonons are assumed to be disper-
sionless with energy ω > 0. Henceforth, we assume the following:
(G) (gxy)x,y is a real symmetric matrix.
Note that HHH is a self-adjoint operator, bounded from below.
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1.2.2 The Hubbard model coupled to the quantized radiation field
We consider an N -electron system coupled to the quantized radiation field. Suppose
that the lattice Λ is embedded into the region V = [−L/2, L/2]3 ⊂ R3 with L > 0.
(Thus, when we consider this system, we assume that d ≤ 3.) The system is descirbed
by the following Hamiltonian
Hrad =
∑
x,y∈Λ
∑
σ=±1
(−txy) exp
{
i
∫
Cxy
dr · A(r)
}
c∗xσcyσ +
∑
k∈V ∗
∑
λ=1,2
ω(k)a(k, λ)∗a(k, λ)
+ U
∑
x∈Λ
nx,+1nx,−1 +
∑
x,y∈Λ
x 6=y
Uxynxny. (1.18)
Hrad acts in the Hilbert space H
(N)
rad = H
(N)
H ⊗ Frad. Frad is the Fock space over
ℓ2(V ∗ × {1, 2}) with V ∗ = (2πL Z)3. a(k, λ)∗ and a(k, λ) are the bosonic creation- and
annihilation operators, respectively. These operators satisfy the following commutation
relations:
[a(k, λ), a(k′, λ′)∗] = δλλ′δkk′ , [a(k, λ), a(k′, λ′)] = 0 (1.19)
on Frad,fin := Ffin(ℓ
2(V ∗ × {1, 2})). The quantized vector potential is given by
A(x) = |V |−1/2
∑
k∈V ∗
∑
λ=1,2
χκ(k)√
2ω(k)
ε(k, λ)
(
eik·xa(k, λ) + e−ik·xa(k, λ)∗
)
. (1.20)
The form factor χκ is the indicator function of the ball of radius 0 < κ < ∞. The
dispersion relation ω(k) is chosen to be ω(k) = |k| for k ∈ V ∗\{0}, ω(0) = m0 with
0 < m0 <∞. For concreteness, the polarization vectors are chosen as
ε(k, 1) =
(k2,−k1, 0)√
k21 + k
2
2
, ε(k, 2) =
k
|k| ∧ ε(k, 1). (1.21)
To avoid ambiguity, we set ε(k, λ) = 0 if k1 = k2 = 0. A(x) is essentially self-adjoint.
We denote its closure by the same symbol. Cxy is a piecewise smooth curve from x to
y. Note that the more precise definition of
∫
Cxy
A(r) · dr will be given in Section 3.
This model was introduced by Giuliani et al. in [10]. Hrad is essentially self-adjoint
and bounded from below. We denote its closure by the same symbol.
1.3 Results
We will display an extension of Theorem 1.4. For this purpose, we need the following
proposition.
Proposition 1.5 ([26]) Assume that N = |Λ| − 1. For ♮ = rad,HH, we define an
effective Hamiltonian H♮,∞ by H♮,∞ = PGHU=0♮ PG, where H
U=0
♮ is the corresponding
Hamiltonian H♮ with U = 0. Then we have
lim
U→∞
(H♮ − z)−1 = (H♮,∞ − z)−1PG, z ∈ C\R (1.22)
in the operator norm topology.
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We denote the restriction of H♮,∞ to ran(PG) by the same symbol. The following
theorem is a generalized version of the Nagaoka-Thouless theorem.
Theorem 1.6 ([26]) The ground state of H♮,∞ has total spin S = (|Λ| − 1)/2 and is
unique apart from the trivial (2S + 1)-degeneracy for ♮ = rad,HH.
Remark 1.7 As before, we have the following:
lim
b→+0
lim
|Λ|→∞
〈S(3)tot〉♮,∞(b)
|Λ| =
1
2
, ♮ = rad,HH, (1.23)
where 〈·〉♮,∞(b) is the ground state expectation associated with H♮,∞: 〈O〉♮,∞(b) =
1
2S+1
∑S
m=−S〈ψm|Oψm〉; here, ψm is the normalized unique ground state of H♮,∞ in
the m-subspace H
(N)
♮,M [m] = H
(N)
H,M [m]⊗ F♮, ♮ = rad,HH. We also remark that there are
some other extensions of the Nagaoka-Thouless theorem, see, e.g., [15, 16].
Theorem 1.6 can be extended to positive temperatures as follows. Let
Z♮,∞(β) = TrH(N)
♮,∞
[
e−βH♮,∞
]
, ♮ = rad,HH. (1.24)
The thermal expectation values of operators are defined by
〈O〉♮,∞(β; b) = TrH(N)♮,∞
[
Oe−βH♮,∞
]/
Z♮,∞(β). (1.25)
The following theorem is an extension of Theorem 1.4.
Theorem 1.8 Suppose that N = |Λ| − 1. For all 0 < β < ∞, 0 < b and ♮ = rad,HH,
we obtain 〈
S
(3)
tot
〉
♮,∞(β; b) >
N
2
tanh(βb). (1.26)
Thus, we have
lim
b→+0
lim
β→∞
lim
|Λ|→∞
〈
S
(3)
tot
〉
♮,∞(β; b)
|Λ| = limb→+0 lim|Λ|→∞ limβ→∞
〈
S
(3)
tot
〉
♮,∞(β; b)
|Λ| =
1
2
. (1.27)
In this sense, (1.26) can be regarded as an extension of Theorem 1.6 to positive tem-
peratures.
We will provide a proof of Theorem 1.8 in Section 7.
Remark 1.9 • Theorem 1.8 can be extended to models on a general bipartite
lattice with nearest neighbour hopping.
• Let us consider the multi-polaron model in a bounded region [−L,L]N with pe-
riodic boundary conditions, and a hard-core repulsion. (As for the definition of
this model, see, e.g., [8].) If N is odd, then our method can be applicable to the
model. Similar observations hold true for the Pauli-Fierz model in [−L,L]N . For
the precise definition of this model, we refer to [5, 11, 21, 35].
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1.4 Origanization
The organization of the present paper is as follows. In Section 2, we construct Feynman-
Kac-Itoˆ formulas for the magnetic Hubbard model. In Section 3, we provide trace for-
mulas for free Bose fields in terms of path integral representations. By combining the
formulas in Sections 2 and 3, we construct Feynman-Kac-Itoˆ formulas for the partition
functions for HHH and Hrad. Section 6 is devoted to give random loop representations
for the partition functions. Applying these representations, we give a proof of Theo-
rem 1.8 in Section 7. In Section 8, we derive an interesting formula for the partition
functions. Appendix A is devoted to prove a useful proposition.
Acknowledgments.
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2 Feynman-Kac-Itoˆ formulas for the Hubbrd models
2.1 A Feynman-Kac-Itoˆ formuals for one-electron Hamiltonians
2.1.1 Discrete magnetic Schro¨dinger operators
Let us consider a single electron living in Λ. One is given a hopping matrix (txy)
satisfying (T) in Section 1. The kinetic energy of the electron is a self-adjoint operator
h0 acting in ℓ
2(Λ)⊕ ℓ2(Λ) ∼= ℓ2(Ω) with Ω = Λ× {−1,+1} given by
(h0f)(x, σ) =
∑
σ=±1
∑
y∈Λ
txy
(
f(x, σ)− f(y, σ)
)
, f ∈ ℓ2(Ω). (2.1)
Note that the inner product of ℓ2(Ω) is given by 〈f |g〉ℓ2(Ω) =
∑
σ=±1
∑
x∈Λ f(x, σ)
∗g(x, σ) =∑
X∈Ω f(X)
∗g(X). By a magnetic potential on Λ, we understand a matrix α = (αxy)
such that
• αxy ∈ R for all {x, y} ∈ EΛ;
• αxy = −αyx for all {x, y} ∈ EΛ.
The kinetic energy of the electron in the magnetic potential is given by
(h0(α)f)(x, σ) =
∑
σ=±1
∑
y∈Λ
txy
(
f(x, σ)− eiαxyf(y, σ)
)
, f ∈ ℓ2(Ω). (2.2)
Let v be a potential, i.e., a multiplication operator by the real-valued function
v: (vf)(x, σ) = v(x)f(x, σ) for all f ∈ ℓ2(Ω). Then discrete magnetic Schro¨dinger
operators are defined by
hv(α) = h0(α) + v. (2.3)
Trivially, hv(α) is self-adjoint.
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2.1.2 A Feynman-Kac-Itoˆ formula for hv(α)
As a first step, we will construct a Feynman-Kac-Itoˆ formula for hv(α). In this study,
we employ a useful description by Gu¨neysu, Keller and Schmidt [13].
For notational simplicity, we set N0 = {0} ∪ N. Let (Yn)n∈N0 be a discrete time
Markov chain with state-space Ω, which satisfies, for X = (x, σ), Y = (y, τ) ∈ Ω,
P (Yn = X|Yn−1 = Y ) = δστ txy
d(y)
, n ∈ N, (2.4)
where d(x) =
∑
y∈Λ txy. Throughout, we work with fixed probability spaces (M,F , P ).
Let (Tn)n∈N be independent exponentially distributed random variables of parameter
1, independent of (Yn)n∈N0 . Set
Sn =
Tn
d(Yn−1)
, Jn = S1 + · · ·+ Sn (2.5)
and
Xt = Yn if Jn ≤ t < Jn+1 for some n. (2.6)
(Xt)t≥0 becomes a right continuous process. Furthemore, J0 := 0, J1, J2, . . . are the
jump times of (Xt)t≥0 and S1, S2, . . . are the holding times of (Xt)t≥0. Let PX(·) =
P (·|X0 = X) and let (Ft)t≥0 be the filtration defined by Ft = σ(Xs|s ≤ t). Then
(M,F , (Ft)t≥0, (PX )X∈Ω) is a strong Markov process, see, e.g., [31, Theorems 2.8.1 and
6.5.4].
Set N(t) := sup{n ∈ N0 |Jn ≤ t}, the number of jumps of (Xt)t≥0 until t ≥ 0. For
s < t, we introduce random variables by∫ t
s
α(dXu) =
N(t)∑
n=N(s)+1
αXJn−1XJn , (2.7)
S[s,t](v, α|X•) = i
∫ t
s
α(dXu)−
∫ t
s
v(Xu)du. (2.8)
In the above definition, we understand that
∫ t
s α(dXu) = 0, provided that N(s) = N(t).
Let g be a function on Ω. The multiplication operator associated with g is de-
fined by (Mgf)(X) = g(X)f(X) for f ∈ ℓ2(Ω). In what follows, Mg is abbreviated
as g for notational simplicity. Trivially, we have ‖gf‖ℓ2(Ω) ≤ ‖g‖ℓ∞(Ω)‖f‖ℓ2(Ω), where
‖g‖ℓ∞(Ω) = maxX∈Ω |g(X)|. We denote by ℓ∞(Ω) the abelian C∗-algebra of multiplica-
tion operators on ℓ2(Ω), equipped with the norm ‖ · ‖ℓ∞(Ω).
Proposition 2.1 Let α1, . . . , αn be magnetic potentials. Let f0, f1, . . . , fn ∈ ℓ∞(Ω)
and f ∈ ℓ2(Ω). For each 0 < t1 < t2 < · · · < tn and X ∈ Ω, we have(
f0e
−t1hv(α1)f1e−(t2−t1)hv(α2)f2 · · · fn−1e−(tn−tn−1)hv(αn)f
)
(X)
=EX
[
f0(X0)f1(Xt1) · · · fn−1(Xtn−1)f(Xtn) exp
{
n∑
ℓ=1
S[tℓ−1,tℓ](v, αℓ|X•)
}]
, (2.9)
where EX [F ] =
∫
M dPXF and t0 = 0.
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Proof. In [13, Theorem 4.1], the following Feynman-Kac-Itoˆ formula has been estab-
lished: (
e−thv(α)f
)
(X) = EX
[
eS[0,t](v,α|X•)f(Xt)
]
, f ∈ ℓ2(Ω), X ∈ Ω. (2.10)
By this formula and the Markov property of (Xt)t≥0, we can prove the assertion in
Proposition 2.1. ✷
2.2 A Feynma-Kac-Itoˆ formula for N-electron Hamiltonians
Let us consider an N -electron system. The non-interacting Hamiltonian is given by
L(α) = hv(α)⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N
+1⊗ hv(α) ⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗ hv(α).
(2.11)
Note that L(α) acts in
⊗N
j=1 ℓ
2(Ω) ∼= ℓ2(ΩN ). In order to take the Fermi-Dirac statistics
into consideration, we introduce the antisymmetrizer AN on ℓ
2(ΩN ) by
(ANF )(X) =
∑
τ∈SN
sgn(τ)
N !
F (τ−1X), F ∈ ℓ2(ΩN ), X = (X(1), . . . ,X(N)) ∈ ΩN ,
(2.12)
whereSN is the permutation group on {1, . . . , N}, and τX := (X(τ(1)), . . . ,X(τ(N))), τ ∈
SN . As is well-known, AN is an orthogonal projection from ℓ
2(ΩN ) onto ℓ2as(Ω
N ), the
set of all antisymmetric functions on ΩN . We define Las(α) = ANL(α)AN . Note that
we can naturally identify Las(α) with L(α) ↾ ℓ
2
as(Ω
N ).
We wish to construct a Feynman-Kac-Itoˆ formula for Las(α). For this purpose, let
ΩN6= =
{
X ∈ ΩN
∣∣∣X(i) 6= X(j) for all i, j ∈ {1, . . . , N} with i 6= j}. (2.13)
We introduce an event by
D = DO ∩DS (2.14)
with
DO =
{
m ∈ (M)N
∣∣∣ Xs(m) ∈ ΩN6= for all s ∈ [0,∞) }, (2.15)
DS =
{
m ∈ (M)N
∣∣∣ σ(j)s (m) = σ(j)0 (m) for all j = {1. . . . , n} and s ∈ [0,∞) },
(2.16)
where in the definition ofDS, we used the following notation: X
(j)
s (m) = (x
(j)
s (m), σ
(j)
s (m)).
For eachm ∈ D, a right-continuous ΩN -valued function (Xt(m))t≥0 =
(
X
(1)
t (m), . . . ,X
(N)
t (m)
)
is simply called a path; the path (Xt(m))t≥0 represents a trajectory of the N -electrons.
Let us write X
(j)
t (m) = (x
(j)
t (m), σ
(j)
t (m)); σ
(j)
t (m) is called the spin component of
X
(j)
t (m), and x
(j)
t (m) is called the spatial component of X
(j)
t (m), respectively. We
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note that, for m ∈ D, the path (Xt(m))t≥0 possesses properties such that σ(j)t (m) are
constant in time; and there are no encounters of electrons of equal spin.
Let F be a function on ΩN . We say that F is symmetric if F (τX) = F (X) for all
τ ∈ SN and X ∈ ΩN . We denote by ℓ∞s (ΩN ) the abelian C∗-algebra of multiplication
operators by symmetric functions on ΩN , equipped with the norm ‖ · ‖ℓ∞(ΩN ).
Proposition 2.2 For every F0, F1, . . . , Fn−1 ∈ ℓ∞s (ΩN ), F ∈ ℓ2as(ΩN ), 0 < t1 < t2 <
· · · < tn and X =
(
X(1), . . . ,X(N)
) ∈ ΩN6= , we have(
F0e
−t1Las(α1)F1e−(t2−t1)Las(α2)F2 · · ·Fn−1e−(tn−tn−1)Las(αn)F
)
(X)
=EX
[
1DF0(X0)F1(Xt1) · · ·Fn−1(Xtn−1)F (Xtn) exp
{
N∑
j=1
n∑
ℓ=1
S[tℓ−1,tℓ](v, αℓ |X
(j)
• )
}]
,
(2.17)
where EX [F ] =
∫
ΩN
∏N
j=1 dPX(j)F and 1D is the indicator function of the event D.
Proof. It is not so difficult to show (2.17) without the term 1D from Proposition 2.1.
Below, we will explain why the term 1D appears in the formula.
Let P be the multiplication operator by 1ΩN6=
. We readily confirm that P is the
orthogonal projection from ℓ2as(Ω
N ) onto ℓ2as(Ω
N
6= ). In addition, it holds that
PLas(α) = Las(α)P. (2.18)
We denote by σ0 = (σ
(1)
0 , . . . , σ
(N)
0 ) ∈ {−1,+1}N the set of spin components of X =
(X(1), . . . ,X(N)) withX(j) = (x
(j)
0 , σ
(j)
0 ). Let Q be the multiplication operator by 1{σ0}:
(QF )(Y ) = δσ0σ(Y )F (Y ), F ∈ ℓ2as(ΩN ), where σ(Y ) is the set of spin components of
Y ∈ ΩN . Note that
QLas(α) = Las(α)Q. (2.19)
We set L0 = Las,v=0(α = 0). By (2.1), we know that
L01{σ0} = 0. (2.20)
For t ≥ 0, let D(t) = {m ∈ (M)N ∣∣ Xt(m) ∈ ΩN6= and σt(m) = σ0 }, where, as before,
σt(m) is the set of spin components of Xt(m). By setting 1ΩN6=∩{σ0} := 1ΩN6= × 1{σ0},
we have, for 0 < t1 < t2 < · · · < tn,
PX
(
n⋂
i=1
D(ti)
)
= EX
[
1ΩN6=∩{σ0}(Xt1)1ΩN6=∩{σ0}(Xt2) · · · 1ΩN6=∩{σ0}(Xtn)
]
=
(
e−t1L01ΩN6=∩{σ0}e
−(t2−t1)L01ΩN6=∩{σ0} · · · e
−(tn−tn−1)L01ΩN6=∩{σ0}
)
(X)
=
(
e−tnL01ΩN6=∩{σ0}
)
(X)
= 1−
(
e−tnL01(ΩN6= )c∩{σ0}
)
(X), (2.21)
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where (ΩN6= )
c is the complement of ΩN6= . In the third equality, we have used (2.18) and
(2.19); in the last equality, we have used (2.20). By using the fact limt→∞ e−tL01(ΩN6= )c∩{σ0} =
0, we have PX
(⋂
t∈QD(t)
)
= 1. Because D =
⋂
t∈QD(t) by the right-continuity of
(Xs)s≥0, we arrive at PX(D) = 1. Consequently, Proposition 2.2 follows from Propo-
sition 2.1. ✷
Now, let V be an interaction between electrons, which is a multiplication operator on
ℓ2as(Ω
N ) by a symmetric function V . Our Hamiltonian is given by LV (α) = Las(α)+V.
Furthemore, by taking an interaction between spins and a uniform field h = (0, 0, 2b)
into consideration, we arrive at the following Hamiltonians:
LV,b(α) = LV (α)− b
N∑
j=1
σj , (2.22)
where the linear operator σj is defined by
(σjf)(X
(1), . . . ,X(N)) = σ(X(j))f(X(1), . . . ,X(N)), f ∈ ℓ2as(ΩN ), (2.23)
where σ(X(j)) is the spin component of X(j). In general, α and b are independent.
By using (2.17), we obtain the following.
Proposition 2.3 Let α1, . . . , αn be magnetic potentials. For every F0, F1, . . . , Fn−1 ∈
ℓ∞s (ΩN ), F ∈ ℓ2as(ΩN ), 0 < t1 < t2 < · · · < tn and X ∈ ΩN6= , we have(
F0e
−t1LV,b(α1)F1e−(t2−t1)LV,b(α2)F2 · · ·Fn−1e−(tn−tn−1)LV,b(αn)F
)
(X)
=EX
[
1DF0(X0)F1(Xt1) · · ·Fn−1(Xtn−1)F (Xtn)×
× exp
{
N∑
j=1
n∑
ℓ=1
S[tℓ−1,tℓ](v, αℓ |X
(j)
• )−
∫ tn
0
V (Xs)ds + b
N∑
j=1
σ(X
(j)
0 )
}]
. (2.24)
2.3 A Feynman-Kac-Itoˆ formula for the magnetic Hubbard models
Let α = (αxy) be a magnetic potential. The magnetic Hubbard Hamiltonian is given by
H(α) =
∑
x,y∈Λ
∑
σ=±1
(−txy)eiαxyc∗xσcyσ + U
∑
x∈Λ
nx,+1nx,−1 +
∑
x 6=y
Uxynxny − 2bS(3)tot .
(2.25)
In order to construct a path integral formula for H(α), we need some preliminaries.
Let E be the fermionic Fock space over ℓ2(Ω):
E =
∞⊕
n=0
N∧
ℓ2(Ω). (2.26)
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The N -electron space H
(N)
H (
∼= ℓ2as(ΩN )) can be regarded as a subspace of E in the
following manner:
f1 ∧ · · · ∧ fN = c(f1)∗ · · · c(fN )∗Ωel, f1, . . . , fN ∈ ℓ2(Ω), (2.27)
where c(f)∗, f ∈ ℓ2(Ω) is defined by c(f)∗ = ∑X∈Ω f(X)c∗X , and Ωel is the Fock
vacuum in E. Let A = (aXY )X,Y be a self-adjoint operator on ℓ
2(Ω). Under the
identification (2.27), we have∑
X,Y ∈Ω
aXY c
∗
XcY ↾ H
(N)
H = dΓas,N (A), (2.28)
where
dΓas,N (A) =
(
A⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N
+1⊗A⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗A
)
↾ H
(N)
H .
(2.29)
Let T (α) = (−txyeiαxy)x,y. By (2.29), we have∑
x,y∈Λ
∑
σ=±1
(−txyeiαxy )c∗xσcyσ ↾ H(N)H = dΓas,N (T (α)) = dΓas,N
(
hµ(α)
)
, (2.30)
where we have used the fact h0(α) = −µ+T (α) with µ(x) = −
∑
y∈Λ txy. Furthermore,
we obtain
nx,σ = dΓas,N
(
δ(x,σ)
)
, nx =
∑
σ=±1
dΓas,N
(
δ(x,σ)
)
, (2.31)
where δ(x,σ) is the multiplication operator by the function δ(x,σ)(Y ) := δστ δxy, Y =
(y, τ) ∈ Ω. Thus, the Coulomb interaction term in (2.25) can be identified with the
multiplication operator V˜ defined by
V˜ = V˜o + V˜d (2.32)
with
V˜d = U
∑
x∈Λ
N∑
i,j=1
δ
(i)
(x,+1)δ
(j)
(x,−1), V˜o =
∑
σ,τ=±1
∑
x 6=y
N∑
i,j=1
Uxyδ
(i)
(x,σ)δ
(j)
(y,τ), (2.33)
where
δ
(j)
(x,σ) = 1⊗ · · · ⊗ 1⊗
jth︷ ︸︸ ︷
δ(x,σ)⊗1⊗ · · · ⊗ 1︸ ︷︷ ︸
N
, j = 1, . . . , N. (2.34)
Consequently, we arrive at
H(α) = LV˜ ,b(α) (2.35)
with v = µ. By Proposition 2.3 and (2.35), we obtain a Feynman-Kac-Itoˆ formula for
H(α):
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Theorem 2.4 Let V = V˜ + dΓas,N (µ). Let α1, . . . , αn be magnetic potentials. For
every F0, F1, . . . , Fn−1 ∈ ℓ∞s (ΩN ), F ∈ ℓ2as(ΩN ), 0 < t1 < t2 < · · · < tn and X ∈ ΩN6= ,
we have(
F0e
−t1H(α1)F1e−(t2−t1)H(α2)F2 · · ·Fn−1e−(tn−tn−1)H(αn)F
)
(X)
=EX
[
1DF0(X0)F1(Xt1) · · ·Fn−1(Xtn−1)F (Xtn)×
× exp
{
N∑
j=1
n∑
ℓ=1
S[tℓ−1,tℓ](0, αℓ |X
(j)
• )−
∫ tn
0
V (Xs)ds + b
N∑
j=1
σ(X
(j)
0 )
}]
. (2.36)
2.4 A Fyenman-Kac-Itoˆ formula for H(α) in the large U limit
Using a manner of proof smilar to that applied to [26, Theorem 2.5], we can prove the
following proposition.
Proposition 2.5 Let α be a magnetic potential. Assume N = |Λ| − 1. We define
an effective Hamiltonian H∞(α) by H∞(α) = PGHU=0(α)PG, where HU=0(α) is the
magnetic Hubbard Hamiltonian H(α) with U = 0. Then we have
lim
U→∞
(H(α) − z)−1 = (H∞(α)− z)−1PG, z ∈ C\R (2.37)
in the operator norm topology.
Let
ΩN6=,∞ =
{
X ∈ ΩN
∣∣∣x(i) 6= x(j) for all i, j ∈ {1, . . . , N} with i 6= j}. (2.38)
Here, we used the following notations: X = (X(1), . . . ,X(N)) with X(j) = (x(j), σ(j)).
We set D∞ = DO,∞ ∩DS with
DO,∞ =
{
m ∈ (M)N
∣∣∣Xs(m) ∈ ΩN6=,∞ for all s ∈ [0, β]}. (2.39)
Note that, for each m ∈ D∞, there are no electron encounters in the corresponding
path (Xt(m))t≥0.
Theorem 2.6 Suppose that N = |Λ| − 1. Let α1, . . . , αn be magnetic potentials. For
every F0, F1, . . . , Fn−1 ∈ ℓ∞s (ΩN ), F ∈ PGℓ2as(ΩN ), 0 < t1 < t2 < · · · < tn and
X ∈ ΩN6= , we have(
F0e
−t1H∞(α1)F1e−(t2−t1)H∞(α2)F2 · · ·Fn−1e−(tn−tn−1)H∞(αn)F
)
(X)
=EX
[
1D∞F0(X0)F1(Xt1) · · ·Fn−1(Xtn−1)F (Xtn)×
× exp
{
N∑
j=1
n∑
ℓ=1
S[tℓ−1,tℓ](0, αℓ |X
(j)
• )−
∫ tn
0
Vo(Xs)ds+ b
N∑
j=1
σ(X
(j)
0 )
}]
, (2.40)
where Vo = V˜o + dΓas,N (µ). Here, V˜o is given by (2.33).
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Proof. By Proposition 2.5, we have
lim
U→∞
(
F0e
−t1H(α1)F1e−(t2−t1)H(α2)F2 · · ·Fn−1e−(tn−tn−1)H(αn)F
)
= F0e
−t1H∞(α1)F1e−(t2−t1)H∞(α2)F2 · · ·Fn−1e−(tn−tn−1)H∞(αn)F. (2.41)
We denote by 1DGU (X•) the integrand in the right hand side of (2.36). Then we have
EX [1DGU (X•)] = EX [1D∞GU=0(X•)] + EX [1D\D∞GU=0(X•)]. (2.42)
Because limU→∞GU (X•(m)) = 0 for all m ∈ D\D∞, we have, by the dominated
convergence theorem,
lim
U→∞
EX [1DGU (X•)] = EX [1D∞GU=0(X•)]. (2.43)
Combining (2.36), (2.41) and (2.43), we obtain the desired assertion. ✷
2.5 A trace formula for H(α)
First, let us construct a complete orthonormal system (CONS) for ℓ2as(Ω
N ). For each
X ∈ ΩN , we set δX = ⊗Nj=1δX(j) ∈ ℓ2(ΩN ) and eX = ANδX , where AN is the
antisymmetrizer on ℓ2(ΩN ). Trivially, {δX |X ∈ ΩN} is a CONS for ℓ2(ΩN ). To
get a CONS for ℓ2as(Ω
N ), we need some preliminaries. For all τ ∈ Sn, we know that
eτX = sign(τ)eX . Taking this fact into consideration, we introduce an equivalence
relation in ΩN6= as follows: LetX,Y ∈ ΩN6= . If there exists a τ ∈ SN such that Y = τX,
then we write X ≡ Y . Let [X] be the equivalence class to which X belongs. We will
often abbreviate [X] to X if no confusion occurs. The quotient set ΩN6=/ ≡ is denoted
by [ΩN6= ]. Then we readily confirm that {eX |X ∈ [ΩN6= ]} is a CONS for ℓ2as(ΩN ).
Definition 2.7 Let P6= be the orthogonal projection from ℓ2(ΩN ) to ℓ2(ΩN6= ). We define
a self-adjoint operator on ℓ2(ΩN6= ) by
L = P6=L(α = 0)|v=0P6=. (2.44)
Here, we note that by recalling (2.11), L(α = 0)|v=0 can be explicitly expressed as
h0(0)⊗ 1⊗ · · · ⊗ 1 + · · ·+1⊗ · · · ⊗ 1⊗ h0(0). Fix X ∈ ΩN6= , arbitrarily. A permutation
τ ∈ SN is called dynamically allowed associated with X if there is an n ∈ N0 such that
〈δX |LnδτX〉 6= 0. (2.45)
The set of all dynamically allowed permutations associated with X is denoted by
SN (X). As we will see below, the dynamically allowed permutations play important
roles.
We give a useful characterization of (2.45). For eachX = (X(j))Nj=1,Y = (Y
(j))Nj=1 ∈
ΩN6= , we define a distance betweenX and Y by ‖X−Y ‖∞ = maxj=1,...,N ‖x(j)−y(j)‖∞,
where x(j) (resp. y(j)) is the spatial component of X(j) (resp. Y (j)). We say that X
and Y are neighbours if ‖X − Y ‖∞ = 1. A pair {X,Y } ∈ ΩN6= × ΩN6= is called an
edge, if X and Y are neighbours. We say that a sequence (Xi)
m
i=1 ⊂ ΩN6= is a path,
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if {Xi,Xi+1} is an edge for all i. For each edge {X,Y }, we define a linear operator
acting in ℓ2(ΩN6= ) by
Q(X,Y ) = |δX 〉〈δY |. (2.46)
Lemma 2.8 The following (i) and (ii) are mutually equivalent:
(i) τ is dynamically allowed associated with X;
(ii) there is a path (Xi)
m
i=1 such that
– X1 =X and Xm = τX;
– 〈δX |Q(X1,X2)Q(X2,X3) · · ·Q(Xm−1,Xm)δτX〉 > 0.
Proof. This lemma can be readily confirmed by using the fact that L is expressed as a
linear combination of {Q(X,Y )}. ✷
We introduce a subspace of ℓ2(ΩN ) by
ℓ2s (Ω
N
6= ) =
{
F ∈ ℓ2(ΩN6= )
∣∣F is symmetric}. (2.47)
The subspace ℓ2s (Ω
N
6= ) describes wave functions for a system of N hard-core bosons.
Let
DP =
{
m ∈ (M)N ∣∣ ∃τ ∈ SN (X0(m)) such that Xβ(m) = τX0(m)}. (2.48)
We set
Lβ = D ∩DP. (2.49)
Let us introduce a random variable on Lβ by
(−1)π(Xβ(m)) = sgn(τ), (2.50)
where τ is given in (2.48). For all m ∈ Lβ, the electron configuration at β, i.e.,
Xβ(m) is a permutation of the configuration at t = 0; (−1)π(Xβ(m)) is the parity of
the permutation.
Theorem 2.9 Let α1, . . . , αn be magnetic potentials. Suppose that F0, F1, . . . , Fn−1 ∈
ℓ∞s (ΩN ). Then, there exists a probalility measeure νβ on Lβ such that, for 0 < t1 <
t2 < · · · < tn−1 < β,
Trℓ2as(ΩN )
[
F0e
−t1H(α1)F1e−(t2−t1)H(α2)F2 · · ·Fn−1e−(β−tn−1)H(αn)
]/
Trℓ2s (ΩN6= )
[
e−βL
]
=
∫
Lβ
dνβF0(X0)F1(Xt1) · · ·Fn−1(Xtn−1)(−1)π(Xβ)×
× exp
{
N∑
j=1
n∑
ℓ=1
S[tℓ−1,tℓ](0, αℓ |X
(j)
• )−
∫ tn
0
V (Xs)ds + b
N∑
j=1
σ(X
(j)
0 )
}
(2.51)
with tn = β.
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Proof. Let Kn = F0e
−t1H(α1)F1e−(t2−t1)H(α2)F2 · · ·Fn−1e−(β−tn−1)H(αn). Fix X ∈ ΩN6= ,
arbitrarily. We claim that if τ is not dynamically allowed associated with X, then it
holds that, for all n ∈ N and 0 < t1 < t2 < · · · < tn−1 < β,
〈δX |KnδτX〉 = 0. (2.52)
We shall prove this claim for n = 2 only. To prove the claim for general n is similar.
Because F0 and F1 are diagonal, we have
〈δX |F0(−L)n1F1(−L)n2δτX〉 = 0 (2.53)
for all n1, n2 ∈ N0. Indeed, because L is a linear combination of {Q(X,Y )}, the
equation (2.53) follows from
〈δX |Q(X1,X2)Q(X2,X3) · · ·Q(Xm−1,Xm)δτX〉 = 0 (2.54)
for any path (Xi)
m
i=1. But this is obvious from Lemma 2.8. Using (2.53), we can prove
(2.52) as follows:
〈δX |KnδτX〉 =
∞∑
n1=1
∞∑
n2=1
tn11 (t2 − t1)n2
n1!n2!
〈δX |F0(−L)n1F1(−L)n2δτX 〉 = 0. (2.55)
By Theorem 2.4 and (2.52), we get
Trℓ2as(ΩN )[Kn] =
∑
X∈[ΩN6= ]
〈eX |KneX〉
=
∑
X∈[ΩN6= ]
∑
τ∈SN
sgn(τ)
N !
〈δX |KnδτX〉
=
∑
X∈[ΩN6= ]
∑
τ∈SN (X)
sgn(τ)
N !
〈δX |KnδτX〉
=
∑
X∈[ΩN6= ]
∑
τ∈SN (X)
sgn(τ)
N !
EX
[
Kn(X•)1{Xβ=τX}∩D
]
, (2.56)
where a random variable Kn is given by
Kn(X•) =F0(X0)F1(Xt1) · · ·Fn−1(Xtn−1)×
× e
∑N
j=1
∑n
ℓ=1 S[tℓ−1,tℓ](v,αℓ |X
(j)
• )e−
∫ tn
0 V (Xs)ds+b
∑N
j=1 σ(X
(j)
0 ). (2.57)
Let us define a probability measure on Lβ by
νβ(B) =
∑
X∈[ΩN6= ]
∑
τ∈SN (X)
1
N !
PX
(
B ∩ {Xβ = τX} ∩D
)/
Norm., (2.58)
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where Norm. is the normalization constant, which can be computed as follows:
Norm. =
∑
X∈[ΩN6= ]
∑
τ∈SN (X)
1
N !
PX ({Xβ = τX} ∩D)
=
∑
X∈[ΩN6= ]
∑
τ∈SN (X)
1
N !
〈δX |e−βLδτX〉
= Trℓ2s (ΩN6= )
[
e−βL
]
. (2.59)
By combining (2.56) and (2.58), we obtain the desired assertion with sgn(τ) = (−1)π(Xβ).
✷
2.6 A trace formula for H∞(α)
First, we note that a natural CONS for PGℓ
2
as(Ω
N ) is {eX |X ∈ [ΩN6=,∞]}, where [ΩN6=,∞]
is the quotient set ΩN6=,∞/ ≡, see Section 2.5. Let L∞ = PGLPG. Even if U = ∞,
we can define the dynamically allowed permutations: Fix X ∈ ΩN6= , arbitrarily. A
permutation τ ∈ SN is called dynamically allowed associated with X if there is an
n ∈ N0 such that
〈δX |Ln∞δτX〉 6= 0. (2.60)
The set of all dynamically allowed permutations associated with X is denoted by
SN,∞(X). Because there are no encounter of electrons, the trajectories are very sim-
plified; indeed, we can check that if τ is dynamically allowed, then τ is always even:
sgn(τ) = 1 [1]. (Reader can readily confirm this fact for one-dimensional chain; in fact,
the dynamically allowed permutation can only be the identity in this case.)
Let
DP,∞ =
{
m ∈ (M)N ∣∣∃τ ∈ SN,∞(X0) such that Xβ(m) = τX0(m)}. (2.61)
We define an event by
Lβ,∞ = D∞ ∩DP,∞. (2.62)
As before, we can define the random variable (−1)π(Xβ(m)) for all m ∈ Lβ,∞. But
because each dynamically allowed permutation is even in the case where U = ∞, it
holds that (−1)π(Xβ(m)) = 1. Taking this fact into account and using arguments similar
to those in the proof of Theorem 2.9, we can prove the following.
Theorem 2.10 Suppose that N = |Λ| − 1. Let α1, . . . , αn be magnetic potentials.
Suppose that F0, F1, . . . , Fn−1 ∈ ℓ∞s (ΩN ). Then, there exists a probalility measeure
νβ,∞ on Lβ,∞ such that, for 0 < t1 < t2 < · · · < tn−1 < β,
TrPGℓ2as(ΩN )
[
F0e
−t1H∞(α1)F1e−(t2−t1)H∞(α2)F2 · · ·Fn−1e−(β−tn−1)H∞(αn)
]
=TrPGℓ2s (ΩN6= )
[
e−βL∞
] ∫
Lβ,∞
dνβ,∞F0(X0)F1(Xt1) · · ·Fn−1(Xtn−1)×
× exp
{
N∑
j=1
n∑
ℓ=1
S[tℓ−1,tℓ](0, αℓ |X
(j)
• )−
∫ tn
0
Vo(Xs)ds+ b
N∑
j=1
σ(X
(j)
0 )
}
(2.63)
with tn = β, where Vo is defined in Theorem 2.6.
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3 Trace formulas for free Bose field
3.1 Preliminaris
Let Xr be a real separable Hilbert space equipped with the inner product 〈·|·〉Xr . Let
{φ(f) | f ∈ Xr} be the Gaussian random process indexed by Xr and let (Q,F , µ) be its
underlying probability space. Note that∫
Q
dµφ(f)φ(g) =
1
2
〈f |g〉Xr , f, g ∈ Xr. (3.1)
Let A be a positive self-adjoint operator acting in Xr. Suppose that there exists
a constant a0 > 0 such that A ≥ a0 (i.e., 〈f |Af〉 ≥ a0‖f‖2 for all f ∈ dom(A1/2)
). For each s ∈ R, we introduce an inner product 〈·|·〉s on dom(As/2) by 〈f |g〉s =
〈As/2f |As/2g〉, f, g ∈ dom(As/2). For s > 0, (dom(As/2), 〈·|·〉s) becomes a Hilbert
space, which is denoted by Xr,s. For s < 0, we denote by Xr,s the completion of
Xr(= dom(A
s/2)) in the norm ‖ · ‖s := 〈·|·〉1/2s . The dual space of Xr,s can be identified
with Xr,−s through the bilinear form such that −s〈f |g〉s = 〈f |g〉Xr , f ∈ Xr,−s ∩Xr, g ∈
Xr,s ∩ Xr.
In what follows, we assume the following:
(A) For some γ0 > 0, A
−γ0 is in the trace class.
Choose γ > γ0, arbitrarily. Clearly, the embedding mapping of Xr into Xr,−γ is in the
Hilbert-Schmidt class. Thus, by applying [12, Proposition 5.1], we can take Q = Xr,−γ
and φ(f) = −γ〈φ|f〉γ , φ ∈ Q, f ∈ Xr,γ .
We denote by X the complexification of Xr. Then each element f in X can be
expressed as f = f1 + if2, f1, f2 ∈ Xr. Now we define φ(f), f ∈ X by φ(f) =
φ(f1)+iφ(f2). Trivially, we have
∫
Q dµφ(f)φ(g) =
1
2〈f |g〉X, f, g ∈ X, where f = f1−if2.
For each f ∈ X, we define a symmetric operator ΦS(f) by
ΦS(f) =
1√
2
(a(f)∗ + a(f)). (3.2)
It is well-known that ΦS(f) is essentially self-adjoint on Ffin(X). We denote its closure
by the same symbol. ΦS(f) is called the Segal’s field operator.
There is a useful identification between L2(Q, dµ) and F(X); namely, there exists a
unitary operator U from F(X) onto L2(Q, dµ) satisfying the following (i)-(iii) [33]:
(i) UΩb = 1, where Ωb is the Fock vacuum in F(X);
(ii) Ua(f1)
∗ · · · a(fn)∗Ωb = 2n/2 : φ(f1) · · · φ(fn) :, f1, . . . , fn ∈ X, where : φ(f1) · · ·φ(fn) :
indicates the Wick product;
(iii) UΦS(f)U
−1 = φ(f), f ∈ X.
Let B be a positive self-adjoint operator on Xr. We define a linear operator dΓs(B)
acting in F(X) by
dΓs(B) ↾ ⊗nsX = B ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n
+1⊗B ⊗ 1⊗ · · · ⊗ 1 + · · · + 1⊗ · · · ⊗ 1⊗B. (3.3)
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dΓs(B) is called the second quantization of B. dΓs(B) is positive and self-adjoint [6, 33].
Let {en}∞n=1 ⊂ Xr be a CONS of X. Suppose that B is diagonal with respect to {en}∞n=1:
Ben = λnen, n ∈ N. Then we have
∞∑
n=1
λna(en)
∗a(en) = U−1dΓs(B)U (3.4)
on the dense subspace {Ψ = (Ψn)∞n=0 ∈ Ffin(X) |Ψn ∈ ⊗nalgdom(B)}, where ⊗alg indi-
cates the incompleted tensor product.
3.2 A trace formula for free Euclidean field I
Let A be the linear operator given in the previous subsection. Note that A can be
naturally extended to X. We denote the extension by the same symbol. By the as-
sumption (A), we know that e−βA is in the trace class as an operator on X for all
β > 0. Accordingly, e−βdΓs(A) is in the trace class as an operator on F(X) for all β > 0
satisfying
ZA(β) := TrF(X)
[
e−βdΓs(A)
]
=
1
det(1− e−βA) , (3.5)
where det(· · · ) is the determinant [32].
We set Qβ = CP([0, β];Q), the space of continuous loop of Q with parameter space
[0, β]. For each Φ ∈ Qβ, the value of Φ at t is denoted by Φt ∈ Q. Let Fβ be the Borel
field on Qβ generated by Φt(f), f ∈ Xr, t ∈ [0, β].
Proposition 3.1 ([3, 14]) There exists a probability measure µβ on (Qβ ,Fβ) such
that {Φt(f) | f ∈ Xr,γ , t ∈ [0, β]} is a family of jointly Gaussian random processes on
(Qβ ,Fβ , µβ) with covariance∫
Qβ
dµβΦs(f)Φt(g) =
1
2
〈
f
∣∣(1− e−βA)−1(e−(β−|t−s|)A + e−|t−s|A)g〉
Xr
, f, g ∈ Xr.
(3.6)
Let G0. . . . , Gn be bounded measurable functions on R
m. For 0 < t1 < t2 < · · · < tn <
β, we have
TrF(X)
[
GF0 e
−t1dΓs(A)GF1 e
−(t2−t1)dΓs(A)GF2 · · ·GFne−(β−tn)dΓs(A)
]/
ZA(β)
=
∫
Qβ
dµβG
0
0G
t1
1 · · ·Gtnn , (3.7)
where
GFj = Gj
(
ΦS(f
(j)
1 ), . . . ,ΦS(f
(j)
m )
)
, (3.8)
Gtj = Gj
(
Φt(f
(j)
1 ), . . . ,Φt(f
(j)
m )
)
(3.9)
for f
(j)
1 , . . . , f
(j)
m ∈ Xr,γ.
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3.3 A trace formula for free Euclidean field II
Let L2r(0, β) be the real Hilbert space of real-valued measurable functions in L
2(0, β)
and set Xβr = L2r(0, β) ⊗ Xr. Let ∆P be the periodic Laplacian acting in L2(0, β). We
introduce a norm of Xβr by
‖f‖2−1,β =
1
2
∥∥∥∥∥
√
1⊗A2
(−∆P)⊗ 1 + 1⊗A2 f
∥∥∥∥∥
2
X
β
r
, f ∈ Xβr . (3.10)
We denote by Xβ−1,r the completion of X
β
r by the norm ‖ · ‖−1,β . The following formula
will be useful:
〈δs ⊗ f |δt ⊗ g〉−1,β = 1
2
〈
f
∣∣(1− e−βA)−1(e−(β−|t−s|)A + e−|t−s|A)g〉
Xr
, f, g ∈ Xr,
(3.11)
where δt is the Dirac delta function. Let f be an Xr-valued measurable function on
[0, β] such that
∫ β
0 ‖f(t)‖2−γdt <∞. We define the smeared random variable by Φ(f) =∫ β
0 −γ〈Φt|f(t)〉γdt. Using (3.11), we obtain
∫
Qβ
dµβΦ(f)Φ(g) = 〈f |g〉−1,β , f, g ∈ Xβ−1,r,
where the inner product 〈·|·〉−1,β is naturally obtained from (3.10). Therefore, {Φ(f) | f ∈
X
β
−1,r} becomes a Gaussian mean zero random process indexed by Xβ−1,r; its underlying
probability space is (Qβ ,Fβ , µβ).
Let β > 0. By using the fact that coth x > 0, provided that x > 0, we define a
self-adjoint operator B(β) on Xr by
B(β) =
√
coth
βA
2
. (3.12)
Because A ≥ a0, we readily see that 1 ≤ B(β) ≤
√
coth a0. Furthermore, by using the
elementary fact
√
coth x− 1 ≤ De−2x with D = 2−a0/(ea0 − e−a0) for all x ∈ [a0,∞),
we obtain that 0 ≤ TrXr [B(β)− 1] ≤ DTrXr [e−2βA] <∞, which implies that B(β)− 1
is in the trace class. Especially, B(β) − 1 is in the Hilbert-Schmidt class as well. By
Shale’s theorem [33, Theorem I. 23], there exists a probability measure µB(β) on (Q,F)
mutually absolutely continuous to µ such that∫
Q
dµB(β)e
iφ(f) =
∫
Q
dµeiφ(B(β)f) = e−‖B(β)f‖
2
Xr
/4 (3.13)
and dµB(β) = Gβdµ with Gβ ∈ Lp(Q, dµ) for some p > 1 and G−1β ∈ Lq(Q, dµ) for
some q > 1.
For t ∈ [0, β), we define a linear operator jt from Xr,γ to Xβ−1,r by
jtf = δt ⊗ f, f ∈ Xr,γ . (3.14)
By (3.11), we have
‖jtf‖2−1,β =
1
2
‖B(β)f‖2Xr =: |||f |||2β . (3.15)
Let X
(β)
r,γ be the completion of Xr,γ by the norm ||| · |||β . From (3.15), it follows that jt is
the isometry from X
(β)
r,γ into X
β
−1,r. Now we define a linear operator Jt : L
2(Q, dµB(β))→
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L2(Qβ, dµβ) by Jt = Γ(jt), where for each contraction operator C, Γ(C) is defined by
Γ(C) : φ(f1) · · ·φ(fn) :=: Φ(Cf1) · · ·Φ(Cfn) :, f1, . . . , fn ∈ X(β)r,γ and Γ(C)1 = 1. Note
that the mapping t→ Jt is strongly continuous, and Jt is an isometry. In addition, we
have the following [3, 33]:
• Jt is positivity preserving;
• (JtF )(Φ) = F (Φt), F ∈ L2(Q, dµB(β)); thus, the mapping t→ F (Φt) is continu-
ous in L2(Qβ, dµβ);
• Jt can be extended to a contraction from Lp(Q, dµB(β)) to Lp(Qβ , dµβ) for all
p ∈ [1,∞).
Theorem 3.2 ([3, 4]) Let G0. . . . , Gn be bounded measurable functions on R
m. We
set
GFj = Gj
(
ΦS(f
(j)
1 ), . . . ,ΦS(f
(j)
m )
)
(3.16)
for f
(j)
1 , . . . , f
(j)
n ∈ X(β)r,γ . For 0 < t1 < t2 < · · · < tn < β, we have
TrF(X)
[
GF0 e
−t1dΓs(A)GF1 e
−(t2−t1)dΓs(A)GF2 · · ·GFne−(β−tn)dΓs(A)
]/
ZA(β)
=
∫
Qβ
dµβ(J0G
F
0 )(Φ)(Jt1G
F
1 )(Φ) · · · (JtnGFn)(Φ). (3.17)
Here, note that
(JtG
F
j )(Φ) = Gj
(
Φ(jtf
(j)
1 ), . . . ,Φ(jtf
(j)
m )
)
. (3.18)
3.4 Positivity preservingness of eiΠ(f)
For each f ∈ Xβ−1,r, we define a linear operator on F(Xβ−1) by
Π(f) =
i√
2
(a(f)∗ − a(f)), (3.19)
where Xβ−1 is the complexification of X
β
−1.r. Then Π(f) is essentially self-adjoint. We
denote its closure by the same symbol. As before, we have a natural identification
F(Xβ−1) ∼= L2(Qβ , dµβ). Under this identification, Π(f) can be regarded as a linear
operator on L2(Qβ , dµβ).
The following proposition will play an important role.
Proposition 3.3 For any f ∈ Xβ−1,r, eiΠ(f) is positivity preserving, that is, if F ∈
L2(Qβ, dµβ) is a positive function, then e
iΠ(f)F is a positive function.
Proof. We will apply the idea in [20, 33]. First, we note the following equality:
eiΠ(f)eiΦ(g) = e−i〈f |g〉−1,βeiΦ(g)eiΠ(f), g ∈ Xβ−1,r. (3.20)
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Let F (x1, . . . , xn), G(x1, . . . , xn) ∈ S (Rn), the functions of rapid decreas. For each
f1, . . . , fn, g1, . . . , gn ∈ Xβ−1,r, we set
F˜ = F (Φ(f1), . . . ,Φ(fn)), G˜ = G(Φ(f1), . . . ,Φ(gn)). (3.21)
By using (3.20), we have
〈
F˜ |eiΠ(f)G˜〉 =e−‖f‖2−1,β/4(2π)−n ∫
R2n
dsdtFˆ (s)∗Gˆ(t) exp
{
− 1
4
∥∥∥∥ n∑
i=1
(sifi − tigi)
∥∥∥∥2
−1,β
}
×
× exp
{
− i
2
〈
f
∣∣∣∣ n∑
i=1
(sifi + tigi)
〉
−1,β
}
, (3.22)
where fˆ indicates the Fourier transform of f . Let K be a bounded linear operator on
L2(Rn) defined by
K̂G(s) = (2π)−n/2
∫
Rn
dt exp
{
− 1
4
∥∥∥∥ n∑
i=1
(sifi − tigi)
∥∥∥∥2
−1,β
}
Gˆ(t), G ∈ L2(Rn).
(3.23)
For c ∈ Rn, let Tc be the shift operator on L2(Rn): (TcF )(x) = F (x− c). Then
the RHS of (3.22) = 〈TaF |KTbG〉, (3.24)
where a = (a1, . . . , an) with ai = −〈f |fi〉−1,β/2 and b = (b1, . . . , bn) with bi =
〈f |gi〉−1,β/2.
Let Hs(t) = exp
{ − 14∥∥∑ni=1(sifi − tigi)∥∥2−1,β}. Because Hs is Gaussian, Hs has
a Fourier transform which is a Gaussian. In particular, Hˇs ≥ 0, where fˇ indicates the
inverse Fourier transform of f . Thus, if G is positive, then (KG)(s) = Hˇs∗G is positive
as well, where ∗ indicates the convolution, which implies that the linear operator K is
positivity preserving. Because the shift operator Tc is positivity preserving, the right
hand side of (3.24) is positive. Since any positive Ψ ∈ L2(Qβ, dµβ) is a limit of such
F (Φ(f1), . . . ,Φ(fn)), F ∈ S (Rn) [33, Proof of Theorem I.12], we conclude the assertion
in Proposition 3.3. ✷
4 Fyenman-Kac-Itoˆ formulas for Hrad and Hrad,∞
4.1 The Feynman-Schro¨dinger representation of the radiation field
In this study, we will employ the Feynman-Schro¨dinger representation of the quantized
radiation field, which was first introduced by Feynman [7]. (Some methematical prop-
erties of it were examined in [28, 29].) To explain the represantation, we need some
preliminaries: Let Hf =
∑
λ=1,2
∑
k∈V ∗ ω(k)a(k, λ)
∗a(k, λ). By (3.4), we have
Hf = dΓs(ω ⊕ ω), (4.1)
where dΓs(A) is the second quantization operator defined by (3.3). Furthermore, the
vector potentials can be expressed as Aj(x) = ΦS(η
(1)
x,j ⊕ η(2)x,j), where
η
(λ)
x,j (k) =
ελ,j(k)√
ω(k)
̺(k)e−ik·x, λ = 1, 2 (4.2)
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with ̺(k) = |Λ|−1/2χκ(k). We set
ℓ2even(V
∗) = {f ∈ ℓ2(V ∗) | f(−k) = f(k) ∀k ∈ V ∗}, (4.3)
ℓ2odd(V
∗) = {f ∈ ℓ2(V ∗) | f(−k) = −f(k) ∀k ∈ V ∗}. (4.4)
Let us introduce subspaces of ℓ2(V ∗) by
h1 = {ε1,if | f ∈ ℓ2even(V ∗), i = 1, 2, 3}, (4.5)
h2 = {ε1,if | f ∈ ℓ2odd(V ∗), i = 1, 2, 3}, (4.6)
h3 = {ε2,if | f ∈ ℓ2even(V ∗), i = 1, 2, 3}, (4.7)
h4 = {ε2,if | f ∈ ℓ2odd(V ∗), i = 1, 2, 3}. (4.8)
Because
ℓ2(V ∗) =
⋃
i=1,2,3
ran(ελ,i), λ = 1, 2, (4.9)
we have the following identification:
ℓ2(V ∗)⊕ ℓ2(V ∗) = h1 ⊕ h2 ⊕ h3 ⊕ h4. (4.10)
Corresponding to (4.10), we have
Frad = F(h1 ⊕ h2 ⊕ h3 ⊕ h4), (4.11)
Hf = dΓs(ω), (4.12)
where ω is a self-adjoint operator defined by ω = ω ⊕ ω ⊕ ω ⊕ ω.
Lemma 4.1 There is a unitary operator W satisfying the following (i) and (ii):
(i) WdΓs(ω)W
−1 = dΓs(ω).
(ii) WA(x)W−1 = ΦS(θx), where θx = (θ1,x, θ2,x, θ3,x, θ4,x) with
θ1,x(k) =
ε1(k)√
ω(k)
̺(k) cos(k · x), θ2,x(k) = ε1(k)√
ω(k)
̺(k) sin(k · x), (4.13)
θ3,x(k) =
ε2(k)√
ω(k)
̺(k) cos(k · x), θ4,x(k) = ε2(k)√
ω(k)
̺(k) sin(k · x). (4.14)
Proof. Let ΠS(f) =
i√
2
(a(f)∗ − a(f)). By (4.2), we have
Aj(x) = ΦS
(
θ1,x,j ⊕ 0⊕ θ3,x,j ⊕ 0
)
+ΠS
(
0⊕ θ2,x,j ⊕ 0⊕ θ4,x,j
)
. (4.15)
We set W = e−iπN2/2e−iπN4/2, where
N2 = dΓs(0⊕ 1⊕ 0⊕ 0), N4 = dΓs(0⊕ 0⊕ 0⊕ 1). (4.16)
Then, because WΠS
(
0⊕ θ2,x,j⊕ 0⊕ θ4,x,j
)
W−1 = ΦS
(
0⊕ θ2,x,j⊕ 0⊕ θ4,x,j
)
, we obtain
(ii). To check (i) is easy. ✷
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By the arguments in Section 3.1 and Lemma 4.1, we can regard the vector poten-
tials A(x) as multiplication operators in L2(Q, dµ). This representaion is called the
Feynman-Schro¨dinger representation, which is useful in constructing Feynman-Kac-Itoˆ
formulas in the remainder of this section.
Let hr,λ be the real-Hilbert space of real-valued sequences in hλ. Let us consider the
Gaussian random process indexed by Xrad,r := hr,1⊕hr,2⊕hr,3⊕hr,4: {φ(f) | f ∈ Xrad,r},
and let (Q,F , µ) be its underlying probability space. The vector potential A(x) can be
expressed as φ(θx). We readily confirm that
∑
k∈V ∗ ω(k)
−4 < ∞. Hence, by choosing
A = ω, all results in Section 3 hold.
4.2 A Fyenman-Kac-Itoˆ formula for Hrad
For notational simplicity, we express Xrad,r as Xr in this section. To construct a
Feynman-Kac-Itoˆ formula for Hrad, we need some preliminaries.
Lemma 4.2 Let
ΘXY = δσ(X)σ(Y )
∫
Cxy
θr · dr ∈ Xr, X = (x, σ(X)), Y = (y, σ(Y )) ∈ Ω, (4.17)
where θr is defined in Lemma 4.1. Then, for all s ≤ u ≤ t, we have∫ t
s
juΘ(dX
(j)
u ) ∈ L2
(
Lβ, dνβ ;X
β
−1,r
)
, j = 1, . . . , N. (4.18)
Recall that the probability space (Lβ, νβ) and the random variable Θ(dX
(j)
u ) are defined
in Section 2.
Proof. Note that the line integral in (4.17) depends solely on the points x and y,
and thus independent of the path between them. Accondingly, by choosing Cxy as
Cxy = {(1− s)x+ sy ∈ V | s ∈ [0, 1]}, we obtain
Θ1,XY (k) =
̺(k)√
ω(k)
ε1(k) · x− y|x− y|
sin(k · x)− sin(k · y)
k · (y − x) ,
Θ2,XY (k) =
̺(k)√
ω(k)
ε1(k) · x− y|x− y|
cos(k · x)− cos(k · y)
k · (y − x) . (4.19)
We can also get similar formulas for Θ3,XY and Θ4,XY . Using these formulas, we obtain
|Θλ,XY (k)| ≤ ̺(k)√
ω(k)
. (4.20)
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We have ∥∥∥∥ ∫ t
s
juΘ(dX
(j)
u )
∥∥∥∥2
L2
(
Lβ ,dνβ ;X
β
−1,r
)
≤
∫
Lβ
N(j)(t)∑
i=N(j)(s)+1
〈
juΘX(j)Ji−1Ji
∣∣∣juΘX(j)Ji−1Ji
〉
X
β
−1,r
dνβ
=
∫
Lβ
N(j)(t)∑
i=N(j)(s)+1
〈
Θ
X
(j)
Ji−1Ji
∣∣∣B(β)2Θ
X
(j)
Ji−1Ji
〉
Xr
dνβ
≤4
∫
Lβ
N(j)(t)∑
i=N(j)(s)+1
〈
ω−1/2̺
∣∣∣B(β)2ω−1/2̺〉
ℓ2r(V
∗)
dνβ
=4
∥∥B(β)ω−1/2̺∥∥2
ℓ2(V ∗)
∫
Lβ
N (j)(t− s)dνβ. (4.21)
The second inequality follows from (4.20). By Proposition A.1, the right hand side of
(4.21) is finite. ✷
Lemma 4.3 For each n ∈ N, set t(n)i = βi/2n, i = 0, 1, . . . , 2n. We define an Xβ−1,r-
valued random variable on Lβ by
C(j)n =
2n∑
i=1
∫ t(n)i
t
(n)
i−1
j
t
(n)
i
Θ(dX(j)u ), j = 1, . . . , N. (4.22)
Then (C
(j)
n )∞n=1 is a Cauchy sequence in L
2
(
Lβ, dνβ ;X
β
−1,r
)
.
Proof. We apply the standard argument in the probability theory, see, e.g., [20, 34].
First, note that
C
(j)
n+1 − C(j)n =
2n∑
i=1
∫ t(n+1)2i−1
t
(n+1)
2i−2
(
j
t
(n+1)
2i−1
− j
t
(n+1)
2i
)
Θ(dX(j)u ). (4.23)
In the remainder of this proof, we abbreviate t
(n+1)
i as ti. For s < t ≤ β, we set
D[s,t] =
∫ t
s
Θ(dX(j)u ), j = 1, . . . , N. (4.24)
We have∥∥∥C(j)n+1 − C(j)n ∥∥∥2
L2
(
Lβ ,dνβ ;X
β
−1,r
) ≤ 2n∑
i=1
2
∥∥∥(jt2i−1 − jt2i)D[t2i−2,t2i−1]∥∥∥2
L2
(
Lβ ,dνβ ;X
β
−1,r
).
(4.25)
For each x ≥ 0, we set
Kβ,n(x) = coth
(βx
2
)
− e
−(β−2−(n+1))x + e−2
−(n+1)x
1− e−βx . (4.26)
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We readily confirm that
Kβ,n(x) ≤ 1
2n+1
Rβ,n(x), Rβ,n(x) = βx
1− e−(β−s)x
1− e−βx . (4.27)
By using this, we obtain∥∥∥(jt2i−1 − jt2i)D[t2i−2,t2i−1]∥∥∥2
L2
(
Lβ ,dνβ ;X
β
−1,r
)
=
∫
Lβ
dνβ
〈
D[t2i−2,t2i−1]
∣∣∣Kβ,n(A)D[t2i−2 ,t2i−1]〉
Xr
≤ 1
2n+1
∫
Lβ
dνβ
〈
D[t2i−2,t2i−1]
∣∣∣Rβ,n(A)D[t2i−2 ,t2i−1]〉
Xr
. (4.28)
On the other hand,∫
Lβ
dνβ
〈
D[t2i−2,t2i−1]
∣∣∣Rβ,n(A)D[t2i−2 ,t2i−1]〉
Xr
≤2
∫
Lβ
dνβ
N(j)(t2i−1)∑
k=N(j)(t2i−2)+1
〈
Θ
X
(j)
Jk−1
XJk
∣∣∣Rβ,n(A)ΘX(j)
Jk−1
XJk
〉
Xr
≤8
∥∥∥ω−1/2√Rβ,n(ω)̺∥∥∥2
ℓ2r(V
∗)
∫
Lβ
dνβN
(j)(t2i−1 − t2i−2)
≤ C
2n+1
, (4.29)
where C is some constant independent of n. In the second inequality, we used (4.20).
In the last inequality, we applied Proposition A.1. To sum, we arrive at∥∥∥C(j)n+1 − C(j)n ∥∥∥2
L2
(
Lβ ,dνβ ;X
β
−1,r
) ≤ C ′
2n+1
, (4.30)
where C ′ is some constant independent of n. Hence, for m < n, we have
‖Cn − Cm‖2
L2
(
Lβ ,dνβ ;X
β
−1,r
) ≤ n∑
i=m
C ′
2i+1
. (4.31)
Thus, we are done. ✷
Definition 4.4 For each j = 1, . . . , N , we define an Xβ−1,r-valued random variable on
Lβ by
aβ
(
X
(j)
•
)
= lim
n→∞C
(j)
n , (4.32)
where the right hand side exists in L2-sense.
Theorem 4.5 Let
Zrad(β) = TrH(N)rad
[
e−βHrad
]
. (4.33)
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In addition, let
Zrad(β) = Trℓ2s (ΩN6= )⊗Frad
[
e−β(L+dΓs(ω))
]
. (4.34)
We define a probability measure on Qβ,rad := Lβ×Qβ,rad by Pβ,rad = νβ⊗µβ,rad. Then
we have
Zrad(β)
/
Zrad(β)
=
∫
Qβ,rad
dPβ,rad exp
{
iΦ(Aβ(X•))−
∫ β
0
V (Xs)ds + βb
N∑
j=1
σ(X
(j)
0 )
}
(−1)π(Xβ),
(4.35)
where Aβ(X•) =
∑N
j=1 aβ
(
X
(j)
•
)
.
Proof. Let Θ = (ΘXY )X,Y be a matrix defined through (4.17). Note that ΦS(Θ) :=
(ΦS(ΘXY ))X,Y can be regarded as a magnetic potential. By the Trotter-Kato formula,
we have
Zrad(β)
/
Zrad(β) = lim
n→∞Tr
[(
e−βH(ΦS(Θ))/2
n
e−βdΓ(ω)/2
n
)2n]/
Zrad(β). (4.36)
Set ti = iβ/2
n, i = 0, 1, . . . , 2n. By Theorems 2.9 and 3.2, we have
the RHS of (4.36)
= lim
n→∞
∫
Qβ,rad
dPβ,radTrℓ2as(ΩN )
[
e−t1H(Φt1 (Θ))e−(t2−t1)H(Φt2 (Θ)) · · ·
· · · e−(t2n−t2n−1)H(Φt2n (Θ))
]/
Trℓ2s (ΩN6= )
[
e−βL
]
= lim
n→∞
∫
Qβ,rad
dPβ,rad exp
{
N∑
j=1
2n∑
i=1
Sti−1,ti
(
0,Φti(Θ) |X(j)
)
−
∫ β
0
V (Xs)ds+
+ βb
N∑
j=1
σ(X
(j)
0 )
}
(−1)π(Xβ ). (4.37)
By the fact Φt(f) = Φ(jtf), we have
N∑
j=1
2n∑
i=1
Sti−1,ti
(
0,Φti(Θ) |X(j)
)
= iΦ
(
N∑
j=1
2n∑
i=1
∫ ti
ti−1
jtiΘ(dX
(j)
u )
)
. (4.38)
By Definition 4.4, we know that the right hand side of (4.38) converges to iΦ(Aβ(X•))
in L2-sense. Therefore, by the dominated convergence theorem, we arrive at the desired
result. ✷
Remark 4.6 There are some other constructions of the Feynman-Kac-Itoˆ formula for
Hrad, see, e.g., [9, 24]. Our construction in the presenta paper has the benefit of
usability.
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Corollary 4.7 (Diamagnetic inequality) Let
ZH(β) = TrH(N)H
[
e−βHH
]
. (4.39)
Assume that the dynamically allowed permutations are all even and not restricted to
identity. For all β ≥ 0, we have
Zrad(β) ≤ ZH(β). (4.40)
Theorem 4.8 There is a positive measure ρβ,rad on Lβ such that
Zrad(β) =
∫
Lβ
dρβ,rad(−1)π(Xβ ) exp
{
βb
N∑
j=1
σ(X(j)(0))
}
. (4.41)
Proof. First, note that the right hand side of (4.35) can be expressed as
the RHS of (4.35) =
〈
1
∣∣∣eiΦ(Aβ(X•))F1〉
L2(Qβ,rad,dPβ,rad)
, (4.42)
where F = e−
∫ β
0
V (Xu)du+βb
∑N
j=1 σ(X
(j)(0))(−1)π(Xβ). For each contraction operator C
on Xβ−1, we define its second quantization by Γ(C)1 = 1 and Γ(C) : Φ(f1) · · ·Φ(fn) :=:
Φ(Cf1) · · ·Φ(Cfn) :, f1, . . . , fn ∈ Xβ−1,r. Because Γ(eiπ/2)Φ(Aβ(X•))Γ(e−iπ/2) = Π(Aβ(X•))
and Γ(eiπ/2)1 = 1, we obtain
the RHS of (4.42) =
〈
1
∣∣∣eiΠ(Aβ (X•))F1〉
L2(Qβ,rad,dPβ,rad)
=
∫
Lβ
dνβ
∫
Qβ,rad
dµβ,rade
iΠ(Aβ(X•))F (X•). (4.43)
Let us define a random variable on Lβ by
W (X•) =
∫
Qβ,rad
dµβ,rade
iΠ(Aβ(X•)). (4.44)
By Proposition 3.3,W (X•) is positive νβ-a.e.. By setting dρβ,rad = Zrad(β)W (X•)e−
∫ β
0
V (Xu)dudνβ,
we obtain the desired result. ✷
4.3 A Fyenman-Kac-Itoˆ formula for Hrad,∞
Let C
(j)
n be the X
β
−1,r-valued random variable on Lβ,∞ defined by (4.22). Using argu-
ments similar to those in the proof of Lemma 4.3 , we can also prove that (C
(j)
n )∞n=1
is a Cauchy sequence in L2
(
Lβ,∞, dνβ,∞;X
β
−1,r
)
. Thus, we can define an Xβ−1,r-valued
random variable on Lβ,∞ by
aβ,∞
(
X
(j)
•
)
= lim
n→∞C
(j)
n , (4.45)
where the right hand side exists in L2-sense. In what follows, aβ,∞ is simply written
as aβ, if no confusion arises.
Using arguments similar to those in the proof of Theorem 4.5, we can prove the
following.
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Theorem 4.9 Assume that N = |Λ|−1. Let Zrad,∞(β) be the partition function defined
by (1.24). Let
Zrad,∞(β) = TrPGH(N)rad
[
e−β(L∞+dΓs(ω))
]
. (4.46)
We define a probability measure on Qβ,rad,∞ := Lβ,∞ × Qβ,rad by Pβ,rad,∞ = νβ,∞ ⊗
µβ,rad. Then we have
Zrad,∞(β)
/
Zrad,∞(β)
=
∫
Qβ,rad,∞
dPβ,rad,∞ exp
{
iΦ(Aβ(X•))−
∫ β
0
Vo(Xs)ds+ βb
N∑
j=1
σ(X
(j)
0 )
}
, (4.47)
where Aβ(X•) =
∑N
j=1 aβ
(
X
(j)
•
)
.
We can also prove the following assertions as before.
Corollary 4.10 Assume that N = |Λ| − 1. For all β ≥ 0, we have
Zrad,∞(β) ≤ ZH,∞(β), (4.48)
where ZH,∞(β) is given by (1.11).
Theorem 4.11 There is a positive measure ρβ,rad,∞ on Lβ,∞ such that
Zrad,∞(β) =
∫
Lβ,∞
dρβ,rad,∞(−1)π(Xβ) exp
{
βb
N∑
j=1
σ(X(j)(0))
}
. (4.49)
5 Feynman-Kac-Itoˆ formulas for HHH and HHH,∞
5.1 The Lang-Firsov transformation
Let us introduce a linear operator by
L = ω−1
∑
x,y∈Λ
gxynx(b
∗
y − by). (5.1)
L is essentially anti-self-adjoint. We denote its closure by the same symbol. The
unitary operator eL is called the Lang-Firsov transformation [18]; in the study of the
Holstein-Hubbard model, this transformation is often useful. Observe that
eLcxσe
−L = eiΠS(ξ)cxσ, eLbxe−L = bx − ω−1
∑
y∈Λ
gxyny, (5.2)
where ΠS(ξ) =
i√
2
(b(ξ)∗ − b(ξ))∗∗ and ξ = (ξx)x ∈ ℓ2(Λ) with ξx = ω−1
∑
y∈Λ gxy.
Here, we used the following notation: b(ξ) =
∑
x∈Λ ξxbx. Let Np = dΓs(1). Using the
formula e−iπNp/2bxeiπNp/2 = −ibx, we arrive at the following.
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Lemma 5.1 Let U = e−iπNp/2eL. Set HHH = U HHHU −1. For each x, y ∈ Λ, we
define a vector ζxy ∈ ℓ2(Λ) by ζxy = ξx − ξy. Then we have
HHH =
∑
σ=±1
∑
x,y∈Λ
(−txy)eiΦS(ζxy)c∗xσcyσ +
∑
x∈Λ
Ueff ,xxnx,+1nx,−1+
+
∑
x 6=y
Ueff ,xynxny + ωNp, (5.3)
where Ueff ,xy = Uxy − ω−1
∑
z∈Λ gxzgzy if x 6= y, and Ueff ,xx = U − 2ω−1
∑
z∈Λ g
2
xz.
5.2 Trace formulas for HHH and HHH,∞
By Lemma 5.1, we know that every arguments in Section 4 are applicable to HHH and
HHH,∞ = U HHH,∞U −1. Below, we exhibit trace formulas for HHH and HHH,∞.
Theorem 5.2 Let
ZHH(β) = TrH(N)HH
[
e−βHHH
]
. (5.4)
There is a positive measure ρβ,HH on Lβ such that
ZHH(β) =
∫
Lβ
dρβ,HH(−1)π(Xβ) exp
{
βb
N∑
j=1
σ(X(j)(0))
}
. (5.5)
Theorem 5.3 Assume that N = |Λ| − 1. Let ZHH,∞(β) be the partition function
defined by (1.24). There is a positive measure ρβ,HH,∞ on Lβ,∞ such that
ZHH,∞(β) =
∫
Lβ,∞
dρβ,HH,∞(−1)π(Xβ) exp
{
βb
N∑
j=1
σ(X(j)(0))
}
. (5.6)
We can also prove the following propositions.
Proposition 5.4 Assume that the dynamically allowed permutations are all even and
not restricted to identity. For all β ≥ 0, we have
ZHH(β) ≤ ZH(β). (5.7)
Proposition 5.5 Assume that N = |Λ| − 1. For all β ≥ 0, we have
ZHH,∞(β) ≤ ZH,∞(β). (5.8)
6 Random loops representations
In this section, we derive random loop representations for Z♮(β) and Z♮,∞(β), ♮ =
rad,HH. Similar representations are known to be a ueful tool in quantum spin systems,
see, e.g., [2, 39]. As we will see in Sections 7 and 8, the representations also play
important roles in the proof of Theorem 1.8.
For each m ∈ Lβ, the corresponding path (Xt(m))0≤t≤β satisfies the following
properties:
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(i) σ
(j)
t (m) is constant in t for all j = 1, . . . , N ;
(ii) there exists a dynamically allowed permutation τ such that Xβ(m) = τX0(m);
(iii) Xt(m) ∈ ΩN6= for all t ∈ [0, β], that is, there are no encounters of electrons of
equal spin.
Furthermore, the loops are associated with the path (Xt(m))0≤t≤β ; the loops are ob-
tained by the following manner[1]:
• we start drawing the loops from the t = 0 location of any of the electrons;
• we trace the electron’s location forward in space-time until its first encounter with
another electron;
• at the encounter point, the tracing line switches to the world line of the other
electron in the reversed orientation in time;
• such an orientation switch is repeated whenever an electron encounter is reached;
• when trace line reaches the time at t = 0 or t = β, it reemerges at the same
location with time treated as periodic;
• the above procedures are continued until a trace line is closed.
Λ
t
t = β
2 1 3
1 2 3
Figure 1: The collection of electron world
lines. Electron 1 and electron 3 have the
spin value +1; electron 2 has the spin value
−1.
Λ
t
t = β
2 1 3
1 2 3
Figure 2: The loop corresponding to
Figure 1. The black colored loop has
the winding number 1 and the parity
+1.
For each m ∈ Lβ, let Γ (m) be the collection of all loops associated with the path
(Xt(m))0≤t≤β . Each loop in Γ (m) is a closed trajectory γ : [0, ℓβ]P → Λ × [0, β]P,
where [0, β]P is the interval [0, β] with periodic boundary conditions, i.e., the torus of
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length β. For each γ ∈ Γ (m), the winding number is defined by the following line
integral:
w(γ) =
∣∣∣∣ ∫
γ
dτ
β
∣∣∣∣. (6.1)
Note that, because γ is a piecewise smooth curve, the right hand side of (6.1) is well
defined.
Our main result in this section is stated as follows.
Theorem 6.1 (Random loop representation I) For ♮ = rad,HH, one obtains
Z♮(β) =
∫
Lβ
dρβ,♮(m)(−1)π(Xβ (m))
∏
γ∈Γ (m)
cosh
(
βbw(γ)
)
. (6.2)
For m ∈ Lβ,∞, we can also associate the path (Xt(m))0≤t≤β with the loops in the
same manner as above. Then, we can prove the following.
Theorem 6.2 (Random loop representation II) For ♮ = rad,HH, one obtains
Z♮,∞(β) =
∫
Lβ,∞
dρβ,♮,∞(m)
∏
γ∈Γ (m)
cosh
(
βbw(γ)
)
. (6.3)
6.1 Proof of Theorem 6.1
For each loop γ ∈ Γ (m), set γt = γ ∩Xt(m), the cross section of γ with the cutting
plane discribed by the equation τ = t in the τ -X plane. For notational simplicity,
suppose that γt = (X
(i1)
t (m), . . . ,X
(in)
t (m)) with X
(i)
t (m) = (x
(i)
t (m), σ
(i)
0 (m)). Note
that i1, . . . , in and n could depend on t. Then we readily confirm that
σ
(i1)
t (m) + · · ·+ σ(in)t (m) = ε(γ)w(γ), ε(γ) = ±1, (6.4)
where we understand that the left hand side of (6.4) equals 0, provided that γt = ∅.
The factor ε(γ) is called the parity of γ, see Figures 1 and 2.
The following lemma is an immediate consequence of (6.4).
Lemma 6.3 For each m ∈ Lβ, we have
N∑
j=1
σ
(j)
0 (m) =
∑
γ∈Γ (m)
ε(γ)w(γ). (6.5)
Let
(
X
(j)
t (m)
)
0≤t≤β be a trajectory of the j-th electron withX
(j)
t (m) =
(
x
(j)
t (m), σ
(j)
0 (m)
)
.
For each t ∈ [0, β], we set X(j)t (m) =
(
x
(j)
t (m),−σ(j)0 (m)
)
, the spin-reversed point cor-
responding toX
(j)
t (m) in space-time. For γ ∈ Γ (m) characterized by γt =
(
X
(i1)
t (m), . . . ,X
(in)
t (m)
)
,
the conjugate loop γ is defined through the relation γt =
(
X
(i1)
t (m), . . . ,X
(in)
t (m)
)
for
all 0 ≤ t ≤ β.
Letm ∈ Lβ. We express Γ (m) as Γ (m) = {γ1, . . . , γK}, provided that Γ (m) 6= ∅.
As before, we set γα,t = γα ∩ Xt(m) =
(
X
(i1)
α,t (m), . . . ,X
(in)
α,t (m)
)
with X
(i)
α,t(m) =
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(
x
(i)
α,t(m), σ
(i)
α,0(m)
)
. For each j ∈ {1, . . . , N}, there exists a k(j) ∈ {1, . . . ,K} such
that X
(j)
t=0(m) ∈ γk(j). With this notation, we define a bijective map gj : Lβ → Lβ
through the following relation:
Γ (gjm) =
{
γ
♭j
1 , . . . , γ
♭j
K
}
, (6.6)
where γ
♭j
α is given by the following manner:
(a) γ
♭j
k(j) = γk(j),
(b) remainder loops {γ♭jα }α6=k(j) are uniquely determined by the rearrangement of the
spin configuration of electron trajectories needed to maintain (i)-(iii).
Roughly speaking, (a) the map gj flips the spin values along the loop containing the
t = 0 position of the j-th particle; (b) the spin flip induces the rearrangement of the
spin configuration of remainder electron trajectories in order to maintain (i)-(iii), see
Example 1 below.
Example 1 For reader’s convenience, let us consider a path give in Figure 3. As shown
Λ
t
t = β 2 1 3
1 2 3
Figure 3:
Λ
t
t = β 2 1 3
1 2 3
Figure 4:
in Figure 4, this path has two loops, i.e., the black colored loop and the green colored
loop. In this case, the action of g2 induces the change of the spin configuration as
follows:
g2 :
Λ
t
t = β 2 1 3
1 2 3
7−→
Λ
t
t = β 2 1 3
1 2 3
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The action of g1 to this path induces the same change of the spin configuration. On the
other hand, the action of g3 to this path only flips the spin value along the trajectory
of electron 3. ✷
The composition map gi ◦ gj will be simply denoted by gigj. Trivially, we have the
following:
• gjgj = Id, the identity map on Lβ, for all j ∈ {1, . . . , N};
• gigj = gjgi for all i, j = {1, . . . , N}.
Let G be the symmetry group generated by g1, . . . , gN . Each g ∈ G can be expressed
as g = gξ, where
gξ = gξ11 g
ξ2
2 · · · gξNN , ξ = (ξ1, . . . , ξN ) ∈ {0, 1}N . (6.7)
Here, we underdstand that g0j = Id and g
1
j = gj . In particular, G has 2N elements.
Lemma 6.4 We have the following:
(i) ρβ,♮(gE) = ρβ(E) for each E ∈ FNβ , g ∈ G and ♮ = rad,HH, where FNβ :=
FN ∩Lβ. Here, the reader should recall that F is the σ-algebra on M introduced
in Section 2.1.
(ii) (−1)π(Xβ (gm)) = (−1)π(Xβ(m)) for all g ∈ G.
Proof. (i) First, note that, by the arguments in the proof of Theorem 4.8, we have
ρβ,rad(E) = Zrad(β)
∫
E
dνβW (X•). (6.8)
For all g ∈ G and m ∈ Lβ, we readily confirm that
W (X•(gm)) =W (X•(m)), (6.9)∫ β
0
V (Xu(gm))du =
∫ β
0
V (Xu(m))du, (6.10)
νβ(gE) = νβ(E). (6.11)
Taking these properties into account, we can show (i).
To check (ii) is easy. ✷
Let m ∈ Lβ. Corresponding to Γ (m) = {γ1, . . . , γK}, there is a unique partition
(Iγ)γ∈Γ (m) of {1, . . . , N} such that X(i)t=0(m) ∈ γ for all i ∈ Iγ . For each ξ = (ξi)Ni=1 ∈
{0, 1}N , we set ξγ = (ξi)i∈Iγ ∈ {0, 1}|Iγ |. Trivially, ξ =
⋃
γ∈Γ (m) ξγ . With this notation,
we have the following decomposition:
gξ =
∏
γ∈Γ (m)
gξγ , (6.12)
where gξγ =
∏
i∈Iγ g
ξi
i .
34
Lemma 6.5 For each m ∈ Lβ and ξ ∈ {0, 1}N , we define random variables on Lβ by
B(m) = βb
∑
γ∈Γ (m)
ε(γ)w(γ), (6.13)
Bξ(m) = βb
∑
γ∈Γ (m)
ε(γ)(−1)
∑
i∈Iγ
ξiw(γ). (6.14)
Then we have
B(gξm) = Bξ(m). (6.15)
Proof. We will provide a sketch of the proof. Fix j ∈ {1, . . . , N} arbitrarily. We
continue to use the notation (6.6). By the definition of gj, we see that
B(gjm) = βb
K∑
i=1
ε(γi)(−1)δi,k(j)w(γi) = Bξj (m), (6.16)
where ξj = (δi,k(j))
N
i=1. Hence, we obtain (6.15) when ξ = ξj . To extend this argument
to general ξ is not so hard. ✷
Proof of Theorem 6.1
By Lemmas 6.3, 6.4 and 6.5, we observe that
Z♮(β) =
∫
Lβ
dρβ,♮(g
ξm)(−1)π(Xβ(m))eB(m)
=
∫
Lβ
dρβ,♮(m)(−1)π(Xβ (m))eBξ(m) (6.17)
for all ξ ∈ {0, 1}N and ♮ = rad,HH. Consequently, we obtain
Z♮(β)
=
∑
ξ∈{0,1}N
1
2N
∫
Lβ
dρβ,♮(m)(−1)π(Xβ (m))eBξ(m)
=
∫
Lβ
dρβ,♮(m)(−1)π(Xβ (m))
[ ∏
γ∈Γ (m)
1
2|Iγ |
∑
ξγ∈{0,1}|Iγ |
exp
{
βbε(γ)(−1)
∑
i∈Iγ
ξiw(γ)
}]
=
∫
Lβ
dρβ,♮(m)(−1)π(Xβ (m))
∏
γ∈Γ (m)
cosh
(
βw(γ)
)
. (6.18)
Thus, we are done. ✷
6.2 Proof of Theorem 6.2
Even in the case where U =∞, Lemmas 6.3, 6.4 and 6.5 hold true. Therefore, by using
arguments similar to those in the proof of Theorem 6.1, we can prove Theorem 6.2. ✷
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7 Proof of Theorem 1.8
7.1 A useful expression of Z♮,∞(β)
To prove Theorem 1.8, we need the following theorem.
Theorem 7.1 Suppose that N = |Λ| − 1. Let PN be the set of all partitions of N :
PN =
⋃N
ℓ=1{n = {ni}ℓi=1 |n1+ · · ·+nℓ = N}. Suppose that 0 < β <∞ and 0 < b. For
♮ = rad,HH and n ∈ PN , there is a positive function Dn,♮(β) independent of b such
that
(i) Z♮,∞(β) =
∑
n∈PN
Dn,♮(β)
∏
i
cosh(βbni),
(ii) Dn,♮(β) is strictly positive for all 0 < β if, and oly if, there is an allowed permut-
tion whose cyclic lengths are n1, . . . , nℓ.
Proof. In the case where U = ∞, there are no encounters of electrons. Therefore, the
loops are very much simplified. For each m ∈ Lβ,∞, there is a dynamically allowed
permutation τ ∈ SN (X0(m)) such that Xβ(m) = τX0(m). Let us write down τ in
cycle notation as
τ = ε1 · · · εℓ, (7.1)
where εi is an ni-cycle: εi = (k1 · · · kni) with kj ∈ {1, . . . , N}. Without loss of gener-
ality, we may assume that (εi)
ℓ
i=1 satisfies
∑ℓ
i=1 ni = N . [For example, let us consider
a permutation τ =
(
1 2 3 4 5 6 7 8 9
2 3 1 7 6 8 9 5 7
)
. In this case, we can express τ as
τ = (1 2 3)(4 7 9)(5 6 8). Thus,
∑3
i=1 ni = 9 holds.] Note that, by the features of the
system with U =∞, each ni must be odd, which implies that sgn(εi) = 1. (Therefore,
it holds that (−1)π(Xβ (m)) = 1 for all m ∈ Lβ,∞ as we mentioned before.) We can
associate the expression (7.1) with the set of loops Γ (m) = {γ1, . . . , γℓ} such that each
γi has the winding number ni. By combining this and Theorem 6.2, we conclude the
assertions in Theorem 7.1. ✷
7.2 Proof of Theorem 1.8
Let E be an expectation over permutations defined by
E[F (n)] =
∑
n∈PN
Dn,♮(β)
∏
i
cosh(βbni)F (n)
/
Z♮,∞(β). (7.2)
Then we find that
〈S(3)tot〉♮,∞(b;β) =
1
2β
∂
∂b
logZ♮,∞(β)
=
1
2
E
[∑
i
ni tanh(βbni)
]
. (7.3)
Because tanh(βbn) > tanh(βb) for all n ≥ 2, we find that RHS of (7.3) > N2 tanh(βb).
✷
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8 A useful expression for Z♮(β)
By using features of the one-dimensional system, we get the following expression for
Z♮(β). Note that the theorem below could be useful when we examine finite-temperature
extensions of the Lieb-Mattis theorem [19] for HHH and Hrad. (Remark that a simple
extension of [19] to HHH can be found in [22].)
Theorem 8.1 Let us consider a one-dimensional system. For each m ∈ spec(S(3)tot),
let
Z♮,M (β;m) = TrH(N)
♮,M
[m]
[
e−βH♮
]
, ♮ = rad,HH, (8.1)
where H
(N)
♮,M [m] is the m-subspace defined by H
(N)
♮,M [m] = H
(N)
H,M [m]⊗ F♮ with H(N)H,M [m] =
ker(S
(3)
tot −m). We set Y (k)M (m) = dimH(N)H,M [m]. For all β > 0, b > 0 and ♮ = rad, HH,
there are functions CN,♮(β), CN−2,♮(β), . . . , C0,♮(β) or C1,♮(β) which are independent of
m such that
Z♮(β) =
N∑
k=0
Ck,♮(β){cosh(βb)}k, (8.2)
and
Z♮,M (β;m) =
N∑
k=0
Ck,♮(β)Y
(k)
M (m), (8.3)
where we understand that Ck,♮(β) ≡ 0 if N − k is odd, and Y (k)M (m) ≡ 0 if k < 2|m|.
Proof. In case of the one-dimensional chain, w(γ) can take the values 0 and 1. Taking
this fact into consideration, we set
Lβ(k) =
{
m ∈ Lβ
∣∣∣ the number of loops in Γ (m) with w(γ) = 1 is equal to k }.
(8.4)
Because Lβ =
⊔N
k=0 Lβ(k), we have
Z♮(β) =
N∑
k=0
Ck,♮(β){cosh(βb)}k, Ck,♮(β) =
∫
Lβ(k)
dρβ,♮(−1)π(Xβ). (8.5)
Next, we will prove (8.3). First, note that
Z♮(β) =
N/2∑
m=−N/2
Z♮,M (β;m). (8.6)
Let z = eβb. By Theorem 5.3, we can express Z♮,M (β;m) as
Z♮,M (β,m) = z
m
∫{∑N
j=1 σ(X
(j)
0 )=2m
} dρβ,♮(−1)Xβ . (8.7)
On the other hand, by (8.5), we have
Z♮(β) =
N∑
k=0
Ck,♮(β)
(
z + z−1
2
)k
. (8.8)
Comparing (8.7) and (8.8), we obtain (8.3). ✷
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A A useful proposition
The following proposition is needed in Section 4.
Proposition A.1 For all j = 1, . . . , N , we have the following:
(i)
∫
Lβ
dνβN
(j)(t) = O(t) as t→ +0.
(ii)
∫
Lβ,∞
dνβ,∞N (j)(t) = O(t) as t→ +0.
Proof. (i) First, we note that, by (2.58),∫
Lβ
dνβF (−1)π(Xβ ) =
∑
X∈[ΩN6= ]
∑
τ∈SN (X)
sgn(τ)
N !
EX
[
F1{Xβ=τX}∩D
]/
Trℓ2s (ΩN6= )
[
e−βL
]
.
(A.1)
Thus, it suffices to show that EX [N
(j)(t)] = O(t) as t→ +0. By Lemma A.2, we find
that
EX [N
(j)(t)] =
∞∑
n=0
nPX(j)
(
N (j)(t) = n
)
=
∞∑
n=0
nPX(j)
(
Jn ≤ t < Jn+1
)
=
∞∑
n=0
nPX(j)
(
S1 + · · · + Sn ≤ t < S1 + · · ·+ Sn+1
)
≤ d0t− 1 + e−d0t
= O(t) (A.2)
as t→ +0.
(ii) To prove (ii), we remark that∫
Lβ,∞
dνβ,∞F =
∑
X∈[ΩN6=,∞]
∑
τ∈SN,∞(X)
1
N !
EX
[
F1{Xβ=τX}∩Dβ
]/
TrPGℓ2s (ΩN6= )
[
e−βT
]
.
(A.3)
Therefore, it suffices to prove that EX [N
(j)(t)] = O(t) as t → +0. But this has been
already proved in the above. ✷
Lemma A.2 Let d0 = d(x). (Recall that d(x) is given in Section 2.1.2.) One obtains
PX
(
S1 + · · · + Sn ≤ t < S1 + · · ·+ Sn+1
)
≤ (d0t)
n+1
(n + 1)!
e−d0t. (A.4)
Proof. To prove the lemma, let us consider a single electron on Λ˜ = [−ℓ/2−1, ℓ/2+1)∩Z.
We impose the periodic boundary conditions on this system as follows: Let ∂EΛ be the
set of pairs {x, y} ∈ Λ˜× Λ˜ satisfying the following:
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• there exists an i ∈ {1, . . . , d} such that xi − yi = ℓ+ 1;
• for all j ∈ {1, . . . , d}\{i}, xj − yj = 0 holds.
Let Ω˜ = Λ˜ × {−1,+1}. Let (tPxy) be the hopping matrix with the periodic boundary
conditions defined by tPxy = txy if {x, y} ∈ EΛ; tPxy = t if {x, y} ∈ ∂EΛ. The correspond-
ing kinetic energy of the electron is a self-adjoint operator hP0 acting in ℓ
2(Ω˜) defined
by
(hP0 f)(x, σ) =
∑
σ=±1
∑
y∈Λ
tPxy(f(x, σ)− f(y, σ)), f ∈ ℓ2(Ω˜). (A.5)
By replacing (2.1) with
PP(Yn = X|Yn−1 = Y ) = δστ
tPxy
d(0)
, X, Y ∈ Ω˜, (A.6)
we can construct a Feynman-Kac-Itoˆ formula for hP0 . Notice that because we consider
the periodic boundary conditions, d(x) is always constant: d(x) =
∑
y∈Λ˜ txy = d(0).
The probability measures P and PP are related as
P (A) = PP(A ∧R), (A.7)
where R = {m ∈M |Xt(m) ∈ Ω for all 0 ≤ t}. Accordingly, it suffices to prove that
PPX
(
S1 + · · · + Sn ≤ t < S1 + · · ·+ Sn+1
)
=
(d0t)
n+1
(n + 1)!
e−d0t. (A.8)
Indeed, taking the definition of Sn in Section 2 into account, we have
PPX
(
S1 + · · ·+ Sn ≤ t < S1 + · · · + Sn+1
)
=
∫
{t1+···+tn≤d0t<t1+···+tn+1}
e−(t1+···+tn+1)dt1 · · · dtn+1
=
(d0t)
n+1
(n+ 1)!
e−d0t. (A.9)
Thus, we are done. ✷
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