ABSTRACT. In the present work, we investigate the approximability of solutions of elliptic partial differential equations in a bounded domain Ω by solutions of the same equations in a larger domain. We construct an abstract framework which allows us to deal with such density questions, simultaneously for various norms. More specifically, we study approximations with respect to the norms of semilocal Banach spaces of distributions. These spaces are required to satisfy certain postulates. We establish density results for elliptic operators with constant coefficients which unify and extend previous results. In our density results, Ω may possess holes and it is required to satisfy the segment condition. We observe that analogous density results do not hold in spaces where the infinitely smooth functions are not dense. Finally, we provide applications related to the method of fundamental solutions. operator with constant coefficients and the domain Ω is required to satisfy a weaker condition, the segment condition.
operator with constant coefficients and the domain Ω is required to satisfy a weaker condition, the segment condition.
Answers to the main question have been obtained for linear combinations of translates of a fundamental solution e of L in the special case in which the singularities lie on a surface ∂Ω embracing Ω, i.e., Ω ⊂ Ω and Ω Ω does not have any compact components ([Bog85, KA63, Smy06, Smy07] ). In particular, it is shown that the solutions of specific elliptic equations and systems, including the Laplace and m−harmonic equations, and the Cauchy-Navier system, can be approximated by linear combinations of translates of suitable fundamental solutions of the corresponding operators, with singularities lying on a prescribed embracing surface ( [Smy06, Smy07] ).
In this work, we construct a general framework for dealing with our density question, simultaneously for various Banach spaces of distributions. We first define an abstract Banach space A of distributions in R n which is semilocal in the sense of Hörmander [Hör83b] and satisfies some additional postulates. These postulates allow A to be any of the spaces W k,p (R n ), p ∈ [1, ∞), C k 0 (R n ) and lip(k, σ, R n ), the space of uniformly Hölder continuous functions (see Section 3). We next define A(Ω), where Ω is an open bounded subset of R n , in a way that if A = W k,p (R n ), C k 0 (R n ) or A = lip(k, σ, R n ), then A(Ω) = W k,p (Ω), C k (Ω) or A = lip(k, σ, Ω), respectively; in the case of Sobolev spaces, Ω is required to satisfy the segment condition.
According to the our main density result (Theorem 1), if L is an elliptic operator with constant coefficients, then every function u ∈ A(Ω), satisfying Lu = 0 in Ω, can be approximated, with respect to the norm of A(Ω), by linear combinations of translates of a fundamental solution of L, with singularities lying in an open set U outside of Ω and intersecting every component of R n Ω, provided that Ω satisfies the segment condition. In this density result, A(Ω) can be C k (Ω), W k,p (Ω) or lip(k, σ, Ω) for any  k ∈ N, p ∈ [1, ∞) and σ ∈ (0, 1).
We next provide an answer to the main question. More specifically we show (Theorem 2) that every solution of Lu = 0 in Ω, which lies in A(Ω), can be approximated by solutions of Lu = 0 in Ω ,
where Ω is open, Ω ⊂ Ω and each component of R n Ω contains a component of R n Ω . In fact, Theorem 2 is a corollary of a Runge-type theorem (Theorem 3) which allows us to approximate the solutions of Lu = 0 in Ω, which belong to A(Ω), by solutions of Lu = 0 in R n F, where F is a finite set of poles; one pole in each hole of Ω. All our density results hold with respect to the norm of every Banach space which satisfies the required postulates.
We observe that analogous density results do not hold in the spaces W k,∞ (Ω), M(Ω) of signed Borel measures, and Lip(k, σ, Ω) of Hölder continuous functions. Each of these fails to satisfy the fourth postulate. According to this postulate the set D of test functions in R n should be dense in A.
We finally provide density results with linear combinations of translates of fundamental solutions in the case where the singularities of the fundamental solutions lie on the boundary of a domain Ω embracing Ω. In such case, fundamental solutions of suitable factors of the operator L are included in the linear combinations. Such density results establish the applicability of the method of fundamental solutions; a numerical method in the solution of elliptic boundary value problems.
The paper is organized as follows. In Section 2 we provide certain definitions and preliminary facts.
In Section 3 we define the semilocal Banach spaces with respect to which we shall obtain our density results. We also give examples of semilocal Banach spaces. Section 4 contains the main density  In this work N is the set of non-negative integers.
results. We also prove variations of these results which establish the applicabiity of the method of fundamental solutions for certain elliptic boundary value problems.
PRELIMINARIES

Test functions and distributions.
If Ω is an open domain in R n , then D (Ω) is the set of infinitely differentiable functions on Ω with compact support and D (Ω) the set of distributions in R n . These spaces are locally convex topological vector spaces, when endowed with their usual topologies, and
If w is a function, we set τ x w(y) = w(y−x) andw(x) = w(−x). If u and v are measurable functions in R n , then their convolution u * v is defined by
provided that the integral on the right-hand side of the above exists for almost every x ∈ R n . Note
It is readily seen that ν * ϕ is an infinitely differentiable function and
If µ, ν ∈ D , and one of them (say ν) has compact support, then their convolution µ * ν is also defined as another distribution, and more specifically, in a natural way which extends the definition of the convolution of integrable functions.
Properties of the convolution of distributions.
(iii) If δ is the Dirac measure with unit mass at the origin, then δ * ν = ν.
Also, the convolution of distributions enjoys commutativity and associativity.
Fundamental solutions. Let L = ∑ |α|≤m a α D α be a partial differential operator in R n with constant coefficients. A fundamental solutions of L is a function e : R n {0} satisfying L e = δ, where δ is the Dirac measure with unit mass at the origin, in the sense of distributions, i.e., 
The following postulate guarantees the homogeneity of A:
The following technical fact is a consequence of the fifth postulate:
then µ defines a continuous linear functional on A.
Proof. Since ν has compact support, then f * ν defines also a distribution, and for every ϕ ∈ D, we clearly have that ν * φ ∈ D, and
The last integral is well defined since w(
which is compact and w ∈ D. Thus,
where c = sup |ϕ| A =1 |ψϕ| A . Clearly, c < ∞, due to the second postulate. Altogether, for every Also, if the locally integrable function f , in Proposition 1, is replaced by an element of M loc (R n ), where
ζµ is a signed Borel measure on R n for every ζ ∈ D , then Proposition 1 still holds. 
where L β is a partial differential operator with constant coefficients, for every |β|
, as a consequence of Lemma 1. Also, D β e * ν has compact support, for every |β| < m; in fact supp D β e * ν = suppD β (e * ν) ⊂ supp e * ν. Proposition 1 implies that D β e * ν defines an element of A , for every |β| < m. Each term on the right-hand side of (.) defines an element of A , as a consequence of the second postulate, and so does their sum.
If A satisfies the postulates [P 1 − P 5 ], then A does not necessarily satisfy the the fourth postulate. For example, if A is the set of continuous functions in R n which vanish at infinity, equipped with the supremum norm, then A is M(R n ), the set of signed Borel measures on R n , equipped with the total variation norm. Every test function in R n defines a signed Borel measure. Proof. We have already explained why the first and second postulates are satisfied by A . The satisfaction of the fifth postulate follows from the fact that τ ξ ν(u) = ν(τ −ξ u), for every ξ ∈ R n , u ∈ A and ν ∈ A . We next show that A satisfies the third postulate. First we observe that, by virtue of Proposition 1, ϕ * (ψν) ∈ D ∩ A , for every ϕ, ψ ∈ D and ν ∈ A , and thus we can find a ω ∈ D ∩ A = {0}. (Note that if ζ ε is an approximate identity (i.e., ζ ε (x) = ε −n ζ(ε −1 x), where ζ ∈ D (B 1 ), ζ ≥ 0 and ζ dx = 1), then for every ν ∈ D , ζ ε * ν → ν in the sense of distributions, as ε → 0, and thus if ν = 0, then ζ ε * ν = 0, if ε is sufficiently small.) We may assume that ϕ is positive in some ball
, which is positive in B(x 0 , ε/2). Here, B(x, r) denotes the open ball of radius r centered at x. Then ζω ∈ A , due to the second postulate, and τ ξ ψ ∈ A , for every ξ ∈ R n , since A satisfies the fifth postulate. Also, ζω is a non-negative test function, which is supported in B(x 0 , ε) and it positive in B(x 0 , ε/2). If ϕ is an arbitrary test function and K = supp ϕ, then we can find ξ 1 , . . . ,
then it is not hard to show that if ν ∈ A and ζ ε is an approximate identity, then ζ ε * ν ∈ A , due to Proposition 1, and ζ ε * ν tends to ν in the weak * sense of A , as ε tends to zero.
in the weak * sense of A 0 (Ω).
Next, we define, for ϕ ∈ D, the seminorm 
Conversely, if µ ∈ A(Ω)
,∈ D (Ω), such that ζ(ϕ) − ζ(ψ) = Ω ζ(ϕ − ψ) = 0. Therefore, the set D | Ω = {ϕ| Ω : ϕ ∈ D } can
This allows us to view A(Ω) as a subset of D (Ω). The fact that T u = T v ⇒ u = v, implies also that behavior of the elements of A(Ω) on ∂Ω is determined form their behavior in Ω.
It is also noteworthy that, if Ω 1 , Ω 2 are open subsets of R n and Ω 1 ⊂ Ω 2 , then the elements of A(Ω 2 ) define elements of A(Ω 1 ). To every element u ∈ A(Ω 2 ) corresponds an A(Ω 2 )−Cauchy sequence {ϕ } ∈N ⊂ D, which is also A(Ω 1 )−Cauchy; therefore, u defines an element in A(Ω 1 ), which is clearly unique. In fact, this observation allows us to define on A(Ω 2 ) the restriction R Ω 1 u of u on Ω 1 , which defines a continuous imbedding in A(Ω 1 ); in fact, a contractive one. 
The solution spaces
We shall see that, if Ω is bounded and satisfies the segment condition, then A ext
Local spaces. Let Ω be an open subset of R n . We set
Let Ω ν , ν ∈ N, be a sequence of open subsets of R n , such that Ω ν ⊂ Ω ν+1 and ∪ ν∈N Ω ν = Ω. For every ν ∈ N we define on A loc (Ω) the seminorm
and subsequently, the invariant metric
with respect to which A loc (Ω) becomes a Fréchet space. Clearly, the induced topology is independent of the choice of the Ω ν 's. Examples of semilocal Banach spaces. Most of the Banach spaces which are used in Harmonic Analysis and PDEs are semilocal, i.e., they satisfy the first and second postulates. However, spaces as for example L ∞ (R n ), W k,∞ (R n ) and the Hölder spaces do not satisfy the fourth postulate, i.e., D is not dense in A. Nevertheless, if u ∈ A(Ω) can be approximated by functions which are solutions of the elliptic equation Lu = 0 in a neighborhood of Ω, then u can also be approximated by elements of D. Hence, in our framework, the fourth postulate is only a reasonable restriction. 
Remark 2. Usually, A(Ω) is defined as
A/A 0 (R n Ω), where A 0 (Ω) = u ∈ A : supp u ⊂ Ω .Lebesgue spaces. If p ∈ [1, ∞), then A = L p (R n ) is a Banach space, it is a subset of D and it satisfies postulates [P 1 − P 5 ]. Also, L p (R n ) = L q (R n ), where 1/p + 1/q = 1, and if Ω ⊂ R n is open, then A 0 (Ω) = ν ∈ L q (R n ) : supp ν ⊂ Ω = L q (Ω).(Ω). In fact, | · | A(Ω) = | · | L p (Ω) . Conversely, each element of L p (Ω) is a limit of a A(Ω)−Cauchy sequence {ϕ } ∈N ⊂ D, since {ϕ| Ω : ϕ ∈ D } is dense in L p (Ω). Also, A loc (Ω) coincides with L p loc (Ω). Note that, D is not dense in L ∞ (R n ). Sobolev spaces. If Ω ⊂ R n open, k ∈ N and p ∈ [1, ∞), then the space W k,p (Ω) = u ∈ D (Ω) : D α u ∈ L p (Ω) for every |α| ≤ k , with norm |u| W k,p (Ω) = ∑ |α|≤k |D α u| p L p (Ω)|ϕ| A(Ω) = sup ν∈A 0 (Ω) |ν| A =1 |ν(ϕ)| = sup µ∈ W k,p (Ω) |µ| (W k,p (Ω)) =1 |ν(ϕ)|= |ϕ| W k,p (Ω) , since every ν ∈ W k,p (R n ) ,loc (Ω). Note that, D is not dense in W k,∞ (R n ). The space A = W k,p (R n ) satisfies postulates [P 1 − P 5 ]. We shall next see that A 0 (Ω) coincides with W k,p 0 (Ω).
Sobolev spaces of negative norm. Let k be a positive integer and p ∈ (1, ∞). If ϕ is a test function, we set
If Ω ⊂ R n is open and bounded, then C k (Ω) is the space of functions with continuous partial derivatives up to order k in Ω, which extend continuously to Ω, and it is a Banach space with respect to the norm |u| k,Ω = max |α|≤k, x∈Ω |D α u(x)|. According to Whitney's Extension Theorem (see [Hör83a, Theorem 2.3.6]), every u ∈ C k (Ω) extends to aũ = E u ∈ C k 0 (R n ) and there is a c > 0, depending only on Ω and k, such that
The above allow us to identify A(Ω) with C k (Ω). Also, A loc (Ω) coincides with C k (Ω), the space of k times continuously differentiable functions in Ω, endowed with the topology of convergence with respect to the norms | · | k,K , for all compact subsets K of Ω.
Lipschitz spaces. Let σ ∈ (0, 1], F ⊂ R n , and u : F → R. We set
If 
open and bounded, then we set 
DENSITY RESULTS
In this section, Ω shall always be an open bounded domain in R n and A ⊂ D shall be a Banach space which satisfies postulates
, which is equal to one in a neighborhood of Ω ∩ U j . Then the zero extension of ζu belongs to D and we have
The last term of the above is equal to zero since L(ζu) = 0 in a neighborhood of the support of ψ j ϑ. Thus ν j annihilates every u satisfying Lu = 0 in a neighborhood of Ω ∩ U j .
Remark 3. Proposition 6 remains valid if in its formulation we replace the phrase ν annihilates every u which satisfies Lu = 0 in a neighborhood of Ω by ν annihilates τ x e, for every x ∈ R n Ω where e is a fundamental solution of L. 
with respect to the norm of A(Ω).
Proof. We use the duality argument of the proof of Theorem 3 in [Bro62] . We first observe that X and A int L (Ω) are linear subspaces of A(Ω). According to the Hahn-Banach theorem, it suffices to show
Let ν ∈ A(Ω) annihilating X . If x∈U, then τ x e belongs to X and
Thus the convolution ϑ =ȇ * ν vanishes in U. Meanwhile, ϑ satisfies the elliptic equation L u = 0 in R n Ω, and thus it is a real analytic function in R n Ω. Let V be a connected component of R n Ω. Since U intersects V, then ϑ vanishes in V, and consequently in the whole R n Ω. Thus ν(τ x e) = 0, for every x ∈ R n Ω.
condition which corresponds to U j . We denote by τ j,ε the translation operator by εξ j , with ε ∈ R, i.e.,
where w is a distribution. We also define ν Let u ∈ A(Ω) and ϕ ∈ D. Then
The third term of the (.) can become arbitrarily small if ϕ is chosen sufficiently close to u, and so can the first term, since |ν j ε | A = |ν j | A , due to the fifth postulate. The second term of (.) can be written as 
We have thus shown the following result which is an extension of Proposition 7 in [Wei73] .
Corollary 1. If Ω is an open bounded subset of R n satisfying the segment condition and L is an elliptic operator with constant coefficients, then
The following result is our answer to the main question of the Introduction: 
where Ω is an open domain in R n and Bu = f is the boundary condition, is approximated by linear combinations of particular solutions of ( . On the other hand, in dimensions n ≥ 3, linear combinations of translates of the fundamental solution e 1 of −∆ given by
where ω n−1 is the area of the surface of the unit sphere S n−1 in R n and | · | is the Euclidean norm in R n , with singularities lying on a prescribed pseudo-boundary are dense in the solution space. In particular, we have the following result: 
Sketch of proof.
Let ν ∈ A 0 (Ω), such that u, ν = 0, for every u ∈ X . Then the convolution ϑ = e 1 * ν is harmonic in R n Ω and vanishes on ∂Ω . Here we have used the fact thatȇ 1 = e 1 . Also, D α e 1 vanishes at infinity for every multi-index α and consequently, so does ϑ, since ϑ, outside of Ω, is equal to ϑ(x) = τ x e 1 , ν . If V is a bounded component of R n Ω, then there is an open set V , such that V ⊂ V and ∂V ⊂ ∂Ω . Since ϑ vanishes on ∂V ⊂ ∂Ω , it vanishes in V as well, due to the maximum principle, and in the whole of V, since ϑ is a real analytic function in V. In the case of the unbounded component of R n Ω, using the fact that ϑ vanishes at infinity and on a boundary of an unbounded component we obtain similarly that ϑ vanishes in the whole component, and therefore in R n Ω. The rest of the proof in identical to the proof of Theorem 1. for every x ∈ R n Ω, since τ x e ∈ X , for every x ∈ R n Ω. Taylor expansion of τ x e +1 (y), provides and consequently, ϑ +1 vanishes at infinity. Since ϑ +1 vanishes also on ∂Ω and it is harmonic in R n Ω, then ϑ +1 vanishes in R n Ω. The rest of the proof is identical to the proof of Theorem 1.
Remark 4. Similar density results establishing the applicability of the MFS can be obtain for various partial differential operators including the modified Helmholtz, poly-Helmholtz and the CauchyNavier system in linear elasticity. (See [Smy06] .)
