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Abstrakt
Bakalářská práce se zabývá vytvořením aplikace pro vizualizaci grafových struktur, která bude
umožňovat zobrazení a základní práci s grafovými strukturami. První část této práce popisuje
současné trendy v oblasti vizualizace a práce s daty a jejich prezentací. Druhá část je zaměřená na
výběr algoritmů a implementaci aplikace. Třetí část je zaměřena na výkonnostní testy aplikace
ve zpracování dat za použití ruzných prohlížečů a při různých nastaveních.
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Abstract
The bachelor thesis deals with create appliaction for visualization graph structures, which will
allow display and basic work with graph structures. The first part of this work describes current
trends in visualization and work with data and their presentation. The second part is focused to
selection algorithms and implementation application. The third part is focused on performance
testing application in data processing using different browsers and at different settings.
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7
Seznam obrázků
1 Force-directed layout. [20] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Arc diagram. [17] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Circular Layout. [19] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 Rozdělení hran. [9] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5 US Migrace. [14] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6 Vyobrazení průchodu MINGLE algoritmem. [11] . . . . . . . . . . . . . . . . . . 23
7 Ilustrace minimalizování inkoustu. [11] . . . . . . . . . . . . . . . . . . . . . . . . 25
8 Úhel zakřivení hran. [11] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
9 US Airlines. [11] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
10 HEB boundling. [13] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
11 Řešení problému dvojznačnosti. [13] . . . . . . . . . . . . . . . . . . . . . . . . . 27
12 Výsledný graf po použití HEB algoritmu. [21] . . . . . . . . . . . . . . . . . . . . 28
13 Vizualizace podle výchozích hodnot. . . . . . . . . . . . . . . . . . . . . . . . . . 34
14 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
15 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
16 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
17 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
18 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
19 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
20 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
21 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
22 (a) Výchozí. (b) Upravený-line. (c) Upravený-bezier . . . . . . . . . . . . . . . . . 43
23 Různé typy grafů. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
24 (a) Výchozí. (b) Upravený. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
25 Výsledek testu zobrazený v grafu. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
8
Seznam tabulek
1 Vstupní parametry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2 Výchozí hodnoty (obrázek č.13). . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 Změna parametru delta vůči výchozímu nastavení. . . . . . . . . . . . . . . . . . 35
4 Změna parametru curviness vůči výchozímu nastavení. . . . . . . . . . . . . . . . 36
5 Změna parametru angle vůči výchozímu nastavení. . . . . . . . . . . . . . . . . . 37
6 Změna parametru neighbors vůči výchozímu nastavení. . . . . . . . . . . . . . . . 38
7 Změna parametru margin vůči výchozímu nastavení. . . . . . . . . . . . . . . . . 39
8 Změna parametru alpha vůči výchozímu nastavení. . . . . . . . . . . . . . . . . . 40
9 Změna parametru layout iterations vůči výchozímu nastavení. . . . . . . . . . . . 41
10 Změna parametru solid color a color type vůči výchozímu nastavení. . . . . . . . 42
11 Změna parametru line type vůči výchozímu nastavení. . . . . . . . . . . . . . . . 43
12 Grafy a jejich nastavení v obrázku č.23. . . . . . . . . . . . . . . . . . . . . . . . 44
13 Změna parametru recursion vůči výchozímu nastavení. . . . . . . . . . . . . . . . 45
14 Testovací sestava . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
15 Výkonnostní testy prohlížečů. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
9
Seznam výpisů zdrojového kódu
1 Příklad vstupních dat - JSON. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2 Část kódu použita k měření času. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
10
1 Úvod
Cílem této práce je vytvořit aplikaci na vizualizaci grafových struktur při aplikaci layout a
edge bundling algoritmů. Součástí této práce je seznámení a popsání současně používaných
algoritmů v oblasti vizualizace a práce s grafy. Tyto algoritmy jsou obsaženy v nejpoužívanějších
aplikacích a knihovnách zaměřených na vizualizaci grafů, jako jsou např. knihovny Data-Driven
Documents(D3.js), Chart.js, Sigma.js a Cytoscape.js. Tyto knihovny jsou používány v mnoha
odvětvích pro vizualizaci různých dat, jsou to např. trasy letadel, migrace, vztahy na sociálních
sítích a jakékoliv data reprezentovaná grafem.
Implementovaná aplikace bude nabízet načtení základního grafu z disku počítače ve for-
mátu JSON, který bude uložen v daných třídách a graf bude procházet algoritmy, které budou
postupně upravovat jeho strukturu. Tato úprava bude záležet na nastavení algoritmů pomocí vý-
chozích nastavení a parametrů z grafického rozhraní, které má možnost uživatel měnit i za běhu
aplikace. Mezi nastavitelné parametry v grafickém rozhraní budou patřit následující: delta, cur-
viness, angle, neighbors, margin, alpha, layout iterations, animation time, solid color, line type,
color type, dataset a recursion. Aplikace bude obsahovat následující funkce: zoomování, přesou-
vání grafu po plátnu, přesouvání vrcholů grafu, možnost zobrazení informací o vrcholu, počítání
procentuálního pokrytí plátna barvou a možnost zachycení zobrazovaného grafu jako obrázku.
V poslední části práce budou provedeny experimenty a výkonnostní testování aplikace. Ex-
perimety budou zaměřené na vliv parametrů grafického rozhraní na výslednou vizualizaci grafu.
Testování proběhne při spuštění aplikace v různých prohlížečích a bude se měřit čas výpočtu
výsledného grafu při nastavení určitých parametrů.
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2 Kreslení grafů
Kreslení grafů je oblast matematiky a informatiky, kombinuje metody z geometrické teorie grafů
a vizualizaci informací k vyobrazení dvourozměrných nebo třírozměrných grafů z aplikací např.
na sociální síťové analýzy, kartografie, lingvistiku a bioinformatiku.
Kresba grafu nebo diagramu sítě je vyobrazením vrcholů a hran grafu. Výsledek kresby by
neměl být zaměnován s původním grafem. Velmi rozdílný výsledný vzhled grafu může odpovídat
pouze jednomu původnímu grafu. V abstraktním grafu záleží jen na tom, které dvojice vrcholů
jsou spojeny hranami. V pevném grafu však uspořádání vrcholů a hran ovlivňuje srozumitel-
nost, použitelnost, cenu zhotovení a estetiku. Problém se zhoršuje jestliže měníme graf v čase
přidáváním a odebíráním hran(dynamické kreslení grafu).
Grafy jsou často kresleny jako uzel-spoj diagramy, ve kterých jsou vrcholy reprezentovány
jako disky, krabice nebo textové štítky a hrany jsou reprezentovány jako úcečky, křivky nebo
křivky v Euklidovském prostoru. Historie uzel-spoj diagramů sahá až do 13. století k práci
Ramona Llull, který kreslil grafy tohoto typu pro úplný graf za účelem analyzovat všechny
párové kombinace mezi sadami metafyzických konceptů.
V případě orientovaných grafů se někdy použivají šipky k určení směru hrany. Nicméně
uživatelské studie ukázaly, že nahrazení šipky zužující se hranou poskytne informaci směru
efektivněji. Vzestupné rovinné kreslení grafu používá rozložení vrcholů tak, že šipky jdou směrem
od spodních vrcholů k vrchním vrcholům, tudíž v tomto případě jsou šipky zbytečné. [5]
Zajištění kvality
Mnoho různých opatření v oblasti kvality bylo definováno pro kreslení grafů, ve snaze najít ob-
jektivní způsob hodnocení estetiky a použitelnosti. Na výběr je mnoho algoritmů na uspořádání
jednoho původního grafu, některé z těchto algoritmů optimalizují tato opatření.
• Pojem počet křížení představuje v grafové terminologii počet křížení hran mezi sebou
navzájem. V případě že je graf rovinný, je vhodné ho nakreslit bez křížení hran, v tomto
případě grafové kreslení reprezentuje grafové vkládání. Nicméně neplanární grafy většinou
vznikají v aplikacích, takže kreslící algoritmy musí obecně počítat s křížením hran.
• Plocha pro kreslení je jako nejmenší rámeček, který musí obsahovat všechny vrcholy grafu.
Kreslení na větší plochu je obecně lepší než kreslení na menší plochu, protože to umožnuje
lepší viditelnost detailů grafu než u měnší plochy a graf bude lépe čitelný. Důležitý je i
poměr stran plochy na kreslení.
• Další problém je nalezení symetrických částí grafu, nalezení způsobu vykreslení výsledného
grafu, tak aby byl co nejvíce symetrický. Některé algoritmy na úpravu grafů se automaticky
snaží kreslit symetrické grafy, některé začínají tím že najdou symetrické struktury v grafu
a využijí tuto konstrukci ke kreslení výsledného grafu.[2]
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• Je důležité, aby hrany měly co nejjednodušší tvar, aby graf byl přehledný a bylo zřejmé
kam hrana vede. Při kreslení hran jako křivky může být složitost měřena počtem řídících
bodů křivek.
• Pro zlepšení kvality výsledného grafu je vhodné minimalizovat délky hran v grafu, může
být výhodné, aby délky hran v grafu byly podobné, než aby se velmi lišily.
• Úhlové rozlišení je měřítkem nejostřejšího úhlu v grafu. V případě, že jsou v grafu vrcholy
s vysokým stupněm, pak musí mít malé úhlové rozlišení, ale může být dole omezeno v
závislosti na úhlu.
Algoritmy pro specifické kreslení grafů:
Force-based layout, Spectral layout, Orthogonal layout, Tree layout, Arc diagrams, Circular
layout, Dominance drawning.
Software na kreslení grafů:
Cytoscape, BioFabric, Gephi, Graphviz, Mathematica, Microsoft Automatic Graph Layout, Tom
Sawyer Software, Tulip, yEd, PGF/TikZ.
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2.1 Datové struktury grafů
Datová struktura grafu se skládá z vrcholů (uzlů, bodů), neuspořádané páry těchto vrcholů pro
neorientovaný graf a uspořádané páry pro orientovaný. Tyto páry jsou známé jako hrany(oblouky,
křivky, linky), u orientovaného grafu jsou reprezentovány šipkou. Datová struktura grafu může
obsahovat i jiné informace než pozice a propojení mezi vrcholy, například u vrcholů mohou
obsahovat jméno, popis, barvu, tvar, geo-souřadnice a velikost, u hran to může být váha, barva
a další informace o spojení dvou vrcholů. [18]
Seznam sousedů
Je jeden z několika běžně používaných reprezentací grafu, používaných v počítačových pro-
gramech. Je kolekcí neuspořádaných seznamů použitých k reprezentaci konečného grafu. Každý
seznam popisuje sousedy daného vrcholu. Výhodou této reprezentace je rychlost práce s grafem,
časové složitosti operací jsou: uložení grafu - O(|V| + |E|), přidání vrcholu nebo hrany - O(1),
odebrání vrcholu nebo hrany O(|E|).
Matice sousednosti
Matice sousednosti je čtvercová matice řádu |V 2|, která reprezentuje konečný graf. Ele-
menty matice zaznamenávají, jestli jsou páry vrcholů spojeny hranou. Ve speciálních připa-
dech konečného jednoduchého grafu je matice sousednosti tvořena hodnotami 0 a 1, kde 0 jsou
na diagonále matice. Pokud je graf neorientovaný, tak je matice symetrická. Oproti seznamu
sousedů(Adjacency list) má tato struktura časově náročnější operace s grafem: uložení grafu -
O(|V 2|), přidání nebo odebrání vrcholu - O(|V 2|), přidání nebo odebrání hrany O(1).[12]
Matice incidence
Je matice, kde je pro každý vrchol grafu jeden řádek a pro hranu grafu jeden sloupec. Pokud
vrchol náleží hraně, je na dané pozici hodnota 1, pokud nenáleží 0. U orientovaného grafu se
značí výchozí vrchol hodnotou -1. U této datové struktury je pro přidání a odebrání hrany,




Force-directed algoritmy jsou ze třídy Algoritmy pro kreslení grafů, které mají za účel zpřehled-
nit a esteticky upravit vzhled výsledného grafu. Algoritmus funguje na principu porovnávání
vzdálenosti všech bodů a délky všech hran, kde spočítá síly(odpudivá síla a přitažlivá síla, atd.),
pomocí kterých přemístí body po ploše.
Přitažlivá síla je počítána na základě Hookova zákona, počítá se mezi koncovými body hran,
projdou se všechny hrany v grafu.
Odpudivá síla je počítána na základě Columbova zákona, počítá se mezi všemi body navzájem
v celém grafu.
Force-directed layout může obsahovat i jiné síly než jen přitažlivé a odpudivé. Síla podobná
gravitaci, může být použita k vytažení vrcholů směrem k nějakému bodu plátna, může být
použita ke spojení nesouvislých grafů. Síla podobná magnetickému poli může být použita u
orientovaných grafů. Odpudivá síla může být počítána jak na vrcholech, tak i na hranách, aby
se ve výsledku zabránilo překrývání. V grafech tvořených křivkami mohou být síly použity na
řídících bodech křivek, například za účelem zlepšení jejich úhlového rozlišení.
Poté, co se pro celý graf spočítaly všechny síly, aplikují se na vrcholy grafu. Tento celý proces
bývá většinou opakován, dokud síly nejsou v rovnováze a pozice vrcholů grafu se nemění. Počet
průchodů tímto algoritmem může být dán předem nebo dynamicky v běhu programu. [16]
Výhody:
Kvalitní výsledek - pro velikostně střední grafy(50 - 500 vrcholů), dobrý výsledek je hodnocen na
základě následujících kriterii: stejné délky hran, rovnoměrné rozmístění vrcholů a zobrazovací
symetrie.
Flexibilita - algoritmus lze snadno přizpůsobit nebo rozšířit podle dodatečných kriterií. Rozšíření
jako 3D kreslení grafů, kreslení grafů po svazcích a dynamické kreslení.
Jednoduchost - force-directed algoritmy mohou být jednoduše iplementovány jen na pár řádků
kódu, většina layout algoritmů je složitější.
Interaktivita - postupným kreslením průběhu algoritmu, může uživatel sledovat rozmísťování
vrcholů po plátně od spleti vrcholů a hran až po dobře vypadající graf. V některých interaktivních
nástrojích pro kreslení grafů si uživatel může zvolit skupinu vrcholů a naopak spočítat původní




Časová náročnost - typická časová naročnost algoritmů je O(n3), kde n je počet vrcholů. Je to
proto, že počet průchodů má časovou náročnost O(n), v každém průchodu se počítá odpudivá
síla mezi všemi body s náročností O(n2) a přitažlivá síla se složitostí O(n).
Slabé lokální minimum - algoritmus produkuje graf s minimální energií zejména tehdy, pokud
je celková energie pouze lokální minimum, což má za následek nízkou kvalitu výsledku. Pro
mnoho algoritmů ze třídy force-directed, zejména ty, které umožnůjí pouze "down hill"pohyby,
konečný výsledek může být silně ovlivněn prvotním uspořádáním vrcholů. Problém špatného lo-
kálního minima roste společně s počtem vrcholů grafu. Kombinování aplikací různých algoritmů
může řešit tento problém. Například použitím Kamada–Kawai algoritmu k rychlému generování
přiměřeného počátečního rozložení a poté použít Fruchterman–Reingold algoritmus pro zlep-
šení umístění sousedních vrcholů. Další technikou pro dosažení globálního minima je použití
víceúrovňového přístupu. [3]
Obrázek 1: Force-directed layout. [20]
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2.2.2 Arc diagram
Arc diagram je styl kreslení grafů, ve kterém jsou vrcholy grafu umístěny podél linie v Eukli-
dovské rovině, přičemž hrany jsou nakresleny jako půlkruhy v jedné ze dvou polovičních rovin
rozdělených linií, nebo jako hladké křivky, tvořené sekvencemi půlkruhů. V některých případech
jsou segmenty linií brány jako hrany tak dlouho, dokud se nepropojí pouze s vrcholy, které jsou
podél linie.
Použítí výrazu obloukový diagram pro tento typ kreslení následuje použití podobného typu
diagramu od Wattenberga(2002) pro vizualizaci opakování vzorů v řetězcích, pomocí oblouků
spojuje páry stejných řetězců. Nicméně tento styl kreslení grafů je mnohem starší než jeho jméno,
datuje se až k práci Saaty(1964) a Nicholsona (1968), kteří použili obloukové diagramy ke studiu
počtu křížení v grafu. Starší, ale méně často užívaný název pro obloukové diagramy je lineární
vkládání.
Nicholson zjistil, že každé vkládání grafu do roviny může být deformováno na obloukový di-
agram, aniž by se změnil počet křížení hran. Zejména každý rovinný graf má rovinný obloukový
diagram. Nicméně toto vkládání může potřebovat více než jeden půlkruh pro některé z hran.
Pokud je graf nakreslen bez křížení hran s použitím obloukového diagramu, ve kterém každá
hrana je jeden půlkruh, pak je kreslení definováno jako dvoustránkové vkládání, které je možné
použít u dílčích Hamiltonovských grafů, které jsou podmnožinou roviných grafů. Například ma-
ximální rovinný graf má takové vkládání jen tehdy, pokud obsahuje Hamiltonovský cyklus. Z
toho důvodu ne-Hamiltonovský maximální rovinný graf , jako například Goldner-Harary graf,
nemůže mít rovinné vkládání jednoho půlkruhu na jednu hranu. Každý rovinný graf má oblou-
kový diagram, ve kterém je každá hrana tvořena maximálně dvěma půlkruhy. [7]
Obrázek 2: Arc diagram. [17]
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2.2.3 Circular layout
Circular layout je styl kreslení grafů, který rozmístí vrcholy grafu po kružnici, často jsou roz-
místěny tak, že tvoří pravidelný mnohoúhelník. Tyto algoritmy jsou dobrou volbou pro kreslení
komunikační sítové topologie, jako hvězdové nebo kruhové sítě a pro cyklické části metabolic-
kých sítí. Pro grafy s Hamiltonovským cyklem, kruhové algoritmy umožnují zobrazit cyklus jako
kruh, a tím způsobem tvoří základ LCF notací pro Hamiltonovské kubické grafy.
Tyto algoritmy lze použít pro kreslení celého grafu, ale také pro uspořádání menších skupin
vrcholů v rámci kreslení velkého grafu, jako například pro grafy s více komponentami, shluky
genů v genově interaktivním grafu, nebo podskupiny v sociálních sítích. Výhodou kruhového
uspořádání v některých použitích, jako jsou bioinformatika nebo vizualizace sociálních sítí, je
jeho neutralita: umístěním všech vrcholů stejně daleko od sebe a od středu plátna, žádný z těchto
bodů nemá výhodnějši pozici.
Hrany mohou být zobrazeny jako tětivy kružnice, kruhové oblouky, nebo jiný typ křivky.
Vizuální rozdíl mezi vnitřní a vnější stranou kružnice může být použit k rozdělení dvou odlišných
způsobů kreslení hran. Například algoritmus kruhového kreslení od Gansner and Koren (2007)
používá ohýbání hran v kruhu spolu s několika hranami, které nejsou ohýbány a jsou kresleny
mimo kruh.
Pro kruhové rozvržení pravidelných grafů, s hranami kreslenými uvnitř a vně jako kruhové
oblouky, úhel dopadu jednoho z těchto oblouků je stejný na obou koncích oblouku. Je to vlastnost
usnadňující optimalizaci úhlového rozlišení kresleného obrazu. [4]
Někteří autoři studovali problém hledání permutace vrcholů kruhového rozmístění, který
minimalizuje počet křížení hran, když jsou všechny hrany kresleny uvnitř kruhu. Tento počet
přechodů je nula pouze pro outerplanar grafy. Pro ostatní grafy může být optimalizován nebo
redukován odděleně pro každou dvouspojenou komponentu grafu před sloučením, protože tyto
komponenty mohou být vykresleny tak, že na sebe vzájemně nepůsobí.
Obecně platí, že snižováním počtu křížení hran je NP-kompletní, ale může se blížit k časové
složitosti O(log2 n), kde n je počet vrcholů. Heuristické metody na snižování křížení hran byly
rovněž založeny například na opatrném vkládání vrcholů a na lokální optimalizaci. Kruhové
rozvržení grafu může být také použito pro maximalizování křížení hran v grafu. Zejména výběr
náhodné permutace pro vrcholy způsobuje, že každé možné křížení hran nastane s pravděpo-
dobností 1:3, takže očekávaný počet křížení hran je v rámci trojnásobného maximálního počtu
křížení mezi všemi možnými rozvrženími. [15]
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Obrázek 3: Circular Layout. [19]
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2.3 Edge Bundling
První formální použití edge bundlingu je pravděpodobně v článku o HEB algoritmu od Dannyho
Holdena, který byl publikován v říjnu 2006. Edge bundling je metoda, která se používá ke
zpřehlednění grafů. Tyto algoritmy se používají pro data v mnoha odvětvích např. sítě, sledování
dopravy, migrace, reprezentace uživatelů a jejich spojení ve virtuálním světě atp. Edge bundling
algoritmy mohou být iplementovány jak ve 2D, tak i ve 3D. Když má graf vysoký počet hran,
stává se, že uživatel z grafu nic nevyčte, reprezentace grafu je jen spletí stovek, tisíců hran, které
jsou kresleny přes sebe a zahltí plátno na které je graf kreslen. Je vytvořeno mnoho technik na
ohýbání hran v grafu, které mají za účel snížit nepořádek a zvýšit přehlednost výsledného grafu.
Edge bundling algoritmy jsou navrženy pro grafy obsahující hierarchické struktury a vztahy
popisující sousednosti hran. [8]
Používané Edge Bundling algoritmy:
• Hierarchical Edge Bundles (HEB)
• Multilevel agglomerative edge bundling (MINGE)
• Force-directed edge bundling (FDEB)
• Winding roads (WR)
• Graph Bundling by Kernel Density Estimation (KDEEB)
• Geometry-Based Edge Bundling (GBEB)
• Skeleton-Based Edge Bundling (SBEB)
• 3D Shift Edge Bundling
• 3D Density histograms for criteria-driven Edge bundling (3DHEB)
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2.3.1 Force-directed edge bundling
Jednoduchý způsob jak sloučit hrany dohromady v obecném grafu, je nejprve vytvořit hierarchii
a pak použít HEB algoritmus k sloučení hran. Nicméně vytvoření vhodné HEB hierarchie pro
obecný graf není triviální. Svazky vzniklé pomocí hierarchie by měly věrně odrážet vysokou úro-
veň vzorů hran. Ale není zřejmé, jaký způsob hierarchického svazování nebo kostry grafu použít,
aby to bylo pro daný graf vhodné. FDEB algoritmus má tu výhodu, že je snadno pochopitelný,
protože vychází z jednoduchého modelu fyziky. Algoritmus může být implementován na několika
řádcích kódu a snadno může být rozšířený o další požadavky na funkci algoritmu.
Vstupem FDEB algoritmu je lineární uzel-spoj diagram obecného grafu. Tento uzel-spoj
diagram může být generovaný za pomocí jakékoliv technologie na vytaváření grafů. V případe,
že vstupní graf představuje nějaké geografické informace, například migrace, letadlový provoz
atp. jsou pozice bodů grafu dány podle geografických souřadnic. Chcete-li přímkám spojující
vrcholy povolit měnit tvar v rámci svazování hran, je třeba je rozdělit na menší úseky. Na
obrázku č.4 jsou dvě hrany P a Q, které jsou rozděleny pomocí 4 dělících bodů na jednu hranu,
koncové pozice hran (P0, P1, Q0, Q1) zůstanou stejné.
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edges are route around nodes in this approach. Hence, min-
imization of curvature-variation to generate smooth bundles
that are easy to follow is not addressed by edge routing.
Flow map layouts use hierarchical, binary clustering on
a set of nodes, positions, and flow data to route edges
[PXY∗05]. As mentioned by Phan et al., the biggest draw-
back is that all edge splits are binary [PXY∗05].
Gansner et al. present a technique that reduces edge clutter
by merging groups of edges as bundled splines that share
part of their route [GK06]. This method is limited to graphs
that use a circular layout, however.
Hierarchical Edge Bundling (HEB) bundles edges to-
gether by bending each edge, modeled as a B-spline curve,
toward the polyline path defined by the available hierarchy
[Hol06]. This method is not applicable to general graphs,
since it requires a graph to contain a hierarchy.
Cui et al. present a GBEB method suitable for gen-
eral graphs [CZQ∗08]. However, their method relies on
the generation of a control mesh to guide the bundling,
which frequently results in bundles that display considerable
curvature-variation. This can make such bundles hard to fol-
low (see Section 4.2).
3. Force-Directed Edge Bundling
A straightforward way to bundle edges together in a gen-
eral graph would be to first create a hierarchy and then use
HEB to perform the bundling [Hol06]. However, creating a
suitable HEB-hierarchy for a general graph is not trivial. The
bundles induced by the hierarchy should faithfully reflect the
high-level edge patterns that are present in the graph. It is not
evident which hierarchical-clustering scheme or spanning-
tree generation method would be suitable for such a task.
Furthermore, a self-organizing, force-directed approach is
beneficial for the following reasons. Its behavior is easy to
understand because of the straightforward physics model,
the core algorithm can be implemented in a few lines of
code, and it can easily be extended to accommodate for addi-
tional layout criteria (the compatibility measures introduced
in Section 3.2 are an example of this).
3.1. Main Technique
The initial input for our FDEB method is a straight-line
node-link diagram of a general graph. This node-link dia-
gram can be generated using any available graph layout tech-
nique. In case of graphs that represent geographic informa-
tion such as traffic between locations, the node positions are
determined by geographic coordinates instead.
To enable straight-line edges to change shape while
bundling, edges are subdivided into segments. Figure 1
shows an example in which two interacting edges P and Q
are subdivided using four subdivision points per edge. The
position of edge end-points P0, P1, Q0, and Q1 remains fixed.
For each edge, a linear, attracting spring force Fs is
Figure 1: Two interacting edges P and Q. The spring forces
Fs and the electrostatic force Fe that are exerted on subdivi-
sion point p2 by p1, p3, and q2 are shown.
used between each pair of consecutive subdivision points
(see Figure 1). Springs between two points are zero-length
springs, i.e., springs that exert zero force when they have
zero length. A global spring constant K is used to control the
amount of edge bundling in a graph by determining the stiff-
ness of the edges. Since edges have different initial lengths
and are subdivided into segments (the springs between con-
secutive subdivision points), a local spring constant kP is cal-
culated for each segment of edge P. kP is identical for each
segment of P and is calculated as kP =K/|P|(number of seg-
ments), where |P| is the initial length of edge P.
Furthermore, an attracting electrostatic force Fe is used
between each pair of corresponding subdivision points of a
pair of interacting edges. Thus there are four Fe interactions
in Figure 1: between p0 and q0, p1 and q1, p2 and q2, and p3
and q3. Using an inverse-square model instead of an inverse-
linear model results in stronger, more localized bundling (see
Section 4). In this section the inverse-linear model is used in
the figures and equations.
Fe could also be calculated for each combination of sub-
division points (p,q) with p ∈ P and q ∈ Q. However, this
significantly increases the computational complexity from
O(N) to O(N2) for the interaction between a pair of edges
with N subdivision points per edge. Furthermore, we have
observed that both approaches do not differ much from a
visual point of view. We therefore chose the least computa-
tionally expensive approach.
During each calculation step of the iterative simulation,
the combined force exerted on each subdivision point of each
of the edges is calculated. The position of each subdivision
point is updated by moving it a small distance in the direc-
tion of the combined force that is exerted on it. For a sub-
division point pi on edge P, the combined force Fpi exerted
on this point is a combination of the two neighboring spring
forces Fs exerted by pi−1 and pi+1 and the sum of all elec-
trostatic forces Fe. It is defined as





kp : spring constant for each segment of edge P,
E : set of all interacting edges except edge P.
c© 2009 The Author(s)
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Obrázek 4: Rozdělení hran. [9]
Pro každou hranu je přitažlivá síla Fs použita pro každý pár po sobě jdoucích bodů na hraně,
které vznikly dělením hrany. Přitažlivá síla se rovná nule, pokud koncové body hrany mají od
sebe nulovou vzdálenost. Konstanta globální tuhosti K je určena ke stanovení tuhosti ohýbaní
hran v grafu. Vzhledem k tomu, že hrany mají různou délku a jsou rozděleny do segmentů, je
konstanta Kp mezi body segmentů spočítána pro každý segment hrany P. kp je stejná pro každý
segment hrany P a vypočítá se kp = K/|P |(početsegmentů), kde |P| je celková délka hrany P.[9]
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Elektrostatická přitažlivá síla Fe je použita mezi všemi páry podle dělení obou hran. Na
obrázku č.4 jsou to páry p0−q0, p1−q1, p2−q2, p3−q3. Použitím inverzního čtvercového modelu
oproti inverznímu lineárnímu modelu dostaneme lepší výsledky a více lokalizované ohýbaní hran.
Fe by mohla být také vypočítána pro každou kombinaci párových bodů (p,q) kde p ∈ P a q ∈ Q.
To by zvýšilo výpočetní složitost z O(N) na O(N2) mezi páry bodů na hranách, kde N je počet
bodů na hraně. Oba postupy jsou vizuálně málo rozlišné, tak je vhodné použít méně časově
náročný postup. Během každého výpočtu kroku iterativní simulace se spočítá kombinace sil
působící na body rozdělených částí hran. Pozice každého takového bodu je aktualizována malým
posunem ve směru spočítané výsledné síly, která působí na tento bod. Pro bod segmentu pi z
hrany P, je kombinovaná síla Fpi působící na tento bod kombinací dvou sousedních přitažlivých
sil Fs daných z bodů pi−1 a pi+1 a součtem všech elektrostatických sil Fe. Výpočet Fpi je definován




||pi − qi|| , kde kp je tuhost pro každý segment
hrany P, E je množina všech vzájemně na sebe působících hran s vyjímkou hrany P. [14]
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Figure 7: US airlines graph (235 nodes, 2101 edges) (a) not bundled and bundled using (b) FDEB with inverse-linear model,
(c) GBEB, and (d) FDEB with inverse-quadratic model.
Figure 8: US migration graph (1715 nodes, 9780 edges) (a) not bundled and bundled using (b) FDEB with inverse-linear
model, (c) GBEB, and (d) FDEB with inverse-quadratic model. The same migration flow is highlighted in each graph.
Figure 9: A low amount of straightening provides an indication of the number of edges comprising a bundle by widening the
bundle. (a) s = 0, (b) s = 10, and (c) s = 40. If s is 0, color more clearly indicates the number of edges comprising a bundle.
we generated use the rendering technique described in Sec-
tion 4.1. To facilitate the comparison of migration flow in
Figure 8, we use a similar rendering technique as the one
that Cui et al. [CZQ∗08] used to generate Figure 8c.
The airlines graph is comprised of 235 nodes and 2101
edges. It took 19 seconds to calculate the bundled airlines
graphs (Figures 7b and 7d) using the calculation scheme pre-
sented in Section 3.3. The migration graph is comprised of
1715 nodes and 9780 edges. It took 80 seconds to calculate
the bundled migration graphs (Figures 8b and 8d) using the
same calculation scheme. All measurements were performed
on an Intel Core 2 Duo 2.66GHz PC running Windows XP
with 2GB of RAM and a GeForce 8800GT graphics card.
Our prototype was implemented in Borland Delphi 7.
c© 2009 The Author(s)
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Obrázek 5: US Migrace. [14]
US migrace graf (1715 vrcholů, 9780 hran): (a) originální graf, (b) FDEB s inverzně-linearním
modelem, (c) GBEB, (d) FDEB s inverzně-čtvercovým modelem
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2.3.2 Multilevel Agglomerative Edge Bundling
Vstupem algoritmu je obecný graf G, který je dán vrcholy V a hranami E, popis algoritmu se
bude týkat 2D kreslení, algoritmus je možno rozšířit pro práci v 3D prostředí.
1. Identifikace hran, které mají podobné počáteční a koncové body.
2. Sloučení podobných hran.
3. Kontrola, zda se nemůže další hrana připojit k už existujícímu svazku, nebo je potřeba vytvořit
nový svazek.
4. Opakovat tento proces.
Nejprve musíme identifikovat podobné hrany, Holten a van Wijk představili 4 opatření s
kompatibilitou hran v grafu. Pro každou hranu je třeba kontrolovat podobnost s ostatními
hranami z toho vzniká E2 operací. S takovou časovou složitostí je nereálné použití u velkých
grafových struktur. Řešením je zbavení se kvadratické složitosti tak, že použijeme jednoduché
opatření kompatibility, kde každá hrana představuje jeden bod v 4-rozměrném prostoru, hranová
podobnost je dána metricky v tomto prostoru. Připoužitím tohoto postupu můžeme efektivněji
vytvořit hranově proximitní graf. Hrany, které jsou dány v proximitním grafu jako sousedé k
dané hraně, jsou kontrolovány k možnému sloučení. Hrany, které nejsou bezprostřední sousedé
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Figure 1: How multilevel agglomerative bundling works: (a) Original edges. Ink = 35.82. (b) Constructing an edge proximity graph (k = 3). (c)
After one level of agglomerative bundling. Ink = 19.31. (d) Constructing a coarsened proximity graph. (e) After multilevel agglomerative bundling.
Ink = 12.00. We call the tree-like branching portions of the bundles at their endpoints the fan-in and fan-out. (f) After recursive application of
bundling. Ink = 10.94. (g) Rendered using splines. (h) With turning angle <= 40o and spline rendering. Ink = 15.24.
section search [24], finding two points M1 and M2 along the line
linking the centroids. Figure 2 illustrates the process.
Figure 2: Illustration of the ink minimization process. The dotted line
pass through the centroids of S and T .
Figure 3: Left: edges with far away end points. Middle: bundling
results in a large turning angle. Right: limiting the turning angle.
When the end points of edges are far away, sometimes bundling
these edges results in large turning angles (Figure 3, middle), and
the corresponding splines will have a large curvature. We avoid
this in two ways. First, we allow a user-specified maximum turning
angle, and constrain the two meeting points so that this angle is
not exceeded. Second, we compromise between saving ink and









instead of (1), with parameter p> 1, subject to the maximum turn-
ing angle constraint. Here Amax is the maximum turning angle given
by the specific meeting points. A larger value of pmakes ink saving
more important, while a smaller value avoids sharp turning angles.
3.3 Multilevel agglomerative bundling
After edges are bundled by the agglomerative bundling process, we
coarsen the edge proximity graph by coalescing nodes (which rep-
resent edges of the original graph) that are bundled. Now each
node of the coarsened graph may represent a bundle of edges (Fig-
ure 1 (d)). We then repeat the bundling process described in the
previous section. This multilevel process terminates when no more
ink saving can be identified. The multilevel process allows edges
that may be far away in the original edge proximity graph to have
a chance to form a bundle, provided that doing so results in saving
ink.
Figures 1 (c) and 1 (e) show the results after one and two levels of
agglomeration. The first level reduces ink from 35.82 to 19.31. The
second level reduces it further to 12.00. No further ink reduction
can be achieved by going one level further.
3.4 Recursion
After one step of this bundling process, each edge is represented by
a polyline with at most three segments. Figure 4 (middle) shows
the result at the end of the multilevel process when applied to the
airlines graph (see Section 4). While a single step of the algo-
rithm reduces clutter when compared with the original graph, there
are still many similar splines that can be merged further. Therefore
we take the bundled straight sections as a new set of edges, and re-
cursively apply the multilevel process to bundle the edge bundles.
To promote straight lines, weights are used to represent the number
of edges a bundle represents, and the ink to draw a bundled line
is proportional to its weight. This has the effect of avoiding ex-
cessive bending of heavier bundles when merging bundles together.
Figure 1 (f) illustrates the result of recursion. This recursion ends
when no ink saving can be achieved. At this point each edge is a
polyline. We use the turning points as control points and render the
edges as splines (Figure 1 (g)). Figure 4 (bottom) shows the result
of recursively applying the multilevel process to the airlines
graph.
We call this multilevel agglomerative edge bundling procedure
MINGLE. Algorithm 1 gives the pseudo-code for MINGLE. In the
algorithm, e(v) denotes the set of edges represented by node v. If
v has been assigned a group, then this set also include edges repre-
sented by those nodes in the same group as v.
Obrázek 6: Vyobrazení průchodu MINGLE algoritmem. [11]
(a) Originální hrany, Ink = 35.82. (b) Vytvoření proximitního grafu (k=3). (c) Po jednom aglo-
merativním svazováním. Ink = 19.31. (d)Vytvoření hrubého proximitního grafu. (e) Po víceú-
rovňovém aglomerativním svazováním. Ink = 12.00. (f) Po rekurzivním použití svazování. Ink
= 10.94. (g) Vyobrazeno za použití křivek. (h) Se spoj vacím úhl m <= 40◦ a r derování za
pomocí křivek. Ink = 15.24.
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Hranově proximitní graf
Každý vrchol u má pozici v 2D označenou jako xu. Každá hrana (u, v)je prezentována jako 4D
vektor (xu, xv). Dvě hrany jsou blízko, pokud je jejich euklidovská vzdálenost ve 4D prostoru
malá. Rozklad prostoru může být např. za použití kd-tree, může být konstruován s využitím
všech |E| 4D vektorů v čase |E| log(|E|).Tato datová struktura umožnuje najít k-nejbližší (k <<
|E|) sousedy v čase k log(|E|) za jednu hranu. Takže konstrukce hranově proximitního grafu Γ
trvá k|E| log(|E|). Pořadí bodů ve 4D vektoru (xu, xv) ovlivňuje vzdálenost ve výsledku. Vyhnout
se tomuto problému dá tak, že se vkládají obě souřadnice (xu, xv) a (xv, xu) do struktury a to
bez ovlivnění časové složitosti. Vrcholy grafu Γ nejsou stejné s vrcholy grafu G, vrcholy grafu Γ
jsou hrany grafu G.
Hranově proximitní graf Γ při konstrukci nemusí zahrnout všechny nejbližší sousedy, a to z
důvodu omezeného počtu k, čímž je dán maximální počet sousedů. Také to může být z důvodu
použití měření vzdálenosti v euklidovském 4D prostoru, namísto použití více detailního výběru,
kde se porovnává délka, viditelnost, úhel a pozice. To nezpůsobuje významné problémy, protože
po každém svázání hran se měří, zda svázání přineslo úsporu inkoustu. Navíc proces víceúrov-
ňového svazování, svazuje nejen sousedy, ale i sousedy sousedů. A na konec rekurzivní způsob
zvyšuje možnost spojení hran, které doposud nebyly spojeny. [22]
Aglomerativní svazování
Po zkonstruování grafu Γ, se svazují hrany. Pro každého souseda v vrcholu u v Γ, spočítáme
úsporu inkoustu, která vznikde pokud sloučíme hrany v a u. Poté se vybere jeden ze sousedů,
se kterým je největší úspora inkoustu. Někdy tento soused může být sloučený s jinými hranami,
tudíž v reprezentuje celý svazek. Pokud e(u) označuje hranu nebo hrany reprezentované vrcho-
lem u v Γ,a pokud ink(e(u)) označuje inkoust potřebný k nakreslení hrany nebo svazku hran
reprezentující u, a e(u)⋃ e(v) hrana svazku tvořená sloučením hran u v. Pak množství ušetřeného
inkoustu je dáno jako ink(e(u)) + ink(e(v)) − ink(e(u))⋃ ink(e(v)) Spočítáme přibližné množ-
ství inkoustu potřebné k nakreslení svazku za použití 1D optimalizační procedury od Gansner a
Koren. e(u)⋃ e(v) = {e1 = (eS1 , eT1 ), e2 = (eS2 , eT2 ),....., ek = (eSk , eTk )}. Předpokládejme, že konce
hran jsou uspořádány tak, že tvoří dvě stejné velikostní sady, zdrojová sada S = {eS1 , eS2 , ....., eSk }
a cílová sada T = {eT1 , eT2 , ....., eTk }. Cílem postupu optimalizace inkoustu je najít dva styčné
body M1 a M2, takže tyto hrany nechávají vrcholy v začátku S, odkud pokračuji do bodu M1,
pak do boduM2 odkud se rozdělí do původních cílových bodů T (Obrázek č.7). Celkový inkoust,








Styčné body M1 a M2 jsou vybrány k minimalizováni celkového inkoustu:




První centrální body z S a T jsou spočítány. Potom je potřeba je minimalizovat za pomoci


















81, 2< 83, 4<
85, 6< 87, 8< 89, 10<
(a) (b) (c) (d)
→ → →
(e) (f) (g) (h)
Figure 1: How multilevel agglomerative bundling works: (a) Original edges. Ink = 35.82. (b) Constructing an edge proximity graph (k = 3). (c)
After one level of agglomerative bundling. Ink = 19.31. (d) Constructing a coarsened proximity graph. (e) After multilevel agglomerative bundling.
Ink = 12.00. We call the tree-like branching portions of the bundles at their endpoints the fan-in and fan-out. (f) After recursive application of
bundling. Ink = 10.94. (g) Rendered using splines. (h) With turning angle <= 40o and spline rendering. Ink = 15.24.
section search [24], finding two points M1 and M2 along the line
linking the centroids. Figure 2 illustrates the process.
Figure 2: Illustration of the ink minimization process. The dotted line
pass through the centroids of S and T .
Figure 3: Left: edges with far away end points. Middle: bundling
results in a large turning angle. Right: limiting the turning angle.
When the end points of edges are far away, sometimes bundling
these edges results in large turning angles (Figure 3, middle), and
the corresponding splines will have a large curvature. We avoid
this in two ways. First, we allow a user-specified maximum turning
angle, and constrain the two meeting points so that this angle is
not exceeded. Second, we compromise between saving ink and









instead of (1), with parameter p> 1, subject to the maximum turn-
ing angle constraint. Here Amax is the maximum turning angle given
by the specific meeting points. A larger value of pmakes ink saving
more important, while a smaller value avoids sharp turning angles.
3.3 Multilevel agglomerative bundling
After edges are bundled by the agglomerative bundling process, we
coarsen the edge proximity graph by coalescing nodes (which rep-
resent edges of the original graph) that are bundled. Now each
node of the coarsened graph may represent a bundle of edges (Fig-
ure 1 (d)). We then repeat the bundling process described in the
previous section. This multilevel process terminates when no more
ink saving can be identified. The multilevel process allows edges
that may be far away in the original edge proximity graph to have
a chance to form a bundle, provided that doing so results in saving
ink.
Figures 1 (c) and 1 (e) show the results after one and two levels of
agglomeration. The first level reduces ink from 35.82 to 19.31. The
second level reduces it further to 12.00. No further ink reduction
can be achieved by going one level further.
3.4 Recursion
After one step of this bundling process, each edge is represented by
a polyline with at most three segments. Figure 4 (middle) shows
the result at the end of the multilevel process when applied to the
airlines graph (see Section 4). While a single step of the algo-
rithm reduces clutter when compared with the original graph, there
are still many similar splines that can be merged further. Therefore
we take the bundled straight sections as a new set of edges, and re-
cursively apply the multilevel process to bundle the edge bundles.
To promote straight lines, weights are used to represent the number
of edges a bundle represents, and the ink to draw a bundled line
is proportional to its weight. This has the effect of avoiding ex-
cessive bending of heavier bundles when merging bundles together.
Figure 1 (f) illustrates the result of recursion. This recursion ends
when no ink saving can be achieved. At this point each edge is a
polyline. We use the turning points as control points and render the
edges as splines (Figure 1 (g)). Figure 4 (bottom) shows the result
of recursively applying the multilevel process to the airlines
graph.
We call this multilevel agglomerative edge bundling procedure
MINGLE. Algorithm 1 gives the pseudo-code for MINGLE. In the
algorithm, e(v) denotes the set of edges represented by node v. If
v has been assigned a group, then this set also include edges repre-
sented by those nodes in the same group as v.
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inste d of (1), with parameter p> 1, subject to the maximum turn-
ing angle constraint. Here Amax is the maximum turning angle gi e
by th specific meeting points. A larger value of pmakes k saving
more important, while a smaller value avoids sharp turning angles.
3.3 Multilevel agglomerative bundling
Afte dges are bundled by the gglomer tive bundling process, we
coarsen the edge proximity graph by coalescing nodes (which rep-
resent edges f the ori inal gr ph) that are led. Now each
node of the coarsened graph may represent a bundle of edges (Fig-
ure 1 (d)). We then repeat the bundling process described in the
previous section. This multilevel process terminates when no mor
ink saving can be identified. The multilevel process allows edges
that may be far away i the o iginal edge proximity graph to have
a chance to form a bundle, provided that doing so results in saving
ink.
Figur s 1 (c) and 1 (e) show the results after one and wo levels of
aggl meration. The firs level reduces ink from 35.82 to 19.31. The
second level r uces it further to 12.00. No further ink reduction
can be achieved by going one level further.
3.4 Recursion
After one step of this bundling process, each edg is represented by
a polyline wi at most ree segments. Figure 4 (middle) sh ws
the esult at the end of th multilevel proces wh n a plied to the
a rlines graph (see S ction 4). While a single step of the algo-
rithm reduces clutter when compared with the original grap , there
are s ill many similar plines that ca be merged furth r. Therefo
we tak the bundled straight secti ns as a new set of edges, and r -
cursively apply the multilevel process to bundl the dge bundles.
T promote straight lines, weights are used to represent the number
of edges a bundle represents, and the ink to draw a bundled line
is proportional to its weight. Thi has the effect of avoiding ex-
cessiv bending of heavier bund es when merging bundles together.
Figure 1 (f) illustrates the result of recursion. Th s r cursion nds
when no ink saving can be achieved. At this i t e ch edge is a
polyline. We use the t ning points as control p ints and rende the
edges as plines (Figure 1 (g)). Figur 4 (bottom) shows the result
of recursively applying the multilevel process to the airlines
graph.
We call this multilevel agglomerative edg bundling procedure
MINGLE. Algorithm 1 gives the ps udo-code for MINGLE. In the
algorithm, e(v) denotes the se of edge represe ted by node v. If
v has been assigned a group, then this set lso include edges repre-
sented by those nodes in the same group as v.
Obrázek 8: Úhel zakřivení hran. [11]
Levý: Hrany se vzdálenými body. Prostřední: Sloučení hran s velkým úhlem zakřivení. Pravý:
Omezení úhlu zakřivení.
Někdy, když jsou daleko o sebe koncové body hran, potom sloučení těchto hran má za
následek velký úhel zakřivení, a odpovídající křivky budou mít velké zakřivení. Lze to řešit
dvěma způsoby. Za prvé, aby se docílilo maximálního uživatelem specifikovaného úhlu, om zit
oba styčné body tak, aby se nepřekročil maximální daný úhel zakřivení. Za druhé, kompromis





, namísto (1), s p rameterm > 1, yjímnkou k maximálnímu
úhlu zakřivení. Amax je maximální úhel zakřivení dán konkrétními styčnými body. Vyšší hodnota
p zajistí vyšší úsporu inkoustu, přičemž nižší hodnota zajistí, aby úhly nebyly ostré.
Víceúrovňové aglomerativní svazování.
Poté, co jsou hrany sloučeny aglomerativním spojujícím procesem, zdrsníme hranově proxi-
mitní graf tím, že spojíme uzly (které představují okraje původního grafu), které jsou sloučeny.
Nyní každý uzel z hrubého grafu může představovat svazek hran (Obrázek č.6 (d)). Pak opa-
kujeme proces svazování hran, jak je popsané v předchozí části. Tento víceúrovňový proces je
ukončen, když po průchodu nevznikla úspora inkoustu oproti poslednímu průchodu. Víceúrov-
ňový proces umožňuje svázat i hrany, které mohou být v originálním proximitním grafu tak
daleko, že by neměly šanci na svázání, toto platí pouze v případě, že výsledkem je úspora in-
koustu. Obrázek č.6 (c),(e) ukazuje výsledek po první a po druhé aglomeraci. První průchod
snižuje množství inkoustu z 35.82 na 19.31. Druhá úroveň redukuje hodnotu dále na 12.00. Žádná
další úspora inkoustu nemůže být dosažena dalším průchodem algoritmu. [11], [10]
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Rekurze
Po jednom průchodu svazovacím algoritmem, je každá hrana reprezentována křivkou s ma-
ximálně třemi segmenty. Obrázek č.7 (b) ukazuje výsledek na konci víceúrovňového procesu,
při aplikaci na airlines graf. První průchod algoritmem redukuje nepřehlednost grafu oproti
původnímu, ale stále zbývají hrany, které mohou být dále sloučeny. Proto je vhodné použití
rekurzivního volání víceúrovňového procesu, za účelem sloučení svazků s hranami nebo dalšímy
svazky. Obrázek č.6 (f) znázorňuje výsledek rekurze. Rekurze končí, pokud další průchod nepři-
nese úsporu inkoustu, v tom okamžiku je každá hrana reprezentována křivkou. Obrázek č.7 (c)
ukazuje výsledek po rekurzivním průchodu.
Figure 4: (a) Graph airlines (b) Bundled without recursion (c) With
recursion.
Algorithm 1 Multilevel agglomerative edge bundling algorithm
(MINGLE)
input: a set E of edges with position of the end points given.
set totalgain= 0; UNGROUPED=−1;
form an edge proximity graph Γ= {VE ,EE} of E;
repeat
set gain= 0; k = 0;
set group(u) = UNGROUPED for all u ∈VE ;
for each node u of Γ do
if group(u) = UNGROUPED then
find among all neighbors of u a node v that gives the
most ink saving if e(u) and e(v) are bundled;
gain(u,v) = ink(e(u)∪ e(v))− (ink(e(u))+ ink(e(v))) ;
if gain(u,v)> 0 then
bundle e(u) and e(v);
gain= gain+gain(u,v);
if group(v) 6= UNGROUPED then
group(u) = group(v);
else












The time complexity of the MINGLE algorithm can be analyzed
as follows. At each level of the multilevel algorithm, every edge
has to be checked against k of its neighbors to see if merging them
saves ink. In the best case, when each edge only merges with a
few other edges, this takes O(k|E|) time (assuming that finding the
optimal meeting point of two edges can be done in constant time).
Combined with the time needed to compute the proximity graphs,
the best case complexity is O(k|E| log(|E|)). The worst case occurs
when each edge bundles with all previously processed edges, i.e.,
edge i merges with a bundle consisting of edges 1,2, . . . , i− 1. In
this case, the total time will be proportional to O(|E|2). In prac-
tice, on real-world graphs, this pathological complexity has not
been observed, and the agglomerative bundling process runs very
efficiently, as explained further in the next section.
4 RESULTS
We implemented MINGLE in C, and used OpenGL for rendering.
For the initial edge proximity graph, instead of constructing a
strict proximity graph [16], such as a relative neighborhood graph
or a Gabriel graph, for our purposes it is sufficient to find an ap-
proximate proximity graph, which can be constructed quickly. We
generate a k-nearest neighbor graph using the ANN library (Version
1.1.2, [20]). In our experiments, unless otherwise specified, we fix
k at 10. Further discussion of the choice of k is given below.
In the examples and experiments in this paper, we set the max-
imal turning angle to 40◦, except for Figure 7 (right), where we
wanted to be aggressive and did not set a limit on turning angle.
Unless node positions are given, all graphs are first drawn using
sfdp from Graphviz [9], an implementation of a force-directed
algorithm [15].
All CPU timings of the algorithm were measured on an Intel
Xeon E5506 2.13GHz processor running Ubuntu 9.10 with 12 GB
of RAM and a GeForce GTX260 graphics card. We used gcc -O3
for compilation. Table 1 shows the CPU times given by MINGLE.
For comparison, we also show the CPU times for FDEB [13] and
GBEB [5] reported2 by Holten et al. [13]. For these two algorithms,
we only have CPU data for the two small graphs airlines and
migration, which depict US airline routes and migration infor-
mation, respectively. The timing data were from an Intel Core2
Duo 2.66 GHz processor. According to cpubenchmark.net,
this class of processors is 3 to 4 times slower than the Intel Xeon
processor we used.
We can see from the table that even factoring in processor
speed, the MINGLE algorithm is substantially faster than FDEB
and GBEB.
We also tested MINGLE on nine larger graphs. These graphs,
except ixpas, were taken from the University of Florida Sparse
Matrix Collection [26]. Further information concerning them can
be found there. The graphs are chosen with two objectives.
Our first objective is to have a diverse sample of graphs. For ex-
ample, the graph yeast comes from a biological application. The
graph ixpas is bipartite with edges connecting autonomous sys-
tem (AS) nodes and Internet exchange points (IXP) where they have
a presence. AS nodes are assigned estimated (averaged) locations;
IXP nodes have known, exact geographic locations. The graph
amazon0302 depicts co-purchase relations between items on
amazon.com. The graph amazon0302 b uses the amazon0302
2We did run FDEB on our machine. It was able to bundle the first three
graphs in Table 1. The CPU time we observed (15, 56 and 102 seconds,
respectively) is less favorable than these reported in Holten et al. [13], when
factor in the difference in processor speed. This could be due to many rea-
sons, one of which could be that we only have an excutable program which
may be optimized for a platform different from ours. Therefore we thought
it would be fairer to quote the timing as reported in Holten et al. [13]. We




Obrázek 9: US Airlines. [11]
(a) Originální graf US Airlines. (b) Hrany ohýbány bez rekurze. (c) Hrany ohýbány s rekurzí.
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2.3.3 Hierarchical Edge Bundles
Hierarchické svazování hran funguje na principu svazování hran podle hierarchického rozdělení -
vhodné je použití stromových vizualizačních technik. Na obrázku č.10 je ukázáno, jak se vytváří
křivka mezi dvěma body pomocí balloon tree layoutu. Tento přístup používa cestu hiearchií mezi
dvěma vrcholy, které mají být spojeny a podle toho ohýbá křivku. Výsledná křivka je použita
jako reprezentace vztahu mezi body. Kontrolní body Pi, které vytváří řídící polygon jsou podél
cesty skrz hierarchii od PStart skrz LCA(PStart, PEnd) do PEnd, kde LCA(PStart, PEnd) je
nejmenší společný předek bodů PStart a PEnd.
HOLTEN: HIERARCHICAL EDGE BUNDLES: VISUALIZATION OF ADJACENCY RELATIONS IN HIERARCHICAL DATA
Fig. 2. Displaying adjacency relations using existing methods. A call graph visualized on top of the associated source code tree using (a) color-
coded directed straight edges and (b) curved link edges (caller = green, callee = red); (c) standard compound digraph drawing; (d) ArcTrees for
visualizing relations in hierarchical data; (e) a matrix view for showing relations between entities. (a) and (b) suffer from visual clutter, (c) and (d)
furthermore suffer from the problem that they do not scale well for compound graphs containing a large hierarchy, and (e) is less intuitive than
node-link- and enclosure-based representations.
Flow map layouts use hierarchical, binary clustering on a set of
nodes, positions, and ﬂow data to route edges [22]. As mentioned by
Phan et al. [22], the biggest drawback is that all edge splits are binary;
binary splits introduce too many extra routing nodes and lead to clutter
if there are too many nodes in a small area.
3 HIERARCHICAL EDGE BUNDLES
This section provides a detailed description of our technique. Sec-
tion 3.1 describes the basic idea behind hierarchical edge bundles, fol-
lowed by section 3.2, in which the principles mentioned in section 3.1
are described in more detail. Additional design decisions for improv-
ing the layout are mentioned here as well. Finally, in section 3.3, de-
tails regarding the actual rendering of the bundles are discussed that
further improve the ﬁnal visualization.
3.1 Principle
Since we want our approach to be usable in conjunction with existing
tree isualization techniques, we propose to use the layout provided
by a tree visualization as a guide for bundling the adjacency edges.
Figure 3 illustrates how this is done by using a balloon tree layout as an
example. The approach is to use the path along the hierarchy between
two nodes having an adjacency relation as the control polygon of a
spline curve; the resulting curve is subsequently used to visualize the
relation. The control points Pi that make up the control polygon are
the points along the hierarchy from PStart through LCA(PStart ,PEnd) to
PEnd , where LCA(PStart ,PEnd) is the least common ancestor of PStart
and PEnd (see ﬁgure 3).
Fig. 3. Bundling adjacency edges by using the available hierarchy. (a)
Straight line connection between P0 and P4; (b) path along the hierarchy
between P0 and P4; (c) spline curve depicting the connection between
P0 and P4 by using the path from (b) as the control polygon.
If this approach is used directly for bundling adjacency edges, am-
biguity problems as depicted in ﬁgure 4a may arise. These problems
can be reduced by diminishing the bundling strength. The bundling
strength is controlled by a parameter β , β ∈ [0,1], that effectively
controls the amount of bundling by straightening the spline curve. Fig-
ure 4d shows the effect of this parameter and ﬁgure 4e illustrates how
this can be used to resolve ambiguity problems.
Fig. 4. Resolving bundling ambiguity. The bundle in (a) might contain
each edge depicted in (b). (c) and (d) show how different values of β
(red= 1, green= 23 , and blue= 13 ) can be used to alter the shape of spline
curves. As shown in (e), a fairly high bundling strength (β = 0.8) can be
chosen to retain visual bundles while still resolving ambiguity.
3.2 Spline Models
Different spline models were investigated for visualizing the curves.
We used weighted as well as non-weighted Be´zier, B-spline, and Beta-
spline curves [1] of different degrees and we also investigated hybrid
approaches in which different spline curves were blended together us-
ing a weighted blending model.
Be´zier curves lack the local control necessary to produce coherent
and distinct bundles. Different combinations of the additional bias
and tension parameters provided by Beta-splines did not result in bet-
ter bundling behavior when compared to traditional B-splines. Using
weighted instead of non-weighted B-splines did not readily improve
the bundling either. We settled on a piecewise cubic B-spline repre-
sentation, since this representation provided the amount of local con-
trol necessary for producing coherent and distinct bundles while keep-
ing the degree – and with it the computational complexity – low. An
open uniform knot vector of order 4 (degree = 3) which has degree−1
equal-valued knots at each end is employed to make the cubic B-spline
interpolate its start and end points. The degree is automatically re-
duced to 2 or 1 if the number of control points is 3 or 2, respectively,
since it is required that the degree is lower than the number of control
points.
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Obrázek 10: HEB boundling. [13]
(a) Přímka mezi P0 a P4. (b) Cesta skrz stro od bodu P0 do P4. (c) Křivka znázorňující spojení
mezi body P0 a P4, která je ohýbána podle průchodu skrz strom.
HOLTEN: HIERARCHICAL EDGE BUNDLES: VISUALIZATION OF ADJACENCY RELATIONS IN HIERARCHICAL DATA
Fig. 2. Displaying adjacency relations using existing methods. A call graph visualized on top of the associated source code tree using (a) color-
coded directed straight edges and (b) curved link edges (caller = green, callee = red); (c) standard compound digraph drawing; (d) ArcTrees for
visualizing relations in hierarchical data; (e) a matrix view for showing relations between entities. (a) and (b) suffer from visual clutter, (c) and (d)
furthermore suffer from the problem that they do not scale well for compound graphs containing a large hierarchy, and (e) is less intuitive than
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Phan et al. [22], the biggest drawback is that all edge splits are binary;
binary splits introduce too many extra routing nodes and lead to clutter
if there are too many nodes in a small area.
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This section provides a detailed description of our technique. Sec-
tion 3.1 describes the basic idea behind hierarchical edge bundles, fol-
lowed by section 3.2, in which the principles mentioned in section 3.1
are described in more detail. Additional design decisions for improv-
ing the layout are mentioned here as well. Finally, in section 3.3, de-
tails regarding the actual rendering of the bundles are discussed that
further improve the ﬁnal visualization.
3.1 Principle
Since we want our approach to be usable in conjunction with existing
tree visualization techniques, we propose to use the layout provided
by a tree visualization as a guide for bundling the adjacency edges.
Figure 3 illustrates how this is done by using a balloon tree layout as an
example. The approach is to use the path along the hierarchy between
two nodes having an adjacency relation as the control polygon of a
spline curve; the resulting curve is subsequently used to visualize the
relation. The control points Pi that make up the control polygon are
the points along the hierarchy from PStart through LCA(PStart ,PEnd) to
PEnd , where LCA(PStart ,PEnd) is the least common ancestor of PStart
and PEnd (see ﬁgure 3).
Fig. 3. Bundling adjacency edges by using the available hierarchy. (a)
Straight line connection between P0 and P4; (b) path along the hierarchy
between P0 and P4; (c) spline curve depicting the connection between
P0 and P4 by using the path from (b) as the control polygon.
If this approach is used directly for bundling adjacency edges, am-
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ure 4d shows the effect f this parameter and ﬁgure 4e illustrates how
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(red= 1, green= 23 , and blue= 13 ) can be used to alter the shape of spline
curves. As shown in (e), a fairly high bundling strength (β = 0.8) can be
chosen to retain visual bundles while still resolving ambiguity.
3.2 Spline Models
Different spline models were investigated for visualizing the curves.
We used weighted as well as non-weighted Be´zier, B-spline, and Beta-
spline curves [1] of different degrees and we also investigated hybrid
approaches in which different spline curves were blended together us-
ing a weighted blending model.
Be´zier curves lack the local control necessary to produce coherent
and distinct bundles. Different combinations of the additional bias
and tension parameters provided by Beta-splines did not result in bet-
ter bundling behavior when compared to traditional B-splines. Using
weighted instead of non-weighted B-splines did not readily improve
the bundling either. We settled on a piecewise cubic B-spline repre-
sentation, since this representation provided the amount of local con-
trol necessary for producing coherent and distinct bundles while keep-
ing the degree – and with it the computational complexity – low. An
open uniform knot vector of order 4 (degree = 3) which has degree−1
equal-valued knots at each end is employed to make the cubic B-spline
interpolate its start and end points. The degree is automatically re-
duced to 2 or 1 if the number of control points is 3 or 2, respectively,
since it is required that the degree is lower than the number of control
points.
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Obrázek 11: Řešení problému dvojznačnosti. [13]
Výsledek na obrázku (a) může obsahovat každou hranu, která je znázorněna na obrázku (b).(c)
a (d) znázornují rozdíl při jiné hodnotě β parametru (červená = 1, zelená = 23 , modrá =
1
3).
Poslední obrázek (e) ukazuje vyřešení nejednoznačnosti, kde parametr β je nastaven na hodnotu
0.8.
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Pokud je tento přístup použit přímo ke slučování sousedních hran, může nastat problém
dvojznačnosti, což je znázorněno na obrázku č. 11. Tyto problémy mohou být zredukovány
snížením svazovací síly. Svazovací síla je řízena parametrem β, β ∈ [0, 1], β učinně kontroluje
sílu ohybu křivky. Obrázek č. 11 (d) zobrazuje vliv použití parametru, (e) zobrazuje řešení
problému dvojznačnosti pomocí parametru β. [6]
Graf je kreslen po částech za pomocí kubických B-spline křivek, za pomocí těchto křivek je
lepší lokální kontrola, což je nezbytné pro výrobu soudružných a rozdílných svazků, při zachování
stupně a s nízkou výpočetní složitostí. Jednotný vektor uzlu řádu 4 (stupeň = 3), který má stejné
hodnoty na každém konci je použit k interpolování začátku a konce kubické B-spline. Stupeň se
automaticky snižuje na hodnotu 2 nebo 1, je nutné aby stupeň byl menší než číslo kontrolních
bodů. [13]




Aplikace je vivinuta v prostředí Microsoft Visual Studia 2015, je použito jen jako editor a pro
zvýraznění syntaxe JavaScript, HTML, CSS a JSON kódu. Aplikace je spouštěna a testována v
prohlížečích Google Chrome(verze 49.0) a Mozilla Firefox(vezre 45.0).
HLML5 a CSS3 je využito pro grafické zpracování aplikace, které umožňuje nastavení parametrů
uživatelem, pro změnu vizualizace, vstupních dat a výpočtu.
Datový formát JSON je využit jako vstupní data pro výpočet, ze kterého se při spuštění aplikace
načtou data grafu, na které má být aplikován algoritmus.
V programovacím jazyku JavaScript je napsána převážná část aplikace - načítání dat, výpočetní
algoritmy, komunikace s grafickým rozhraním a knihovny usnadňující práci s daty.
První JavaScriptovou knihovnou, která je využita v rámci aplikace je knihovna jQuery1. Z této
knihovny je použita pouze metoda ajax pro synchroní načítaní dat z JSONu, která jsou uložena
do proměnné a následně do grafové struktury.
Další použitou knihovnou je PhiloGL2, která je použita k animaci výsledného grafu v reálném
čase. Animace je způsobena postupnou změnou parametru Delta, kde se v každém průchodu
smyčkou inkrementuje tento parametr a poté je volána renderovací metoda.
Knihovna kdTree3 je použita k získání nějblišších k-sousedů, kteří jsou pak použiti k vytvoření
proximitního grafu, podle kterého jsou svazovány hrany.
Knihovna FruchterManReingoldLayout4 je použita k výpočtu force-directed layoutu.
K výpočtu MINGLE algoritmu a vizualizaci svázaných grafů, jsou použity metody z projektu
mingle5.
V knihovně Transform je uchovávána transformační matice Canvasu, tato knihovna je použita i
na výpočet transformací(translate, scale, rotate). Knihovna byla použita z důvodu jednoduché
práce s maticí, knihovna byla rozšířena o další proměnné určené k výpočtu správných souřadnic
myši, použité u zoomovaní a posunu grafu.
Poslední použitou JavaScript knihovnou je rangeSlider6 poskytující metody ke CSS knihovně









Vstupní data jsou uložena na disku v datovém formátu JSON. Data jsou načítána při startu
aplikace, ale mohou být načtena i za běhu aplikace. Na obrázku č.13 je ukázka minimálních
vstupních dat. ID hrany a coords je nutné uvést u každé hrany, aby byla zaručena správná
funkčnost. Další parametry, které mohou být u hran uvedeny jsou: name, weight a color(RGB).
Vstupní data jsou reprezentována pouze hranami grafu, bod začátku hrany a konec se použijí
jako reprezentace vrcholů grafu. Pokud je jedna souřadnice dvou nebo více hran stejná bude
to ve výsledném grafu reprezentováno jako spojení těchto hran v daném bodu grafu. Jako další
vstupní data jsou načítána jména a geo-souřadnice měst, která jsou přiřazována vrcholům v















Výpis 1: Příklad vstupních dat - JSON.
3.3 Výběr algoritmů
Na rozmístění bodů byl vybrán Force-Directed layout, a to z důvodu jednoduchosti výpočtu
a implementace algoritmu, dalším důvodem byl výsledek tohoto algoritmu z pohledu vizuálně
pěkného rozmístění bodů grafu po plátnu canvasu. Jako vstupní data jsou používany grafy
velikosti řádově stovek až několika tisíc hran, časová složitost tohoto algoritmu je O(n3), při
použití na grafech této velikosti to není z časového hlediska velký problém.
Jako algoritmus na svazování hran byl vybrán Multilevel Agglomerative Edge Bundling(MINGLE),
a to z důvodů vysoké rychlosti výpočtu, nízkých vstupních požadavků na grafovou strukturu,
rekurzivního průběhu algoritmu a také pro vizuálně pěkný vzhled grafu po sloučení hran.
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3.4 Třídy
SipleGraph je třída uchovávající jednoduchý graf, který je načten z JSONu. Graf v této třídě
je reprezentován dvěmi poli(nodes, edges), v poli nodes jsou uchovávány informace o vrcholech,
v poli edges jsou uchovávany informace o hranách a pro každou hranu dva ukazatele na instance
vrcholů, které reprezentují, mezi kterými vrcholy je daná hrana. Tato třída obsahuje metodu
centerGraph, která zajišťuje, aby střed grafu byl ve středu plátna a graf byl velikostně přes celé
plátno, čehož je dosaženo pomocí transformací. Dále v této třítě jsou metody na vykreslování
jednoduchého grafu, metody na vykreslování a správu informací k vrcholům, metody na práci s
poli a jejich obsahem.
ProximityGraph je třída, ve které se vytváří proximitní graf, který je potřeba pro MINGLE
algoritmus. Reprezentace grafu ve třídě je stejná jako u třídy SimpleGraph, jen instance hran
mají navíc pole(adjacencies), ve kterém je uchováván seznam sousedních hran. Třída obsahuje
metody na nalezení sousedních hran za pomocí knihovny kdTree a metody na práci s poli a
jejich obsahem.
BundledGraph je třída uchovávající graf po aplikaci MINGLE algoritmu. Graf je reprezen-
tován opět dvěmi poli(nodes, edges), kde pole nodes obsahuje stejné informace jako u třídy
SimpleGraph, pole edges uchovává hrany, které obsahují informace o hraně, inkoustu, soused-
ních hranách, hranách ze kterých jsou složeny a další informace potřebné pro správný výpočet
bundlingu. Třída obsahuje metody převážně pro renderování grafu podle parametrů, metody na
správu grafu a podpůrné matematické metody a funkce.
Mingle je třída, v níž je implementován MINGLE algoritmus, data pro algoritmus jsou použita
ze třídy BundledGraph. Každý průchod rekurzivní částí algoritmu a její výsledek je uložen do
nové instance třídy BundledGraph z důvodu možnosti vizualizace každého průchodu.
Main je třída, v níž je řešena správa celé aplikace. Jsou zde uloženy instance všech předešlých
4 tříd, a parametry ovlivňující výpočet algoritmů a vizualizaci dat na plátno. V této třídě jsou
metody na načítání dat ze JSON souborů, aktualizaci plátna a použítí výpočetních algoritmů,
metody řešící vstupní data z grafického rozhraní.
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3.5 Spuštění aplikace
Aplikace je spustitelná v prohlížečích Google Chrome a Mozilla Firefox, verze těchto prohlížečů
jsou uvedené výše. Před spuštěním aplikace v prohlížečích Google Chrome je nutné spustit pro-
hlížeč s parametry --allow-file-access-from-files. Tento prohlížeč má z bezpečnostních důvodů
jako výchozí nastavení zákaz načítání lokálních souborů. Spuštění prohlížeče lze provést napří-
klad přes konzoli, příkaz do konzole by mohl vypadat následovně:
"chrome.exe --allow-file-access-from-files". Po spuštění prohlížeče s parametry je možné spustit
apliaci(Edge Bundling.html). U prohlížeče Mozilla Firefox tento problém není, tudíž je možné
spustit aplikaci jednoduše bez zadávání parametrů při spouštění prohlížeče. Po spuštění aplikace
se ihned vypočte a zobrazí graf s výchozími parametry.
3.6 Ovládání aplikace
Vstupní parametry:
Parametr Min Max Popis
Delta 0% 100% Procentuální nastavení zakřivení hran.
Curviness 0% 100% Nastavuje zakřivení hran kolem svazovacího bodu.
Angle 0.1 4 Ovlivňuje maximální úhel zakřivení směrem do svazku.
Neighbors 2 50 Maximalní počet hledaných sousedů.
Margin 0 25 Rozložení svazků na jednotlivé hrany.
Alpha 0 1 Nastavení průhlednosti.
Layout iterations 0 1000 Počet průchodu layout algoritmem.
Animation 1 5 Délka trvání animace.
Tabulka 1: Vstupní parametry.
Solid color - Rozsah(RGB 0 - 255), výběr barvy pro solid color.
Line type - Možnosti(Line, Bezier, Quadratic)
Color - Možnosti(Solid, Cluster, Edge), po výběru jedné z možností se překreslí graf.
Dataset - Možnosti(Star graph, Connected graph, Planar graph, Componnent graph), po vý-
běru jedné z možností následuje výpočet(včetně layoutu).




Počítání inkoustu - Zobrazuje procentuální pokrytí plátna barvou, údaj se aktualizuje při
každém vykreslování.
Zoom grafu - Pomocí kolečka myši je možné zoomovat, kolečkem nahoru pro přiblížení a dolů
pro oddálení. Zoomuje se vždy směrem k pozici myši.
Posun grafu - Graf lze posunout tahem myši při stlačeném levém tlačítku, při stisknutí tlačítka
myši musí mít pozici v plátně, ale mimo vrcholy grafu.
Přesouvání vrcholů - Vrcholy lze posunout tahem myši při stlačeném levém tlačítku, při stisk-
nutí tlačítka myši musí mít pozici vrcholu. Graf se bude zobrazovat v průběhu tahu, hrany budou
reprezentovány přímkami s nastavenou solid barvou, po uvolnění levého tlačítka v rámci plátna
se na upravený graf aplikuje MINGLE algoritmus a zobrazí se podle nastavených parametrů.
Zobrazování informací o vrcholech - Informace o vrcholu lze zobrazit tak, že pozice myši
bude na vrcholu, kde se poté zobrazí informace. Po přesunutí myši od bodu vrcholu po nějakém
čase bublina s informací zmizí.
Přizpůsobení velikosti canvasu - Velikost plátna je dána podle velikosti okna prohlížeče.
Layout algoritmus pracuje s velikostí plátna při rozmísťování bodů, takže při jiné velikosti okna
prohlížeče může stejný graf vypadat jinak.
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Tabulka 2: Výchozí hodnoty (obrázek č.13).







Tabulka 3: Změna parametru delta vůči výchozímu nastavení.
Tento parametr má vliv pouze na vykreslování grafu, ostatní nastavení jsou shodná s vý-
chozím jako u obrázku č.13, dle tabulky č.2. Pomocí delty se nastavuje interpolace mezi dvěma
body křivky, pokud je delta 0, hrany jsou reprezentovány jako přímky, při inkrementování delty
se hrany lineárně zakřivují.
(a)
(b)






Tabulka 4: Změna parametru curviness vůči výchozímu nastavení.
Tento parametr má vliv pouze na vykreslování grafu, ostatní nastavení jsou shodná s vý-
chozím jako u obrázku č.13, dle tabulky č.2. Pomocí parametru curviness se nastavuje zakřivení
hran u středového bodu svazku, kde se slučují hrany do svazku. V případě nízké hodnoty jako
na obrázku č.15 (B) je přechod ostrý, při vyšších hodnotách je přechod plynulejší a nejde vidět
zlom hrany v bodu kde se hrany spojují.
(a) (b)






Tabulka 5: Změna parametru angle vůči výchozímu nastavení.
Tento parametr má vliv pouze na výpočet grafu, ostatní nastavení jsou shodná s výchozím
jako u obrázku č.13, dle tabulky č.2. Pomocí parametru angle se ovlivňuje maximální úhel
zakřivení hrany, který má vliv na rozhodování, zda se budou hrany svazovat. Při nastavení
výššího úhlu je pravděpodobnější, že se sváže více hran, hlavně při nastavení parametru neighbors
na výšší hodnoty.
(a) (b)






Tabulka 6: Změna parametru neighbors vůči výchozímu nastavení.
Tento parametr má vliv pouze na výpočet grafu, ostatní nastavení jsou shodná s výchozím
jako u obrázku č.13, dle tabulky č.2. Pomocí tohoto parametru lze nastavit maximální počet
hledaných sousedů, kteří budou hledáni ve struktuře kdTree.
(a) (b)






Tabulka 7: Změna parametru margin vůči výchozímu nastavení.
Tento parametr má vliv pouze na vykreslování grafu, ostatní nastavení jsou shodná s výcho-
zím jako u obrázku č.13, dle tabulky č.2. Pomocí tohoto parametru lze vizuálně rozdělit svazek
hran opět na hrany, které jsou reprezentovány kvadratickými křivkami.
(a) (b)






Tabulka 8: Změna parametru alpha vůči výchozímu nastavení.
Tento parametr má vliv pouze na vykreslování grafu, ostatní nastavení jsou shodná s vý-
chozím jako u obrázku č.13, dle tabulky č.2. Tento parametr nastavuje průhlednost výsledného
grafu.
(a) (b)





Layout iterations 200 20
Tabulka 9: Změna parametru layout iterations vůči výchozímu nastavení.
Tento parametr má vliv pouze na výpočet grafu, ostatní nastavení jsou shodná s výchozím
jako u obrázku č.13, dle tabulky č.2. Tento parametr určuje počet průchodu layout algoritmem,









Solid Color Orange Red
Color type Cluster Solid
Tabulka 10: Změna parametru solid color a color type vůči výchozímu nastavení.
Parametr solid color má vliv pouze na vykreslování grafu, ostatní nastavení jsou shodná s
výchozím jako u obrázku č.13, dle tabulky č.2. Pomocí tohoto parametru se nastavuje barva pro
všechny hrany grafu při vizualizaci.
(a)
(b)





Line type Quadratic Line Bezier
Tabulka 11: Změna parametru line type vůči výchozímu nastavení.
Tento parametr má vliv pouze na vykreslování grafu, ostatní nastavení jsou shodná s výcho-
zím jako u obrázku č.13, dle tabulky č.2.
(a) (b)
(c)




(a) (b) (c) (d)
Dataset Star graph Connected graph Planar graph Componnent graph
Neighbors 10 40 10 10











Tabulka 13: Změna parametru recursion vůči výchozímu nastavení.
Tento parametr má vliv pouze na výběr výstupních dat z algoritmu, ostatní nastavení jsou
shodná s výchozím jako u obrázku č.13, dle tabulky č.2. Pomocí tohoto parametru lze vybrat,
který výsledek průchodu algoritmem bude vykreslen.
(a) (b)




Procesor: AMD Phenom II X4 965 BE, 4.0 GHZ
Základní deska: Asus M4A88TD-V EVO
Paměť: Crucial Ballistix Tactical Tracer DDR3 12GB
Grafické karty: AMD Sapphire HD 6850 Toxic, AMD VT-X HD 6870
Disk: Seagate Barracuda 3TB, 7200 rpm
Operační systém: Windows 7 Ultimate 64bit
Tabulka 14: Testovací sestava
4.2.2 Testovací postup:
Testování bylo prováďeno po restartu počítače, byl spuštěn pouze prohlížeč, ve kterém byla
spuštěna pouze aplikace. Měření délky výpočtu bylo provedeno přímo v aplikaci za pomoci
příkazu Date.now(), tato metoda vrací počet milisekund, které uplynuly od 1.ledna 1970 00:00:00
UTC.
Výpočet času vypadal následovně:
var begin = Date.now();
//Mereny usek kodu
var end = Date.now();
console.log("Calculated in " + (end - begin) / 1000 + "secs");
Výpis 2: Část kódu použita k měření času.
Do konzole bude vypsán čas ve vteřinách, který strávil algoritmus výpočtem. Do měřeného
úseku je zahrnuto: načtení dat z JSONu, načtení informací k vrcholům z JSONu, aplikování
force-directed layoutu, vycentrování grafu, vytvoření proximitního grafu a spočítání výsledného
grafu pomocí algoritmu MINGLE.
Měřeni bylo provedeno za použití dvou grafových struktur (Star graph, která má 220 vrcholů,
219 hran a Connected graph, která má 419 vrcholů, 2117 hran) za nastavení parametru Neighbors
na hodnoty 10 a 40. Výsledky jsou porovnávány mezi prohlížeči Google Chrome a Mozilla Firefox.
Po každém nastavení byl změřen čas několikrát a z daných časů byl spočítán aritmetický průměr,
který je brán jako výsledek daného nastavení.
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4.2.3 Výsledky testů:
Graf / Prohlížeč Google Chrome Rozdíl Mozilla Firefox
G(220,219), N=10 0,769s 0,008s 0,761s
G(220,219), N=40 2,943s 0,482s 2,461s
G(419,2117), N=10 22,418s 8,5s 13,918s
G(419,2117), N=40 211,292s 114,3s 96,938s
Tabulka 15: Výkonnostní testy prohlížečů.
Při aplikaci algoritmu na větší objem data je rozhodně vhodné použít prohlížeč Mozilla
Firefox, jak z hlediska rychlosti tak i podle stability výpočetního času. U prohlížeče Google
Chrome jsou větší rozdíly mezi každým měřením při stejných podmínkách a parametrech. U
prohlížeče Mozilla Firefox se tyto výsledky liší jen málo.
Na obrázku č.28 jsou zobrazeny výsledky testů v grafu, ze kterého je viditelné, že Mozilla Firefox
je mnohem rychlejší při zvyšování velikosti vstupních dat nebo vyšší náročnosti výpočtu dle
parametrů.



















Obrázek 25: Výsledek testu zobrazený v grafu.
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5 Závěr
Výsledkem práce je aplikace, která ukazuje možnosti vizualizace grafů za pomocí Force-Directed
layout algoritmu a Multilevel Agglomerative Edge Bundling algoritmu, které jsou implemen-
továny v programovacím jazyku JavaScript. Aplikace umožňuje nastavení parametrů jak pro
výpočetní algoritmy, tak i pro algoritmy zabývající se vizualizací výsledného grafu. Aplikace
pracuje s předem připravenými daty formátu JSON, které jsou načteny a zobrazeny po úpravě
výpočetních a vizualizačních algoritmů. Aplikace poskytuje i funkce pro práci s výsledným gra-
fem(přiblížení grafu, posun, přesouvání vrcholů, zobrazení informací o vrcholu). Experimentální
část práce popisuje vliv nastavení parametrů na výsledný graf a také výkonnostní porovnání
aplikace, která je spuštěna pod rozdílnými prohlížeči.
Aplikaci lze využít k vizualizaci a zpřehlednění vlastních dat, která jsou reprezentována jako
grafová struktura. Podobných aplikací, knihoven a nástrojů na úpravu a vizualizaci grafů je
mnoho, přičemž některé jsou zpoplatňené, bez zdrojových kódů, velmi složité knihovny nebo ne-
poskytují potřebné funkce. Tato aplikace nabízí jednoduché aplikování uživatelských požadavků
na vizualizaci vlastních dat a práci s nimi.
Práce na tomto projektu mě bavila a byla pro mě přínosná jak z hlediska získání nových
zkušeností, tak i práce v novém prostředí a programovacím jazyku, se kterým jsem před pro-
jektem neměl zkušenosti. Vývoj tohoto projektu byl pro mě časově náročný, už jen z důvodu
absence zkušeností s novým prostředím a programovacím jazykem. Výsledná aplikace splňuje
zadané požadavky i mé vlastní cíle, které jsem si určil před začátkem práce na projektu.
Do budoucna bych se k této aplikaci chtěl vrátit a rozšířit její funkcionalitu a zkusit použití
jiných technologií na výpočet a vizualizaci grafů.
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• Složka "Classes"obsahuje zdrojové kódy a knihovny k aplikaci.
• Složka "Data"obsahuje vstupní data aplikace.
• Složka "Styles"obsahuje css styly.
• Dokument "Edge Bundling.html"je spouštěč aplikace.
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