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Face detection has become an important and helpful tool for camera and video processing.
Useful human-computer interaction (HCI) applications such as drivers assistant system that prevents
accidents and saves pedestrian lives when drivers attention is absent, needs a head pose estimator.
A head pose estimator cannot function without face detector.
There has been a considerable amount of literature to address the problem. The most signif-
icant results obtained on uptight frontal face detection which is a sub-problem of a larger problem
of face detection. There are other types of sub-problems that has been studied with least signiﬁcant
advancements that the upright frontal face detection had accomplished. The problem of multi-pose
detection is still under study and it remains hard.
A solution to this large scale of the problem (multi-pose face detection) is critical in head pose
accuracy. This thesis suggests a multi-pose face detection algorithm for uncontrolled environments.
The detector is designed to be used in building head pose estimator for a human-computer inter-
action application. The observed design of the detector has to implement a cascade of classiﬁers.
Each classiﬁer has to address at least one certain area of the problem. The design have to maintain
speed and an acceptable detection rate.
These requirements can be satisﬁed by constructing the cascade to implement fast and simple
classiﬁers at ﬁrst stages of the cascade. A novel use of the integral image as a fast ﬁlter was invented
to be placed at the start of the detection process. Included in the cascade, classiﬁers that are trained
on special designed features aimed to solve part of the problem. One special unique classiﬁer is a
data mining based classiﬁer that uses a modiﬁed version of the Maximal Frequent Itemset Algorithm
(MAFIA) [2] for feature extraction.
iv
Special features classiﬁers use the extracted facial features information extracted from a new
knowledge-based classiﬁer/ﬁlter that was created with the capacity to locate to an acceptable ac-
curacy the location of eyes, mouth and nose using a suite of approaches including discreet local
minima and geometric measures. The extracted facial features were used to estimate head pose and
extract classiﬁer features accordingly to enhance detection rates.
A cascade of classiﬁers based on fast and simple contrast features was used to reﬁne and
speed up the detection process. To further improve speed some components were parallelized. As
an attempt to overcome some of the fundamental challenges of face detection, lighting correction
and noise reduction were implemented based on the information extracted from images.
Results are reported on the FDDB [12] benchmark showed 5.22% detection rate with 2000 false
positives while OpenCV implementation of Viola-Jones [19] face detector showed 65.92 detection rate
with 2010 false positives. This comparison is ﬂawed; because Viola-Jones is an upright face detector
and even though FDDB [12] includes a number on non-frontal faces and proﬁles the majority of the
faces are frontal. The two solutions address two diﬀerent problems that reﬂect large diﬀerences in
diﬃculty.
A standard benchmark testset and evaluation system as FDDB [12] benchmark and com-
parable results from the same class of the problem at the time of writing this document was not
available. The key points to building good face detector in general are; (1) resolving speed issues
using fast techniques (e.g integral image) at the start of the cascade and a powerful design, (2)
using a huge number of diﬀerent strong and weak features, and (3) eliminating variations (i.e pose
, noise and lighting variations). The algorithm was also tested on MIT+CMU upfront faces testset
and reported 43.56% detection rate with 504 false positives.
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Chapter 1
INTRODUCTION
Face detection is a sub-problem of a more general and important fundamental problem in
computer vision ﬁeld, which is object recognition. Face detection problem is deﬁned by the problem
of answering the question of whether or not an arbitrary image contains any number of arbitrary
sub-windows that form an image belongs to the class of face images. And if there is any report how
many, where are they located , and what size are they? Not to be confused with face localization
in which the number of faces to be detected is provided.
The set of image faces is tremendously huge and the variation of the face appearance in an
image makes it hard to construct a classiﬁcation model that can discriminate all the variations of
faces from other images that doesn't belong to human face class. It is hard because once the training
set has a huge variation in the features that identify the class, then the decision boundary becomes
unstable which reduces its accuracy.
Face detection is an essential part of any facial analysis algorithms like head pose estimation,
face recognition, face veriﬁcation and authentication and many other human-computer interaction
(HCI) applications. The beneﬁts of introducing this skill to computational environments are count-
less. This subject has been intensively studied. There have been hundreds of publications attempt
to solve this problem in its upfront face detection. Example of remarkable leading solutions are like
the work of Rowley [15] and the work of Viola-Jones [19].
A recent survey paper (published by Cha Zhang and Zhengyou Zhang [20]) covered the work
that has be done for the past two decades. It provided a great explanation of Viola-Jones integral
2images based object/face detection algorithm. They reviewed a number of diﬀerent features, a
number of learning schemes, and a number of detector structures.
The fundamental components of a face detector are image pre-processing, pyramid scaling and
scanning locations generating, classiﬁcation/ﬁltering models, and multiple detection resolving. The
construction phase of building a face detector consists of training data collection and preparation,
training sample design and preparing, model selection, training, eﬃciency/performance enhance-
ment, tuning/adjustment, and testing.
The ﬁrst paragraph of this introduction presents face detection as a sub-problem of object
detection. And the second paragraph mentioned the variety of face appearance. The variety in-
cludes; noise, brightness, contrast, lighting conditions, ethnicity, race, age, sex, occlusion, and head
pose. Based on the head pose variations, there have been solutions target a small sub-set of pose
variant. This solutions attempt to reduce the variety of face appearance by solving a small section
of a larger problem.
The most common sub-set of the face detection problem is upright frontal face detection.
This domain is the most studied aspect of the problem, and most advances accomplished in face
detection are in this domain. The in-plane rotation face detection is a rotated frontal face detection
problem, it is also well studied and accomplishments are achieved. The third domain is the upright
proﬁle face detection, there have been a quite good number of approaches with low detection rates.
The most diﬃcult type of face detection problem is; the variant pose face detection in uncon-
trolled environments. This class of the problem or the complete set of face detection problems is
poorly studied and very few solutions presented. The accuracy and precision of these solutions are
not clear. And a standard testing and evaluation for compression is not available.
The goal of my thesis work is to design and construct face detection algorithm that is pose
invariant under uncontrolled environments aimed for head pose estimator to be used in human-
computer interaction (HCI) application. My current suggested system doesn't address the full head
pose variation. It addresses only the important to normal (HCI) application needs. These needs
are; ability to detect in almost full proﬁle for both sides (i.e about ±80◦ yaw) combined with partial
3in-plain rotation detection (i.e about ±45◦ roll) and with partial pitch angle (i.e about ±45◦. A
pitch angle is the angle that measures whether the face is turned up or down. Refer to [14] for
graphical explanation of pitch, roll and yaw).
Even though the solution I needed to build is not the full case of the problem. It is still
as hard as the full pose variant detecting case. My proposal is to build a single classiﬁer cascade
based detector that incorporate a data mining approach and performance/pose customized classiﬁers
suitable for multi-pose detection. This thesis is about designing a face detector algorithm that is
robust universal semi-pose invariant under uncontrolled environments.
The design of the proposed detector have been achieve after a massive development and design
changes. I started with a single classiﬁer detector and ended with an ultimate multi-layer cascade
of classiﬁers design. The design was guided by the performance and test results.
Test was performed and measured using a recent published benchmark (FDDB: A Benchmark
for Face Detection in Unconstrained Settings [12]). Results of similar solutions on variant pose
testset to compare are unlivable. The results using FDDB [12] system and compared to the upright
frontal solutions show a very low detection rates. In the next section I will discuss challenges and
diﬃculties in building a general face detection system. Then I will present my approach to building
and evaluating the proposed solution. I will end this chapter by an over view of the organization of
the rest of the document.
1.1 Challenges and diﬃculties
A number of challenges and diﬃculties reduce the eﬃciency and accuracy of any face detection
algorithm. These include noise, brightness and contrast, lighting conditions, complex textures, pose
variation, scaling and transformation, and occlusion. Rowley [15] presented a useful overview of
the problem in his thesis. Also there are other challenges related to building the detector such as
ﬁnding or creating a good training data set, labeling the data, training data selection and pyramid
scaling. These data quality challenges aﬀect accuracy, detection vs. false positive rates and speed.
When building a face detector, we try to generate a hierarchy of sub-windows that cover any
4size and any location of a possible face in the image (see ﬁgure 4.21). The detector must classify each
window as a face or non-face. This typically requires a machine learning based model trained using
examples of positives and negatives. When dealing with face detection in uncontrolled environments
we have to consider in our positive examples the variation and the challenges mentioned above. This
unfortunately increases the complexity of the decision boundary and leads to reduction in eﬃciency
and accuracy. As part of the challenge the detector has to deal with each diﬃculty and variation
in a suitable way. Part of handling these variations is by using basic image processing techniques
like smoothing and histogram equalization. Another part of the solution is to choose the right
features at each stage. An other type of challenge comes from the type of methods and models that
we use to solve statistical problems. Most of machine learning algorithms that I am aware of are;
when applied to an average problem usually do not do better than 0.1% error or 99.9% accuracy.
Face detection is hard inseparable problem that the average rate is higher than 2% error or 98%
accuracy. That is extremely high and in practice it gives rather poor results due to the unbalanced
distribution false/true examples and the high volume of non-faces that exist in real world images.
In the next paragraphs I will review the challenges for face detection described by Rowley
[15] with reference to my own practical experience are as follows:
Noise Is very diﬃcult problem. From practical experience images that are too noisy are hard.
When scanned with the detector the results are high number of false positives and low
detection rates. Noise turns smooth background texture into complex textures that easily
pass all the detector stages. On the other hand noise alters the features of true faces creating
more complex textures causing the face to be rejected. Examples of noisy images are shown
in Figure 1.1.
Brightness and contrast Variation in brightness and contrast adds some complexity to the clas-
siﬁer. For example we think of the face as an object that will have dark regions like the
eyes and mouth and bright spots like nose and cheeks. Images with poor contrast will be
5Figure 1.1: Examples of noisy pictures that suﬀer bad detection rates and high false positives.
very hard for a computational model to distinguish as these features will be poorly deﬁned.
A similar degradation of standard face appearance occurs with low or extreme brightness.
Imagine an image where the brightness of the eye is higher than the brightness of the nose
in other images. This kind of variation makes the decision border unstable. Examples of
brightness and contrast variations are shown in Figure 1.2.
Lighting conditions This is an interesting problem. Here we are faced with the fact that images of
faces are generally not captured in controlled environments like labs or photography studios.
The ideal face lighting has the light sources directly in front to minimize self-shading and
ensure that the face is evenly lit. In the real world this is rare. The worst cases are when
half of the face is extremely lit and the other side is extremely dark. Designing a classiﬁer
to handle this case is almost impossible, because adding examples that suﬀer from bad
lighting conditions will aﬀect the decision boundary and cause more false positives and very
low detection rates. Examples of extreme lighting conditions are shown in Figure 1.3.
Complex textures This was the most challenging problem for all versions of the detector. Con-
sider an image of trees, book shelves, or a newspaper, the complex textures of these scenes
are similar to noise. This problem is magniﬁed when noise is present. Part of the problem
6Figure 1.2: Examples of brightness and contrast variations
Figure 1.3: Examples of extreme lighting conditions
7is the complex intensity variation forms false face like featurese.g nose eyes and mouth.
Unlike human eyes and brains which are eﬃcient in recognizing context and textures and
ignoring them, mathematical models seem to be unable to distinguish between true and
false positives within rich textures. Humans are not limited to a single static view, and can
use hybrid techniques and models, for example we may use the context of the body also.
For computational models it looks like using a huge number of features as in Viola Jones
[19] was really rewarding.
Beyond complex textures, problems can arise depending on how faces were cropped in the
training set. In this work faces were cropped very close to the mouth and eyes to minimize
the eﬀect of hair style, beards, and backgrounds. Unfortunately there are many non-faces
that when you crop them in the same way, would form very face like appearance that is
very hard to reject even for the human eye. Examples of complex background textures
that produce a high volume of false positives are shown in Figure 1.4. Examples of hard
negatives are shown in Figure 1.5.
Ethnicity and race This is also a source of complexity. This problem arises when the size, location
and shape of the face featureslike eyes, nose, mouth, cheeks, etcare diﬀerent from person to
person, from age to age, and from race to race. Constructing a detector that can recognize
all the variations is a challenge. Using examples of diﬀerent races essentially dilutes the
model and introduces more false positives. Examples of ethnic/race diﬀerences are shown
in Figure 1.6.
Head pose By examining frontal upright faces one can ﬁnd common characteristics where features
like eyes and mouth consistently appear in similar locations. This makes building a machine
learning model for this case quite reliable as demonstrated by most successful front face de-
8Figure 1.4: Examples of complex background textures that produce high volume of false positives
Figure 1.5: Examples of hard negatives. Notice that some of the examples look like faces with eyes,
mouth and nose.
Figure 1.6: Examples of Ethic/race diﬀerences.
9Figure 1.7: Examples of pose variation. The top row frontal in plain rotation. The two to the left
on the bottom row proﬁles. On the right an example of face facing up.
tectors. However, multiple variations of poses like in plane rotation, out of plane rotation,
scaling and transformation will make the locations of these canonical features change dra-
matically. Pose variation can also make the lighting of the face surfaces vary in unexpected
ways, making building a model very diﬃcult. Examples of pose variation are being shown
in Figure 1.7.
Occlusion In face detection problems we usually train a detector using perfect examples with no
occlusions. This may result in bad detection for partially occluded faces. If few occluded
faces are being used, it may produce models that have bad detection rates and high false
positives. Using many examples of occluded faces will result in a poor discriminator. Oc-
clusion changes the appearance of facial features and that adds extreme variations to the
training examples and complicates the decision boundary. In my training examples there are
no occluded faces. This makes my solution work on non-occluded faces better. Occlusion
would include sun-glasses, hats, beards, partially covered faces by hand and other objects
that could be present between the camera and the face. Examples of occlusion are shown
in Figure 1.8.
Unbalanced distribution Another challenge was in real world data which is diﬀerent from a typi-
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Figure 1.8: Examples of occlusion
cal machine learning problem where tests are made on 50% positives and 50% negatives. For
example for the traditional frontal face testset MIT+CMU dataset there are 118, 766, 602
sub-windows when scanned using a downscale of .9 (or ≈ 1.11 in bottom up scaling) and
step size 1 (scaling and the pyramid will be illustrated in Section 4.3). I have to mention
here that I am using only 111 images out of the 130 images. That is because some of the
images have hand drawn faces and my detector was designed to detect real faces. Some
other images were not recorded in the ground truth also my detector doesn't scan them. In
these 111 images there are only 489 faces and all other windows at all scales are non-faces.
On average, an image has about 1, 069, 969 sub-windows with an average of 4 faces and
1, 069, 965 sub-windows are false positives.
From the machine learning perspective, if we can build a model that has 99% accuracy and
1% error, it will be considered an excellent success. But let us see what that means in face
detection: 1% error for 1, 069, 965 is 10, 699.65≈ 10, 700 false positives. Add to that the
fact that usually not all the faces are detected correctly anyway. An algorithm with only
1% error rate will be considered unreliable and inappropriate for face detection because
of the false positives rate. We need an algorithm that has close to 0.0003% error rate and
accuracy of 99.9997% to have an average of 3 false positives/image.
Most common machine learning algorithms known to me don't show better than 0.1% error
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and 99.9% success on an average problem, and more than 15% error on hard inseparable
datasets similar to multi-pose face detectionat least for all the features that I experimented
which I couldn't ﬁnd good separable features. If we can construct a face detector with an
error rate of .001% there will be about 1, 069 false positives per image with 1, 069, 969
sub-windowsif such features and algorithm can be found.
Training dataset Finding or creating a good data set is not an easy job. As I mentioned in above
paragraphs building a detector for a limited class of the problem (e.g. Upright frontal
with normal lighting conditions face detector) is easier than a detector that can work in
any conditionsI am saying easier! But I don't mean easy. The diﬃculty of building such
detector doubles for each variation that the builder would like the detector to solve. Finding
a training dataset for the upright frontal face detection is not as challenging as ﬁnding or
creating a dataset that includes any face variation (e.g. all possible lighting conditions, all
possible head poses, all possible ages and ethnic variations, etc.), which I think is impossible.
The all poses or multi-view detection problem is harder than the upright frontal problem
and has lower detection rates. Attempting to solve the multi-view detection by only one
detector is a very hard problem and ﬁnding or creating a training dataset for this problem
is much harder than upright frontal. There are many approaches in the literature to solve
this problem in this fashion as in [13]. Some solutions suggested creating a detector that is
made from combining a number of detectors where each was trained to solve a small domain
of the problem as in [1]. The problem with these solutions is that each sub window has
to be checked by each individual sub-detector which is very expensive computationally. In
my approach I tried to solve the problem using one detector which results in low detection
rates even for frontal face testsets.
Labeling Labeling the training dataset remains the hardest and most expensive task, but yet it
is a very important issue. I searched the web for a free good labeled training dataset and
couldn't ﬁnd one. Each face detection published work the writers created their own labeled
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training set by manually labeling each face individually. Some have created or used a manual
labeling tool but yet it is still done manually. To clarify the problem, in most published
work they used about 10, 000 faces as positive examples to train their classiﬁers. Labeling
this huge number of faces is a hard task and it is very diﬃcult to check the accuracy of the
labeling. In my work I tried to use an automatic/semi-automatic solutions that made that
task about 10 times faster than using a manual labeling tool. But my solution is not fully
automatic and it is still time consuming to manually check the accuracy of every labeled
face.
Training data selection In this paragraph I would like to present another class of wonder and
it is about the negative examples selection. The problem is the number of all possible
examples that can appear on a 24 × 24 sub window of 256 gray scale image is 256576 ≈
1.4 × 101387. I assume that almost all of them are negative examples and the fraction
of positive examples to the negative is very small. The question is what sort of negative
examples should be selected and will be eﬀective in training? Especially since the number
of my labeled positives is limitedit is preferred to train machine learning algorithms with
an equal size of negatives and positives. Also using a large training sets is very expensive
in both training and detection times.
Another question is since I have a hierarchy of classiﬁers, how the selection of the negatives
for each classiﬁer should be formed? Should I use the same set for each classiﬁer, or should
I just randomly select sub-windows from a random images and form a diﬀerent training set
for each classiﬁer. The approach that I followed is similar to the Viola Jones [19] approach,
which is the selection is based on the false negatives that pass previous layers. The algorithm
is explained in section 6.1 in detail.
Two problems with this approach, ﬁrst is when my training process reaches the last layer
in the case there are more than six layersthe training process will reach a point where
the partial detector doesn't pass any false positive to the next layer even with images
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containing complex textures. It seems like we have reached a perfect face detector! Nope,
when testing this partial detector on testsets these tests showed that nothing can pass even
faces that are ideal in all variations.
The other issue is when using such detector and by easing the thresholds of all the classiﬁers
to allow better detection rates, how good is the detection rate vs false positives rate. It
depends on the quality of the features of all layers, but in general my experiments showed
that we get quite low detection when we reach a low false positives. Another phenomena,
is when I lower the threshold the false positives that used to be rejected by previous layer
passes to the next classiﬁer that has never been trained on similar examples and so most of
this hard negative examples will pass all the way through the next layers. In other words
the decision boundary is aﬀected by missed negative examples in the training process.
The way that we tried to solve this problem is by lowering the threshold during the data
selection process. I mean by changing the threshold and changing all classiﬁers models
decision boundaries thresholds to let faces/non-faces pass (The models include the integral
ﬁlter, intensity ﬁlter, and all machine learning model like PAM models, SVM models, ...
etc. At the time of writing I have conducted no experiments to explore the results of such
approach.
The Threshold lowering process is done in two ways ﬁrst automatically on the training set
until all positives can pass. This was a good fast way to predict how well the classiﬁer being
trained will do on future sets and an early decision can be taken immediatelywithout
waisting more time on testingwhether to keep it or design better features. I start this
automatic process by lowering the threshold iteratively by small decreases in the threshold
and compute the speciﬁcity and sensitivity on the whole training setmore like ﬁttinguntil
I reach a desired sensitivity. In my last version I used 100% sensitivity on training data.
Then I check the speciﬁcity, if it is above a desired rate I keep the classiﬁer otherwise I would
replace the classiﬁer using diﬀerent features. This approach enhanced results in testing time
by allowing better detection rates.
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This approach worked for a number of classiﬁers where I was able to collect false positives,
but when the cascade reached the last few classiﬁers to train the partial detector allows no
more false positives. In other words the problem of running out of false positives examples
still exists, so a manual threshold adjustment was needed. This manual adjustment focused
on the number of false positives that are allowed to pass to the next level so at the end
of the cascade I can guarantee that I can ﬁnd false positives for the last classiﬁer training
set. As an automatic beneﬁt of this method in detection time when adjusting thresholds to
improve detection rates the false positives that pass the current layer are highly likely to
be rejected by the next layer, since chances are the next layer has learned about its sample
class example during training time which in turn should improve detection rates and lower
false positive rates.
Scaling and scanning the pyramid This is a design and implementation issue. Recall that the
discussion on unbalanced distribution on page 9, the ﬁgures in that section reﬂect 0.9
downscaling of the scanning window (which is approximately 1.1111 up-scaling in [15, 19]
algorithms in which they start with base scanning window then they upscale for the next
pyramid scale). The 0.9 downscaling is the maximum that for any image before the pyramid
scales start to overlap which is a waste of time. I mean by overlap is to repeat the same
size of the scanning sub-window because of the discrete nature of pixelization. The overlap
occurs when the downscaling reach sizes close to base size (which is the smallest size).
Choosing 0.9 downscaling guarantees that the scanning will cover every meaningful possible
scale in the pyramid which in turn increases detection rates. The downside of this is that it
produces a huge number of sub-windows to scan which slows the performance and requires
a large amount of memory. On the other hand using scale of 0.5 (2 in [15, 19]) results in fast
detection speed with very low detection rates. The question that a face detection designer
has to answer is: what scale is perfect for their application?
The other issue regarding scanning the pyramid is the step size. Which is how many pixels
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the scanning sub-window should be shifted to scan the next location. This shifting process
is aﬀected by sub-window scale size. Let the base step size be δb and the base scanning
sub-window side be zb. The step size factor will be
δb
zb
. At any pyramid scale I adjust the
step size to a relative size of the scanning window. Let the scanning sub-window size be zw
then the the step size for the sub-window side zw will be δw =
δb
zb
zw.
As my base scanning size is 24 × 24 so the base side size is zb = 24. In order to cover all
possible locations at every pyramid scale for 0.9 downscaling, the base step size δb has to
be set to 1. When choosing a downscaling factor of 0.9 and base step size that is 1 the
number of total sub-windows per image will be extremely big which aﬀects the speed of
detection process. Choosing a step size of 2 dramatically increases the speed of detection
and decreases the detection rates. The same question here is what base step size I should
choose?
1.2 Approach
The work described in this thesis represents an extensive iterative reﬁnement of approaches
I worked on over a two year period. Our initial goal was to estimate head pose for user interaction
which requires a face detector which can ﬁnd faces in the image at a range of in-plane and out-
of-plane rotations. A face detection system has two parts or phases: model construction from
labeled face and non-face examples, and the ﬁnal deployed detector which applies any required
image processing and pyramid sampling to evaluate the model and report detected faces. Figure 1.9
presents a sketch picture of the proposed system. The following paragraphs reviews the two main
stages in this system.
1.2.1 Model Construction
Model construction includes data collection and labeling then model training and testing.
After evaluating a number of datasets I choose to work with the Boston University (BU) dataset
[5, 4] and constructed a semi-automatic technique to label face windows from video frames using
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Figure 1.9: Sketch diagram illustrates the main system stages
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associated pose data, then manually cropped interpolation points. In the training phase I started
with a pre-ﬁlter that uses the integral image [19]. The integral image ﬁlter was built by collecting
the positive face feature samples from positive integral images then by applying some measurements
that lead to clustering like technique. Next is learning the intensity ﬁlter. This ﬁlter also measures
and learns from positive examples only. It performs a novel facial feature extraction for eyes, mouth
and nose. Next, using the extracted features a classiﬁer cascade is trained.
Negative examples are being collected so that at each level, classiﬁer fi uses the previous
already trained parts of the detector f1, f2, · · · , fi−1 to scan a collection of images. For ﬁrst versions
of the detector I used the CBCL Dataset [6] to extract negative examples. But then due to unsatisﬁed
requirements I switched to the Caltech dataset [3] which has faces but face windows have been
excludedso that at each level fi will be only trained on the negatives that the previous level fi−1
failed to reject. This technique will be used for all next levels of the cascade. The algorithm is
explained in section 6.1 in detail.
The ﬁrst group of classiﬁers of the cascade uses features computed from intensity samples
for the facial features reported by the intensity ﬁlter. Next was to train texture based classiﬁer
features. The classiﬁers measure the changes in intensity that produce local minimas/maximas to
describe the texture of the image. Next and in the last version only I add a number of classiﬁers that
use a variety of high volume features. Next is trained edges classiﬁer. Finally the MFI (Maximal
Frequent Itemset) Classiﬁer is constructed starting with collecting edges of positive examples then
mining them, clustering, them, forming a search tree, preparing the negative and positive samples
then training.
1.2.2 Detection phase
This part is the live part: the product that will be used on-line. It is also the main part in
evaluation. Detection starts with image pre-processing: normalization and noise reduction, compu-
tation of the integral image and preparation of scanning locations. The integral pre-ﬁlter is applied.
This will eliminate most of the false positivesdepending on the threshold and image complexity.
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The intensity ﬁlter will eliminate many of the remaining false positives that passed the pre-ﬁlter.
Facial features are extracted and their brightness will be corrected by the intensity ﬁlter. Next
are the intensity classiﬁers that will reduce more false positives. Followed by the texture cascade
which apply no lighting correction, but the rest of the detector levels use the information from the
intensity ﬁlter to correct the lighting and the pose of the face. Next is the customized features
classiﬁers cascade will be applied, followed by the edge classiﬁer and the extraction of MFI itemsets
and then the application of the MFI classiﬁer. Finally resolving the multi-detections (Some of the
faces are detected multiple times and a single response must be selected).
1.2.3 Evaluation
The evaluation of a face detector is not as obvious as it seems to be. The early published
papers (e.g. [15]) collected and prepared their own evaluation testsets. Later papers used these
collected early testsets to compare their work to these early algorithms. An example of such testset
is the famous MIT+CMU dataset. Which was created by Schneiderman and Kanade [16] where they
combined the work of Rowley [15] and the work of Sung [17] and added more proﬁle examples to
produce the testset known by MIT+CMU testset which was used in a CMU face detection project.
There are two problems with these evaluation testsets and the evaluation algorithms that they
created. One is the problem of the testsets is that they were created by the same algorithm designer
and the testsets are very similar to their own training sets in terms of quality, noise lighting and
pose variations. Which will reﬂect high detection/false positive rates that do not reﬂect the real
performance due to the fact that they are all form a subset from the real world face images (i.e all
testsets and training sets form the same subset).
The other problem is the problem of using non-standardized evaluation algorithms which
will lead to: ﬁrst, biased results and second, no standardization for others to compare their work;
because each algorithm writer deﬁned a diﬀerent standard to consider a good face detection. For
example when I was designing my evaluation algorithm I asked myself the question; if the detected
face was not in the middle of the detection window, in other words if half of the window contains
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half of the face and the other half shows the background, should I evaluate this as a true positive
or a false positive? For details about my evaluation algorithm refer to section 6.3
As an example that an old literature didn't show real results is to look at the work of V.
Jain and E. Learned-Miller [12] which showed that [19] has 39.41% detection rate with 0.6 false
positives/image when tested with FDDB [12] testset. Whereas [19] in their paper on MIT+CMU
testset reported 92.1% detection rate with .6 false positive/image. Jain and Learned-Miller [12] have
developed a comprehensive testset called FDDB that includes more aspects of faces and a variety
of background textures than all other testsets. They also created a common and standard system
for evaluation.
Unfortunately the FDDB [12] testset is more than 21 times larger than MIT+CMU which
due to time constraints I was not able to extend my thesis in order to include tests on multiple
operating options using this testset. I became aware of this work just about six months ago while I
was in the middle of constructing my last versionconstructing and training new face detector takes
about two to tree months.
The way that the FDDB evaluation algorithm was designed was diﬀerent from my evaluation
speciﬁcation. A complete reconstruction of the detector was needed to change the scoring system.
This eﬀorts introduce new bugs that took extra months to rebuild the detector and about a month
for testing. I conducted only one test that is the over all performance under speciﬁc set of options.
Back to the challenges regarding two diﬀerent sets of training and testing. I had constructed
my training data from ﬁve subjects in 14 videos from the BU [4] dataset. There are 2534 original
framesor faces. In order to double this number, images were mirrored and added to the collection
to achieve the sum of 5068 face examples that vary in head pose and lighting conditions.
The MIT+CMU and the FDDB oﬀered a huge challenge for my system. Which means my
training dataset, the MIT+CMU testset and the FDDB testset are from completely disjoint sub-sets
as their super-set is the real world of all possible images of faces and non-faces.
The huge diﬀerence between my training set and these testsets was meant to mimic the
situation that could happen if images are being scanned completely from a diﬀerent domain and
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have never been introduced to the learning process. This provided a real test for my system and
how it will preform when faced with absolutely never seen test examples. Experimental evaluation
was done to explore the performance of the detector. Included in this thesis are graphs and a table
that will illustrate the results of my work.
1.3 Thesis organization
The rest of this document is organized as follows; Chapter 2 will provide information about the
collection and processing of the data that can be used for training an appearance based multi-pose
face detector. Chapter 3 explains the use of the MAFIA algorithm in constructing a face detector.
Chapter 4 will explain all preparation steps, pre-ﬁltering and building all types of the used features
and their cascade classiﬁers along with multi-detection resolution. Chapter 5 will show all the design
decisions toward eﬃciency and accuracy. In addition to that the use of multi-threading and other
solutions for computational speedups. Chapter 6 Will cover all the evaluation issues from training
to evaluation algorithms and evaluation data. It also will present experimental results that measure
the performance of the constructed detector. These experiments target some aspects of the detector
performance. I will end this report with conclusions and future work in Chapter 7.
Chapter 2
DATA COLLECTION AND PRE-PROCESSING
2.1 Introduction
In this chapter I will discuss the issues that accompany preparing a training dataset. A
training dataset for a machine learning algorithm must include positives (faces) and negatives (non-
faces) in equal amounts. At the beginning of this project I used LFWcrop Face Dataset [11] then
due to unsatisﬁed requirements of the application I evaluated a number of other datasets including
datasets to extract hard negatives.
Recall what I mentioned in section 1.1 regarding the training dataset. One must address all
the issues in section 1.1 when preparing a training dataset. As I mentioned it is not an easy job
to ﬁnd or create a decent training set. One may think that ﬁnding a ready dataset for training
is easier than creating one. For a head pose problem, yes it is. Since a good training set must be
provided with a robust ground truth measured using an advanced and expensive technology which
is rarely available to only very small number of students/researchers.
For face detection one can create their own dataset using any commercial camera. Then
manually labeling the location of the faces which is the problem since it is a hard job when it
comes to labeling huge amount of images. I chose to ﬁnd a ready made available dataset on the
Internet. There are many problems with such datasets; ﬁrst without a manual examination one
cannot guarantee that they are good training sets for the purpose that the detector is being built
for.
In my case I would like to build a detector that will be used for human-computer interaction
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(HCI) application that requires the detection of a face in a variant poses. Even though that I
didn't need full rotated faceslike upside downbut faces with a natural rotation like the one that
a standing up person might rotate his/her face. Which about −45◦ to +45◦ in plane rotation and
with a pitch in a similar range. And almost a full proﬁle which is from −80◦ to +80◦. But ﬁnding
such a data set is not easy. And as I said the manual examination for all images in the set to ensure
that the dataset includes all the poses is necessary.
Another problem is that most of this data was created in a prefect lighting environment. My
dataset has to include extreme lighting variations which is very hard to ﬁnd in a ready dataset.
Also a variation of ethnic and skin color, etc. Let us say that such dataset was found and it is
guaranteed that it covers all the requirements of the purpose. This data set usually will not be
labeled or badly labeled, which means I need to label it myself. Labeling it manually is just not a
fun task when I have over 5000 images. In this chapter I will present the processes for preparing
such a data set and the automatic labeling solutions and their pros and cons that I tried.
2.2 Face Datasets
At the beginning of this work I searched for a good data set. Since I was planning to con-
struct a pose estimator, datasets were evaluated based on the existence of measurements for pose
information, the quantity of variant poses, and ready cropped faces for detection training. Dataset
choice was based on recommendations from Murphy-Chutorian's survey [14] which emphasized the
accuracy of the pose measurements, but availability was an issue. Datasets with pose measured
using the most advanced technologies are not available for academic research. Those technologies
include Optical Motion Capture System (best accuracy), Inertial Sensors, Magnetic Sensors, and
Camera Arrays. The Boston University (BU) Face Tracking dataset [4] is freely down-loadable,
with pose captured by Magnetic Sensors. The data set is not perfect it suﬀers noise in the measured
signals and a delayed response as illustrated by Murphy-Chutorian et al. [14].
The other datasets that I used at ﬁrst were LFWcrop Face Dataset [11]. This dataset was
ready cropped which I thought it will be suitable for mining MFIs and detection training. The
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Figure 2.1: Face normalization example. Left : raw face, right: face after normalization.
dataset CBCL Face Data [6] provided a large amount of cropped frontal faces as positives and
a diﬃcult non-face instances. I discovered that the frontal faces are useless for my mining and
detection training for two reasons (1) They are only for upright frontal pose; (2) the size of the
images is too small for the mined edges to be meaningful. At that time the non faces examples I
thought were perfect, but I later discovered that they are not enough. I needed more examples of
cluttered backgrounds and with 24x24 resolution so I used the Caltech data set [3] to extract the
non-face examples only. In the following sections I will talk about each dataset and its characteristics
and steps that were required to make it ready for classiﬁer training.
2.2.1 LFWcrop Face Dataset [11]
This dataset is a cropped version of Labeled Faces in the Wild (LFW) dataset, created by The
Computer Vision Laboratory, Computer Science Department at the University of Massachusetts.
In LFWcrop (cropped Labeled Faces in the Wild) dataset there are 6862 instances of all positive
faces. It was prepared for face recognition problem. At the beginning, I thought this will be my
positive set. But after I did random examination on the images for the purpose of conﬁrming that it
represents an acceptable dataset for face detection. I also did some data pre-processing by applying
normalization (see Figure 2.1). Which results in a high contrast image to improve edge detection
(see Figure 2.2).
Figure 2.2: Edge image example. Left: edge image. Right: locations of the edges on the normalized face.
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Figure 2.3: 1-itemset support map (edge pixels scores)
Since this was the start of the project I wanted to explore whether there will be any frequent
patterns. I computed the frequency of each edge pixel and created ﬁgure 2.3 for graphical represen-
tation of the pixel frequency. Then I was interested in creating an image scoring based on edge pixel
frequency map. Basically for each edge pixel in the positive example I look up the score for that
pixel then I sum all the scores and that will be the score of the image. By computing image edge
scores and analyzing max and min scores. As an experiment to check if I can create a fast pre-ﬁlter
as a part of the detector, I discovered that the range between minimum score and maximum score
is extremely wide and a ﬁlter could not be constructed on this basis. This property interested me
and got my attention to check if the dataset may not form a good source for training.
Before taking any decision I used some simple data mining tools to further analyze the data.
A scatter plot was generated for the edge scores (see ﬁgure 2.4) and a probability density estimate
plot (ﬁgure 2.5). These two plots show that some instances have extreme scores in both directions.
The normal distribution of the data was symmetric. To analyze even further a sorted quantile plot
was created (see ﬁgure 2.6). The scatter plot shows that there is some sort of a pattern but also
there are extreme outliers.
By examining these interesting plots I started to ask the question, If these are all frontal
upright faces why do we have these instances that form some sort of outliers? My assumption
was that they should all have similar edge scoringwhich is wrong after I became more familiar with
the subject and that is because the extreme variations like pose and lighting conditions etc. will
produce diﬀerent scores. At that time and after another examination on the edge score map and
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Figure 2.4: A scatter plot for instance scores
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Figure 2.5: Probability density estimate plot
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Figure 2.6: Sorted instances by edge score
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since it looks like there is a some sort of a frequent pattern I asked the questions Are most of these
images frontal? and What do the images with lowest score look like?.
By identifying the images original indexes and displaying the low score images, I discovered
that most of the lower score data is noise, i.e. they don't form a complete face or they are badly
cropped images. At the top there are good frontal face images. Also based on the scoring map I
predicted most of the the images are proﬁle faces. I concluded switching to a diﬀerent data set was
necessary.
2.2.2 Boston University Dataset [4]
This data set consists of about 75 videos; each video has about 200 frames. This dataset
was prepared for head pose estimation by the Image and Video Computing Group at Computer
Science Department, Boston University. The dataset provides pose ground truth. Not all videos are
labeled. The pose measurement technology is a Magnetic Sensor. I was only able to use 14 videos
with a total of 2534 frames which is the total number of positive instances. To increase the number
of positives a mirroring of each face image was calculated and that doubled the total number of
positives to 5068 faces. Since this is a video database, examining it to conﬁrm the satisfaction of
the requirements was easy by just watching the videos. And no data analysis was required as in
Section 2.2.1.
This dataset is not cropped for face detection training, since it is intended for head pose
estimation. Instead of manual cropping, I implemented an automatic way to crop faces using the
pose data. The pose data is quite noisy. In the next sections I will explain how to reduce this noise.
I have to say that in the later versions this pose data wasn't used in the face location estimation
problem instead I used interpolation to interpolate a number of manually cropped windows of face
regions in each frame. Then estimate the other frames face positions. In section 2.4 I will explain
this algorithm in detail.
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2.3 Non-face datasets
In this section I will talk about the two datasets that I used to extract negative examples. I
ﬁrst used CBCL Dataset [6] for my ﬁrst version of the detector. I thought that it will be easy for me
to use a ready selected negative examples, since I have no experience about how to construct a good
negative examples dataset. But later with more experiment with false positives issues I searched
for a dataset that is more natural and close to real world negative images that can be found around
positive or face images. I selected Caltech Dataset [3]. Then following sections will present this
datasets.
2.3.1 CBCL Dataset [6]
This data set was created at MIT. As mentioned above this data set has a low resolution
for edges, but it provided the project at early stages with 4500 negative instances that were very
similar to real faces. Visual examination for a small fraction of those non-faces, will ﬁnd that many
have face-like features. At that time I didn't mind that the size of the non-faces was 19x19 where
my face examples were 24x24. For a machine learning training data all negative and positives have
to be the same size. I needed to upscale the negative examples to 24 x 24.
When the ﬁrst detector was built and tested using the standard machine learning future
error on unseen data, we observed future error estimates of 3% for 50 experiments. That is 97%
accuracy. Unfortunately this error estimate is not appropriate for face detection problem where
the distribution of the data is not balanced as I mentioned in section 1.1 paragraph Unbalanced
distribution. For the standard image pyramid used for face detection this is not a good resultif
we have an average of 382, 295 windows/image 3% means about 11, 469 misclassiﬁed windows or
false positives/imagesince an image has in average less than 10 faces.
By realizing this shocking fact and my awareness that no machine learning algorithm has
accuracy reaching 99.9999% accuracy on inseparable data, I understand why researchers like Viola
and Jones used a cascade of classiﬁers in their system [19]. Following [19] approach I decided to use
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a cascade of classiﬁer to exploit a variety of diﬀerent features. My experience also led me to realize
that non-face examples must be extracted from pictures with backgrounds similar to real life and
so the dataset Caltech [3] was introduced.
2.3.2 Caltech Dataset [3]
As mentioned above I was looking for background images that reﬂect to real world examples.
This dataset is a frontal face dataset, created and collected by Markus Weber at California Institute
of Technology. The dataset contains 450 frontal upright face images was taken under diﬀerent
lighting conditions and a variety of backgrounds. The backgrounds are ideal; they include trees,
grass, book shelves, dark rooms, oﬃces. etc. As I mentioned above this dataset contains faces that
I have to avoid extracting them as a negatives. Using the ground truth information I excluded the
face windows and only collected non-face windows. There are some unlabeled faces in the image
backgrounds that needed to be manually examined and processed.
All images have the same size 896×592, which produces about 2, 328, 830 sub-windows/image
if scanned with a scaling factor of 0.9 and step size 1. The total sub-window over all the dataset is
1, 047, 973, 500 sub-windows. I also used each image in 8 diﬀerent variationfour 90◦ rotations for
both original image and mirrored imagewhich total the negative sub-window that are available as
examples to 8, 383, 788, 000 sub-window.
2.4 Labeling
In this section I will present the techniques for auto-labeling and cropping for the positive
data set. I start with explaining a simple technique I used to clean up the pose signal. Then I
will talk about my attempts to use this data to estimate face location for auto-cropping. I will end
with an interpolation technique for semi-auto-cropping and a cropping tool to create interpolation
points.
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Figure 2.7: Pose signal noise. X-axis shows frame ID and Y-axis shows signal value
2.4.1 Signal Processing
In the process of labeling the positive samples as mentioned above; I used a dataset that was
built for head pose estimation (BU dataset [4]). The ground truth didn't include face locations, I
tried to calculate face image positions from head pose ground truth data. I created a Semi-automatic
cropping algorithm that uses the pose data for interpolation. The pose data was not smooth. It was
aﬀected by severe noise which required ﬁltering. Figure 2.7(a) shows an example of a noisy signal.
Experiments with a mean based ﬁlter gave good results, but a Gaussian ﬁlter gave better results.
Figure 2.7(b) shows the same signal in Figure 2.7(a) after smoothing using Gaussian ﬁlter. I tested
smoothing parameters discovered manually for each video, but determined that uniﬁed parameter
values were satisfactory for all videos.
2.4.2 Automatic cropping using pose data
This algorithm was revised and rewritten a number of times, I will ﬁrst present the general
idea then I will discuss some of the approaches and enhancements. In previous sections I showed
that my positive data comes from the BU dataset [4] which is for head pose estimation and the
ground truth doesn't include face location in terms of pixel locations. In this section I will review
some of my attempts to use the pose data to predict face locations. I tried building models by: (1)
solving a linear system; and (2) regression learning.
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The pose data is noisy and requires smoothing as mentioned in section 2.4.1. The ﬁnal version
uses one normalized general Gaussian ﬁlter g = e
(
−x2
2σ2
)
where x = [−9, 9] is the range with equally
spaced step size 1 and σ = 4. The algorithm starts with smoothing the pose signals, then using this
data to build a model. Because the smoothing ﬁlter is large I can't use all the frames in the video.
I can start at frame 10 and stop at frame 190.
The second step in my early approaches was to correctly understand the relation between pixel
locations according to the 3D pose signals. A better solution requires an understanding of camera
intrinsic and extrinsic parameters. Which in turn requires camera calibration information that
was not available to me. Solving the linear systems after smoothing gave better results. An early
algorithm that followed this approach and was used for cropping and collecting positive examples
to train my ﬁrst version of the detector is shown in Algorithm 1.
This approach suﬀers when there are complex motions. Figure 2.8 and Figure 2.9 show
motions that are fast and complex. For videos that capture complex head motions, I needed to
create an interpolation point at almost every frame. Unfortunately most of the videos have complex
face motions and so with this approach there is still a lot of manual cropping work to be done. I
even tried regression, but it was not accurate most of the time.
2.4.3 Semi-automatic interpolation cropping
Instead of using pose signals to predict the location of the face I used simple interpolation
methods. By manually crop some selected faces when pose is ideal or in extreme poses, then feeding
the methods frame numbers (interpolation points) and x, y positions for the right and left corner
and the side size. Then this interpolation methods produce models for face locations for that video
where the points were evaluated.
In the last version there are three models, one for x location, one for y location and one for
sidelength. The interpolation points are frames that I chose manually using a graphic plot of the
smoothed signals like the one on ﬁgure 2.8. The plot was very useful in deﬁning the critical frames
that should be interpolation points. I create points by manually ﬁnding x, y and side values that
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Algorithm 1 Example of early versions of automatic cropping algorithm
(1) input the video V and points B, points frame numbers I, S, F . where B =
 XᵀY ᵀ
Zᵀ
. X is
a vector of up-right corner x coordinate of crop squares. Y is a vector of up-right corner y
coordinate of the crop squares. Z is a vector of the length of the side of the squares. I is
a vector of the frame number. S =
[
Cx Cy Cz R W P
]
. Cx is a vector of x world
coordinate signal for the selected frames.Cy is a vector of x world coordinate signal for the
selected frames.Cz is a vector of x world coordinate signal for the selected frames. R is a
vector of roll signal for the selected frames. W is a vector of yaw signal for the selected
frames. P is a vector of pitch signal for the selected frames. F is like S but for all frames
in V
(2) Compute Ax, Ay, Az. in some versions Ax = Ay = Az = S. in some they are computed
from S by taking sin or cos of the angles of R,W,P . e.g in one version
Ax =
(
Cx Cy Cz sin(R) sin(W ) abs(sin(P ))
)
,
Ay =
(
Cx Cy Cz abs(sin(R)) abs(sin(W )) sin(P )
)
,
Az =
(
Cx Cy Cz abs(sin(R)) abs(cos(W )) abs(cos(P ))
)
(3) Compute Dx, Dy, Dz by solving the systems DxA
ᵀ
x = Xᵀ, DyA
ᵀ
y = Y ᵀ, DzA
ᵀ
z = Zᵀ
(4) ∀ Frames in V compute Ax,iAy,iAz,i , where i ∈ I, Ax,iAy,iAz,i is computed in the same
way as Ax, Ay, Azrespectivelybut only for frame i.
(5) ∀ Frames in V compute xi = DxAᵀx,i, yi = DyAᵀy,i, zi = DzAᵀz,i.
Figure 2.8: Fast Complex motion signals
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Figure 2.9: Fast and complex motions
will give a nice crop of the face. x is the upper-right corner x-coordinate of the crop square. y is the
upper-right corner y-coordinate of the crop square. side is the length of the side of the square. The
interpolation methods that have been tested are: cubic spline interpolation, Fourier transformation
interpolation, and piecewise cubic polynomial interpolation. The ﬁnal version uses piecewise cubic
interpolation. Interpolation is done using the frame number. By evaluating the polynomials at each
frame number I can get an estimate of face location without manually cropping all the video frames.
The algorithm is presented on algorithm 2.
2.4.4 Cropping tool for interpolation
Identifying the interpolation points is critical for the face-cropping task. A cropping tool that
can visualize cropping/interpolation results and test/examine face crops at any frame was a neces-
sity. I created a handy tool that increased speed of deﬁning the interpolation points dramatically.
For the most complex motion video it takes maximum 2 hours to crop 180 frames. This tool is not
just a cropping tool it also uses the intensity ﬁlter (described in detail in Chapter 4) in its test and
Algorithm 2 Semi-Automatic interpolation cropping algorithm
(1) Load video and pose data
(2) Interpolate the user deﬁned interpolation points using piecewise cubic interpolation for each
x, y side using frame number i
(3) Evaluate each polynomial at all frame numbers i− 1, 2, · · · , n where n is the total number
of frames in the video.
(4) Store the evaluated results xˆi, yˆi, ˆsidei as the location of faces in the frame of the training
dataset.
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prepare mode. The ﬁlter tries to locate the eyes and the mouth automaticallythis tool was also
used to develop this ﬁlter. The tool provides an instant visualization of the results of the selected
crop.
The tool displays Ten images: image of the frame with a cropping square (see ﬁgure 2.10).
Two images of the ﬁlter 12×12 images (one original the other is mirrored) that show estimated eye,
mouth, and nose locations (see ﬁgure 2.11). Two 24× 24 edge images (see ﬁgure 2.12). Two 24× 24
gray scale images (see ﬁgure 2.13). One gray scale image of the original crop (ﬁgure 2.14). Two ﬂag
images to show if the crop was accepted as a face by the ﬁlter or not (one for the original the other
is for the mirrored) A plot of the smoothed 6 signalsx coordinate, y coordinate, z coordinate, Yaw
angle, Roll angle, and Pitch angleand all the interpolation points (see ﬁgure 2.15). Using the data
tool on this plot I can navigate through all frames and check the results visually. The tool stores
the interpolation points for the working video each time a new point is deﬁned.
Working with the Cropping tool
The following points will summarize the use of the tool:
(1) Use the data tool on the signals window (ﬁgure 2.15) to select a frame to be an interpolation
point.
(2) On the video frame image (ﬁgure 2.10) use the crop square. The crop square is activated
by pressing (Ctrl) and left click. Then selecting the location to be cropped by moving the
mouse around the image and releasing the square by left click.
(3) To change the size of the square press (Shift) and left click. Then move the mouse left and
right horizontally the size will change as the mouse moves. To release, left click.
(4) To check the crop with the ﬁlter/show the edge image, press (v)
(5) To have an instance visualization as the mouse moves press (c) to toggle the instance
checking on or oﬀ.
(6) To display the reading values of x, y, size, press (w)
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Figure 2.10: Video frame image and the cropping square
Figure 2.11: Intensity ﬁlter images that shows the estimated face features. Left is the original. right
is the mirrored image
Figure 2.12: Edge images. Left: original. Right: mirrored
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Figure 2.13: 24× 24 gray scale images. Left is the original. Right is mirrored.
Figure 2.14: Original gray scale image.
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Figure 2.15: Pose signals plot. The circles on the line y = 0 are the interpolation points. The little
black square is the data tool in Matlab. The box next to the data tool shows the reading value of
the signal y and the frame number x.
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(7) To add the an interpolation point, press (a)
(8) To delete an interpolation point; ﬁrst it must be selected from the signals plot (ﬁgure 2.15)
by selecting one of the blue circles then on the video frame image (ﬁgure 2.10) press (d).
Chapter 3
DATA MINING ANALYSIS
3.1 Introduction
Tsao et al.'s A Data Mining Approach to Face Detection [18] may be the ﬁrst work to use
data mining tools in face detection. In their work [18] they suggested to use the maximal frequent
itemset algorithm for Transactional Databases (MAFIA) [2] to mine frequent patterns from edge
images. In this section I will start by giving a brief description about some data mining terms I will
be using thought this chapter. Then I'll talk about [18] in short.
In data mining a transactional database is a database that records transactions, e.g a retail
shop sales record. In each transaction there will be a number of items, e.g. items purchased on
that transaction. An itemset is a term which refers to a set of these items. A frequent itemset (FI)
is an itemset that appears frequently in the database, e.g. three items have been seen frequently
purchased together. This frequent itemset represents a frequent pattern or a particular behavior of
the data that may be used to extract an observation that can help in business planing.
Here in this vision application a transactional database will be the set of training positives
(training faces edges). Each training example represents a transaction, and the edges represent
the items of the transaction. MAFIA uses a bit map to represent all the possible items that may
appear on a transaction, with 1's for each item exist in the transaction and 0's otherwise. In this
application that would be the training image with 1's if edge pixels exist and 0's otherwise.
In data mining an itemset is frequent if its frequency passes a minimum threshold called
minimum support (min_sup). A maximal frequent itemset (MFI) is a frequent itemset that; there
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is no other frequent itemset (super-set) that includes it. In other words, for itemset Im, if we can
ﬁnd Is itemset that Im ∈ Is and Is is frequent then Im is not MFI, but if we can NOT ﬁnd Is that
is frequent then Im is MFI.
In the ﬁrst part of the work presented by [18] for face detection, they applied Sobel's edge
detector, and a morphological operator, to prepare training instances and transform them into edge
images. Then they used the MAFIA algorithm to mine the maximal frequent itemsets (edges) which
they call positive feature patterns. They also mine negative feature patterns from the complements
of edge images. Then they trained a face detector that ﬁlters out non-face instances. In part II, they
extract a sliding window at diﬀerent scales, then applied the detector to each window to predict the
class (for more details please read [18]).
They claimed that this approach ﬁnds frontal faces with a good percentage. The question
now is whether there is a way to make use of MAFIA for a variant pose detection? If I just use this
algorithm and train it with a variety of face poses, the number of false positives may increase and
detection rate will decrease.
3.2 Implementation of MAFIA Algorithm
The original proposal of this project is to use a data mining based classiﬁer that uses a
modiﬁed version of the Maximal Frequent Itemset Algorithm (MAFIA) [2] for feature extraction
to build a multi-pose face detector. The MAFIA algorithm was optimized for mining maximal
frequent itemsets from a transactional database eﬃciently. The algorithm applies a depth-ﬁrst
search and eﬃciently prunes branches of the search tree at a higher level. This approach saves an
incredible amount of computation time and signiﬁcantly improves mining performance for this type
of frequent pattern mining. It uses a vertical bitmap representation of the data and a progressive
focusing technique when searching in the MFI table. The characteristics of this algorithm make it
perfect for ﬁnding the longest edge patterns that appear in large groups of face images. For the
frontal face detection no further enhancements are needed.
In three DOF (Degree Of Freedom) detection (yaw, roll, pitch) the frequent patterns from non
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Figure 3.1: Frontal face maximal frequent itemset. Most of the MFIs collected with a reasonably fast
computation interval form a frontal face edge map.
frontal head poses are usually below the computationally reachable minimum support thresholds.
This makes mining for these features computationally prohibitive (see ﬁgure 3.1 frontal MFIs).
To overcome some of these diﬃculties, I introduced a minimum length MFI concept to MAFIA
algorithm to prune out MFIs of small lengths that are meaningless. e.g. a one item itemset that is
MFI could be found in many face/non face images. By introducing this modiﬁcation the size of MFI
table be came small which allows fast searches. The other enhancement is that we are interested in
frequent patterns that represent some sort of a facial feature like an eye for example.
The algorithm ﬁnds long MFIs but a lot of them have edges that are scattered all over
the images giving no meaning to the MFI as a facial feature pattern, and can be found in high
volume of non-face images. I call them uninteresting MFIs (see ﬁgure 3.2 lower right). The second
enhancement to the MAFIA algorithm introduced the concept of interestingness measure. Basically
I would like to only ﬁnd MFIs that are close to each other in distance that may form aor part
offacial feature (see ﬁgure 3.2 upper left, upper right or lower left). I ﬁrst tried Euclidean distance
of the raw edge locations, which is slow. In later versions the Euclidean distance function was
replaced by an eﬃcient function that ﬁlters out MFIs in one direction then the other direction. For
each MFI I sort all x-coordinates and y-coordinates in ascending order. Then I take the derivatives
of both sorted values of x and y separately. Then I check if all derivatives are less than 2 pixel
distance. Algorithm 3 shows the steps.
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Figure 3.2: MFI mining results. All images except lower right are frequent patterns which pass the inter-
estingness measure constraint. The lower right will be ﬁltered out by the interestingness constraint.
Algorithm 3 Interestingness measure algorithm
(1) Input MFI items location X,Y
(2) Sort X in ascending order, sort Y in ascending order
(3) Compute the derivative M X = xi−xi−1 and the derivative M Y = yi−yi−1 where i = 2 · · ·n
and n is the number of items in the MFI
(4) ∀j = 1 · · ·n− 1 check if no M xj ≥ 2 and if no M yj ≥ 2 then the MFI is interesting
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3.3 Mining variant head pose MFIs
The search space generated by mining a high dimensional transactional database with the
size of 24× 24 = 576 dimensions is extremely huge. There is an average of more than 150 items in
each transaction (face image) and we have 5068 transactions. Mining MFIs for the whole imagefor
a training set that includes variant poseswasn't meaningful due to unbalanced distribution of the
poses. The unbalanced distribution is natural for a dataset like [4], since it was created by taping
videos of arbitrary subject faces, which will result in a massive amount of upright frontal faces
usually the ﬁrst 20 frames of each video will have the subject face posed upright frontal while the
subject is waiting for instructions. Also each time the subjects move their heads around various
angles to record various poses they tend to rest in the upright frontal pose many times for each
video.
Selecting training frames manually is not practical. Mining the whole image sub-window
results in MFIs that are for upright front pose when mining using a high minimum support threshold
(min_sup). To allow MFIs for poses other than upright frontal faces this threshold has to be
lowered. Lowering the threshold makes the mining process impossible to compute ( in one test I
estimated that the time I need using a PC with dual core 2.40 GHzbut running on a single coreis
more that our solar life time. i.e more than 5 billion years). An idea of segmenting the image
window to small regions to focus on mining speciﬁc features at various poses made sense. Also
this segmentation technique leads to downsizing this high dimensional search space of the image
sub-window (576 dimensions).
This segmentation is implemented by two possesses, leveling and sectioning. The leveling
system was constructed to segment the search space into layers. Those levels found to be best if
based on quantiles bases where quantiles are computed based on 1-itemset support (see ﬁgure 3.3).
In statistics quantiles are points with equal intervals that divide the data into subsets with the same
size, and they are usually 25% for ﬁrst quantile 50% for the second (or the median) and 75% for
the third quantile. These three points dived the data in to 4 subsets. In my project since I was
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Figure 3.3: 1-itemsets support map for BU dataset
using three levels I used two points (33% and 66%) and three subsets. The quantiles are computed
from the accumulative distribution function of the frequencies of each edge point (1-itemset). At
the ﬁrst level, I used all the edges that have frequency above 66%. At the second level, I used the
edges that have frequency above 33% and up-to 66% and the third level I used equal or below 33%.
see ﬁgure 3.4
The second process is to further reduce the search space and focus on speciﬁc facial features,
and that is by dividing each level into sectionstaking into account main face components, e.g
locations of mouth in diﬀerent poses. Figure 3.5 will illustrate these levels and sections. Each
section in a level is mined with an appropriate minimum support. Figure 3.6 shows example of
some sections min_sup heat maps. Leveling and sectioning combined enhanced the performance
and the quality of the mining process. The last version of the detector uses some facial features
data extracted in early detection stages to unify pose variations to one single pose. This last version
technique made this design of levels and sections almost useless. A slight modiﬁcation to this
Figure 3.4: Examples of quantile levels (I am showing only two levels). Right ﬁgure is for edges that
have min_sup > 66%. Left image is for edges with 66% ≤ min_sup > 33%
44
algorithm and a diﬀerent levels and sections design to empower the last cascade classiﬁer will be
introduced in Section 4.6.5 of Chapter 4.
3.4 Extracting and creating MFI training set
My approach starts with ﬁrst identifying for each training instance (negative or positive) which
MFIs it contains. An eﬃcient search is needed which led to an implementation of a modiﬁed version
of red black tree [10]. The implementation of multilayer red black trees was far too complicated.
The idea was to sort instance edges, then to look them up in the MFI edge forest. This approach
failed due to two reasons. First binary search trees are designed for an exact one match look up.
Eﬀort was made to optimize RB trees for similarity search, but didn't lead to a good solution. The
second reason RB tree wasn't a good choice is the search space for this problem is 2n where n is the
number of edges in image which is large. A naive serial search was used in the early versions that
was faster than RB trees. In the last version an eﬃcient search technique was introduced. Section
3.4.2 will illustrate this eﬃcient algorithm.
3.4.1 Approaches to creating training set
The extraction of MFIs from edge images results in lists of MFIseach edge image has a list
that are not equal in length. Constructing a bit-map that shows what MFIs an image have was not
practical due to a huge number of MFIs, which results in a high dimensional sparse problem. The
list representation was preferred but the problem is how can one create a training instance from
these lists? Creating those training instances was a challenge. In solving this problem I followed
four approaches. Next paragraphs will discuss each approach.
First approach
MFI extraction using any of the search techniques mentioned above results in a sequences
that cannot be used to train a classiﬁer. A bitmap representation was used which resulted in
very high dimensional sparse problem that SVM classiﬁers cannot handle. A reduction technique
to transform bitmap representation into a lower dimension of normalized ﬂoating numbers was
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Figure 3.5: Face MFI mining levels
Figure 3.6: Examples of face pose component sections. The left image is for level 1 right eye section.
The image on the right is for left proﬁle mouth section.
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introduced. Initial SVM model construction reports from k-fold parameter search iterations showed
about 50% accuracy.
Second approach
Using MFI masked edges, basically by ﬁltering out edge items that are not part of the image
MFIs. The initial construction reports from k-fold iterations showed about 75% accuracy. The
number of false positives evaluated from a single experiment on previously unseen data was high.
No further experiments/enhancements were performed. I think the reason was because this approach
ﬁlters out the bad edge pixels making negative images contain face like edges.
Third approach
Clustering training examples based on MFI component patterns in the training instances (i.e
the actual edges in the MFI). The clustering algorithm used was simple k-means with city-block
distance function. Training classiﬁer was performed on the class common components. Two methods
were tested: one artiﬁcially constructs the negative examples by negating the class components. This
introduced an increase on false negatives (i.e a decrease in detection rate) with low false positives
when evaluated from a single experiment on unseen data. The initial construction reports from k-
fold iterations showed about 80% accuracy. The second method used the class common components
as positive training examples and actual negative instances. This method introduced the opposite
of the previous one with an increase on false positives and decrease on false negatives. Evaluations
performed on a single experiment on unseen data. Accuracy was about 80% from the initial k-fold
parameter search reports. Both of these techniques introduced complications in accuracy evaluation.
The design of the evaluation code was based on actual instances which introduced some diﬃculties
in writing code for these cases.
Fourth approach
In this approach I clustered the MFIs themselves based on their appearance in instance groups.
Attributes are constructed from a bitmap representation of instances. In the ﬁrst implementation
I used the reduction transformation technique mentioned above to solve the resulting very high
dimensional problem. Although in the last version I didn't use the dimension reduction since this
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technique reduces the accuracy of the produced model and the clustering algorithm was capable of
handling this high dimensional space. Clustering was done as in the previous approach by simple
k-means and city-block function. Then during the MFI extraction phase, a table showing the
MFI class score for each instancepositive or negative(e.g the number of MFIs from each class
that appeared in the training example) is constructed. The table has a lower dimension than the
actual MFIs so no dimension reduction is required for SVM training. An SVM model is trained on a
normalized version of score table. Initial results from k-fold experiments showed a signiﬁcant overall
improvement. Running 50 random experiments for future error estimates on unseen datadata is
divided into 90% training and 10% testreported 94.4% average accuracy. I have to note that this
test was done on BU dataset [4] for positives and the CBCL Dataset [6] for negatives. When the ﬁrst
version of the detector structure was created, evaluation on MIT + CMU testset showed unpleasant
results. In the next chapter I will present the advances in the detector structure.
3.4.2 Extracting MFIs
Extracting MFIs from raw edge images as I mentioned in section 3.4 was a challenge. The
extracting process needed to be eﬃcient. The approach of using red-black tree Forest wasn't suc-
cessful for this type of problem as I explained in section 3.4. While a naive search was faster than
using red-black trees, it wasn't eﬃcient enough. In the last version I manged to solve the problem
by creating a fast search algorithm based on an array of lists.
The idea of the search is I only need to look for those pixels where the image has edges
and where there is at least one MFI with that edge. Also we should check each MFI only once.
This idea was achieved by constructing a search list for the MFIs that guaranteed any MFI will be
checked only once. Algorithm 4 shows how to construct the search list and Algorithm 5 shows how
to eﬃciently extract existing MFIs in an edge images.
Search list constructing algorithm
Step 1 in algorithm 4 receives the input M which is the set of all MFIs, and the input size
z of the transaction (the base size scanning window). On step 2 it deﬁnes |M | as the size of the
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Algorithm 4 Constructing MFI search list algorithm
(1) input the set of maximally frequent itemsets (MFI) as M and size of the set of all items
(number of pixels in the base scanning window) as z
(2) Let |M | be the size of the set M , let mi be the ith maximally frequent itemset in M . i.e.
mi ∈M and i = 1, · · · , |M |
(3) ∀mi where i = 1, · · · , |M | do the following
(a) Sort mi in ascending order
(b) Let pi,k = 0 be a map for the MFI mi where k = 1, · · · , z
(c) Let di,j be an item in mi where j = 1, · · · , |mi|, |mi| is the length of mi, di,j ∈ mi (di,j
represents the number of the pixel edge in the image that is part of the MFI itemset)
(d) Let pi,di,j = 1 where j = 1, · · · , |mi|
(4) ∀t where t = 1, · · · , z do the following
(a) Let st = {i | pi,t = 1, i ∈ {1, · · · , |M |}}
(b) If t > 1 and st 6= φ where φ = {} the empty set, then ∀j where j = 1, · · · , t− 1 do the
following
(i) If sj 6= φ then for each element i ∈ sj and also i ∈ st do the following
(i.a) Remove element i from st, and that by preforming this equation s
?
t = st−{i},
where s?t donates the new st
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set Mor the number of elements in Mand mi is a member of the set M . mi is a maximally
frequent itemset. Step 3 will construct the search map that will help in creating the search list; (a)
Sorts the items (edges) of each MFI mi in ascending order according to their original location in
the transaction representation. (b) Initiates the edges map vector elements pi,k for MFI mi to zero
where k = 1, · · · , z, and z is the size of transaction bitmap (base scanning window). (c) Deﬁnes
that di,j as an item in mi (i.e mi =
{
di,1, · · · , di,|mi|
}
where |mi| is the size of mi (the number
of items in mi). (d) constructs the edge map for mi by setting for every edge item di,j in mi the
corespondent edge element of the edge map pi,di,j to 1 where j = 1, · · · , |mi|.
Step 4 will construct the search list. The search list is constructed according to the order
of the scanning window image pixels. That is For each pixel t in base scanning window image
t = 1, · · · , z, ﬁnd all MFIs that have the current pixel t as part of their MFI edges from their edge
map constructed at step 3 and it stores themstore their order i in Min list st, then it checks if
they were stored in a previous lists s,j where j = 1, · · · , t − 1. If they were stored previously then
it removes them form the list st.
With more detail step 4 will Loop trough all pixels order t where t = 1, · · · , z and do: (a) ﬁnd
all the MFIs that has a an edge pixel at location t and store the MFI index i in st. (b) check if st is
not the ﬁrst list for location t (i.e if t > 1) and st 6= φ (i.e. list st is not empty set)If there was no
MFI edge discovered at location t then st = φif t > 1 and st 6= φ for all the previous sets sj where
j = 1, · · · , t− 1 do; (i) check if list sj is not empty (i.e if sj 6= φ) then loop for each element i ∈ sj
that is also i ∈ jt (i.e. for every MFI stored in list sj and also stored in list st) do; (A) remove MFI
index i from list st (i.e the new st becomes s
?
t = st−{i}. This removal of the MFI from the current
list that is associated with the locating t that was included in previous list sj guarantees that no
MFI will be checked more than once.
Eﬃcient MFI extraction algorithm
Step 1 inputs the edge image E, its size z, MFI search lists set S, MFI classes list C, and the
number of classes n in MFI classes list C. The MFI search lists-set S is the set that was prepared
in algorithm 4. S = {s1, · · · , sz} where si is the search list for location i. Notice that the size of
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Algorithm 5 MFI extraction algorithm
(1) Input edge image E, image size z, MFI search lists set S, MFI classes list C, Number of
MFI classes n
(2) Initialize all MFI class scores xd = 0, ∀d = 1, · · · , n
(3) For every edge pixel ei where ei ∈ E and i, · · · , z do
(a) if ei = 1 and si 6= φ where si ∈ S then for every MFI fi,j ∈ si where j = 1, · · · , |si|
and |si| donates the length of si do
(i) Let ti,j,k be an edge location in MFI fi,j where k = 1, · · · , |fi,j |
(ii) if all eti,j,k = 1, ∀k = 1, · · · , |fi,j | then
(ii.a) Let d = C (fi,j) where C (fi,j) is the class number of fi,j and it will return a
number between [1, n]
(ii.b) compute the MFI fi,j class score xd = xd + 1
(4) return the instance X where X =
 x1...
xn

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|S| = z. The MFI classes list C is the results of the clustering of the MFI as explained in section
3.4.1. Step 2 will initialize vector X =

x1
...
xn
 to store the MFI class scores of image E. X will
form a data instance ready for training or evaluation.
Step 3 will loop over all edge image E pixels and do: (a) Checks every edge image E pixel ei if
there is an edge (i.e if ei = 1) and if the search list si associated with location i recorded any MFIs
starts at the same location, where i = 1, · · · , z. If so then steps (i, ii) will check for every MFI fi,j
that is recorded in si if it exist in image E. Steps (i, ii) in more detail; (i) extract all MFI fi,j edge
locations ti,j,k, where k = 1, · · · , |fi,j |, and |fi,j | is the number of edge locations in fi,j . (ii) Check if
all extracted edge locations has a matching edges in image E, which means that the MFI fi,j exist
in edge image E. Then steps (A, B) will record a score for the MFI fi,j class in the score vector X.
More detail on steps (A, B): (A) Using the look-up list C identify the MFIs fi,j classes number and
store it in d, Note that d will be in the domain [1, n]. (B) Will add 1 to MFI fi,j score variable xd
(i.e xd = xd + 1). Step 4 returning the training/testing data sample in X which is X =

x1
...
xn
.
Chapter 4
DETECTOR CONSTRUCTION
4.1 Introduction
This chapter is about the design and implementation of customized features classiﬁers cascade
detector as an attempt to solve the multi-pose face detection problem. The features used include
edges, data mining based features (Maximal Frequent Itemset), Haar-like features, Fourier features,
and other features. Figure 4.1 shows the ﬁnal design of the detector. The components on this
diagram will be explained through out this chapter.
The presented design was not intended for full pose/multi-view face detection. Instead the de-
sign target limited angels of in-plane rotation (±45◦) and almost full proﬁle detection. The full pose
detection can be achieved by adding an in-plane four image direction estimator (0, 90◦, 180◦, 360◦)
as a ﬁrst step then a 90◦ based rotation process will follow to put the sub-window in the right
direction for the rest of the detector components processing.
The construction of the detection involved image pre-processing, pyramid scaling, design of
classiﬁer cascade, and multi-detection resolution. The image pre-processing processes are normal-
ization, noise reduction, lighting compensation. The pyramid scaling was intended to generate
scanning locations that covers every scale and every location of an image. The design of the cascade
classiﬁers was guided by the performance in terms of speed and accuracy. Usually in face detection
problems, a face could be detected multiple times. This multiple detections need to be resolved to
one single detection by the multi-detection resolver.
The results of the ﬁnal detector were not promising despite the tremendous over all improve-
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ments in speed and detection/false positives rate. Tests showed an average of 5.22% detection rate
with an average 2000 false positives on an average of 108, 762, 958 scanning sub-windows contains
an average of 513 positives (faces). 5.22% is about 27 faces. The actual accuracy of the detector
reached about 99.998% and about 0.002% error. This ﬁgures are results of the testing system FDDB
benchmark [12]. The benchmark paper [12] showed that the real performance was far less than the
traditional published results for these face detection algorithms. I believe that my results are low
because since my intention was to never include examples in my training set that is similar to the
test setin terms of the quality and technology used to digitize themfor the purpose of exploring
the behavior of my work in the cases of testing on an unexpected testset. The detector was also
tested on the traditional MIT+CMU testset and reported 43.56% detection rate with 504 false pos-
itives. Chapter 6 will give more details on those experiments. Next section will present the image
pre-processing techniques that I have developed.
4.2 Image Pre-processing
In this section I will talk about various techniques that I used to enhance the quality of the
images, starting with simple normalization up to a complicated lighting compensation. These image
pre-processing techniques are scattered in many parts of the detector. Before any detection starts
there are pre-processing steps that are applied to the whole image. In the ﬁrst pre-processing step
I check if the image is colored or gray scale, If colored I convert it to gray scale. Next is applying
an over all normalization. Then I use a simple technique to measure and remove the noise in the
picture. The next step is to discover interference signals and remove them. Figure 4.2 summarizes
these steps.
After this pre-processing the detection part starts and any further process will be based
on sub-window bases. The ﬁrst sub-window pre-processing occurs after the sub image passes the
integral ﬁlter and the intensity ﬁlter. Using the ﬁlter results of facial features extraction a lighting
correction will be deployed accordingly. The last pre-processing occurs after the image passes the
local minimas/maximas classiﬁers. This last pre-processing involves pose unifying and a second
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lighting correction that is applied to the 24 × 24 image using the extracted information from the
intensity ﬁlter. I will explain all the above and diﬀerent versions of lighting correction in the next
sections.
4.2.1 Noise Reduction
This ﬁrst attempt to solve the noise problem was by convolving the image with a Gaussian
ﬁlter. The problem was the noise in images vary a lot and one standard solution might not be
appropriate for all images. A more customized solution was invented to auto-customize the Gaussian
ﬁlter according to the level of noise in the image. The solution was optimal for random noise and
some short frequency signal interference. But for long frequency interference (an Example of this
type of noise was presented by the left image on ﬁgure 1.1) this simple technique does not work.
Instead an interference explorer/reducer algorithm was introduced. In the next sections I will
present each algorithm individually.
4.2.1.1 Iterative Gaussian ﬁltering
This simple technique for noise reduction was useful for most images noise. The algorithm
starts by taking a diagonal sample of the image and computing the derivative of the sign of the ﬁrst
derivative of the signal (i.e diagonal sample), then computing the sum and dividing by the length
of the diagonal. Then a threshold decides whether to use Gaussian ﬁlter based smoothing or not.
Note that the image is not a square matrix then the sample will be taken according to this
form: let A be a the image let ai,j be the item i, j in matrix A. The diagonal will be computed as
all ai,i that satisfy i =

1 · · ·n n < m
1 · · ·m m ≤ n
. The result of the measurement is used as sigma σ for
the ﬁlter and the radius is 2× 2.5× σ+ 1. The resulting image is again inspected for noise and the
process could be repeated up to maximum n iterations. See algorithm 6 for more illustration.
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Figure 4.2: Image pre-processing steps that applied to the whole image and before any detection
steps starts
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Algorithm 6 Iterative Gaussian ﬁltering algorithm
(1) Input image I, threshold t, maximum iterations n and the number of rows n and number
of columns m of I
(2) if n < m then m = n
(3) Copy I to Is (i.e Is = I )
(4) For maximum n iterations do the following
(a) Get a sample of the diagonal D where dk = ik,k, d ∈ D, i ∈ Is, k = 1, · · ·m
(b) Compute signal direction S = sign(M D), i.e compute sign(dk−dk+1), ∀k = 1, · · · ,m−
1
(c) Compute noise ϕ =
∑
abs(M S)) =
m−1∑
k=1
abs(sk − sk+1)
(d) Compute σ = ϕm
(e) If σ < t then stop return Is
(f) Compute pi = round(σ × 2.5)
(g) Prepare normalized Gaussian ﬁlter h = G(σ, pi) where 2pi + 1 is the length of h
(h) Convolve Is whit ﬁlter h; I
new
s = conv(h, Is) in both directions
(5) Output smoothed image Is
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Figure 4.3: This ﬁgure shows an interfered signal wave has a constant frequency/length with the
image signal.
4.2.1.2 Interference reduction
I mean by interference, a systematic external noise process. There are some sort of noise
produced by interfering signals. for example electromagnetic waves such as electric power signal
interfering with the camera electronics causing some sort of wavy pattering that aﬀects the image.
This type of noise has a long wave length which a small Gaussian ﬁlter can't smooth. Using a large
Gaussian ﬁlter will make the image extremely blurry that will decrease detection rates. Instead I
tried to discover these repetitive patterns and remove them form the image. Figure 4.3 shows the
ﬁrst 200 pixels of the ﬁrst row of the left image appears on ﬁgure 1.1.
Algorithm 7 attempt to reduce the eﬀect of this type of noise. The algorithm forms two
vectors of the image by lining up all pixels from each row in one row for I(r) and lining up all
columns in one column I(c) (step 2) . Steps 3 and 4 ﬁnds all local minimas of all frequencies. Steps
5 and 6 ﬁnds the most frequent frequency length Ω. Step 7 Loops until the remaining frequencies
lengths are small enough that it doesn't necessary represent an interfered signal and the algorithm
accomplish that by; looking over all locations where there exist a frequency of wave length Ω and
stores the locations in W (r). Then it computes the phase of the wave using the median γ
(r)
u over all
the locations i
(r)
w
(r)
j +u
and then the algorithm normalizes the wave pattern in β
(r)
u . Then it perform
the reduction by subtracting β
(r)
u from the original image pixel at the locations of the signal's
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Figure 4.4: This image shows the signal appeared on ﬁgure 4.3 after reducing the interfered signal
waves.
interference (i.e i
(r)
w
(r)
j +u
− β(r)u ). Then it repeats the same thing for the I(c). Figure 4.4 shows the
resulting reduction of the interfered signal appeared on ﬁgure 4.3.
4.2.2 Lighting Solutions
As mentioned above lighting correction went through various approaches to customize with the
changes and the development of new features and classiﬁers. The ﬁrst two designs of the detector
(will be explained in section 4.5.1) apply no lighting correction. When the design included the
intensity ﬁlter along with some facial features extraction, some simple and complex speciﬁc facial
features lighting correction was implemented. But then the design grew and new features were
introduced, the speciﬁc features lighting correction became not a desired solution and a general
solution was invented. In the next sections I will present these approaches.
4.2.2.1 Average intensity based
The idea of this ﬁrst approach was to unify faces to the same average intensity which is 0.5
by computing the average intensity of the window and computing a correction factor that when
multiplied by the window vector the average intensity will be 0.5. Algorithm 8 will illustrate the
process. This approach didn't improve results signiﬁcantly. I needed more sophisticated solution.
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Algorithm 7 Interference reduction algorithm
(1) Input image I, The minimum wave length µ, The minimum frequent occurrence/image size
rate ξ
(2) Form the image vectors I(r), I(c) By reshaping image I of the size n×m as follows
(a) I(r) =
[
i1,1 · · · i1,m i2,1 · · · i2,m · · · in,1 · · · in,m
]
(b) I(c) =
[
i1,1 · · · in,1 i1,2 · · · in,2 · · · i1,m · · · in,m
]
(3) Compute δ
(r)
t = sign
(
i
(r)
t+2 − i(r)t+1
)
− sign
(
i
(r)
t+1 − i(r)t
)
where i
(r)
t ∈ I(r) and i =
1, · · · , (n×m)− 2
(4) Compute L(r) =
{
t
∣∣∀δ(r)t = 2, t = 1, · · · , (n×m)− 2}
(5) 
(r)
k = l
(r)
k+1 − l(r)k where l(r)k ∈ L(r) and k = 1, · · · , |L| − 1, |L| is size of L
(6) Let Ω be the mode of set
{

(r)
1 , · · · , (r)|L|−1
}
, Let Ω(0) = Ω, and Let α = 1
(7) While Ω > µ do
(a) Compute W (r) =
{
l
(r)
k
∣∣ ∀(r)k = Ω, k = 1, · · · , |L| − 1}
(b) If
|W (r)|
m×n < ξ, where
∣∣W (r)∣∣ is the size of W (r) then do
(i) If Ω < Ω(0) then stop
(ii) Let Ω = Ω(0) − 1, and let α = −1
(c) Compute ρ
(r)
j =
i
(r)
w
(r)
j
+i
(r)
w
(r)
j
+1
2 where j = 1, · · ·
∣∣W (r)∣∣
(d) compute λ
(r)
w
(r)
j +u
= i
(r)
w
(r)
j +u
− ρ(r)j where j = 1, · · ·
∣∣W (r)∣∣ and u = 0, · · ·Ω− 1
(e) ∀u = 0, · · · ,Ω− 1 compute the median γ(r)u of the set
{
λ
(r)
w
(r)
j +u
∣∣, j = 1, · · · ∣∣W (r)∣∣}
(f) Compute g =
max
{
γ
(r)
1 ,··· ,γ(r)Ω−1
}
−min
{
γ
(r)
1 ,··· ,γ(r)Ω−1
}
2
(g) compute β
(r)
u = γ
(r)
u − g
(h) ∀u, j compute f (r)
w
(r)
j +u
= i
(r)
w
(r)
j +u
− β(r)u where u = 0, · · · ,Ω− 1 and j = 1, · · ·
∣∣W (r)∣∣
(i) Compute Ω = Ω + α
(8) Repeat steps 3 to 7 using I(c) instead of I(r)
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Algorithm 8 Lighting correction algorithm based on average intensity
(1) Compute I¯ =
∑ I
n where I is intensity window and n is the number of pixels.
(2) Compute c = .5
I¯
, c is the correction factor.
(3) Compute Ic = cI, Ic is the corrected image.
like the one described in the next section.
4.2.2.2 Sample model ﬁtting
This approach is used when the ﬁrst facial features based samples was introduced using the
facial extracted features reported by the intensity ﬁlter. This method was used as a second method
after applying average intensity normalization. The idea is since most hard and important lighting
problems appear to be from one class and that if we divide the face along the nose mouth line we
will notice that most of the time one half is darker than the other (see ﬁgure 4.5 for extreme case).
I will call this dark half the dark side of the face. I assume that the brights spot on the dark side
will be much darker than the brights spot on the other side. By comparing the intensity of this
brightest spot from both sides, we can ﬁnd which side is darker than the other.
This technique was developed when part of the detector uses the location of facial features
to extract vector samples (see ﬁgure 4.6 which shows an early version of intensity ﬁlter extracted
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Figure 4.5: Extreme lighting condition problem
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features). There was four of this samples; (1) a vector sample S(l,r) constructed from the pixels
that form a line segment between the two eyes (see the magenta line segment on ﬁgure 4.6(b)), (2)
a vector sample S(ml,mr) constructed from the pixels that form a line segment along the mouth (see
the yellow line segment on ﬁgure 4.6(b)), (3) a vector sample S(ml,l) constructed from the pixels
that extend from the left eye to the left corner/side of the mouth (see the blue line segment on
ﬁgure 4.6(b)), and (4) a vector sample S(mr,r) constructed form the pixels that extend from the
right eye to the right corner/side of the mouth (see the cyan line segment on ﬁgure 4.6(b)).
As I mentioned above, to determine which side is darker we need to ﬁnd the brightest spot on
both sides. To lower the cost of such search instead of ﬁnding the brightest spot on the entire both
sides, I try to ﬁnd the brightest pixels bl and br in each of sample vectors S
(ml,l) and S(mr,r). I get
bl by bl = max
{
S(ml,l)
}
and I get br by br = max
{
S(mr,r)
}
. Then I compare bl and br and I select
the lowest value which represent the darkest side of the face. After determining which of the sides is
darker, I preform the correction on the dark side. I ﬁt the sample into a model using functions like
sin, cos, tanh, exponential function or a combination of them. The models are designed to ﬁt the
sample as if it was sampled from a face with a prefect lighting conditions. The models will produce
a vector of weights that when applied to the sample vector it changes its values to form a better
lighting sample. The following paragraphs will illustrate that in detail.
Face side samples
I mean by side samples the samples that were taken from the eye going straight down the
face to the line of mouth level. there are two samples like this, one on the lift side S(ml,l) and one
on the right side S(ml,r). In ideal lighting conditions I assume that the sample S(ml,l) or S(mr,r)
should plot something like ﬁgure 4.7, But in many cases when lighting conditions are extreme this
plot could look like ﬁgure 4.8. In this approach I am trying to ﬁt the sample S(ml,l) or S(mr,r) that
is on the dark side of the face so it looks very close to the curve in ideal case. After determining
the dark side, and for example let's say that left side was brighter than right side, correction will
be done on the right side.
The algorithm for this process is presented on algorithm 9. The ﬁrst step will compute the
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(b) 10x10 intensity image
Figure 4.6: This ﬁgure shows an original face image 4.6(a) and its intensity image 4.6(b). The
intensity image was depicted with the extracted facial features. The green circles are the local
minima points as computed in section 4.4.2; as you can see in this image there are 7 points. The
ﬁlter extracted the eyes and the nose as exactly the local minima locations since there is only one
for each eye and the nose. While the mouth there are four points plus the nose location. The yellow
dots show the mouth candidates and the points with the red stars are the main extracted features
(eyes and mouth). the red square is the estimated mouth location after using the center of the
eyes to further correct the estimation of the mouth location. The extracted samples are the (1)
pixels between the eyes highlighted by the magenta line segment, (2) Mouth pixels highlighted by
the yellow line segment, (3) left eye to left corner of the mouth pixels highlighted by the blue line
segment, and (4) the right eye to right corner of the mouth highlighted by the cyan line segment.
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Figure 4.7: Example of mouth to eye sample plot in a good lighting conditions. This plot is for
s(ml,l) sample but the right side is almost identical. Note that this plot is from real data and it is
for left eye to left corner of the mouth, so the point (1, 0.2259) on the plot represent the left eye
with the lowest intensity value of 0.2259 and the point (10, 0.3677)represent the left corner of the
mouth with the intensity value 0.3677.
correction factor e which based on the brightest points on left and right sides samples. Then if
e is within an accepted threshold that means no correction is needed. But if its higher than the
threshold then proceed to the next step. The model will be constructed using a combination of two
function tanh and cos. In order to construct the ﬁtting curve I need to prepare two intervalsone
for each functionthat has the same size as the sample vector and are equally spaced. I begin in
step three by computing the step size Mx for the interval vector X over the close interval boundaries
[−2.5, 8], I will evaluate the function tanh at each step of the interval vector X. Then we compute
the step My for interval vector Y over the closed interval boundaries [−0.95, 0.95]. This interval will
be used to evaluate the cos function. Next step is to form the correction curve V (ml,l)or correction
intervalon step seven. Step eight applies the correction by ﬁtting the sample vector S(mr,r) to the
correction vector V (mr,r) and produce the lighting corrected sample C(mr,r)
Eye to eye sample
As in side samples here the goal is to ﬁt the shape of the sample S(l,r) curve to an ideal curve
(see ﬁgure 4.12). Figure 4.10 shows a good lighting conditions case that doesn't need correction.
On the other hand ﬁgure 4.11 shows a case suﬀers from bad lighting conditions where there were
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Figure 4.8: Example of mouth to eye sample plot in extreme lighting conditions. This plot is for the
right side of the facesample s(mr,r)which is the dark side of the face. This extreme case created
by having the light coming from the left side, which in turn will illuminate the left side of the face
but the right side will be dark.
Algorithm 9 Mouth to eye sample lighting correction algorithm
(1) Compute correction factor e = blbr where br is the intensity of the one pixel that is the
brightest pixel on the right side of the face and bl is the intensity of the brightest pixel on
left side
(2) If e didn't pass a threshold then stoppassing the threshold means that the face window
suﬀers from some sort of bad lighting conditions that needs to be corrected
(3) Compute the step size MX= (2.5+8)(|S(mr,r)|−1) where
∣∣S(mr,r)∣∣ is the length of the sample vector
S(mr,r)
(4) Form X to be equally spaced interval for angles in radians [−2.5, 8] with step size MX
(5) Compute the step size MY = (0.95+0.95)(|S(mr,r)|−1)
(6) Form Y to be equally spaced interval for angles in radians [−0.95, 0.95] with step size MY
(7) Prepare the interval V (mr,r) =
[
v
(mr,r)
1 , · · · , v(mr,r)t
]
, where t =
∣∣S(mr,r)∣∣ and
v
(mr,r)
i = (e− 1)
(
1
2
tanh xi + .5
)
cos yi + 1 (4.1)
Where i = 1 · · · ∣∣S(mr,r)∣∣. The result will form a curve similar to Figure 4.9
(8) Compute C(mr,r) =
[
c
(mr,r)
1 , · · · , c(mr,r)t
]
, where t =
∣∣S(mr,r)∣∣ and c(mr,r)i = s(mr,r)i v(mr,r)i
where s
(mr,r)
i ∈ S(mr,r) and i = 1, · · · ,
∣∣S(mr,r)∣∣. C(mr,r) is the lighting corrected vector of
the sample vector S(mr,r).
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Figure 4.9: Fitting curve for eye to mouth sample. Note that this curve was generated from formula
4.1 on step 7 in algorithm 9 and it is very similar to the ideal case on ﬁgure 4.7.
more light hitting the lift side and less light on the right side. The approach is to ﬁt the part of
the sample S(l,r) that is sampled from the dark side and transform the sample curve to look close
to the ideal case.
Algorithm 10 solves the problem when the right side is darker. The ﬁrst step estimates the
location of the nose bridge in sample vector S(l,r). If the length of sample vector is of even size I
would like to compare the two pixels that are next to the middle point and pick the brights one.
If the length is odd then I pick the middle pixel and the point next to it on the left side. Then I
compare them and pick the brightest location. With nose bridge location and intensity in hand I
compute a correction factor f by f = blni . bl is the intensity of the brightest pixel on the sample
of right side of the face S(ml,l).
This model is constructed using sin function. I need to compute the sin function over the
closed interval [−2, pi + 2] to produce a curve that looks like the ideal case (see ﬁgure 4.12). The
size of the interval has to be the same as the sample vector S(l,r) and are equally spaced. Step four
computes the step size Mz. Step ﬁve form the interval vector Z . Step six forms the correction
vector V (l,r). Step seven applies the correction V (l,r) to sample vector S(l,r). Here I do not apply
the whole correction vector to the whole sample, I only apply prat of the correction which is v
(nl,r)
i
(see ﬁgure 4.13) to the part of the sample vector that was sampled from the dark side which is
s
(nl,r)
i . The lighting corrected sub-sample is c
(nl,r)
i
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Figure 4.10: Good left to right eye sample S(l,r)
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Figure 4.11: Bad left to right eye sample S(l,r)
Figure 4.12: Fitting curve for eye to eye sample. Note that this curve was generated from formula
4.2 on step 6 in algorithm 10
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Algorithm 10 Right side of between eyes sample correction algorithm
(1) Estimate nose bridge location by computing ni = max
{
m(s(l,r))
}
, m is a function that
will check if the length
∣∣S(l,r)∣∣ of the vector S(l,r) is{
even size then it returns the two pixels that was separaed by the mid point
odd size the pixel on the mid point and next pixel to the left
s(l,r) is a vector sample between left and right eyes. ni is the intensity of the brightest two
points,
(2) Compute the location of point nl = L(ni). L is a function that computes the location.
(3) Compute the eyes correction factor f = blni , where bl is the intensity of the one pixel that
is the brightest pixel on the left side of the face
(4) Compute the step size MZ= (pi+2+2)(|s(l,r)|−1) where
∣∣s(l,r)∣∣ is the length of the sample vector s(l,r)
(5) Form Z to be equally spaced interval for angles in radians [−2, pi + 2] with step size MZ
(6) Prepare the interval of this function V (l,r) =
[
v
(l,r)
1 , · · · , v(l,r)t
]
, where t =
∣∣S(ll,r)∣∣ and
v
(l,r)
i = (f − 1)
(
1
2
sin zi + .5
)
+ 1 (4.2)
Where i = 1 · · · ∣∣S(l,r)∣∣. The result will form a curve similar to Figure 4.12
(7) Compute C(nl,r) =
[
c
(nl,r)
1 , · · · , c(nlr)t
]
, where t =
∣∣S(nl,r)∣∣, nl is the location of brightest
point between the eyes, S(nl,r) ⊂ S(l,r) sampled from right eye to the brightest point between
eyes nose bridge, and c
(nl,r)
i = s
(nl,r)
i v
(nl,r)
i where s
(nl,r)
i ∈ S(nl,r), v(nl,r)i ∈ V (nl,r), V (nl,r) ⊂
V (l,r) sampled from right eye to the brightest point between eyes nose bridge and i =
1, · · · , ∣∣S(nl,r)∣∣. C(nl,r) is the lighting corrected vector of the sample vector S(nl,r). Notice
that we applied the correction vector to only the right side of the sample vector S(l,r). The
vector V (nl,r) plot is depicted on ﬁgure 4.13
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Figure 4.13: The applied sub-ﬁtting curve V (nl,r) to the right side of the sample vector S(l,r) which
is the sub-vector S(nl,r)
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Figure 4.14: Good mouth level sample
Mouth level sample
Again here as in previous samples correction, the goal is to reduce the aﬀect of the lighting
problems and modify the pattern of the sample to look like the ideal case. Figure 4.14 shows an
acceptable mouth level sample that was sampled from an image with a good lighting conditions.
Figure 4.15 shows a mouth level sample that was sampled from an image with an extreme lighting
conditions. I would like to ﬁt that sample S(ml,mr) to a function that will correct sample curve.
The approach I had followed is to produce a curve that is opposite to mouth curve in the extreme
case using it to put heavy weights on the dark side and lighter weights on the bright side of the
mount level. I used an exponential function to produce such a curve (see ﬁgure 4.16).
Algorithm 11 solves the problem when the right side is darker. The ﬁrst step computes the
step size MU for the interval U which is equally spaced and interval boundaries are [1 , 0]. The
interval starts with the value 1 and decreases to value 0 by step size − MU and it has the same
size as sample S(ml,mr). Then using this interval I compute on step three the exponential curve
function over the mentioned interval by equation 4.3 on step 3 and store it in vector V (ml,mr) which
produces a curve that look like ﬁgure 4.16. Step four applies the correction vector V (ml,mr) to the
sample vector S(ml,mr) which produces the lighting corrected sample C(ml,mr) for the mouth level
sample S(ml,mr).
The three algorithms explained above are for the case when the left side is brighter then right
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Figure 4.15: Bad mouth level sample
Algorithm 11 Mouth level sample lighting correction algorithm
(1) Compute the step size MU= 1(|s(ml,mr)|−1) where
∣∣s(ml,mr)∣∣ is the length of the sample vector
s(ml,mr)
(2) Form U to be equally spaced interval for over the closed interval [1, 0] with step size − MU .
Note that the interval starts with 1 and it ends with 0 with decreasing step − MU
(3) Prepare the interval of this function V (ml,mr) =
[
v
(ml,mr)
1 , · · · , v(ml,mr)t
]
, where t =∣∣S(ml,mr)∣∣ and
v
(ml,mr)
i = (e− 1)u0.5i + 1 (4.3)
Where i = 1 · · · ∣∣S(ml,mr)∣∣, and e is the correction factor computed in step 1 in algorithm 9
. The result will form a curve similar to Figure 4.16
(4) Compute C(ml,mr) =
[
c
(ml,mr)
1 , · · · , c(mlmr)t
]
, where t =
∣∣S(ml,mr)∣∣, c(ml,mr)i =
s
(ml,mr)
i v
(ml,mr)
i where s
(ml,mr)
i ∈ S(ml,mr), v(ml,mr)i ∈ V (ml,mr) and i = 1, · · · ,
∣∣S(ml,mr)∣∣.
C(ml,mr) is the lighting corrected vector of the sample vector S(ml,mr).
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Figure 4.16: Fitting curve for mouth level sample S(ml,mr) in the case that left side was brighter
than right side. Note that this curve was generated from formula 4.3 on step 3 in algorithm 11
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Figure 4.17: Fitting curve for mouth level sample S(ml,mr) in the case that right side was brighter
than left side
side of the face. If right side is brighter than left side, correction will be done on the left side. The
ﬁrst algorithm for the side sample is the same but I applied to the sample S(ml,l instead of S(mr,r).
Correction for the eyes level sample will be applied to S(l,nl) instead of S(nl,r). For mouth level
correction, the closed interval U on step 2 on algorithm 11 will be formed to be equally spaced
closed interval over the interval boundaries [0, 1] with step size MU instead of − MU ., The interval
starts with 0 and ends with 1 with increasing step MZ which when used in equation 4.3 on step 3
on algorithm 11 produces a curve look like ﬁgure 4.17
An explanation about the extraction of the face feature by intensity ﬁlter will be provided
in section 4.4.2. This lighting balancing solution did indeed improved detection but with price of
slight increase of false positives. When investigating such increase in false positives I found that it
made some false positive samples look like true positive samples due to the ﬁtting characteristics.
The other problems with this solution is, This complicated ﬁtting computation is slow when run by
MATLAB code. Also it requires a new model to be designed and coded each time a new features
introduced. Also the extracted samples were transformed to Fourier features, these features where
powerful compare to latest version of the detector that is using Haar-like feature in the same level
of the cascade. But the down side of the this features and there speciﬁc lighting correction models
is they are very expensive to compute spatially at the early layers of the detector where the number
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of sub-windowsalmost all are false positivesis high. Also It is expensive from programming point
of view since each new introduction for new classiﬁers and features needs a speciﬁc model of lighting
correction to be programed and designed. Next section will introduce a simple yet fast and eﬀective
lighting solution that I am using in the last version.
4.2.2.3 Face sides speciﬁc histogram equalization.
As I mentioned in previous section at early stages of the detector I needed a fast classiﬁers
and fast features with one lighting correction solution that work for all features that is in use or
may be introduced as the development of the detector moves forward. With the introduction of a
faster classiﬁers at lower layers of the detector for speeding up and new requirements of a diﬀerent
lighting solution that suits the the new simple and fast features, this solution has to be fast enough
as the classiﬁers to improve performance. This technique was accomplished and implemented in
latest versions of the detector which improved results.
This technique used in two section of the detector layers. The ﬁrst one is inside the intensity
ﬁlter for the intensity image and the 12 × 12 image. It corrects the whole window instead of just
the sample, This way I will have the freedom to experiment with diﬀerent samples and change the
sampling location without the need to rewrite the lighting correction formulas. The second part is
on 24× 24 image after the sub-window passes about half of the detector layers.
Based on the information that is extracted by the intensity ﬁlter (mouth location) I assume
that this location along with the nose forms a line that separates the face to left side and right side.
As I mentioned at previous section; from a visual examination of most lighting conditions cases
that aﬀects detection, I learned that the common problem is that one side of the face is brighter
than the other. Since the mouth and the nose line is the line that separates the two sides. The
solution was to draw a line along the mouth and the nose that separates both sides. Then using
accumulative histogram equalization on each side separately we make the face almost equally lit
and avoid making non-faces look like faces (see Figure 4.18).
The algorithm is presented on algorithm 12. The ﬁrst step takes as an input the original image
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Figure 4.18: Lighting correction examples: The upper row shows the original images. The bottom
row shows the images after correction. The three images from left on both rows are for one location,
and they are intensity, 12× 12, and 24× 24 images. The three images from right on both rows are
for another location, and they are 24× 24 , 12× 12, and intensity images.
I and its dimensions Ix, Iy, a point on the nose-mouth line which is the mouth location [mxmy] , the
slope of the nose-mouth line mv , the slope of its perpendicular mh. If nose-mouth line is parallel to
the y-axis/perpendicular to the x-axis then mv =∞ and y-intercept does not exist and can not be
computed from mb = my −msmx, but the distance of each pixel from the nose-mouth line can be
computed by px,y = mx − x. That is way on step 2 I check if the slope if the perpendicular mh = 0
which mean that mv =∞ then we compute the distance of all pixels from the vertical nose-mouth
line using the equation px,y = mx − x for all x = 1, · · · , Ix and y = 1, · · · , Iy. Then the algorithm
advances to step 5. If mh 6= 0 then skip step 2 and advance to step 3. On step 3 the algorithm
computes nose-mouth line y-intercept mb using the equation mb = my −msmx for the straight line
equation my = mvmx +mb. Step 4 computes the distance Px,y for all pixels in image I. All pixels
that have a negative distance px,y are pixels appear on the left side of the nose-mouth straight line
my = mvmx +mb. All pixels that have a positive distance px,y are pixels appear on the right side
of the nose-mouth line, and pixels with px,y = 0 are pixels one the straight line my = mvmx +mb.
Step 5 selects all the pixels ix,y that lay on the left side of the nose-mouth line and that is all ix,y
where px,y < 0, ix,y ∈ I. donate I(l) for this sub-set. Step 6 Checks if the subset I(l) is an empty set
or not; if the face is 90◦ left proﬁle then the nose-mouth line is at left of the face image and there
are no pixels from the left side of the face, which mean I don't need to do any lighting correction.
Otherwise the algorithm will compute the accumulative histogram equalization on the sub-set I(l)
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and produce left side of the face lighting corrected subset I
(l)
c . Step 7 is like step 5 but for the right
side of the face where it selects all the pixels ix,y that lay on the right side of the nose-mouth line.
It also assumes that the pixels that lay on the nose-mouth line are on the right side of the facejust
for simplicity. Then step 8 as in step 6 it checks if the face was turned to right 90◦ right proﬁle
which means there will no pixels for the right side of the face and sub-set I(r) is an empty set and
there will be no need to do lighting correction for this side of the face. Otherwise the algorithm will
do the same thing as in step 6 and that it will compute the accumulative histogram equalization
I
(r)
c for the right side of face.
4.2.3 Pose variation elimination
There are two main problems regarding the head pose variations; in-plane rotation and out-
of-plane rotation. For out of plane rotation there are two cases; proﬁle rotation and pitch rotation.
I am only concerned about the in-plane and the proﬁle rotation. The proﬁle rotation estimation is
very simple. Using the estimation of the left and right eyes x-coordinate according in the 10 × 10
intensity search image xl, xr and computing the following equations
er = (xr + 3) /8 (4.4)
el = (14− xl) /8 (4.5)
p = er − el (4.6)
p is the proﬁle index. If p < 0 then the face is turned to right and if p > 0 then face is turned to the
left. er, el are indicator of the distance of the location of the eyes from the sides of the sub-window
10× 10. e.g. er indicate the distance of the right eye from the right side of the sub-window.
The values 3, 8 and 14 are choosing for convenience to make el, er bounded by the interval
[0.5, 1.0]; e.g. for the right eye it is assumed that the value of the x-coordinate is within the rang
between 1 and 5. If the right eye x-coordinate has the value 1 then er = .5 which mean that the
right eye is close to the right side of the sub-window. And similarly if the left eye x-coordinate has
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Algorithm 12 Face sides speciﬁc histogram equalization as a lighting correction algorithm.
(1) Input image I with size Ix × Iy mouth location mx, my, slope mv for nose-mouth straight
line, and slope mh of perpendicular to the nose-mouth straight line
(2) if mh = 0 then
(a) Compute all pixel distance px,y from the nose-mouth line using this equation px,y =
mx − x where x = 1, · · · , Ix and y = 1, · · · , Iy
(b) advance to step 5
(3) Compute nose-mouth line y-intercept mb using the equation mb = my −msmx
(4) Compute all pixel distance px,y from the nose-mouth line using this equation px,y =
y−b
mv
−x
where x = 1, · · · , Ix and y = 1, · · · , Iy
(5) Select ix,y where px,y < 0 , ix,y ∈ I and call it subset I(l) which is all the pixels to the left
of the nose-mouth line
(6) If subset I(l) 6= φ then compute the accumulative histogram equalization I(l)c for subset I(l),
where φ is an empty set
(7) Select ix,y where px,y ≥ 0 , ix,y ∈ I and call it subset I(r) which is all the pixels that are on
or to right of the nose-mouth line
(8) if subset I(r) 6= φ then compute the accumulative histogram equalization I(r)c for subset I(r)
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value of 6 (the expected values range between 6 and 10) which means the face is proﬁle and turned
to the right then the el = 1 meaning the left eye is far from the left side edge of the sub-window.
by computing equation 4.6 p will have the value −.5 which means that the face is turned all away
to the right.
There is no processing to correct the proﬁle. The idea here is to treat non-proﬁle faces and
proﬁle face as proﬁle in one direction. For example left proﬁle, so for right proﬁle I just mirror the
face window. The fact that there are only one eye/one side of the face visible in proﬁle pose leads to
sampling from the visible side. And for non-proﬁle I choose to sample form one side making it look
like proﬁle face. In the next paragraphs I will discuss the estimation of in-plane rotation followed
with a paragraph about in-plane rotation correction process.
In-plane rotation estimation
In-pane rotation estimation will estimate the coordinates of a crop that will make the tilted
face looks like upright face. Algorithm 13 shows how to compute these coordinates using basic
geometry. Note that this algorithm is processed after applying the intensity ﬁlter (intensity ﬁlter
will be explained in section 4.4.2). The intensity ﬁlter is responsible for locating the location of the
facial features (e.g eyes, mouth, etc.). Generally the algorithm uses the proﬁle index p (Calculated
by equation 4.6) and the x-coordinate of the nose-bridge to adjust the location of new crop (step
8). Then by using line intersecting equation on steps 11, 10 we get the new crop coordinates
x?r , y
?
r , x
?
l , y
?
l , x
?
m,r, y
?
m,r, x
?
m,l, y
?
m,l. Figure 4.19 illustrates the process.
in-plane rotation correction
Using the new rotated crop coordinates I re-sample from the original pyramid scale image to
a new rotated sub-window. The sampling is done by line segments horizontal to the face features,
starting from top of the face slightly above the eyes line and down to below the mouth line. Figure
4.20(a) illustrates the process. The resulting rotation corrected upright face sub-window sample
appears on ﬁgure 4.20(b)
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Algorithm 13 This algorithm estimates in-plane rotation and give new coordinates for cropping
the face in a rotations the makes the new sub-window in-plane rotation free.
(1) Input left and right eye and mouth locations
[
xl
yl
]
,
[
xr
yr
]
,
[
xm
ym
]
according to the
pyramid scale, nose-bridge x-coordinate xb according to intensity search sub-window 10×10,
Distance indicators er, el computed by equations 4.4 and 4.5, The base scanning window
side length z.
(2) Compute αr =
0.5(xb−2)
3.5 , and αl = 1− αr
(3) if el < er then compute αl = αlel, αr = 1− αl
(4) if el ≥ er then compute αr = αrer, αl = 1− αr
(5) Compute Ml,r=
[
xl
yl
]
,
[
xr
yr
]
, and the norm d = ‖Mr,l‖2
(6) ρr =
αrz
d − αr, and ρl = αlzd − αl
(7) Compute the slope µ = yl−yrxl−xr
(8) Compute
[
x?l
y?l
]
=
[
xl
yl
]
+ ρl Ml,r, and
[
x?r
y?r
]
=
[
xr
yr
]
+ ρr Ml,r
(9) Compute βh = ym − µxm, βv,r = y?r + 1µx?r , βv,l = y?l + 1µx?l
(10) Compute xm,r =
βv,r−βh
µ+ 1
µ
, and ym,r = µxm,r + βh
(11) Compute xm,l =
βv,l−βh
µ+ 1
µ
, and ym,l = µxm,l + βh
(12) Output the x?r , y
?
r , x
?
l , y
?
l , x
?
m,r, y
?
m,r, x
?
m,l, y
?
m,l
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(b) New rotated crop coordinats
Figure 4.19: This ﬁgure shows how the in-plane rotation estimation algorithm uses the facial features
locations to suggest a new rotated crop of the face that eliminate in-plane rotation.
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(b) New scanning window
Figure 4.20:
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4.3 Pyramid scaling
In section 2.1 I talked about generating sub-windows that cover any size and any location of
any possible face appearance. Here I will give more detail. The base sub-window are 24× 24. First
I start with whole image and downsize it into 24 × 24. If the width of the image and the height
are not equal then I chose the smallest side and create square sub-windows that are the size of the
smallest image dimension and rescale them to 24 × 24 pixels. Then I slide the scanning window
along the larger dimension. The next level takes the sub-windows at some percentage smaller than
the current level. I follow this paradigm until the image size of the window is 24× 24. This is a less
standard multi-scale approach to face window selection (see ﬁgure 4.21).
In some other methods they use a bottom-up approach starting with the base size in the
image, then on next level they increase the size. The reason I followed a top down approach is my
detector was designed for a head pose estimator. The application that I was planning to do was to
control some media program using head pose. In this application I need to ﬁnd only one face that is
the largest face in the frame. Once the face was found there is no need to continue scanning. When
the project became a general face detector an option was added to the detector that can control
how many faces it should detect or whether it should detect all faces.
The implemented pyramid is complicated due to the fact that early classiﬁers in the detector
use a 12× 12 window and because the intensity ﬁlter must add a margin to the 12× 12 window to
ensure the detected facial features are fully captured. In early versions of the ﬁlter I used prediction
based on Fourier interpolation. In later versions instead of passing a 12 × 12 window to the ﬁlter,
a window of the size of 13 × 14 is passed adding a margin at bottom, left and right. The actual
detection is done on the 12×12 center top window. This way when the window is considered a face
the sampling is done on the 13 × 14. This way if part of the sample is outside the 12 × 12 virtual
window the ﬁlter can reach the margin data. (see ﬁgure 4.22)
This double scaling and virtual window detecting introduced a complication in preparing the
sub-windows. The original 24 × 24 window must also be extended and the pyramid is built on
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Figure 4.21: Pyramid and detector stages illustration
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Figure 4.23: Sliding the scanning widow steps is based on the virtual 24 × 24 image not 26 × 28
image. Note the yellow strips are the margin areas where no detection is performed.
26 × 28. At the top of the pyramid I check if the image dimensions match the scale 26 : 28. If so
then downsize to 26× 28 image. Otherwise I check which size is smaller. Then I initiate the scaling
according to the smallest side, e.g. if the height is smaller than the width in the original image, I
scale the height to 26; meaning the scaling factor is 26heigth . Because of the margin addition not all
image pixels are scanned in each level. There is a margindepending on the size of the scanning
widowthat is not scanned from the left, right and bottom image boundary. The scanning is done
based on the virtual 24× 24 size (see ﬁgure 4.23).
The last version starts with what mentioned in previous paragraph for the ﬁrst level. To scale
subsequent levels size is built in way that when computing the next level size by the percentage,
the ﬁnal size will be exactly 24 × 24. Using algorithm in Algorithm 14 for the second level I will
get a size s updated on each level by s? = f · s where f is the scaling factor and s? is the new size.
This yields the exact base virtual size z. The reason behind this is that when the detector gets to
the bottom of the pyramid the number of sub-windows is big. If the last size before the raw image
pixels size 24× 24 was close enough to 24× 24 it is a waste of time to rescan. Also I don't want to
not scan the actual 24× 24 scale.
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Algorithm 14 This steps executed only one time to estimate the right search size for the second
level that will guarantee the ﬁnal size is the exact base size to prevent double scanning to near base
size.
(1) Input the current search side s, the scaling factor f , the detector base virtual size z
(2) Compute the ratio between search side and the base size r = sz
(3) Compute the inverse of the current scaling factor v = f−1
(4) Compute the logarithm l = blogv (r)c =
⌊
log10(r)
log10(v)
⌋
(5) Compute the new search side s? = z · vl
4.4 Pre-classiﬁer ﬁltering
In this section I will present pre-classiﬁers ﬁltering techniques to reduce the amount of false
positives which in turn speeds up the detection process. One early ﬁlter I experimented with was
a skin based ﬁlter. The skin ﬁlter was developed at early versions before the project changed to
detecting faces in gray-scale images. Basically I take samples of the skin from color face training
data and compute the averages of the color component of RGB for each face, then compare those to
a stored min/max averages. When the project was changed to process gray-scale images I replaced
the skin color ﬁlter by an intensity ﬁlter the new ﬁlter extracts facial features and performs a
lighting correction and samples preparing for next classiﬁers. In the following sections I will present
the integral ﬁlter and the intensity ﬁlter.
4.4.1 Integral ﬁlter
There are three parts that make the integral ﬁlter. The ﬁrst part prepares the integral features
of the training/test examples. The second part learns the ﬁlter from training examples and the third
part applies the ﬁlter to test examples. In the learning stage the system uses the ﬁrst part to prepare
and collect training examples. Then it passes the training examples to the learning procedure. In
detection time the system uses the ﬁrst part to prepare the integral features for the testing examples.
Then the system will apply the ﬁlter on the prepared test data.
The design of the integral ﬁlter divides each sub-window into a grid of nine equal size regions
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like in ﬁgure 4.24. Then using the integral image I compute the sum of the intensities for all regions
in the sub-window using the same technique as in [19]. Viola & Jones paper shows that if we have an
accumulative sum table for the image (integral image) we can compute the sum of any rectangular
region by just four references and three operations. e.g in ﬁgure 4.25 we can obtain the sum Sk,1 of
region 1 of arbitrary sub-window k by computing:
Sk,1 = a+ d− b− c (4.7)
Refer to ﬁgure 4.25 for basic illustration of the terms a, b, c, d, X, Y, Z, and k. The following
equations proves that the sum S1 of rectangle 1 of the sub-window k on ﬁgure 4.25 can be computed
by S4 = a+ d− b− c:
a = SX (4.8)
b = SX + SY (4.9)
c = SX + SZ (4.10)
d = SX + SY + SZ + S1 (4.11)
We substitute 4.8, 4.9, 4.10 and 4.11 in 4.7
S1 = 2SX + SY + SZ + S1 − 2SX − SYY − SZ
S1 = (2SX − 2SX) + (SY − SY ) + (SZ − SZ) + S1
S1 = S1 
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Figure 4.24: The nine resigns of the sub-window grid that the integral ﬁlter uses to compute the
the 36 Haar like features.
After computing the sum of the nine regions {Sk,1, · · · , Sk,9} of an arbitrary sub-window k,
I create 36 features for sub-window k. Every feature is computed by taking the diﬀerence between
the sum of two region pixels. e.g feature fk,i,j can be computed as follows:
fk,i,j = Sk,i − Sk,j (4.12)
where i ∈ {1, · · · , 8} , j ∈ {2, · · · 9}, and i < j.
4.4.1.1 Preparing
After all the 36 features for all the positive examples have been prepared the system can start
learning the ﬁlter. Algorithm 15 shows the procedure in detail. The ﬁlter is learned by grouping
(clustering) the samples into groups. For each group I pick one example p0 (step 3a) and try to ﬁnd
similar samples. I try to ﬁnd the similarity in each feature of the 36 features. I do this by taking the
diﬀerence between a picked sample and all other samples for every feature (step 3(d)i fk,i,j − f0,i,j),
Then I collect all the examples Gn that can pass the error threshold e (step 3(d)i fk,i,j − f0,i,j < e)
then I check if the collected examples Gn can pass the minimum required number of samples (step
3d if c < hs).
If I the minimum number was not archived then I increase the error threshold e (step 3(d)iii)
as long as the error threshold doesn't exceed the limit for the error threshold he (step 3d e < he).
If the threshold exceeds the limit and I didn't get the minimum then I check if I have at least a
satisfying number hm of examples in the current group Gn (step 3d c < hm). If I get the minimum
number, or I exceeded the limit of the threshold and I got at least an acceptable number of examples
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Figure 4.25: This image illustrates the concept behind the integral image. If we would like to
compute the sum of pixels in rectangle 1 we compute S1 = a+ d− b− c
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then I proceed to the next step.
Next step computes the mean value mn,i,j for each feature in the selected group G (step 3e).
Then I compute the maximum of all absolute distance bn,i,j between every example feature fl,i,j in
group Gn and the mean value of that feature mn,i,j that was computed in step 3e (step 3f). Finally
I remove group Gn from the learning examples set P (Step 3g. Next is I proceed to the next group
(step 3h) and repeat from step 3a until there are no examples left in the training set (step 3 P = φ).
The number of groups (clusters) depends on the above thresholdssimilarities threshold hs, limit
he, increment of the error threshold ae and the least acceptable hm in case of hard group. My last
version created 67 groups/clusters.
4.4.1.2 Application
The mean and the boundary of all features for each groups/clusters prepared as in previous
paragraph will be used as ﬁlters. First I use the ﬁrst part of the ﬁlter to prepare the integral features
for all sub-windows then I pass them to the ﬁltering algorithm. The ﬁltering algorithm is illustrated
in algorithm 16. The algorithm maintains for every sub-window/test instance tk a score variable
rk. The score represents how many groups that the test instance tk fails in (The whole for loop
that starts at step 3) by checking for every feature fk,i,j in the instance kk how far it is from the
mean mg,i,j (step 3(a)i |fk,i,j −mg,i,j |) if it is within the boundary bg, i, j then it increases the score
rk by 1. After all instance scores for all groups have been computed I check if any instance that
didn't score any group or scored in more than one group (step 4a rk 6= 1) and remove them from
the test instances/sub-windows setFrom experiments I found that the ﬁlter gives the best result
when I only allow instances to only score one group(step 4a T = T − {tk})
4.4.2 Intensity ﬁlter
Before the intensity ﬁler starts to work it needs the working images to be prepared. Fist I
compute the convolution U for the 12× 12 original image window I with a 3× 3 Gaussian ﬁlter. I
choose σ = 1. The idea behind this is to produce an extra smoothed image so the eﬀects of detailed
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Algorithm 15 Integral ﬁlter construction algorithm
(1) Input positive samples P , similarities thresholdhs, minimum samples hm, max error thresh-
old he, error threshold increments ae
(2) Let n = 1 be the current similarity group/cluster number
(3) While there are still samples in P , i.e. P 6= φ where φ = {} is the empty set
(a) Pick one sample p0 from P where p0 ∈ P
(b) Check if the size of the samples |P | < hs then change the similarities threshold to
hs = |P |
(c) Let c = 0 be the similarity count and e = 0 be the current error threshold
(d) While c < hs and (either or both e < he or c < hm) do the following, Note allows
hm  hs
(i) Let Gn be all positives samples pk that satisfy fk,i,j − f0,i,j < e where fk,i,j ∈ pk,
f0,i,j ∈ p0 and fk,i,j , f0,i,j are computed as in equation 4.12
(ii) Let c be the number of positive samples in Gn
(iii) Increase error threshold e by ae, i.e e = e+ ae
(e) ∀i, j Compute the mean mn,i,j = 1c
∑
l
fl,i,j where fl,i,j ∈ gl, gl ∈ G, i = 1, · · · , 8, j =
2, · · · , 9 and i < j
(f) ∀i, j Compute boundary
bn,i,j = max {fl,i,j −mn,i,j | , l = 1, · · · , c, i = 1, · · · , 8, j = 2, · · · , 9 and i < j}
(g) Remove Gn from P , i.e. compute P = P −Gn
(h) Compute n = n+ 1
(4) Output the set of all groups means M and the set of all boundaries B where M =
mq,i,j | , q = 1, · · · , n − 1, i = 1, · · · , 8, j = 2, · · · , 9 and i < j and B = bq,i,j | , q =
1, · · · , n− 1, i = 1, · · · , 8, j = 2, · · · , 9 and i < j
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Algorithm 16 Integral Filter: The Integral image based ﬁltering algorithm
(1) Input test instances T , set of all means M , the set of all boundaries B, the number of the
groups g, scoring option s
(2) ∀tk where tk ∈ T initialize rk = 0
(3) For n = 1, · · · , g do
(a) For each test instance tk
(i) if |fk,i,j −mg,i,j | ≤ bg,i,j , ∀i, j where i = 1, · · · , 8, j = 2, · · · , 9 and i < j then do
(i.a) let rk = rk + 1
(4) For each test instance tk
(a) if s = 0 if rk 6= 1 then remove tk from T , i.e. T = T − {tk}
(5) Output the remaining test instances in T
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unwanted facial features will be removed. The main goal here is to have clear dark regions around
the eyes and mouth and bright spots around the nose and the checks. Then I prepare the local
minima image as following
(1) Compute O by convolving the original 12 × 12 image I with this two ﬁlters C =

075
.5
.75

for columns and R =
([
1 .5 .5 1
])
for rows. My assumption focuses on the points
around the eyes/mouth.
(2) Compute A = sign (Mh sign (Mh U)), where
Mh U =

u1,2 − u1,1
. . .
un,m − un,m−1

(3) Compute C = sign (Mv sign (Mv U)), where
Mv U =

u2,1 − u1,1
. . .
un,m − un−1,m

(4) Compute texture image Local maxima/minima image T , where each element is ti,j =
ai+1,j + ci,j+1 and i = 2, · · · , n− 2, j = 2, · · · ,m− 2
(5) Compute F where each element is fi,j =

1 if ti,j = 2
0 other wise
, F becomes the local minima
computed form T .
(6) Compute B = sign (Mh sign (Mh O))
(7) Compute D = sign (Mv sign (Mv O))
(8) Compute E, where each element is ei,j = bi+1,j+di,j+1 and i = 2, · · · , n−2, j = 2, · · · ,m−2
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(9) Compute G where each element is gi,j =

1 if ei,j = 2
0 other wise
, G becomes the local minima
computed form E.
(10) Compute local image combined the two local minima image F, G in one uniﬁed image
L = F + (2G)
The last version of the ﬁlter starts with cropping a search image from the 13× 14 intensity image.
The search image is 10 × 10 . This size was inherited from early version when the ﬁlter receives a
12× 12 image and then convolve it with Gaussian ﬁlter. The convolution function uses zeros at the
boundaries to complete the calculations. To avoid the eﬀect of the addition of zeros, I selected to
not use the locations around the borders making the dimensions 10× 10 instead of 12× 12. Then
it checks if the range of intensity values of the search window is within an acceptable range. Then
using the local minima images (matrix L) it checks if the number of local minimas is acceptable. It
also checks if the number of minimas and maximas combined (matrix T ) is within acceptable range.
4.4.2.1 Face features extraction
The ﬁlter divides the search image into three parts: ﬁrst it divides the window using a
horizontal line in two equal size halves. The bottom is the mouth area, the top is the eyes area. The
eyes area is also divided into two equal halves by a vertical line. These regions are then explored
for facial features. The assumption is that the mouth will be somewhere in the mouth area and the
eyes within their areas.
Extracting eyes
The right eye is checked ﬁrst by determining whether the local minima image has any marks
of local minima in its area. If it does then we try to ﬁlter out the locations that are above the
eye intensity threshold. If there is more than one location remaining we compute the average
location based on the local minima score (matrix L). For example if location A =
 ax
ay
 has
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score sA and location B =
 bx
by
 has score of sB. It computes the average in this fashion C¯ =
1
sA+sB
[
sA sB
] ax ay
bx by
. Then it does the same work on the left eye.
At this point if there is a location found for each eye then it checks the Euclidean distance
between eyes. If the distance is acceptable it proceeds to search for the mouth. If the ﬁlter didn't
ﬁnd local minima for one of the eyes it checks for it in two ways; (1) If there is a local minima
location for the other eye, (2) If it didn't ﬁnd any location for one eye or both eyes then there either
one of the following cases will apply:
(1) There is a location for the other eye; It will search for the missing eye location according
to the position of the other. From practice experiments; depending on where one eye is
located the other one will be found in predictable area depending on the pose. Usually if
the eye is near the vertical line that separates the two search areas for the eyes then the
other one will be near the other side. Figure 4.26 will illustrate this concept. After deﬁning
the search area the ﬁlter picks the location with minimum intensity value.
(2) There is no location found for either eye. It picks the location of minimum intensity value
in the right eye area. It does that be looking for the eye in whole search area. It uses a
triangular matrix mask. Figure 4.26 will illustrate this concept.
Both locations have to pass the eyes threshold. If the ﬁlter couldn't ﬁnd left eye location
or right eye location then the sub-window will be rejected. Again the ﬁlter checks the Euclidean
distance to make sure that it is acceptable. Next is to extract the mouth.
Extracting mouth
Here I use some basic geometry as follows:
(1) Compute the line bl,r = y−m ·x between the eyes using left eye and right eye locations. m
is the slope m = yl−yrxl−xr , where l, r means left eye and right eye respectively.
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Figure 4.26: Eye intensity search. This ﬁgure show the two cases. The case when both eyes location
wasn't found using the local image, and the case when only one of them was found. The example
here for the case 1 where only one eye was found is for when left eye was found and the right eye
was not. Note that since the left eye is in the middle of the left eye search area then the algorithm
will predict that the right eye will be some where in the middle of the right eye search area.
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(2) Then by taking intensity samples Sl,r along the segment line (Ll, Lr), where Ll =
 xl
yl

is the location of left eye and Lr =
 xr
yr
 is the location of right eye.
(3) Then compute peak intensity points P =

p1
...
pn
, where pi ∈

1 if di = −2
0 other wise
, and di ∈ D,
where D =M sign
M

0
Sl,r
0

, and i = 1, · · · , n .
(4) If P =

0
...
0
 then reject sub-window.
(5) If
n∑
i=1
pi = 1 then the bridge Lb of the nose is at the location where pi = 1.
(6) If
n∑
i=1
pi = 2 then the bridge Lb of the nose is at the location where max {U (Li) , U (Lj)},
i 6= j and Li, Lj is the location of pi, pj and pi = 1, pj = 1
(7) If
n∑
i=1
pi ≥ 3 then reject sub-window. From experience it showed that in this case the
sub-window will never form a true positive.
(8) Using geometry again we compute the perpendicular bm,b = y−−1m ·x to the line bl,r = y−m·x
at Lb. I assume this is the line that goes through the nose and mouth.
(9) At a distance t from the bottom of point Lb and down to the end of 10 × 10 image I
collect intensity samples Sm,b. t is computed from the distance between the eyes and their
locations.
(10) Select the mouth location Lm = min (Sm,b)
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(11) If intensity I (Lm) > hm, where hm is the intensity threshold of the mouth then reject
sub-window.
At this point the intensity ﬁlter has extracted the main features. Before continuing it use this data
to further ﬁlter out non-faces.
(1) If the Euclidean distance between (Lm, Lb) not in acceptable range Rv reject sub-window.
(2) If the euclidean distance between (Ll, Lr) not in acceptable range Rh reject sub-window.
Lllocation of left eye, Lrlocation of right eye.
(3) If the area size (Lm, Lb)× (Ll, Lr) not in acceptable range Ra reject sub-window.
(4) If the tangent (Ll,Lr)(Lm,Lb) not in acceptable range Rt reject sub-window.
After passing all these tests the ﬁlter will predict other features geometrically and collect facial
samples. Note that last four thresholds Rv, Rh, Ra, Rt are learned at the training phase.
4.4.2.2 Collecting facial samples
The ﬁlter predicts the nose location Ln to be at the middle point between bridge location Lb
and mouth Location Lm, and it will deﬁne the center of nose sample Lν to be the mid-point between
(Ln, Lb). It will check if the center of nose sample intensity I (Lν) is under the nose threshold hν . If
so it will reject the sub-window. If the window passes then it will do lighting correctionillustrated
in sub-section 4.2.2.3on the 12× 12 intensity image and the 12× 12 gray-scale image. Then it will
predict the cheeks location by using the intersection point between a vertical lineaccording to face
poseand a horizontal line. For example for right cheek it will use a vertical line passing through
the right eye Lr and a horizontal line passing through the nose Ln. For left cheek the vertical line
passes through the left eye.
The ﬁlter will collect two types of samples one from the intensity image and one from the
gray-scale image for each feature location except the nose Ln, instead it collects the nose sample
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location Lν . It returns 3×3 samples from the gray-scale image, and the sum of a 3×3 sub- window
from the intensity image. In section 4.6.1 I will describe the in detail these samples.
4.4.2.3 Learning the intensity ﬁlter
Before the detector can use the ﬁlter it has to learn all the above mentioned thresholds. I ﬁrst
run the ﬁlter in its prepare mode. In prepare mode all the thresholds are either disabled or set to
base values that any face can pass since the training data is only faces. It collects information about
faces and initiates the thresholds. For example the maximum relative intensity of the location of
the eyes.
4.5 Detector design
In this section I will discuss the development of the detector design that lead to the ﬁnal
design. At The beginning of this work I assumed that a data mining algorithm for recognizing a
frequent pattern could help in the construction of a high accuracy detector and pose estimator for
multi-variation head poses (or multi-view detection and pose estimator). My initial hypothesis is
that we can build a simple detector with one classiﬁer using frequent itemset algorithm. I adopted
the maximal frequent itemset (MFI) from [18] but in a diﬀerent way to solve the bigger scope of
the problem which is a multi pose detection/pose estimation. Initial machine learning experiments
show that SVM models are faster than any decision tree algorithms using MATLAB language.
Unfortunately the simple approach wasn't enough solution for the problem. The design was
changed to include a skin ﬁlter that is applied ﬁrst to reduce false positives and increase speed.
Then after the skin ﬁlter the MFI-SVM classiﬁer was applied. The skin ﬁlter reduces the amount of
search space but it only works on color images. The next design was to replace the skin ﬁlter by an
intensity ﬁlter. The intensity ﬁlter is a knowledge-based detector. Testing this design (intensity
ﬁlter + MFI-SVM) on some MIT+CUM images showed better results than a single MFI classiﬁer.
But the over all results still needed improvements. A design that include a cascade of classiﬁers was
adopted.
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The ﬁrst design implemented a three layer cascade. The ﬁrst layer was the intensity ﬁlter,
then an edge-SVM detector, ﬁnally the MFI-SVM detector. I got slightly better results. I have
noticed that the man problem here is images with complex textures and great deal of noise. I
enhanced the system by adding nose reduction techniques. The ﬁnal design focused on designing at
each layer classiﬁers that target speciﬁc cases with complex textures that passed the previous layer.
In the following sub-sections I will present some of these early designs of the detector and I will end
this section with the ﬁnal design.
4.5.1 Single Classiﬁers
The ﬁrst design of the detector used edges classiﬁer. The next design used MFI features
classiﬁer. Chapter 3 described the MFI approach in detail. Here I will give an over view of the
design. The MFI classiﬁer was better than the edges classiﬁer but wasn't enough which led to the
design of the cascade. I will ﬁrst talk about the edges classiﬁer then I'll ﬁnish by the use of the MFI
classiﬁer.
4.5.1.1 Edges classiﬁer and dimension reduction
The edges classiﬁer is very simple. It uses a simpliﬁed edge detector. By convolving the 26×24
gray-scale sub-window with ﬁlter η =

1
0
−1
 for the Sobel edge detector in one direction vertically
as in [18]. Then a threshold is computed according to the standard deviation of the convolution
results which will produce a 24× 24 edge image. Then a binary classiﬁer is trained on positive and
negative examples. The dimensions of the raw edges is big. The SVM learning algorithm collapses
when attempting to train a classiﬁer on the edges images. A dimension reduction technique was
required (see section 5.1). The sub-window size of 24 × 24 results in 576 edges features. The
dimensions reduction reduces the dimensions to about11 dimensions/features. This was the original
classiﬁer.
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The classiﬁer was trained on linear, Gaussian, and Polynomial SVM and perceptron with
margin (PAM). Also on Random Forest, Adaboost, and Bagging algorithms. Random Forest gave
the best results. In the last design this simple edge classiﬁer was replaced with a proﬁle estimation
based edges classiﬁer that samples the edges according to the location of left eye or right eye. In
section 4.6.4 I will explain the new edge features in more details.
4.5.1.2 MFI based Features Classiﬁer
The MFI single classiﬁer was built on the MFI features explained in section 3.4.1. This
approach gave better results than the raw edges detector. The MFI features was tested with
various machine learning algorithms as in section 4.5.1.1, the best found was random forest but the
Gaussian SVM was adopted because of its speed.
As I mentioned above the results was far from the acceptable range (High false positives and
low detection rates. An enhancement to the design was done by adding an early version of the
intensity ﬁlter described in section 4.4.2. The intensity ﬁlter provided a speed up of the detection
process. but didn't improve results signiﬁcantly. By the adding of the intensity ﬁlter to the design
I made the ﬁrst unoﬃcial cascade detector in this project. Next sub-section is about cascade of
classiﬁers.
4.5.2 Classiﬁers cascade
With the single classiﬁer designs couldn't show a good performance and exploration of related
work that used single cascade (spatially [19]) I started to design and experiment with diﬀerent
cascade based detectors. The design grow following the goal of optimizing performance (speed and
accuracy) until reached the ﬁnal design which will be introduced in section 4.6. Next sections show
some of mile stones of the development time line.
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4.5.2.1 Edges and MFI detector
This design was the ﬁrst oﬃcial three layer cascade. The ﬁrst layer incorporates the intensity
ﬁlter then edges-SVM classiﬁer as in section 4.5.1.1, and last layer is the MFI-SVM as in section
4.5.1.2. Detection rates didn't improve detection rates but false positives rates were reduced. The
problem that I had to discover at the end of this project is that each time a new classiﬁer is added
to the cascade detection rates doesn't improve that much. In fact, it some times, drops slightly
while false positives are being signiﬁcantly reduced.
Each time a new classiﬁer is being introduced it becomes harder to design next level classiﬁer.
The improvement of the detector detection/false positives rates improves very slowly each time a
new classiﬁer is added to the cascade. The only problem is that the size of the detector grows
too fast and the over all detection process speed drops. Which mean achieving a high accuracy of
99.9997% by following this approach is almost impossible if the problem of storage and speed can
be solved.
4.5.2.2 Four layer designs
As a continuous enhancement to the design presented in section 4.5.2.1. I had noticed that
both the edges classiﬁer and the MFI based classiﬁer are not capable of distinguishing between true
positives and false positives that has edges similar to face edges. Also the complications of the
decision boundary caused by the complex variety of the training examples (e.g head pose, lighting,
etc) that made edges of facial features appear in variant locations within the scanning sub-window
and results in inseparable training dataset. This inseparable training dataset has an impact of why
the machine learning algorithms I tested fail to ﬁnd a good decision boundary.
And so my intuition here was to address these weaknesses of the edge based classiﬁers and
design features supposed to recover these weaknesses. One of the ﬁrst features I used was a pixel
based. Using a 12 × 12 down sized sub-window of the base 24 × 24 scanning window and down
resolution of the intensity form 8 bit representation done to 2 or 3 bit and train a SVM model. This
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classiﬁer was useless.
All the designs of the four layer cascade and all the designs that follow focused of placing a
fast classiﬁers after the intensity ﬁlter and before the edge classiﬁer. That is because computing the
edges is expensive. Just to clarify That the edges classiﬁer in rest of the designs in placed before
the MFI classiﬁer where the MFI classiﬁer requires extra computation to construct the MFI based
features.
After the poor result of the pixed based SVM classiﬁer. A new class of facial features (e.g eyes,
mouth, etc.) based features was introduced (refer to ﬁgure 4.6(b)). The facial features that have
been extracted by the intensity ﬁlter and there locations is used to collect samples. In section 4.2.2.2
I gave a detailed explanation about these features. Before the samples can be used in training a
model I process them to construct training features. The ﬁrst designs used Fourier transformation to
obtain Fourier parameters then either by directly using these parameters for training or preforming
more mathematical calculations (e.g subtraction) to produce the training features for the SVM
algorithm.
Although the Fourier transformation based features gave good results but they were very
expensive to compute and faster features have to replace them. In the second generation of the
facial features based classiﬁers design and as a growing idea of development for fast simple features,
instead of computing Fourier features. I performed some basic mathematical operations to compose
the training features. For example in some versions I subtract two vector samples and produce one
vector that carry the diﬀerences. In other versions I computed the ﬁrst derivative vector
The facial features based training sets. didn't reduce false positives as desired. They were
temporarily replaced by local minima/maxima based features. Based on the local minima/maxima
image prepared for the intensity ﬁlter use, I constructed features by summing the scores of lo-
cal minima/maxima for each row of the 12 × 12 images based local minima/maxima. The local
minima/maxima image was explained in section 4.4.2.
The local minima/maxima based features also didn't signiﬁcantly reduce false positives while
maintaining high detection rates. But what was noticed is that the type of false positives that pass
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all the detector layers are not from the same class when facial features was used. The lesson learned
is that I need to form the next generation designs that will combine the two features.
4.5.2.3 High number of cascade layers designs
The ﬁrst designs was produced by combining facial features based classiﬁers and local min-
ima/maxima. Just to remind that the change of the design is between the intensity ﬁlter and edges
classiﬁer . In other words in this version the detector structure contains the intensity ﬁlter as the
ﬁrst step, then the facial features based, then the local minima/maxima based, then the edge and
the MFI based.
Improvements noticed but still couldn't reach the desired results. one problem is detection
rate decreased and a low thresholds was desired to improve detection on the expense of more false
positives. Also at this point the importance of lighting correction has become clear to improve
results. The ﬁrst signiﬁcant improved lighting solution is the sample model ﬁtting described in
section 4.2.2.2. But because of the high computational cost of this correction, it was avoided and
the facial features were replaced by an actual facial features samples.
This features are explained in the ﬁnal design in section 4.6.1. By the introduction of new
features a new level of cascade design was observed. Instead of constructing one classiﬁer that use
all the facial features samples, a design that incorporate small and simple yet fast classiﬁers use a
small number of these features are to be placed at the start of the cascade. This design led to the
ﬁnal design.
Although great improvements accomplished by the latest designs mentioned above still the
result far from satisfactory. The lesson learned so far is with more features and more cascade layers
the more close to desired results. The design that was before the ﬁnal added the concept of using
a 24 × 24 image based features could enrich the features selection. The ﬁrst version used samples
of raw pixels. There was 48 classiﬁers added. Each classiﬁer is a SVM model trained using one
row/column of the original image pixels.
Unfortunately these simple classiﬁers dramatically made results/speed worse. The ﬁnal design
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was built on this design framework but with the beneﬁt of the learned lessons. The main lessons
is; The ﬁrst cascade classiﬁers have to be simple and fast. Every level has to be stronger than the
one before and target some aspects of the problem (at less one class of hard false positives). Simple
weak classiﬁers at the start of the cascade are to maintain speed while ﬁltering out as much as
possible false alarms (false positives) before more complicated slow classiﬁers are being used. This
speed intuition resulted in the creation of the fast integral ﬁlter (described in section 4.4.1) to be
placed at front of the detector. Next section will illustrate the ﬁnal design.
4.6 Final detector
The ﬁnal design is built on a single cascade structure. The ﬁrst component of this ultimate
design is the image pre-processing procedures as explained in section 4.2, Next component is the
pyramid locations generator (section 4.3). Then next part is the ﬁrst fast detection process which
is the integral ﬁlter (presented in section 4.4.1). The speed of this ﬁlter depends on the number
of groups within it. With 67 groups the speed of the ﬁlter is comparable to MATLAB version of
Viola-Jones [19] (written by Dirk-Jan Kroon) using the OpenCV detector data. This detector was
trained on 3420 positive and 4800 negatives and it contains 22 classiﬁers/discriminators. Viola-
Jones MATLAB version needed 3.25 seconds to scan 240 × 320 image with a scale of 1.2 and step
of 2 run on a single core of inter(R) core(TM)2 - 2.4 GHz, The 67 groups Integral ﬁlter scanned the
same image with the same scale and step in 3.29 seconds.
Next component is the intensity ﬁlter, Then the sub-cascade of six ﬁnal facial features based
PAM/SVM classiﬁers (Will be introduced in section 4.6.1), followed by the sub-cascade of three ﬁnal
local minima/maxima classiﬁers (Will be presented in section 4.6.2). All the previous discriminators
are 12 × 12 windows size based except the integral ﬁlter. The next classiﬁers are 24 × 24 based
classiﬁers and all of them work on in-plane rotation corrected and uniﬁed proﬁle variation sub-
window. The next component is the in-plane estimator/correction process and the proﬁle uniﬁed
variation is done by estimating the proﬁle pose both explained in section 4.2.3. Then the sampling
is done with the assumption that all poses are proﬁle which means only one side is fully visible.
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So the sampling will be extracted from this visible side of the face. Then to unify left and right
proﬁles I pick to sample directly for one proﬁle and if the face is on the opposite direction I mirror
the sample. The following is a list summarizes the components of the ﬁnal detector (refer to ﬁgure
4.1):
(1) Whole image pre-process
(a) Normalization
(b) Iterative Gaussian ﬁlter for noise reduction described in section 4.2.1.1
(c) Interference reduction described in section 4.2.1.2
(2) Pyramid scanning locations generator illustrated in section 4.3
(3) Integral ﬁlter described in Section 4.4.1
(4) The last version of the intensity ﬁlter explained in Section 4.4.2
(5) The 6 intensity face features classiﬁers will be introduced in Section 4.6.1
(6) The 3 local minima/maxima features classiﬁers will be introduced in Section 4.6.2
(7) Pose variation elimination process explained in section 4.2.3
(8) The 7 virtual 24 × 24 gray-scale based customized features classiﬁers will be illustrated in
Section 4.6.3
(9) uniﬁed pose random forest edge classiﬁer will be illustrated in section 4.6.4
(10) uniﬁed pose real booting MFI classiﬁer will be introduced in section 4.6.5
The following Sections is devoted to discus in detail the ﬁnal facial features sub-cascade sub-
classiﬁers, ﬁnal local minima/maxima feature sub-cascade, ﬁnal 24×24 gray scale image customized
features based sub-cascade classiﬁers, the ﬁnal edge classiﬁer, and the ﬁnal MFI classiﬁer.
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4.6.1 Final facial features bases (intensity) classiﬁers
There are six classiﬁers in the current version. They are designed to increase speed and boost
detection. The process starts with one feature detector, then two, and ends with a twenty four
feature detector. The following sub-sections will present each one separately.
First classiﬁer
This is a one feature classiﬁer. It uses some sort of Haar-like feature. In Section 4.4.2 I
mentioned that the samples are 3 × 3 in size and collected around the facial features predicted
locations which form the center of the samples (refer to ﬁgure 4.27 for graphical examples). This
classiﬁer uses two samples to create one semi-Haar-like feature inspired by [19]: the sum of mouth
sample Σm centered at Lm and the sum of bridge sample Σb centered at Lb. This sample was taken
from the intensity image, which means each pixel has information from the neighboring pixels as
a result of Gaussian convolution. The features created by these samples show better results than
features created from the row 12 × 12 gray-scale image. The sum of the samples are calculated
inside the intensity ﬁlter. The feature is created by taking the diﬀerence between the two sums
ϕ1 = Σm −Σb. The learning algorithm is linear perceptron with margin (PAM). Experiments with
SVM showed that for this feature PAM has better accuracy and speed than SVM. The SVM I used
is the LIBSVM [7] library and the PAM was written in MATLAB code.
Second Classiﬁer
The second classiﬁer uses two features also Haar-like features. Four samples are used: the sum
of left eye sample Σl centered at Ll, the sum of right cheek sample Σρ centered at location of the
right cheek Lρ , the sum of right eye sample Σr centered at Lr, and the sum of left cheek sample Σλ
centered at location of the left cheek Lλ. The ﬁrst feature was created by computing the diﬀerence
between left eye summation and the right cheek summation ϕ2 = Σl −Σρ. The second feature was
created by computing the diﬀerence between right eye summation and the left cheek summation
ϕ3 = Σr − Σλ. The learning algorithm is linear perceptron with margin (PAM). Experiments with
SVM showed that SVM is slightly better than PAM in accuracy but slower than PAM.
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Figure 4.27: Examples for the facial features samples that the ﬁnal intensity classiﬁers use to form
its training features.
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Third Classiﬁer
There are ﬁve Haar-like features features in this classiﬁer calculated using six samples: the
sum of left eye sample Σl, the sum of right eye sample Σr, the sum of mouth sample Σm, sum
of left cheek sample Σλ, the sum of bridge sample Σb, the sum of right cheek sample Σρ. The
ﬁrst feature was created by computing the diﬀerence between left eye summation and the right eye
summation ϕ4 = Σl − Σr. The second feature was created by computing the diﬀerence between
left eye summation and the mouth summation ϕ5 = Σl − Σm. The third feature was created by
computing the diﬀerence between right eye summation and the mouth summation ϕ6 = Σr − Σm.
The forth feature was created by computing the diﬀerence between left cheek summation and the
nose bridge between the eyes summation ϕ7 = Σλ−Σb. The ﬁfth feature was created by computing
the diﬀerence between right cheek summation and the nose bridge between the eyes summation
ϕ8 = Σρ − Σb. The leaning algorithm is SVM. Experiments with SVM showed that SVM is by far
better than PAM in accuracy.
Fourth Classiﬁer
With 13 Haar-like features for this classiﬁers the dimension of the models started to become
large. The features were created using all the 7 summation samples including the summation of the
nose-sample sample Σν centered at the nose sample location Lν . The ﬁrst feature was created by
computing the diﬀerence between mouth and nose-sample ϕ9 = Σm − Σν . The second feature was
created by computing the diﬀerence between the bridge and nose-sample ϕ10 = Σb−Σν . The third
feature was created by computing the diﬀerence between left cheek and right cheek ϕ11 = Σλ−Σρ.
The forth feature was created from left cheek and nose-sample ϕ12 = Σλ−Σν . The ﬁfth feature was
created by right cheek and the nose-sample ϕ13 = Σρ−Σν . The sixth feature was from left eye and
the nose-sample ϕ14 = Σl − Σν . The seventh feature was created from right eye and nose-sample
ϕ15 = Σr − Σν . The eightieth feature is from left eye and left cheek ϕ16 = Σl − Σλ. The ninth
feature samples right eye and right cheek ϕ17 = Σr − Σρ. Tenth feature; left eye and nose-bridge
ϕ18 = Σl − Σb. Eleventh; right eye and bridge ϕ19 = Σr − Σb. Twelfth; mouth and left cheek
ϕ20 = Σm − Σλ. Finlay the thirteenth feature; mouth summation and the right cheek summation
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ϕ21 = Σm − Σρ. The learning algorithm is SVM.
Fifth Classiﬁer
This classiﬁer and the next use the samples collected by the intensity ﬁlter from the virtual
12 × 12 gray-scale image of the sub-window. The features created are not Haar-like. They are
created by taking the diﬀerence between pixel intensities in columns. For example for sample S I
compute 6 features where each feature φi,j = si+1,j − si,j and s ∈ S. This classiﬁer uses 3 samples.
Each sample forms 6 features. By combining all features from the three sample in one 1D vector,
I get 18 features to train this classiﬁer. The samples used are all sampled form the gray-scale
sub-image and they are: the transpose of mouth sample Sᵀm centered at the mouth location Lm,
left cheek sample Sλ centered at left cheek location Lλ, and right cheek sample Sρ centered at right
cheek location Lρ. The machine learning algorithm used is SVM.
Sixth Classiﬁer
This classiﬁer uses 24 features collected as mentioned in the above by subtraction and they
are all sampled from the virtual 12 × 12 gray-scale image. The classiﬁer features are from 4 facial
samples with 6 features from each sample. The samples are: bridge sample Sb centered at the bridge
location Lb, nose-sample sample Sν centered at nose location Lν , left eye sample Sl centered at left
eye location Ll, and right eye sample Sr centered at right eye location Lr. The machine learning
algorithm used is SVM.
4.6.2 Final local minima/maxima features
In this section I will explain the ﬁnal version of local minima/maxima features based classiﬁers.
In Section 4.4.2 I showed the computation of the local minima/maxima image texture image. This
image was created outside the ﬁlter from a scaled version of the whole image. The intensity ﬁlter
only works on a sub-window of the entire image. Here in this type of classiﬁers I used the facial
feature locations to extract samples from the whole local minima/maxima image. I will illustrate
how to extract training features for each classiﬁer in the following paragraphs.
First local minima/maxima classiﬁer
109
Figure 4.28: This ﬁgure illustrates the positions and areas that the ﬁrst local minima/maxima
classiﬁer gets the samples for its features. The red crosses shows the locations of the eyes.
This classiﬁer uses 24 features extracted from the local minima/maxima image. The features
are extracted for both eyes. For each eye I extract 12 features. Starting with left eye, after intensity
ﬁlter reports the location of the left on the 10×10 virtual intensity image, I translate the location to
a location on the full local minima/maxima image then I extract 3×4 sample where the coordinates
of top left corner are (x˙l − 2, y˙l − 1), where L˙l =
 x˙l
y˙l
 and the coordinates of bottom right are
(x˙l + 1, y˙l + 1). Next the right eye: top left corner (x˙r − 1, y˙r − 1) and the coordinates of bottom
right (x˙r + 2, y˙r + 1) (see ﬁgure 4.28). By combining these two matrices and transforming them to
a 1D vector I create a training example of 24 dimensions. The learning algorithm is SVM.
Second local minima/maxima classiﬁer
This classiﬁer uses 32 local minima/maxima features. The features are extracted for both
cheeks (see ﬁgure 4.29). For each cheek there are 16 features, the size of the sample is 4 × 4.
Left cheek sample coordinates of top left corner are (x˙λ − 2, y˙λ − 1). The coordinates of bottom
right are (x˙λ + 1, y˙λ + 2). Right cheek sample coordinates top left corner (x˙ρ − 1, y˙ρ − 1) and the
coordinates of bottom right (x˙ρ + 2, y˙ρ + 2). Then I combine these two matrices and transform
them to a 1D vector to form training example of 32 dimensions. The learning algorithm is SVM.
Third local minima/maxima classiﬁer
There are 47 local minima/maxima features in the this classiﬁer. Features are extracted for
the nose-sample location and the location of the mouth (see ﬁgure 4.30). There are 12 features
for the nose-sample and the size of the sample is 4 × 3. The sample coordinates of top left corner
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Figure 4.29: This ﬁgure illustrates the positions and areas that the second local minima/maxima
classiﬁer gets the samples for its features
are (x˙ν − 1, y˙ν − 2). The coordinates of bottom right are (x˙ν + 1, y˙ν + 1). There are 35 features
for the mouth sample and its size is 5 × 7. The sample coordinates for the top left corner are
(x˙m − 3, y˙m − 2) and the coordinates of bottom right (x˙m + 3, y˙m + 2). The two matrices will
form 1D vector as a training example of 47 dimensions. The learning algorithm is SVM.
4.6.3 24× 24 gray-scale based customized features classiﬁers
In all of these classiﬁers I use the facial features locations to predict in plane orientation. Then
I try to reduce the in plane variation by sampling according to the orientation to get an upright
face. I use the eye locations to predict the proﬁle status. To reduce the variations caused by proﬁle
out of plane rotation, I only sample facial features that are guaranteed to exist in the image. For
example if the face is turned leftwhich means the left eye may not existI sample for right eye. If
the face is turned right I would sample for the left eye and mirror the sample.
The proﬁle estimation is based on the x-coordinate of the eyes location according to the
Figure 4.30: This ﬁgure illustrates the positions and areas that the third local minima/maxima
classiﬁer gets the samples for its features
111
10 × 10 intensity image. For example the right eye is expected to be between (1, 5) on the x-axis
and left eye is expected to be between (6, 10). I found that the best way is to divide on number 8
after adjusting the x value to 8 by addition or subtraction. The algorithm for the in-plane rotation
correction and proﬁle estimating was also introduced with more detail in section 4.2.3 and I will
review it again here.
I compute for each eye an indicator of the distance to left or right side of the sub-window; For
the right eye I compute the value αr =
(xr+3)
8 . For the left eye I compute the value αl =
(14−xl)
8 .
When the left eye is at location xl = 6 in correct prediction it means that the face is near −90◦
right proﬁle. The opposite is true when the right eye is at location xr = 5 which means the face is
near +90◦ left proﬁle. I need α to be 8 where α8 = 1 for either proﬁles. That is why I added 3 to
xr and I subtracted xl from 14. Then I compute the proﬁle factor θ = αr − αl. In the following
paragraphs I show details about each classiﬁer and how to build the training data for both sides.
4.6.3.1 Fist classiﬁer4
This classiﬁer uses the reallocated positions of eyes
{
L¨l, L¨r
}
on the rotated sub-window to
extract its samples. First I will explain the correction for left proﬁle image then I will present the
right proﬁle correction.
Left proﬁle
If the face was turned to the left either slightly or full proﬁle the right eye is going to be
always visible (see ﬁgure 4.31). The sample size is 9× 5. The sample coordinates of top left corner
are (x¨r − 2, y¨r − 2). The coordinates of bottom right are (x¨r + 2, y¨r + 6). The training features are
created by computing the diﬀerence of each column element. I get 40 features where each feature
φi,j = si+1,j − si,j and s ∈ S and S is the sample set.
Right proﬁle
When the face is turned to the right either slightly or full proﬁle the left eye will be always
visible. As in the left proﬁle the sample size is 9×5 but it will be mirrored. The sample coordinates
of top left corner are (x¨l − 2, y¨l − 2). The coordinates of bottom right are (x¨l + 2, y¨l + 6). The
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Figure 4.31: The right eye sample area for left proﬁle.
training features are computed in the same why as the samples for the right eye.
4.6.3.2 Second classiﬁer
This classiﬁer uses information collected around the reallocated nose-sample location L¨ν area.
The samples are formed diﬀerently according to the proﬁle pose.
Left proﬁle
Face is turned left. I try to take a sample that is big enough to cover the nose location
from the right side more than the left to avoid getting non-face pixels from the background of the
image (see ﬁgure 4.32). The sample size is 5 × 11. The sample coordinates of top left corner are
(x¨ν − 7, y¨ν − 2). The coordinates of bottom right are (x¨ν + 3, y¨ν + 2). The training features are
created by computing the diﬀerence of each column elements as in previous classiﬁer. There are 50
features in this classiﬁer.
Right proﬁle
Here I want to cover the nose location from the left side. The sample size is again 5 × 11
as in left proﬁle but mirrored. The sample coordinates of top left corner are (x¨ν − 3, y¨ν − 2). The
coordinates of bottom right are (x¨ν + 7, y¨ν + 2). The training features are created by computing
the diﬀerence of each column elements as in above. There are 50 features as in left proﬁle sample.
Figure 4.32: The nose sample area for left proﬁle.
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Figure 4.33: The mouth and the cheek sample area for left proﬁle.
4.6.3.3 Third classiﬁer
This classiﬁer is interesting. After the two above classiﬁers I couldn't build a good classiﬁer
that uses the information around the mouth or around the cheek. After various attempts. A visual
evaluation for the false positives shows that none of the above classiﬁers could distinguishunder
a very low thresholdbetween if the there is dark strip at the mouth area that goes horizontally
across the sub-window and form a huge mouth like feature which doesn't exist in real faces, but
most of false positives at this point are. I found a really good classiﬁer that can detect this case.
This classiﬁer that uses part of the mouth and part of the cheek and the area next to the mouth.
By using the model samples of near the center of the mouth and a sample where the mouth ends I
got an extremely improved results.
Left proﬁle
The ﬁrst sample is taken at the mouth location and slightly toward the right side and goes
up to the nose and the check (see ﬁgure 4.33). The sample size is 11 × 3 and it is mirrored.
The sample coordinates of top left corner are (x¨m − 2, y¨m − 7). The coordinates of bottom right
are (x¨m, y¨m + 3). The second sample is taken at the end of mouth at the right side and under
the location of the cheek and slightly toward the right side and goes up to the cheek (see ﬁgure
4.30). The sample size is 11 × 4 and it is mirrored. The sample coordinates of top left corner
are (x¨ρ − 3, y¨m − 7). The coordinates of bottom right are (x¨ρ, y¨m + 3). The training features are
created by combining the two samples into 11× 7 sample and by computing the diﬀerence of each
column elements as above. There are 70 features in this classiﬁer.
Right proﬁle
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The ﬁrst sample is taken at the mouth location and slightly toward the left side and goes up
to nose and the check. The sample size is 11 × 3. The sample coordinates of top left corner are
(x¨m, y¨m − 7). The coordinates of bottom right are (x¨m + 2, y¨m + 3). The second sample is taken
at the end of mouth at the left side and under the location of the cheek and slightly toward the left
side and goes up to the cheek. The sample size is 11× 4. The sample coordinates of top left corner
are (x¨λ, y¨m − 7). The coordinates of bottom right are (x¨λ + 3, y¨m + 3). The training features are
created by combining the two samples into 11× 7 sample and by computing the diﬀerence of each
column elements as above. As in left proﬁle there are 70 features.
4.6.3.4 Forth classiﬁer
This classiﬁer is like the local minima/maxima classiﬁers, but here it computes the features
from lighting corrected 26 × 24 sub-window. Also it uses the whole sub-window instead of some
facial feature locations. The local minima/maxima for this classiﬁer is computed by the algorithm
shown on algorithm 17. In this classiﬁer there is no use of the proﬁle information to collect speciﬁc
facial features samples. Both left and right proﬁle face features for the this classiﬁer are created in
the same way. The number of features that this classiﬁer uses is 50 features.
4.6.3.5 Fifth classiﬁer
After applying all the above classiﬁers even with very low threshold the remaining false pos-
itives are harder than ever. I examined those hard negatives and I found that I needed a diﬀerent
features type. The new features strategy was by using the eye location; I should take a sample that
crosses the face vertically. Then I used MATLAB fast discrete Fourier transformation version that
is based on [8, 9] to prepare the features. Fourier transformation computed parameters produce
about double the number of pixels of the sample. This imposed a limit on the size of the sample.
In the next paragraphs I show the details for each proﬁle.
Left proﬁle
The samples will be taken at the right eye x-coordinate and it forms a line-segment that starts
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Algorithm 17 The 24× 24 local minima/maxima computing algorithm.
(1) Compute I(v) = abs (Mv sign (Mv I)), where
Mv I =
 i2,1 − i1,1 . . .
in,m − in−1,m

(2) Compute the vector R by taking the sum of each column k in I(v), that is rk =
24∑
j=1
i
(v)
j,k ,
where k = 1, · · · , 24 and rk ∈ R
(3) Compute I(h) = sign (Mh sign (Mh I)), where
Mh I =
 i1,2 − i1,1 . . .
in,m − in,m−1

(4) Compute the vector C by taking the sum of each row j in I(h), that is cj =
22∑
k=1
i
(v)
j,k , where
j = 1, · · · , 26 and cj ∈ C
(5) Combine vector R, C to form the features vector F =
[
R
C
]
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Figure 4.34: The ﬁfth classiﬁer sampling area is vertical vector passes through the center of the
visible eye.
at top of the virtual 24 × 24 image and goes down to bottom (see ﬁgure 4.34). The sample size
is 24 × 1. The sample coordinates of top pixel are (x¨r, 2). I start at location 2 of the 26 × 24
full sub-window. The coordinates of the bottom pixel are (x¨r, 25). When converting to Fourier
parameters to create the training features and removing the zero element I get 46 features for this
classiﬁer.
Right proﬁle
The sample will be taken at the left eye x-coordinate and it forms a line-segment that starts
at top of the virtual 24 × 24 image and goes down to the bottom. The sample size is 24 × 1. The
sample coordinates of top pixel are (x¨r, 2). The coordinates of bottom pixel are (x¨r, 25). As in left
proﬁle this produces 46 Fourier parameters features for this classiﬁer.
4.6.3.6 Sixth classiﬁer
In this classiﬁer I take two vertical strips. The ﬁrst is at distance 2 from the eye x-coordinate
location depending on the proﬁle. The second is at distance 4. Refer to ﬁgure 4.35.
Left proﬁle
This sample is taken at the right of the right eye. Both samples size is 24 × 1. The ﬁrst
sample coordinates of top pixel are (x¨r − 2, 2). The coordinates of bottom pixel are (x¨r − 2, 25).
The second sample coordinates of top pixel are (x¨r − 4, 2). The coordinates of bottom pixel are
(x¨r − 4, 25). The combination of this two samples creates 94 Fourier parameters training features.
Right proﬁle
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Figure 4.35: The sixth classiﬁer sampling areas are two vertical vectors bellow the center of the
visible eye.
This sample is taken at the left of the left eye. Also here both samples size is 24×1. The ﬁrst
sample coordinates of top pixel are (x¨l + 2, 2). The coordinates of the bottom pixel are (x¨l + 2, 25).
The second sample coordinates of top pixel are (x¨l + 4, 2). The coordinates of bottom pixel are
(x¨l + 4, 25). As above combination of these two samples creates 94 Fourier parameters training
features.
4.6.3.7 Seventh classiﬁer
The features for this classiﬁer are three horizontal strips also based on eye location. In the
complement of all other classiﬁers that use proﬁle estimate to choose the opposite side of the face
these features are based on the other side. For example instead of referencing the right eye for left
proﬁle I use the left eye. The ﬁrst strip is at the y-coordinate of the eye, the second is at distance 2,
and the third is at distance 4 (see ﬁgure 4.36). I don't take a full horizontal sample. I only take 17
pixels. If the eye is close to the edge I adjust to start at the border and takes some pixels bounding
the eye location.
Left proﬁle
These samples are collected in respect to the left eye. The samples size is 1 × 17. The
ﬁrst sample coordinates of left pixel are (x¨l − 16, yl). The coordinates of right pixel are (x¨l, yl).
The second sample coordinates of left pixel are (x¨l − 16, yl + 2). The coordinates of right pixel
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Figure 4.36: The seventh classiﬁer sampling areas are three horizontal vectors one passes through
the center of the visible eye and the other two are blow it.
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are (x¨l, yl + 2). The third sample coordinates of left pixel are (x¨l − 16, yl + 4). The coordinates of
right pixel are (x¨l, yl + 4). The combination of these samples creates 101 Fourier parameter training
features. The features are mirrored.
Right proﬁle
This sample is collected in respect to the right eye. The samples are also size 1 × 17. The
ﬁrst sample coordinates of left pixel are (x¨r, yr). The coordinates of right pixel are (x¨r + 16, yr).
The second sample coordinates of left pixel are (x¨r, yr + 2). The coordinates of right pixel are
(x¨r, yr + 2). The third sample coordinates of left pixel are (x¨r, yr + 4). The coordinates of right
pixel are (x¨r + 16, yr + 4). As in the left proﬁle the combination of these samples creates 101 Fourier
parameter training features.
4.6.4 Final edge classiﬁer
The ﬁnal version doesn't use the whole 24 × 24 edge window computed in Section 4.5.1.1.
Instead it uses the head pose estimations explained in Sections 4.6.3 and 4.2.3 to select where the
samples are collected. I use the location of the eyes to reduce the eﬀect of proﬁle variation. Also
in this ﬁnal version the edge image was lighting corrected and in-plane rotated to conform to an
upright face. In the following section I will show how to collect these samples according to the
proﬁle state.
Left proﬁle
By left proﬁle we mean that the face is slightly turned to the left or in complete proﬁle. I use
the location of the right eye to collect the edges. The assumption is that the left eye may not exist
in the image. Also when the face is turned in complete left proﬁle the complexity of the proﬁle line
along with random background textures aﬀects the accuracy of the model predictor. Avoiding this
complication makes face examples very similar which supposed to improve the performance. Figure
4.37 illustrates the idea it shows the extraction of edges for two diﬀerent proﬁle pose variations. The
sample size is 24 × 13. The sample coordinates of top left corner are (x¨r − 6, 1). The coordinates
of the facial features are transformed from a location in the 10× 10 intensity image to the rotated
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24×24 edges image. The coordinates of bottom right are (x¨r + 6, 24). This contains 312 dimensions,
to create a practical training features I use the dimension reduction algorithm mentioned in Section
5.1 to reduce the dimensions to 6 features only.
Right proﬁle
Right proﬁle which means that the face is slightly turned to the right or in complete proﬁle.
I use the location of the left eye to collect the edges. The assumption is that the right eye may not
exist in the image. The sample size is 24×13 and it is mirrored to further reduce the eﬀect of proﬁle
variations. The sample coordinates of top left corner are (x¨l − 6, 1). The coordinates of bottom
right are (x¨l + 6, 24). As in the left proﬁle I use the dimension reduction algorithm to reduce the
dimensions to 6 features.
4.6.5 Final MFI classiﬁer
The ﬁnal design of the MFI based classiﬁer uses the 24×13 proﬁle image placed on the 24×24
sub-window image. I used the same algorithm for mining levels and sections described in section
3.3 but with some changes; Instead of ﬁxed quantile base for each level, level quantile bases can be
chosen as desired. The second enhancement is that instead of the limited capability of mining only
positives edges, levels can be associated to mining negatives by computing the complements of the
edges within the quantile deﬁned of the level.
The design of levels/sections also changed. Figure 4.38 show the new design. The new design
ﬁts the new enhancement of in-plane rotation correction and uniﬁed proﬁle pose of the scanning
sub-window. The ﬁrst level has two sections one for mining eye MFIs and one for mouth MFIs.
Since this two features produces a high frequency pattens that needs a high min_sup threshold.
Figure 4.39 shows the frequencies of the edges of the whole proﬁle sub-window. Figure 4.40 show
the eye section frequencies and the mouth section frequencies.
The second level was dedicated to mining nose patterns. The nose pattern has slightly low
common frequencies and also the nose section interferes with mouth and the eye sections. Because
of ﬁnite segmentation design of the levels and the sections it was appropriate to separate the nose
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full 24x24 proﬁle edges - training 24x13 proﬁle edges
Figure 4.37: Left column images shows the extraction edges from full 24×24 upfront face image.
Right column shows the extraction of edges for full 24×24 proﬁle face image. On the second
row images for the cropped face after applying lighting correction and in-plain rotation variation
elimination. Note how the proﬁle elimination process produces edges for left proﬁle face what ever
the proﬁle pose of the original face in the sub-window
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Figure 4.38: The ﬁnal MFI classiﬁer mining levels/sections design
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Figure 4.39: This ﬁgure shows a frequencies map for the edges of the uniﬁed proﬁle sub-window.
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Figure 4.40: Fist Level sections. Left image is for the eye section. Right image is for the mouth
section.
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Figure 4.41: Second Level nose section
on a diﬀerent level even though this level uses the same quantile threshold as in level one. In fact
all three level use the ﬁrst quantile. Figure 4.41 show the nose section.
The last level was dedicated to mining negative MFIs. As I mentioned the negative MFIs are
computed by taking the complement of all edges of the face example for all examples. This level
uses the ﬁrst quantile as the previous ones. Threshold was quite low compare to other sections.
Figure 4.42 show the frequencies of the negative MFIs being mined.
As in the old version of the MFI features the MFIs are being clustered and the training samples
are being prepared in the same way as explained in section 3.4.1 paragraph Fourth approach.
Searching and extracting MFIs for training/testing dataset are done using the same algorithm
described in section 3.4.2. The number of clusters of the ﬁnale MFI classiﬁer is 110 clusters. The
110 clusters choice was base on extensive experiments that showed better results can be obtained
with 110 clusters. The training algorithm was the real-boosting algorithm with 11 split trees and
300 iterations.
The algorithm was chosen among Gaussian-SVM, random forest, Adaboost, gentle-boost,
and real-boost. Real-boost gave the best results. also the number 11 splits was observed for a low
iterations for a number of experiments. 300 iterations was chosen to balance between an acceptable
performance and manageable memory requirements. As noticed the more iterations the better
results we get but the size of the model grows tremendously for iterations above 500.
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Figure 4.42: Third level, negative MFIs section.
4.6.6 Adjustment of the locations
So far I didn't mention that in cases when location of the facial features that the sample
was based on in all of the above classiﬁers that depend on these locations, and are close to the
boundary of the sub-window which means the sample can't be taken without adjustments. I adjust
the locations so that it starts at the boundary of the sub-window instead of the original location.
My reasoning about the adjustment is that these locations are not 100% accurate and some times
the adjustment doesn't aﬀect the results that much.
4.7 Resolving multiple detections
When using low thresholds to allow better detection, the same face/non-face may be detected
many times (see ﬁgure 4.43). The algorithm I wrote for precessing multiple detections also does
after detection ﬁltering to further reject false positives. The detector reports face locations as upper
left corner and lower bottom corner. The algorithm starts with computing the diﬀerence between
left side of the location square for every single location and the right side of all locations. If the
diﬀerence is less than a threshold ζ then it accepts it. Then it takes the diﬀerence between the right
side of the location square for every single location and the left side of all locations. If the diﬀerence
is more than a threshold γ then it accepts it. Then it takes the diﬀerence between bottom side of
126
Figure 4.43: An example of multi-detections. Note that the true face was multi-detected heavily
while other non-face sub-window was multi-detected less.
the location square for every single location and the top side of all locations. If the diﬀerence is less
than a threshold ζ then it accepts it. Then it takes the diﬀerence between top side of the location
square for every single location and the bottom side of all location. If the diﬀerence is more than a
threshold γ then it accepts it. This will group all the windows that interfere with each other.
Next is to check every group to determine whether the overlapping locations are close in size.
It does that by dividing the side length of every location square on all the sides of the group. It
keeps only the locations with relative size within an acceptable range κ. The others will form new
groups.
If the intensity ﬁlter was used in the detection phase, then the algorithm will use facial features
locations (e.g. eyes, mouth and nose) for after detection ﬁltering. It checks for every x/y coordinate
whether the features locations agree on the same location or are within an acceptable distance λ
from each other. The features that are far apart from each other will score 0. The ones that has the
same values will score 1. The threshold is calculated according to the average size of all locations in
the group. By summing the scores of every location and picking the location with highest score it
will ﬁlter out some of the bad detected locations. Also if all locations are far apart then the group
is considered a false positive and it will be removed from the detected set.
At this point if more than one location is left in the group then the algorithm oﬀers tree
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Figure 4.44: Multi-detections problem solving results. In this example I used the ﬁrst option which
is choosing an actual detected location that is closed to the computed mean location. The original
detections are in yellow and the selected detections are in magenta color.
choices: 1) Computing the mean location and selecting an actual detected location that is closest
to the mean (all evaluations and experiments presented in chapter 6 was done using this option). 2)
Using the computed mean location. 3) It will redeﬁne the face location according to facial features
extracted. Figure 4.44 shows an example of multi-detections resolution results using choice one .
I had noticed while this process reﬁnes the detector results by removing multiple detections
which results in a massive improvement of false positives rate, it also could aﬀect detection rates
by reducing them slightly. The other fact is when using extremely low thresholds for the detection
phase, the number of multi-detections is overwhelming and is impossible to solve. After multi-
detections are being resolved there might be another issue that could improve results if resolved,
and that is interfered detections. Section 5.2 will discuss this issue and suggest a solution to it.
Next chapter will introduce some enhancement and tuning tactics to the system.
Chapter 5
ENHANCEMENTS
In this chapter I will present some of the techniques I used to enhance the performance of
the detector. Most of this enhancements were targeted to ward speed. I will start with section 5.1
dimension reduction technique that I used to overcome a limitation of SVM algorithm when applied
to a high dimensional training sets. In section 5.2 I will discuss an after processing technique to
improve detection results. Section 5.3 and section 5.5 were dedicated for speed improvement. In
this sections I will show some of the techniques that improves the overall speed of the detector. The
next section is about a dimensions reduction algorithm.
5.1 Dimensions reduction technique.
This algorithm enables the use of limited dimensional algorithms such SVM learning algorithm
on a high dimensional dataset with no/or small decrease in accuracy. This algorithm works on binary
datasets but with some alternations it could be used for non-binary small sized representation
number (e.g 2-bit, 4-bit, etc.)
The idea of this dimension reduction algorithm is since edges are binary numberseither 0 for
on edge pixel or 1 for edge pixel, I can group each set of bits to form ﬂoating point numbers. I use
only 52 bits of 64 bits in the double precision ﬂoating point numbers. Algorithm 18 presents the
steps.
The use of this algorithm reduces the memory needed to represent such dataset and it reduces
the computational time lead to an over all speed up. The side eﬀect for using this technique depends
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Algorithm 18 Dimensions reduction algorithm
(1) input data X, number of bits b to used of the ﬂoating number 64 bit
(2) for each b edges in X do
(a) compute the j = (i−1)b + 1 where i is the location of the ﬁrst edge pixel in the current
b edge pixel set at in appears in X, j is the ﬂoating number index
(b) compute k = i+ b− 1, k is the location of the last edge pixel in current b edges set.
(c) if there is no enough edges to form b bits adjust k to point to the last element in X
(d) create the ﬂoating number fj from the image of the current edges set which is all xl
where l = i, · · · k
on the dataset. Some data sets shows no change in results when used for SVM. But some other
sensitive datasets showed a slight decrease in accuracy. This decrease is acceptable for the sake
of speeding up, and less consumption of resource, and the abilities to use algorithms that has
limitations on the size of the features used.
5.2 Processing interfered detections
In face detection as I mentioned in many occasions above that there will be multiple detections
that need to be handled as in the algorithm in section 4.7 that will group each multi-detection in
one single detection. Interfered detection is diﬀerent from multi-detections where multi-detections
are detections happen around the same object where the detector will recognize multiple times. An
interfered detection is two diﬀerent detected locations for two diﬀerent objects but the level of the
interference makes it impossible for both of them to be a true face. Check ﬁgure 4.44 to see that
the selected face location (the magenta sub-window around the face) is interfering with two other
selected locations (magenta sub-window at the top-left corner and the magenta sub-window at the
bottom). My algorithm considers this type of interferences as not acceptable as all true faces and
so it will process it.
Usually multi-detection have a similar window size and their locations are close in distance
to each other, while interfered detections is not close in locations to each other and not close in the
sizes of the widows (as showed in ﬁgure 4.44). Usually this indicates two diﬀerent objects being
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Figure 5.1: Example of processing and removing interfered detections. The locations that remained
after applying the algorithm are shown in red. The dashed location is the original location reported
by the multi-detections resolver algorithm. The solid red ones are the ﬁnal face location adjustment
that will be reported by the detector. Not that the algorithm selected the location of the true face
that was among the three interfered locations due to extensive detection score compared to the
other two locations.
detected close to each other in a way as a designer for my method I know it is immobile for my
detector to detect correctly such abjects.
After resolving multiple detections the next step is to clean out detections that interfere with
each other in away that ether none of them is a true face or only one is (as explained above). The
algorithm starts by checking If either the left side or the right side of a detected square (i.e detected
face sub-window) or both is between the left side and the right side of any other squares and either
side of the top side or the bottom side of a square or both is between the top side and the bottom
side of any other squares, if so then they interfere with each other.
Then I check if the length of the side of each interfering square is either larger than 25% of
the other squares interfering with it, or less than 4 times that of other squares, if so then I remove
the window that has a low detection score. If they are equal then I choose to keep both for better
defection rates. But one can argue that they both should be removed or implementing further
checking. Figure 5.1 shows an example of detection interference processed.
While this technique is appropriate for most faces that don't suﬀer for extreme variations
such as lighting conditionssince these faces usually score higher detections scores than most false
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positiveIt is risky for images containing extreme environmental conditions and extreme variety
faces to use this process. Since it will reduce detection rates without signiﬁcantly improves false
positives rates. But In general for average images it is preferred to activate the process since it will
enhance false positive rates. In the next section I will discuss speed issues and related solutions.
5.3 Program design
The design of the detector can heavily aﬀect speed. This thesis work represents an extensive
program redesign and development that focus on improving results and increase detection speed
as discussed in section 4.5. The growth of the cascade was guided by speed concerns as well as
improved results. There are other parts of the system where speed is critical. For example The
pre-computation and preparation of data could be computed for the entire pyramid level instead
of for each sub-window as presented in section 5.4. The integral images is a great example for pre-
computation and sample preparation. Also the design that places such fast ﬁlter like the integral
ﬁlter at the start of the cascade is a design decision that focuses on speed radar than accuracy.
It is not always pre-computation enhances speed. In some cases like for the edges classiﬁer the
pre-computation of edges was a design decision to improve speed when the cascade was small and
during detection the edges detector has to process a massive amount of sub-window. But when the
detector grow to a high number of cascade layerswhich is another program design decision toward
speed was to postpone the edges processing as much as possible to the back of the cascade for less
edges processingThe pre-computation on edges became a speed defect and so the program design
decision was to replace pre-computation of edges to on-demand edges preparing.
Another example of program design that aﬀects speed is whether or not to use parallel pro-
cessing and multi-threading. When the detector design didn't include integral detector, a parallel
version of the detector running 8 hyper threads on quad core processing can scan an image at the
third of the time needed to scan it using a single thread. But when the integral ﬁlter was introduced,
the design for speed forced a dynamic parallel/sequential processing design where it becomes more
complicated when to use parallel processing and when not. Section 5.5 will discuss the issues of
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parallel processing in detail. Next section is about pre-computation of sample preparing.
5.4 Pre-computation and sample preparing
Solving classiﬁcation problems needs a training dataset and a classiﬁcation model. The model
takes the training samples and produces results. The samples have to be prepared if they were driven
from raw data as in image pixels for face detection problem. Preparing of these samples could be
time consuming and slower than the classiﬁcation process. In face detection the detection phase is
done on-line and an eﬃcient procedure to prepare the sample for the classiﬁer is critical. In this
section I will discuss ways to pre-compute these features in order to improve speed.
Some of the sample preparing computation can be done before any detection starts. For
example instead of pre-processing each sub-window for noise and light contrast (see chapter 4.2), it
is faster to pre-process the full image once. for ﬁxing light contrast using intensity normalization,
there are two facts; (1) if the window is face then normalizing each window individually could lead
to a better detection rates. (2) If the sub-window is non-face and it is simple ﬂat intensity (i.e like
a plain patch of intensity with no texture like a sample of a wall image) normalizing such individual
sub-window could introduce a face like false positive that is hard.
An other example of great pre-processing is the preparation of the integral image which I
found is the ultimate innovation in object detection so far. Other optimizations can be achieved
in the pyramid scaling, when downsizing the scanning window to the base scanning sub-window.
Instead of downsizing each individual sub-windows, the downsizing can be applied to the full input
image at each scale to the relative size of the size of the detection sub-window scale.
There are some other pre-computation components that can't be done on a collection of sub-
windows locations at one time. For example the lighting correction solutions presented in section
4.2.2 are done for each sub-window individually. Also the pose variation elimination introduced in
section 4.2.3 is dedicated to each sub-window head pose variation. More over, although in some
early designs the pre-computed edges as mentioned in section 5.3 were pre-computed for the whole
image of each pyramid scale but what I didn't mention above is that the preparations are not
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complete where the only part is computed on the whole scaled image is the convolution of the edge
ﬁlter (described in section 4.5.1.1) The actual standard deviation based thresholding is done for
each sub-window individually.
In this section I presented some examples of pre-computation that is done on large sub-set of
the scanning locations instead of preparing each sub-window samples individually. A key point to a
massive improvement in speed depend on this concept. The best example of such accomplishment
is the integral image presented by the viola-Jones work [19]. In my work there are some pre-
computations that are impossible to be computed on the overall image or the pyramid scale image
within the current design. The next section will discuss parallel processing solutions to speed and
parallel programming challenges.
5.5 Parallel processing
This section will review alternative solutions for speed ups than what mentioned in previous
sections of this chapter. With the availability of parallel computing in hand and massive computa-
tional power included in almost any processor chip found on any modern computer system lead by
the Intel Multi-core/hyper-threading capability that is yet not being invested by most applications
while suﬀering from slow serialized solutions. In my thesis work I tried to tackle the subject to
empower my detector computation speed.
The ﬁrst problem I targeted was the detection process it self specially before my design
included the integral image based ﬁlter (read section 4.4.1) when the evaluation of a testset takes
a large amount of time makes it hard to run long and large experiments. The ﬁrst solution was to
redesign the detector part of the system so it can process a number of scanning sub-window of the
same image simultaneously at the same time in parallel.
Then I targeted other aspects of the system. By the growth of the classiﬁers cascade and
my technique of using partial trained detector to scan and select hard false positives for next level
classiﬁer (section 6.1), the negative selection of a higher layers classiﬁer become a time consuming
process and parallel processing of the procedure reduced the cost. Also The machine learning
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training process was parallelized. The detector parallelization is eﬀective for one large image, but
when detecting a number of images there is a time wasted between two subsequent tests. A solution
that parallelized scanned images was far more eﬃcient in testing experiments. I will start next
section by presenting the detector parallelization
5.5.1 Detector parallelization
For single image detection. When the scanned image is large enough a sequential detection
may take a considerable amount of time, Processing a multiple sub-window in parallel reduce the
cost signiﬁcantly. The procedure is simple. I start with collecting scanning locations in blocks, then
I assign for each block a thread at end of the processing I collect each block/thread results in one
detected location set.
The challenge I faced with the approach is when this design of the cascade grow to a large
number of classiﬁers that are heavily loaded with features, a technical problem/bug in Matlab
prevented the continuation of building the ﬁnal detector. The solution was to divide the detection
process into stages each stage is processed in parallel using the bock concept explained in the ﬁrst
paragraph of this section. Every thread in the stage receives only the models and samples required
to work with. Then a serialized collection process collects the results and proceeds to the next stage.
The staging technique decreased the speed due to the time of serialized results collection.
Unemotionally at the current time this is the best solution to the Matlab bug. The original solution
was capable of reducing the time of detection to the third for an average image size when running
on quad core with hyper-threading processor. The second solution works only for larger images and
it decreases the time to the half when running on the same system.
With the introduction of the integral ﬁlter it usually faster to run a single image detection
on a single thread. But for a large number of images it depends on over all threshold with more
emphasis on the integral threshold; For a low thresholds and high detection/high false positives
running in parallel is faster and vice-versa for high thresholds and low detection/low false positives,
serial mode is faster on small sized testset. When running in parallel mode the detector is equipped
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with series of measures that decides when and which stages/blocks should run in parallel or serial
in an intelligent way. So the ﬁnal design is some sort of complicated smart hybrid solution. Next
section is about the negative selection multi-threading.
5.5.2 Negative selection parallelization
Section 6.1 illustrates this process in detail. I mentioned at the beginning of this chapter how
when the classiﬁers cascade grow to a large number of classiﬁers with large amount of features the
negative selection become very slow process and by parallelizing the process the time needed to
ﬁnish the collection process was reduced. Here I will give an over view of the two techniques used.
For the ﬁrst classiﬁers there is no need for parallelization since the collection of negatives
doesn't pass the ﬁrst image and the process speed is faster to be performed in serial. But when
the collection of negative data reaches a number of layers the collection process need to scan more
than one image to collect the target number of false positive for training. When the building of
the detector reaches a level that needs more than one image, the collection process needs that the
detection part to be parallelized for each image as explained in section 5.5.1 to automatically enables
a faster collection.
The second level of this process parallelization is when the building stage reaches a layer that
required a large number of images to collect the negative samples. The large number of images has
to be large enough to activate the second level (usually between 4and 8 images). The second stage
implements the parallelization by scanning a number of images in each round (usually 8 images) for
an eﬃcient speed up. Next section is about 10 fold detector training parallelization.
5.5.3 Training parallelization
When training a machine learning model we use k-fold routine to select the best parameter
for the model that we are building. Because the size of the training dataset, the training process
consumes a considerable amount of time. And a system with a hybrid threading quad core processor
is available. Processing each fold iteration on separate thread and run folds in parallel reduces the
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process time to lest then 16 . In my work I choose 8-folds customized for the 8 thread available by
the system.
The transition to a parallel process for this routine was simple. By taking the advantage for
the parallel for loop provided by the parallel computing tool box available in Matlab. The time
required to train a classiﬁer reduced signiﬁcantly without the need to produce complicated code for
parallelization process. Next section is about speeding the testing section using parallel processing
solution.
5.5.4 Testing parallelization
As in section 5.5.2 second stage parallelization. The single image parallelized detection is
not eﬃcient for a large number on images due to the need for a sequential results collection after
each parallelized image scanning. I designed a similar solution that presented in section 5.5.2. The
design takes an entire sub-testset and assign for each image in the sub-set to a thread. A reduction
in testing time of almost 12.5% when running on the quad core hybrid threading system mentioned
above.
Unfortunately due to internal bugs in the Matlab parallel computing tool box, some threads
stop running before reaching the ﬁnal results or they reach the ﬁnal step as reported by the tool
as a successful run but results could never be retrieved. An enhancement to my parallel solution in
case of failure to receive results or sudden thread shutdown. I rerun the failed threads in a serially
fashion at the time of failure discovery. The next chapter will discuss the steps to evaluate the
performance of the system.
Chapter 6
PERFORMANCE ANALYSIS
This chapter will introduce the techniques that have been used to train and evaluate the
system. Starting with training data, I will discuss a training selection algorithm that was designed to
achieve best negative date selection that could reduce false positives rate while preserving detection
rates. Then I will explain the threshold adjustment of the classiﬁers in order to archive better
detection rates. I will also present the evaluation algorithm that is used to measure the accuracy
of the detector. I will end this chapter by an experiments results discussion. I will start the ﬁrst
section by explaining the negative examples section.
6.1 Training selection
In section 1.1 paragraph Training data selection I presented the problem of selecting a good
negative example. I mentioned that the possibility of negative examples that could appear on a
24 × 24 sub window of 256 gray scales image approaches 1.4 × 101387. I also raised the questions
what sort of negative examples should be selected and will be eﬀective in training? and Since
I have a hierarchy of classiﬁers, how the selection of the negatives for each classiﬁer should be
formed?. I assume that Viola Jones [19] approach is a good solution.
In section 1.2.1 I brieﬂy talked about the approach I used to select negative examples. As I
mentioned In section 1.2.1 each classiﬁer fi in the cascade is trained on the negatives that passed
classiﬁer fi−1. The ﬁrst component to be trained is the integral ﬁlter. The integral ﬁlter learns
only from positive examples. It uses the whole face data set to create internal clusters ﬁlters. The
138
second component to be trained is the intensity ﬁlter. This ﬁlter also uses positive examples only.
I trained it on the whole set without positive selection.
For all the classiﬁers in the cascade except the integral ﬁlter and the intensity ﬁlter, I designed
the collection of face/non-face data in a way that I had the option to choose whether to use the
selection technique or not. The positive example section work as follows; For each classiﬁer fi in
the cascade I train classiﬁer fi on only the successfully classiﬁed faces that passed classiﬁer fi−1.
Even though I have this option, I build all detector cascade classiﬁers using the whole positive set
and disabled this option. Due to the huge amount of time that take to build a complete detector
I wasn't able to explore the other option results. All the experiments and results in chapter 6 are
based on no-positive selection and negative selection paradigm.
Back to training the detector cascade layers. The third component is the ﬁrst machine learning
classiﬁer uses perceptron algorithm with margin (PAM). Which needs negative examples. The
number of positive examples are 5068. As it is recommended in machine leaning to use 50% positives
and 50% negatives, I collect 5068 negatives by using the negatives example selection option. Using
the two trained ﬁrst and second components, the integral ﬁlter and the intensity ﬁlter. The process
starts with scanning the negative dataset images, image by image. The integral ﬁlter will ﬁlter out
most of the easy negatives. Then the intensity ﬁlter will receive the false positives that passed the
integral ﬁlter and it (the intensity ﬁlter) will reduce even more false positives leaving those hard
false positive that passes both of them for the third classiﬁer to be prepared as samples for training
the untrained third classiﬁer.
After training the third classiﬁer, the next classiﬁer will use the three previous components to
scan the negative dataset and ﬁltering out even more false positives leaving examples that are much
harder to detect correctly by previous classiﬁers to be the training examples for the current untrained
classiﬁers. This process will be repeated for all remaining classiﬁer. The detailed algorithm is
presented in algorithm 19. Next section will discuss the threshold adjustments to increase sensitivity
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Algorithm 19 Training section algorithm fro negative example selection
(1) Input the set of untrained classiﬁers U , negative image set N , positive examples set P
(2) Let F2 = {f1, f2}, where f1 is the trained integral ﬁlter and f2 is the trained intensity ﬁlter
(3) Let |P | be the size of P
(4) ∀i where i = 1, · · · , |U |, and |U | the is the size of U do
(a) Compute Hi = Fi+1 (N, |P |), Where Hi is false positives of size |P |
(b) Compute fi+2 = Ti+2(P,Hi) where Ti+2 is the training algorithm for classiﬁer fi+2
(c) Let Fi+2 = {f1, · · · , fi+2}
(5) Return train classiﬁer set Fi+|U |
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6.2 Boundary decision auto-adjustment
In section 1.1 paragraph Unbalanced distribution I talked about the problem of the unbal-
anced sample classes rate in real world images which is diﬀerent from a regular machine learning
problems that assume testsets are constructed using 50% positives and 50% negatives. Also I men-
tioned that the testset MIT+CMU dataset generates 118, 766, 602 sub-windows when scanned using
a downscaling of 0.9 scale (≈ 1.1111 in [15, 19]) and step size 1 (refer to section 4.3 for pyramid
scaling and step size) and there are only 489 faces only. The rate is 0.0004% positives and 99.9996%
negatives.
This fact complicates the construction of a face detector. Since training the classiﬁer requires
50% positives and 50% negatives which results in a classiﬁer have a decision boundary of a mini-
mum misclassiﬁed instances from both side for inseparable dataset. Unfortunately this minimum
misclassiﬁed instances are more than 1% for any classiﬁcation algorithm that I had tried. The error
rate results in about 1, 187, 666 misclassiﬁed instances and usually most of the faces will not be
detected which means bad detection rates or low sensitivity models.
The design and implementation of classiﬁers cascade is meant to enhance sensitivity of the
over all detector. But in practice each classiﬁer added to the cascade reduces the sensitivity. The
suggested approach is to adjust the decision boundary of the classiﬁer model or thresholding. Usually
in machine learning classiﬁcation problem the decision boundary is set to 0. That is if we have mode
f and an instance example x. When we evaluate yˆ = f(x). yˆ will be a real number y ∈ R. In
binary classiﬁcation we use sign function c = sign (f (x)), c ∈ {−1, 1} to generalize the class of the
example as either 1 or −1. We mean by adjusting the decision boundary is to use a threshold h
and evaluate c = sign (f (x)− h). By setting h to a negative number we allow negative evaluations
of f (x) to produce positive c values which mean some predicted negative class will be assumed as
positives. Setting h to a positive number results in the opposite.
Algorithm 20 illustrates the sensitivity enhancement process. The algorithm receives the
classiﬁer function f , the positive dataset
[
Xp Yp
]
, the target sensitivity t, and the threshold
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Algorithm 20 Sensitivity enhancement algorithm
(1) Input trained classiﬁer f , positive training data
[
Xp Yp
]
, desired sensitivity t, desired
step a > 0
(2) Let s = 0
(3) Let h = a
(4) while s < t do
(a) h = h− a
(b) Evaluate Yˆp = sign (f (Xp)− h),
(c) Compute sensitivity s =
1
2
∑
(Yp−Yˆp)∑
Yp
(5) return h
decrease step a. Note that a has to be a > 0. The algorithm evaluate the positive training set and
reported results Yˆ . These results are used to compute the sensitivity s of the model by computing
s =
1
2
∑
(Yp−Yˆp)∑
Yp
. The algorithm loops for a number of iterations and at each iteration it decreases
the threshold h by step a until the desired sensitivity is achieved. The next section will introduce
the evaluation algorithm.
6.3 Evaluation algorithm
In section 1.2.3 I didn't state clearly that I used the FDDB system to evaluate the last version
of the detector. But in most of the development stages I used the MIT+CMU dataset and had to
develop my own evaluation system. In section 1.2.3 I discussed some challenges that face evaluating
a face detection algorithm. The main problem I addressed is how to evaluate a reported detection of
a face against the ground truth giving that the detection location never match exactly with ground
truth location. For example the MIT+CMU does not deﬁne an exact sub-window location and size,
instead it uses the locations of the facial features leaving the deﬁnition of a face sub-window to be
determined by the evaluator.
This non-standardization on evaluation criteria results in a diﬃculty to compare diﬀerent
algorithms that was not evaluated with the same standard. As I mention in section 1.2.3 What
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properties deﬁne a good detection. For example my training dataset crops the face exactly to include
only the eyes and mouth. And any detection of a face includes the full head image including the
hair and the ears may not be considered a good detection according to my training standards (see
ﬁgure 6.14. The original square around the face that was reported by the detector is smaller than
what you see in all the detector result ﬁgures presented at end of this chapter. The adjustment is
done after multi-detection resolving process to reported the full face). While other published papers
report this type of detection as a correct detection.
In this section I will review my evaluation algorithm that measures the accuracy according
to examples of my training dataset. The algorithm uses features ground truth provided by the
MIT+CMU dataset to deﬁne a sub-window that is close to eyes location the mouth leaving out
other facial features like the hair and ears. Then I search my detector reported locations for
locations that are close in size/location to the generated ground truth sub-window. In more detail
I compute the area of ground truth square and the area of reported detection squares and if the
ratio is within a threshold then I proceed to next step.
The next step is for all locations that passed the area check, I compute the distance between
the center of ground truth square and the center of the passed locations. The threshold of this
distance vary according to the size of the detected location. For a small size detection than the
ground truth, the distance relatively small while for a larger detected location the distance is larger.
If the detected location passes this test it is consider correct detection.
What if more than one detection can pass the two tests. This case should not happen due
to the multi-detection resolution. But if the multi-detection option was oﬀ then the algorithm is
designed to ﬁnd one match only and any other matches is considered a false positives. The algorithm
reports the number of ground truth positives, the true positives, false negatives and false positives.
The next section will discuss the evaluation dataset used in this project.
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6.4 Evaluation data
As I mentioned in section 6.3 that the evaluation dataset for my project in most of the
development stages was the traditional standard MIT + CMU this dataset has 511 labeled faces in
130 images. I also mentioned that this testset was created by Schneiderman and Kanade [16] by
combining Rowley's [15] testset and Sung [17] testset and added a subset for face proﬁle detection
tests.
Quality of this testset is very low it includes noise, lighting and pose variations. Also this
testset suﬀers from another problem which is the digitizing technologies are extremely backward
averaging from a low quality scanners, old digital cameras, and old video digitizers. It reﬂects a
very hard sub-type of the problem that may not be common to produce with modern advances of
technology.
This dataset presented a huge challenge to my solution, since my training set consists of
modern image digitizing technologies and it is limited to two types of camera; All the positive
examples are from video frames taken by the same video camera in the same location with similar
environment conditions, and my negative examples is from a dataset that was shot by the same
digital camera in diﬀerent locations and environment conditions. Both data sets are a small subset
of the real world dataset.
The fact that my training set comes from just two camera, in which each camera has a unique
internal noise pattern that a learning model might be able to tolerate and learn. The side eﬀect of
this limitation of my training set reﬂected in detection time on a completely diﬀerent sub-set of the
problem which should reﬂect the worst case scenario of the performance of my solution.
The MIT+CMU testset included non-real faces. There is a number of playing card drown
images and hand drawn faces on white boards. Most of my evaluation experiments used all the
labeled 511 faces on 129 images. There were about 10 images with no-faces I didn't scan, because
I wasn't aware of them. Some of the experiments was done on subset of the testset (test folder)
which includes 40 images with 169 faces. Three of these faces are hand drawn faces and about three
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or more are extremely small for the size of my detection base window.
In the last experiments on MIT+CMU before I switched to FDDB [12] I used only 121 images
including 10 images with no appearance of faces on them. There was 489 faces after excluding some
of images include a bad hand drawn faces while other hand drawn was included. My face detection
system was designed for real human face so I intended to not include any bad hand drawn or any
non-realistic examples in my training set. I don't expect for my system to preform eﬀectively on
such examples.
The last experiment was done using the FDDB [12] standard. This data set contains anno-
tations for 5171 faces in a set of 2845 images taken from the Labeled Faces in the Wild data set.
There are an average of 1.8 faces per image - average fold images 284.5. When scanned with 0.8333
downsizing (or 1.2 up-sizing) and step size of 1 the total windows in all folds 1, 087, 629, 577 and
the average fold windows is 108, 762, 957.7.
FDDB [12] is divided to 10 folds. Vidit Jain and Erik Learned-Miller in their FDDB [12]
benchmark system suggested that to compute the ROC for each fold individually and then report
the average curve. I accomplished that by interpolating all 10 curves and averaging them using
uniﬁed false positive vector.
6.5 Experiments
Unfortunately most of the experiments that measure the performance of the detector versions
were not documented well. In this section I will present some of the experiments to test the
performance of the ﬁnal detector. I will start by presenting the latest results on FDDB [12] testset.
Then I will illustrate some of the experiments done on MIT+CMU frontal testset. Finlay I will
present a table that shows the advances of the detector development by presenting some results of
selected versions. Next section will present the FDDB ROC results.
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6.5.1 FDDB ROC experiments
In section 6.4 I mentioned that the benchmark recommendation is to compute the ROC curve
for each fold of the 10 folds individually then report the average curve. The evaluation program
provided by FDDB [12] computes two types of ROC. One is continuous and the other is discreet.
Figure 6.1 shows a number of discreet ROC curves for a number of algorithms in compassion to my
algorithm. This ﬁgure shows two types of scoring methods for my detector. One is minimum score
and it means that the classiﬁer that give the lowest score for the passed sub-window was considered
the score of the sub-window.
This method was designed to mimic the behavior of the cascade in rejecting sub-windows when
they don't pass the threshold of the classiﬁer that give the minimum score. And that is because my
detector was designed to evaluate the entire testset using an overall threshold. Unfortunately this
design requires to evaluate the entire testset of each point on the ROC which takes tremendous time
to compute. But it will give the real evaluation of the system and that is because of the behavior of
the multi-detection resolution process which can not be predicted using a single evaluation on the
ROC curve.
The other unfortunate issue is that the FDDB evaluation program was designed as if the
detector will report all the window that was rejected or passed along the way through with one
score for one evaluation on the ROC curve. And that is why I choose to report the minimum score
for a single ROC evaluation. The detection process which is before the evaluation process was done
using threshold that guarantee to produce enough false positives to make the compassion against
other algorithms possible.
The other scoring method was computed by averaging all scores of all classiﬁers. Figure
6.1 shows that the minimum score method yields a better detection/false positives rate. Figure
6.2 shows continuous ROC curves for the same algorithms showed on ﬁgure 6.1 in comparison
with the two scoring methods of my algorithm. While the most of the state of the art algorithms
showed better results on the discreet evaluation than on the continuous evaluation, my method
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Figure 6.1: Number of discreet ROC curves of diﬀerent algorithms in comparison to two types of
scoring methods for my algorithm.
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and Kienzle et al. showed better results on the continuous evaluation than the discreet evaluation.
Also the other strange behavior is that my average scoring method did better than the minimum
scoring method on the continuous evaluation whereas the minimum scoring method did better on
the discreet evaluation.
The ROC results data showed on ﬁgures 6.1 and 6.2 was downloaded from the FDDB [12]
website, except my algorithm which is not available on any on-line system at this time. The results
that you see on these ﬁguresexcept my workare for a publish work. In the next section I will
present results for experiments performed on the MIT+CMU dataset
6.5.2 MIT+CMU experiments
In this section I will show some of the latest experiments using MIT+CMU traditional testset.
I will start with an over all ROC performance of the ﬁnal design. Then I will show a ROC graph
for the integral ﬁlter and the intensity ﬁlter. Finally I will provide a table that compares some early
versions with the ﬁnal design version.
6.5.2.1 Overall detector performance on MIT+CMU
In this experiment I used 121 images from MIT+CMU upright frontal sub-set with 489 faces.
Downscaling was 1/1.2 ≈ 0.8333 and step size 1 pixel. There was 72, 109, 242 total windows. Figure
6.3 shows the resulting ROC curve. This ﬁgure shows 43.56% detection rate with 504 false positives
which is a huge improvement from early versions that reported about 10% detection rate with over
500 false positives (see table 6.1). Comparing this results on published work for upright detection is
senseless, since the solution presented in this thesis and the solution published for upright detection
address two diﬀerent problems reﬂect a large diﬀerences in diﬃculty. Also the evaluation methods
are not compatible. A standard testset and comparable result from the same class of the problem
at the time of writing this document is not available.
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Figure 6.2: Continuous ROC curves for the algorithms showed on ﬁgure 6.1
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Figure 6.3: ROC curve of the ﬁnal design on MIT+CMU testset
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6.5.2.2 Individual ROC experiments
Due to the excessive time needed to compute the ROC for every individual classiﬁer of all
the 20 discriminators. I choose only the ﬁrst two; the integral ﬁlter and the intensity ﬁlter. The
integral ﬁlter experiments were done using 0.9 downscaling and step size 2 with the multi-detection
resolution disable due to huge number of false positives when using thresholds that are so easy to
allow high detection rates. All other options was enabled. Figure 6.4(a) shows this ROC.
The second experiment that I will show its results here in this document (see ﬁgure 6.4(b))
is done using partial detector cascade that operate the integral ﬁlter plus the intensity ﬁlter. The
threshold for the integral ﬁlter was ﬁxed on a single value and the threshold of the intensity ﬁlter
is the one being changed. This experiment was done using 0.9 downscaling and step size 1 with
the multi-detections resolution disable and all other options were enabled. because of the ﬁxed
threshold on the integral image the ROC curve at certain point becomes a straight line and the
detection rate never improves after that.
The speed of the integral ﬁlter relative to all other classiﬁers is extremely fast, and because of
that I tend to use a higheror a tighter/harderthresholds for this simple fast ﬁlter to signiﬁcantly
reduce the number of false positives that can pass to the intensity ﬁlter which inturn speeds up the
detection process dramatically.
6.5.2.3 Option ROC experiments
I conducted four experiments using the integral ﬁlter only, to explore the impact of using
the pre-processing techniques on the performance of this critical discriminator. The downscaling
size was 0.8, the step size 1 pixel, multiple detection option was disabled because of false positives
number is huge that requires memory space more than the system limit. The training was done
using the following options:
(1) Normalization
(2) Noise reduction (see section 4.2.1.1)
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Figure 6.4: ROC curve for the integral ﬁlter and the intensity ﬁlter on 129 images with 511 faces of
the MIT+CMU testset using 0.9 downscaling. Figure 6.4(a) is for the integral ﬁlter with step size
2. Figure 6.4(b) is for the integral ﬁlter plus the intensity ﬁlter with step size 1.
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(3) Interference reduction (see section 4.2.1.2)
(4) No ﬁnal unsharping
The four experiments were done using downscaling factor of 1/1.2 ≈ 0.8333 and a step size of 1.
The experiments are:
(1) No pre-processing at all
(2) With normalization and noise reduction but no interference reduction
(3) As in number 2 plus interference reduction but no ﬁnal unsharping.
(4) Full pre-processing
Note that there is no need for lighting solutions since the integral ﬁlter does not use these lighting
processing procedures. ﬁgure 6.5 shows all four curves for comparison. The graphics shown on ﬁgure
6.5 shows that pre-processing does not improve detection rates in most of the curve points for the
integral ﬁlter. But I believe for the overall detector it does improve detection rates. Unfortunately
the time to conduct such experiments is huge which prevented me from performing them.
6.5.2.4 Early vs ﬁnal versions compression
This section shows a fraction of the history of the detector development versions. Table 152
shows performance tests done on the MIT+CMU testset for two early versions of the detector and
the ﬁnal version. This table indeed shows a signiﬁcant improvement in performance. As the table
shows that when early versions used a small number of features results where around 10% detection
rate with more than 500 false positives. Then in the middle of the development process when I
increased the number of features, detection rates doubled under similar false positives rate. Finally
adding more features and using the pose variation correction again doubled the detection rates
comparing with similar false positives rate.
Figures 6.6, 6.7, 6.8, 6.9, 6.10, 6.11, 6.12, 6.13, and 6.14 show some images from MIT+CMU
testset and the ﬁnal design detector results. Figure 6.6 shows some of the prefect detections.
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Figure 6.5: Option ROC curves. There are four curves one for each of the experiments mentioned
in sub-section 6.5.2.3.
Version \ false positives 500− 599 400− 499
Early version 10.65% with 553 FP N/A
Late version 21.33% with 589 FP 19.77% with 457 FP
Final version 43.56% with 504 FP 40.9% with 464 FP
Table 6.1: Results of selected early versions of the detector including the ﬁnal detector
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Figure 6.6: Perfect detection results with no false positives and accurate facial features extraction.
Figures 6.7, 6.8 show some facial features that was not perfectly located. Figure 6.9 shows that the
detector failed to detect some of the facial features. Figure 6.10 shows detections for images with
a number of faces without false detection. Figure 6.11 shows good detections rates with acceptable
false alarms. Figure 6.12 shows images that the detector give a low detection rate with high false
detections. Figure 6.13 shows images where the detector performance totally collapsed. 6.14 shows
an examples where the detector successfully detect a face but my current evaluation parameters
rejected it. This problem was hard to solve mainly because the evaluation of the set takes time
and so when adjusting the evaluation criteria to accept this detection for example either other
detections will be rejected or partial detectionswhich I consider false detectionwill be accepted as
true detections. All the results shown in these images are scanned with the same options and same
over all threshold.
6.6 Discussion
I presented in this thesis that there are multiple versions of the detector cascade have been
developed and tested. In general most of the versions produced similar outcome. As the cascade
grows in size/layers as the accuracy improves. I have noticed that as more features I used in the
whole detectorwhether using one single classiﬁer or a cascade of classiﬁersas detection rates/false
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Figure 6.7: 100% detection rate with no false positives, but some facial features extraction was not
100% accurate. The right image on the bottom row shows the original annotations of the features
locations in blue, plus my detector extracted features in green and yellow just for compassion. As
green means good, yellow means OK, orange means bad, and red means failed to extract the feature.
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Figure 6.8: This two images showed me that my eﬀorts to improve my design was successful eﬀorts.
The early versions were not able to detect the face without hundreds of false positives. The two
images suﬀer from extreme noise. The image on the left suﬀers also from interfered long and
low frequency signal. But the interference signals removal technique made this hard case an easy
detectable face case.
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Figure 6.9: Also shows 100% detection rate with no false positives, but some facial features estimated
locations was far from the actual feature.
Figure 6.10: Good detections for multiple faces in single images with no false positives. Even though
my training set didn't include any hand drawing faces but surprisingly the detector detected a
number for hand drawing faces as shown in the right image.
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Figure 6.11: Good detection rate with acceptable false detections.
Figure 6.12: Low true detections with high false positives.
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Figure 6.13: Images that form a huge challenge to the detection process as explained in section 1.1
paragraph complex textures. These two images have no faces but the detector found a huge number
of false faces.
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Figure 6.14: An example for the evaluation challenge where the detector successfully detected all
faces with no false detections but my evaluation measures rejected a true face detection and counted
it as false positive.
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positives rates achieve better rates.
Using a single classiﬁer with a huge number of features tends to maintain higher detection
rates than scattering this features all around the cascade layers. The advantage of using the cascade
is speed. My observation is that speed is more important than accuracywithin a certain boundary
and that is because a single classiﬁer trained on a large dimension of features is extremely slow makes
its computational cost prohibitive. On the other hand using a cascade of classiﬁers tends to have
lower detection rates. That is because the absence of some features from some lower layers classiﬁers
results in missing multiple detections of true faces.
Despite the missing multiple detections of these faces, the detected multiples are being passed
to the next level then the next level will pass less and less multiple detections each time the remaining
detections pass a level . When the detection reaches a high layer most of these multiple detections
have been eliminated and the remaining multiple detections are not being recognized at this higher
layer resulting in rejection of the sub-windows. What observed about this is that the missing features
of each layer result in rejection of multiple detections that are detectable for higher levels and vice-
versa. The missing features at the high levels that are being used for lower levels are important
in order to recognize true positives at higher levels and variation in the training examples lead to
building classiﬁers with complicated interfered decision boundaries that produce lower detection
rates.
The above paragraphs illustrated a design issue that aﬀects the performance of a single large
cascade of classiﬁers detector vs a simple classiﬁer detector. A common technique used to improve
the performance of the cascade is to manually adjust internal thresholds of each classiﬁer in the
cascade. The hard part of constructing an eﬃcient and yet eﬀective cascade is the organization and
the distribution of the features along the classiﬁers. This problem appears to be a hard problem to
solve.
The key points that was learned from the above experiments and the development process of
my detector is that to build a good face detector in general are; (1) resolving speed issues using fast
techniques (e.g integral image) at the start of the cascade, (2) using a huge number of diﬀerent strong
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and weak features, and (3) eliminating variations (i.e pose , noise and lighting variations). Next
Chapter will summarize the learned observation of the thesis work and object detection problem.
Chapter 7
CONCLUSIONS
This thesis is about designing a single detector as a solution to variant pose face detection
problem. Best performance observed using a cascade of classiﬁers. The strongest factor that aﬀects
accuracy is the number of features used. The second factor is the variations of the positive examples
also aﬀects accuracy. This variations were explained in chapter 1 as: noise, lighting, pose, e.t.c.
Labeling training dataset is known to be the hardest step in face detector construction. Chapter
2 showed how automatic data labeling and, automatic positive samples cropping increases speed
of labeling up to 10 times faster. Chapter 3 presents a data mining approach to build object
detection classiﬁer. Also this chapter implemented a modiﬁed version of the Maximal Frequent
Itemset Algorithm (MAFIA). And introduced a new concept of guided mining in form of levels and
sections. It showed the construction of MFI features, and eﬃcient MFI search algorithm.
Chapter 4 illustrated in detail the construction and development of the proposed detector
and give a reasonable solution to noise, lighting conditions, and pose variation elimination, It
also presented the integral ﬁlter which increased speed more than 4 times in expense of decreased
detection rate, and the intensity ﬁlter which enabled the reduction of pose variation and increased
accuracy. Section 4.6 described the ﬁnal design of the detector that improved accuracy up to 4 times
and scored an accuracy of 43.56% detection rate with 504 false positives on a testset consists of 120
images with 72, 109, 242 total sub-windows only 489 are faces. Chapter 5 discussed enhancements
that improve false positive rates/speed. It demonstrated parallelization of 4 diﬀerent components of
the system which enhanced the over all computational time of various sections between 2 to almost
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8 times.
Chapter 6 presented training sensitivity enhancement approach. That increased detection
rates and decreased false positive rates. Finally, It is observed from the experiments that a single
detector for a variant pose detection will yield law detection rates due to the complexity introduced
to decision boundary caused by training using a dataset with large variation in pose and lighting
conditions. Considering a recent survey paper and a bench-mark paper for upright frontal face de-
tection problem that showed the published results of the state of the art algorithms was extremely
exaggerated, there are few published papers that solve multi-pose detection problem which they
claim much higher detecting rates than mine. But it remains hard to compare them to each other
and to my work in the lack of evaluation standard for this class of the problem.
The main lesson learned for future work is that; A true multi-pose face detection solution has
to be designed based on a high number of multiple detectors by clustering the training dataset based
on the variation of head pose positions into clusters that can reduce the variations of positive training
examples and produce small models which in turnthis designimproves accuracy and speed of each
individual classiﬁer. The ﬁrst steps have to implement a tree of fast and eﬃcient pose estimators
for several levels. These pose estimators have to be eﬀective and accurate. Finding such eﬃcient
fast and accurate pose estimators remains a challenge.
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