It is known that some speech sounds are produced by more than a single vocal tract shape. Here, we study to what extent individual articulators (e.g. the tongue tip) are constrained by a given acoustic frame. We use parametric and nonparametric methods for articulatory inversion and quantify the error incurred by inversion methods, and the dimensionality and multimodality of the inverse region in articulatory space that corresponds to a speech sound.
Introduction
Articulatory inversion is the problem of recovering the sequence of shapes of the vocal tract (from the glottis to the lips) that produces a given acoustic utterance [1] . It is a difficult problem because the forward mapping from articulators to acoustics is many-to-one, i.e., different vocal tracts can produce the same acoustics. This makes its inverse not only highly nonlinear but also one-to-many. Many methods have been proposed to perform articulatory inversion. However, in this paper we focus not on specific inversion methods, but on characterising the degree and nature of the nonuniqueness of the inverse mapping itself.
One question we address in this paper is whether the problem of articulatory inversion is simpler when trying to recover only a portion of the vocal tract rather than the whole of it. It is known that a certain amount of nonuniqueness exists during normal speech in the vocal tract [2] . However, while (1) nonuniqueness of one articulator implies (2) non-uniqueness of the entire vocal tract, (2) does not necessarily imply (1) for all articulators. For example, two different vocal tract shapes that produce the same acoustics might place the lips in the same position. In fact, it is conceivable that certain articulators are uniquely determined by the acoustics for every phoneme. Thus, recovering certain articulators only may be an easier problem, and articulatory inversion methods could benefit from this. A less fundamental but practically important argument is that by considering a portion of the vocal tract, the dimension of the space to model decreases, and thus the efficiency and robustness of the methods increases (in particular of probabilistic methods such as [3] ).
Recovering only a portion of the vocal tract is of interest in several applications. For example, recovering the shape of the lips and anterior tongue is useful for facial animation [5] . Recovering the geometry of the velum could be useful as an aid in the diagnosis of dysarthria (which is characterised by hpernasalisation, caused by an impairment of the velopharyngeal function). Also, it has been suggested [6] that linguistic information is coded in the geometry of the frontal cavity of the vocal tract, whereas speaker-dependent aspects are controlled by the geometry of the back cavity.
Several studies of the inverse mapping exist. Some of these are based on vocal tract models, that is, articulatory synthesisers based on a tube-like geometric model of the vocal tract, controlled by a few parameters [7, 8] . For example, [8] , using Maeda's model, argued that the lip area and the location and dimension of the oral constriction used in French vowel production could be derived from the first 3 formants, even though the complete shape of the vocal tract could not be recovered. However, as argued by [9] and others, these studies contain significant uncertainties. For example, vocal tract models have the problem of ensuring not only that vocal tract shapes are physically feasible, but also that they are actually used in normal speech. Some of these problems can be avoided by using measured articulatory data. Several such studies exist (e.g. [10, 9] ), although they are often limited to small datasets (often just vowels, represented only by their first 3 formants). We use two large articulatory databases that cover most sounds in American (XRMB) and British (MOCHA) English. However, these databases include information only up to the velum, with no information about the pharyngeal region of the vocal tract. No other public database that we know of includes data about the entire vocal tract during large enough amounts of conversational speech. Thus, our work will be limited to the lips-velum portion of the vocal tract.
In the following two sections, we quantify how difficult it is to recover portions of the vocal tract and individual articulators from the instantaneous acoustics. Section 2 uses modelbased inversion methods, in particular neural nets and radial basis functions. These methods cannot model multivalued mappings, but get good results if there is little nonuniqueness, and are useful as a baseline. Section 3 uses nonparametric methods based on searching the articulatory data for frames matching the given acoustics within a certain tolerance. These methods can deal with multivalued mappings and rely on fewer assumptions about the data. This extends previous work [2] where we studied the nonuniqueness of the whole vocal tract.
Prediction Error Of Individual Articulators In Inverse Models
Dataset In this study, we used the MOCHA-TIMIT database [11] which records, simultaneously with the acoustic waves, positions of 7 receiver coils in the midsaggital plane of the VT shape (see fig. 1 ), sampled at 500Hz. We used the dataset from fsew0, which is divided into: 1) training set of 10 000 frames; 2). validation set of 4000 frames; 3) testing set of 15 unseen utterances. We adopted 'mean-filtering' procedure as in [13] to normalize raw EMA data. We further downsampled EMA data from 500Hz to 100Hz to match acoustic 10ms frame rate. Fig. 1 . Left: pellet locations in the MOCHA database. Middle: plot of the entire dataset for speaker fsew0; each pellet's data uses a different color and shows a contour line of one standard deviation centered at its mean. Note that this is the corrected dataset by mean-filtering in [13] . Right: distribution of estimation errors.
We used Line Spectral Frequency (LSF) with dynamic features (LSF was found in [14] to be the best for inversion task) with following parameterizations: 12-order LSF, 20ms window. Inversion methods We adopt neural networks for the inverse mapping. We train: 1) 7 MLPs to recover portions of the front VT from acoustics and each for a different portion (i.e., UL+LL+LI+TT+TB+TD+V, UL+LL+LI+TT+TB+TD, UL+LL+LI+TT+TB, UL+LL+LI+TT, UL+LL+LI, UL+LL, and UL). The result of the neural networks will depend on how many output nodes it has because of the interaction in the hidden layers; 2) 1 RBF to recover the entire front VT. If fixing the hidden layer (i.e., basis functions and widths of the RBFs) the result is independent of the number of outputs; 3) 6 MLPs to recover individual articulators (i.e., LL, LI, TT, TB, TD, and V). All MLPs are of single hidden layer with 100 hidden units. They are trained with conjugate gradient descent using the Netlab Toolbox for Matlab (http://www.ncrg.aston.ac. uk/netlab). We adopted early stopping scheme to regularize neural nets. We train each MLP 10 times with random initializations and choose the one with the best gneralization. The RBF is trained with regularization. Performance metric We use the root-mean-square error (RMSE) and correlation (CORR). Table 1 shows the results of trying to recover portions of the vocal tract and individual articulators with the neural net and RBF net. As can be seen, one can achieve approximately the same error whether recovering part or the whole vocal tract. Thus, although some previous work has focused on inverting specific articulators (e.g. the velum height in [12] ), our results suggest that one may just as well fit a mapping to recover the entire vocal tract. The RMSE and correlations we obtain are comparable to others [13] (note we don't use acoustic context window and our dataset is much smaller than [13] ). We obtained similar results with different number of hidden units (e.g. 50) and different initialisation strategies. For visualization, we plot these errors as vectors centered at each articulator. 1) error standard deviation are proportional to articulator data standard deviation (compared to fig. 1 ). 2) error distributions are aligned with data distribution except TB. However, since they are both spherical, such misalignment should not be a problem. Furthermore, we use the following scheme to compute the normalized estimation errors wrt data standard deviation: Table. 2 lists normalized estimation errors on each articulator. Overall, they are similar for all articulators. Relatively larger normalized errors occur on UL, LI, and V, which have smaller dynamic ranges than the tongue. Therefore, they could be more susceptible to the measurement errors.
Nonuniqueness Of Individual Articulators
Our approach to study nonuniqueness of individual articulators follows [2] , where we study nonuniqueness of the entire VT. Note that searching for modes in full space not the same as in individual coordinates (ex: modes at (1,0) and (-1,0) but single mode on y axis. Also it is obvious from our previous study [2] overall there are multiple modes, but some articulators remain (e.g. middle of the tongue and upper lip) almost constant during speech production; or entire tongue shapes are very different but they have almost constant upper lips.). The basic idea is to fix one acoustic vector yn and search the database for its inverse set, i.e., articulatory vectors {xm} that approximately map to yn (inversion). Then, we 1) apply a clustering algorithm to determine whether the inverse set {xm} in each 2D articulatory space is unimodal or not; 2) compute statistics from the inverse set for each articulator. Repeating this for every acoustic vector y allows 1) exploration of the nonuniqueness of the inverse mapping for a full range of sounds; 2) characterization of manifold dimensionality of the inverse set. Let us consider each step in detail.
Dataset In this study, we use the Wisconsin X-ray microbeam database (XRMB [15] ), which records, simultaneously with the acoustic wave, the positions of 8 pellets in the midsaggital plane of the VT (see fig. 2 ), sampled at 147 Hz, for various types of speech (isolated words, prose, etc. tain an accurate formant structure (for order 12, F3 is smoothed out in e.g. /ô/). The acoustic feature vectors use a window and step size to yield 147 Hz as well; we removed silent frames using energy-based endpoint detection. We use a single speaker (jw11, male, 90 utterances including isolated words, prose passages, etc.), resulting in a dataset of 43 260+ vectors (x, y) with x ∈ R 16 and y ∈ R 20 . Due to the fact that LPC is not effective to modeling unvoiced sounds, e.g. fricative and plosive, we have eliminated those unvoiced frames (roughly 5%) from the original dataset of 45 760 vectors, making the final dataset 43 260 vectors. Search for multimodality of the inverse set in each articulatory space This requires a distance between acoustic vectors y. We use LPC coefficients because they are closely related to the vocal tract spectral envelope, which allows direct visualisation of spectral differences and formant structures. To measure acoustic distance d(y, y ) we keep use the Itakura distance [16] , which emphasises the role of the formants and is a reasonable approximation to a perceptual distance. The VT shape representation is simpler: each component of the articulatory vector x is the horizontal or vertical coordinate (in mm) of a pellet. Next, we fix a reference distance r for which we consider two acoustic vectors to be roughly the same sound. We use a reference distance r = 0.2 for which we consider two acoustic vectors to be same or very similar sounds (Note that in [2] , we used r = 0.4. But further analyses indicate that using this distance might include some frames that have different phonetic identities into {xm}, hence obsuring clusters and affect the following multimodality search). Note that we also remove those vectors whose inverse sets contain less than 10 frames so as to obtain meaningful statistics. An approximate inversion of this type is unavoidable given the discrete nature of the data. Roweis [17] proposed a similar search strategy using a Mahalanobis distance but returning a fixed number K of neighbours, which is much harder to estimate since K depends on the particular acoustic vector y. In summary, the inversion for an acoustic vector y returns a set {xm : d(ym, y) ≤ r}. As before, to search for multimodality of inverse sets in a large database, we first fit a nonparametric kernel density estimate with Gaussian kernel and bandwidth σ on the inverse set, i.e., we define a density p(
Then, we find the modes of p(x) using a mean-shift algorithm [4] , which iterates a hill-climbing algorithm initialised at every xm and collects all the resulting, distinct modes. Strongly unimodal clouds {xm} yield a single mode while clustered or elongated clouds yield several modes. We use σ = 6 mm. For the simplicity, we denote unique frames for which their inverse sets are found to be unimodal and nonunique frames otherwise.
Characterizing manifold dimensionality and geometry of the inverse set We explore the geometry of the inverse sets {xm} manually for many frames and try to characterize conditional manifolds on the acoustics by simple statistics of their shapes: the square-root of eigenvalues, λ1, λ2, etc, computed from the inverse set. These statistics only depend on acoustic distance but no other parameters (eg. σ). Specifically, λs measure the spread of the manifold along the principal axes. If λ2 is comparable to λ1, it indicates the inverse set distributed spherically. If λ2 is much smaller than λ1, it indicates the inverse set has an elongated manifold. If both λ2 and λ1 are very small, it suggestes that the inverse set is very tightly distributed. Fig. 3 shows that distributions of square-root of eigenvalues for some selected articulators and for the entire VT. Typically, frames around the diagonal line have inverse sets of round shaped, corresponding to 2D manifold. Frames around the ori-gin have sharply clustered inverse sets and hence 0D manifold. Finally, frames that have large λ1 but relatively smaller λ2 (See the blue point cloud in LL in fig. 3 ) typically have inverse sets of 1D manifold. Overall, unique frames outnumber nonunique frames significantly. Nonunique % also vary among different articulators. Specifically, the tongue has much more nonunique % than other articulators except LL. These eigenvalue plots seem to be able to separate to some extent those nonunique frames from unique frames. For UL, MNI, MNM (which are known to be more constrained to produce same or similar sounds), nonunique frames are clearly separated out from unique frames. Their inverse sets typically have very compact distributions (equivalent to the dense region close to the origin). However, for T1-T4 and LL, there are many overlaps between nonunique frames and unique frames. We can see still quite a proportion of frames have elongated and round shapes. T1 is more outstanding, consistent with the fact tongue tip is more flexible and thus less predictable than others. The low dimensionality of manifolds may possibly due to the physical (ie. muscle) constraints of the length of tongue or jaw. The eigenvalue plots of the entire VT agrees more or less with those of individual articulators. These results suggest that nonuniqueness affects all articulators of the vocal tract that we considered in particular the tongue and lower lip. We find a number of inverse sets that are considerably elongated along one dimension (see fig. 5 ); They are particularly common with the lips and teeth but also with the tongue. We suspect this may be the result of rigid 1D motion (for example, the jaw can mostly rotate around its axis). Fig. 5 shows some representative nonunique frames in the tongue's space. Clearly, some sounds could be produced in very constrained ways (eg. for those vowels in the first row of fig. 5 ) corresponding to 0D manifold. While for some sounds (eg. for glides /l/ and /w/), their inverse set seems to lie on 1D manifold. For other sounds (eg. /m/), there are very complex tongue shapes to produce them.
Relation with critical articulators
The issue of nonuniqueness of the vocal tract shape is related but not identical to that of critical articulators [10] . The latter refers to the sensitivity of the acoustics as a function of small changes in different articulators. For a given phoneme, a critical articulator is one such that motions of it can strongly alter the sound, while motions of a non-critical articulator have a small effect on the sound. For example, the lower lip is critical for producing /b/ (since slightly opening the lips alters the acoustics strongly), but the tongue dorsum is not; this is reflected in a low variance of the lower lip's position over different realisations of /b/ sounds. In contrast, nonuniqueness (strictly defined) means that entirely different vocal tract shapes produce exactly the same acoustics. Depending on how loosely we define nonuniqueness (i.e., how much acoustic variation we can tolerate), a non-critical articulator may or may not result in nonuniqueness. More importantly, a critical articulator need not be uniquely determined. For example, the tongue dorsum in /ô/ has a bimodal distribution of two tight clusters; thus, while small variations of the tongue can change the acoustics significantly, entirely different tongue shapes result in almost the same acoustics.
Conclusion
Our results, based on parametric and nonparametric inversion techniques, suggest that nonuniqueness affects all the articulators of the vocal tract that we considered (in particular the tongue). However, for any given acoustic sound some or even all articulators may be strongly constrained. When averaged over a large dataset containing most English sounds, the inversion error using a neural net of each articulator normalised by its range of variation is approximately the same over all articulators. The set of articulatory shapes that correspond to a given acoustic sound (within a small Itakura distance in acoustic space) is relatively constrained around a roughly spherical region in articulator space (dimension 0). However, many frames do show more complex shapes: multimodality (dimension 0), very elongated in a straight or curved path (dimension 1), or even more complex. 
