This study investigates the impact of domestic and foreign currencyvalued 
Introduction
Exchange rates affect the true prices of commodities traded among countries of the world; it determines the price actually paid when each trade transaction is executed. At the same time, domestic inflation also plays a vital role in determining the changing patterns in the prices of tradable commodities (which may be intensified by exchange rate instability). However, using a single currency such as the US dollar (USD) as a vehicle currency can help insulate trade from such distortions by keeping the domestic currency exchange rate stable, either by setting a fixed rate or controlling it through a peg. This strategy can help lowincome developing countries address uncertainties in trade flows.
For developing countries, problems regarding trade intensify when, along with inflation, external elements emerge in the form of "shocks" or "news" and disturb the flow of international prices paid for commodities or stocks. Such elements disrupt smooth and regular exchange rate flows and are often manifested through currency crises and stock market crashes (see Hernández & Schmidt-Hebbel, 2002 . Sometimes, such distortions may also be artificially generated in the form of "speculation." Exchange rates often exhibit highly unstable and indeterminable patterns in response to these shocks, and the resulting pattern is referred to as "volatility." If such a shock lasts long and has a temporal impact that causes a wave in the flow of exchange rates, and if these waves deter or delay the movement of exchange rates back to their original state, the consequent trade patterns will disturb the stream of expected returns by raising the probability of loss for the traders concerned.
It is important to understand how frequently such shocks might occur and how long they might persist. This necessitates the formulation of effective strategies and policies to protect traders' interests and to keep their incentive to trade intact. A review of the historical research on exchange rate volatility reveals that there is no consensus on how to estimate the precise impact of volatility on international trade flows; such methods tend to split into four streams (see Table 1 ). Increasingly, the literature leans toward two main outcomes: (i) a significant negative impact of exchange rate volatility on trade and (ii) no or an insignificant impact on trade. However, these outcomes remain highly subjective due to the nature, size, and type of sample; the frequency of data; the nature of the volatility proxy; and the estimation techniques employed for analysis (Ozturk, 2006) . Nevertheless, the more common outcome observed in the literature is that of a significantly inverse relationship between trade and exchange rate volatility (see Table 5 .1).
Traders usually respond in a variety of ways when facing a "risk" element. Since trade-related risk intensifies on arrival of a news/shock element in the market, many traders may try to expand their trade to compensate for the expected loss in profit margins by revising their portfolios (the "modern [risk portfolio]" school of thought). Others may reduce their trade volume by diverting investments from high-risk ventures to low-risk ones (the "traditional" school of thought).
As far as data frequency is concerned, many studies have employed relatively low-frequency data such as annual, biannual, or quarterly series to measure the volatility impact (see Berger, Sturm, & de Haan, 2000; Bénassy-Quéré, Fontagné, & Lahrèche-Révil, 2001; Bahmani-Oskooee, 2002; Crowley & Lee, 2003; Mustafa & Nishat, 2004; Kemal, 2005; Azid, Jamil, & Kousar, 2005; Chit, Rizov, & Willenbockel, 2008; Aliyu, 2008) . In time-series analyses, most models are developed to estimate high-frequency data. However, if such models are applied to low-frequency data, this can give rise to skepticism about the results because the first three moments' parameters may strongly influence the results. Time-series econometricians thus caution against this use and hold that the consequent reliability of results needs at least 300 observations (Siddiqui, 2009 ).
High-frequency data contains values recorded on the basis of monthly, weekly, daily, or even minute-by-minute intervals. Recent studies on exchange rates have also started to employ high-frequency data (see Andersen, Bollerslev, Diebold, & Labys, 2001; Canales-Kriljenko & Habermeier, 2004; Qayyum & Kemal, 2006; Beine et al., 2006) . We consider monthly data relevant to our study on the assumption that the derived demand for currency exchange emerges through the demand for exports or imports where order placement, production, and delivery entail a gestation period of probably more than a week.
Most previous studies have employed classical linear regression models and one-dimensional (time-series or cross-sectional) data, which have been unable to record the significant effect of exchange rate volatility on trade. This is considered a subjective limitation: when two-dimensional (panel) data and various models or estimation techniques (such as fixed effects or random effects) have been applied, the impact of exchange rate volatility proves to be significant but generally negative (Hondroyiannis, Swami, Tavlas, & Ulan, 2005, p. 5) . This problem drives further exploration of the relationship between volatility and trade and a chance to determine the most suitable estimation technique and compatible data frequency to reach a more conclusive result.
Several studies have also employed the US dollar as a base for calculating foreign currency-valued exchange rates to analyze financial aspects of international trade. However, no other study has used two different currency bases to calculate and compare exchange rates in the context of volatility impacts on trade. Such a study would need to choose between domestic currency-based direct exchange rates and foreign currency-based indirect exchange rates so as to avoid financial market distortions, which would otherwise disturb trade flows as well.
To partially fill this gap, we apply two-dimensional exchange rates: the "per unit USD" as the foreign currency-valued (indirect) exchange rate and the "per unit PKR" as the domestic currency-valued (direct) exchange rate. This will allow us to compare the risk involved in using the "domestic currency" instead of the "vehicle currency" in the context of trade stability and growth with respect to Pakistan's trading partners. Moreover, speculative attacks in currency markets, US policy, and the artificial hoarding of dollars can distort foreign currency-valued exchange rates by instigating volatile behavior. The rationale for using these in international transactions among developing countries thus needs to be re-evaluated.
Earlier studies have widely tested time-series and cross-sectional data. The recent focus on panel data estimation techniques attempts to overcome the limitations imposed by time-series and cross-sectional data when applied independently of each other. A pool of 29 cross-sections with time-series data containing up to 480 observations would permit us to explore the existence of country-wise fixed effects. Further, the application of panel estimation techniques or fixed-effects models (i.e., least-squares dummy variable [LSDV] estimators) is an effective technique when applied to the time dimension of panels, which are larger than cross-section dimensions because the dynamic panel mitigates the bias in the coefficient of estimates (Judson & Owen, 1996) . Five volatility variables have been derived using the most frequently tested GARCH-based specifications in terms of each currency for Pakistan's trading partners. 1 Volatility emerges as a major issue when a flexible exchange rate regime replaces a fixed rate system. 2 The State Bank of Pakistan has adopted different strategies to control exchange rate variations over the last four decades. The nominal exchange rate was fixed at approximately PRs 9.9/$ from 1973 to 1981, but a 14.8 percent devaluation occurred in the real exchange rate in 1982 when a managed-float exchange rate regime was adopted. In 1999, the State Bank ceased to announce the official exchange rate and the PKR-USD rate jumped from PRs 46/$ to PRs 51.39/$ (an 11.7 percent devaluation).
1 GARCH (1,1), EGARCH, TGARCH, PGARCH, and CGARCH because many studies have recurrently employed these models in various situations. See, for example, Floros (2008); Siddiqui (2009) ; Irfan, Irfan, and Awais (2010) ; Pattichis (2003) ; Crowley and Lee (2003) ; Kemal (2005) ; Qayyum and Kemal (2006) ; Hayakawa and Kimura (2008) ; Adjasi, Harvey, and Agyapong (2008) . 2 However, real exchange rate volatility was an important issue even before 1970 and onward.
In 2000, the rupee became fully flexible: as a result, the exchange rate rose once again from PRs 51.79/$ to PRs 58.44/$. In the last quarter of the year, rupee-dollar parity rose to PRs 64/$-a 12.84 and 9.51 percent devaluation, respectively (i.e., a 23.56 percent loss in the value of the rupee against the dollar). Finally, post-September 2001, the rupee showed some appreciation. The volatility of the nominal exchange rate increased with the rising exchange rate (depreciation), but remained low or declined when the exchange rate appreciated. This could imply that depreciation caused higher instability and appreciation stabilized the exchange rates (Azid et al., 2005 ). Pakistan's share in world imports has ranged from a minimum of 0.12 percent in 1980 to a maximum of 0.18 percent in 1992. In 2002/03, it was 0.17 percent, suggesting that Pakistan's export performance was influenced by the exchange rate volatility (Mustafa & Nishat, 2005) .
Literature Review
In international transactions, a vehicle foreign currency (usually the US dollar) is used to quote exchange rates and conduct trade transactions, as evident from the fact that, till 1992, the recorded global currency turnover was 80 percent in dollar terms and exchange rates, among other currencies, were determined by their respective values against the dollar (Isard, 1995) .
Some studies have attempted to explore the impact of volatility on imports. Since devaluation restricted aggregate supply because of increasingly expensive import production units, wage indexation programs, and high-cost working capital, the potential for trade has been lowered (see, for example, Bruno, 1979; Gylfason & Schmid, 1983; Hanson, 1983; Gylfason & Risager, 1984; Islam, 1984; Gylfason & Radetzki, 1985; Branson, 1986; Solimano, 1986; van Wijnbergen, 1986; Edwards, 1989) .
Many studies have investigated the impact of volatility on exports: Franke (1991) and Sercu and Vanhulle (1992) find that an increase in exchange rate volatility increases the value of exporting firms and thus promotes export activities. Broll and Eckwert (1999) observe that exchange rate volatility increases the option to export to the world market because of the higher potential gains from international trade for risk seekers. Other studies show that higher volatility leads to more gains from international trade (see Brada & Méndez, 1988; Sercu & Vanhulle, 1992; De Grauwe, 1994) . Chowdhury (1993) investigates the impact of exchange rate volatility on the trade flows of the G-7 countries in the context of a multivariate error correction model. He observes a significant negative impact on export volume for each country. Prasad, Rogoff, Wei, and Kose (2004) find that "volatility has detrimental effects on international trade and thus has a negative economic impact, especially on emerging economies where underdeveloped capital markets and unstable economic policies exist." Côté (1994) argues that exchange rate volatility has direct and indirect negative effects on international trade through uncertainty, adjustment costs, the allocation of resources, and government policies. A report by the Commission of the European Communities (1990) states that "the reduction of exchange rate uncertainty is necessary to promote intra-EU trade and investment." Dell'Ariccia (1999) finds that increased exchange rate volatility has had a small but significant impact on trading among 15 European Union members where the reduction in volatility to zero allowed them to expand their trade by 3-4 percent.
Rose (2000) also finds a significant but inverse relationship between trade and exchange rate volatility, with up to a 13 percent loss in trade in response to a one-standard deviation rise in volatility. Using a fixed-effects model, Clark, Tamirisa, and Wei (2004) produce the same evidence but find a 7 percent loss in trade consequent to increased volatility equal to one standard deviation. Tenreyro's (2007) results are in line with these studies but indicate a 2 percent rise in trade with the total elimination of volatility. The stability of exchange rates may be disturbed when the foreign currency-valued exchange rate is used: Cushman (1986) identifies the presence of a "third-country effect" and argues that the impact of exchange rate variability on bilateral trade flows is not only dependent on the exchange rate risk experienced by the country under consideration, but also on its correlation with exchange rate fluctuations in other countries.
As Table 1 shows, the literature on the impact of the exchange rate on trade can be categorized in terms of importance as follows:
• Pronounced negative effect (Debate 2)
• Absolutely no effect or, if it exists, not obviously significant (Debate 4)
• Pronounced positive effect on trade flows and volume (Debate 1)
• Pronounced mixed (both positive and negative) effect (Debate 3)
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The most important consideration with regard to exchange rate volatility is the pronounced "negative" effect on trade because this can reduce the potential to expand trade. However, the existence of a significant "positive" effect would be surprising because, in such a situation, increased risk and variation in the exchange rate and other financial variables would ensure trade expansion.
In the literature on Pakistan, Amor and Sarkar (2008) find that openness helps reduce real exchange rate fluctuations. However, the framework of financial integration in South Asian and Southeast Asian countries does not favor the stability of the real exchange rate. Mustafa and Nishat (2004) analyze the effect of the exchange rate on export growth and find that volatility has a significantly negative effect with respect to major trading partners such as the UK and US. The volume of trade remains comparatively consistent and less volatile with respect to Australia, Bangladesh, and Singapore. There are long-run effects in the case of India but no empirical relationship with reference to New Zealand and Malaysia. 
Cited in Kemal (2005, p. 3) and Ozturk (2006, table 1, p. 88) .
Debate 2 Significant negative impact on trade
Studies: Cushman (1983 Cushman ( , 1986 Cushman ( , 1988 
Methods (data frequency): OLS (Q, A), IVE (Q), GIVE (Q), VAR (M, Q), ARCH-GARCH (Q), cross-sectional (A), joint estimation (M), EG cointegration (Q), SD (Q), ADF, ECM, cointegration (Q), gravity model (A).
Cited in Mustafa and Nishat (2004, p. 2) , Kemal (2005, p. 2) , and Ozturk (2006, table 1, p .88) .
Debate 3 Significant MIXED impact
Studies: Kumar (1992); Frenkel and Wei (1993) ; Kroner and Lastrapes (1993) ; Daly (1998).
Methods (data frequency): SD (A), OLS (A), IVE (A), GARCH-M (M).
Cited in Ozturk (2006, p. 90 (2002); Koray and Lastrapes (1989) .
Methods (data frequency): OLS (Q, A), simulation analysis (Q), gravity model (A).
Cited in Ozturk (2006, p. 88) and Kemal (2005, p. 
2).
Note: A = annual, Q = quarterly, M = monthly data. Debates are numbered for authors' reference purpose only.
According to Kemal (2005) , exchange rate instability affects exports positively and imports negatively, which improves the trade balance. Azid et al. (2005) obtain positive but insignificant results that do not support the position that excessive volatility has a pronounced effect on manufacturing production. Qayyum and Kemal (2006) show that returns in the foreign exchange market remain mean-reverting and are affected by the volatility of stock market returns in Pakistan's case. Arize, Malindretos, and Kasibhatla (2003) observe that exchange rate volatility has a significantly negative impact on exports, implying that risk-averse traders will contract their trade to minimize exposure to exchange rate risks.
The gaps in the literature are as follows. First, while imports and the trade balance have received little attention, they are often found to be pivotal to exchange rate markets in developing countries (which tend to be import-dependent). Second, in cases where the frequency of the time-series data used in time-series models is inconsistent with the latter's design, the estimation and consequent outcomes are subject to skepticism. Third, the "third-country effect" has been observed but not properly evaluated. Fourth, exchange rate values in terms of domestic and foreign currency have not been compared in the context of Pakistan or other developing countries and only marginally at the international level. This study is, therefore, an effort to address these issues and provide further evidence regarding the volatility impact on trade, especially for Pakistan.
Based on the discussion above, our objective of evaluating domestic and foreign currency-valued exchange rate volatilities for export and import demand functions can be hypothesized as follows:
• Hypothesis 1: Using an international (vehicle) currency to conduct international transactions can cause volatility in exchange rates.
• Hypothesis 2: The direction of the volatility impact depends on the nature of volatility measurement specifications.
• Hypothesis 3: Exchange rate volatility significantly discourages both exports and imports.
Methodology
This section describes the models and data used, as well as the estimation and verification procedures applied.
The Basic Models
The impact of exchange rate volatility on trade is measured using two functional forms: the real export demand function and the real import demand function. These models are determined using the following variables: domestic and international inflation, the consumer price index (CPI) (a proxy for the price of nontradable items), GDP (as a proxy for the manufacturing production index), foreign reserves, the shares price index as a proxy for business and consumer sentiments (Tang, 2012) , domestic interest rates, interest rate differentials, 3 real exchange rates (measured in terms of both values), the per-unit US dollar as the foreign rate and the perunit Pakistani rupee as the domestic rate, and GARCH-based exchange rate volatilities. Further, the corresponding autoregressive term allows us to capture the dynamic nature of these models and the speed at which they adjust toward long-run equilibrium in case a deviation occurs.
Since exports will decrease with an exchange rate appreciation while imports will rise, mathematically, this relation is given as
(1)
Real exports (RX) and real imports (RM) are calculated as follows, using data on the value of exports and imports in millions of domestic currency for each country and the price index:
where = the real exports of the jth country in USD terms, = the real imports of the jth country in USD terms, = the nominal exports of the jth country in USD terms, = the nominal imports of the jth country in USD terms, = the US Consumer Price Index (CPI), and * = monthly average exchange rates (domestic currency per unit of USD).
The real exchange rate in terms of the domestic currency per unit of foreign currency will be a function of the nominal exchange rate and the foreign-to-domestic price ratio (P f /P d ) for each country:
To calculate the real exchange rate in both USD and PKR terms, we use the methods below:
where = the real exchange rate in foreign currency terms (USD) for country j, = the real exchange rate in domestic currency terms (PKR) for country j, = the CPI of country j, = the CPI of the US, = the CPI of Pakistan, = the total number of countries in the sample, / = the nominal exchange rate (monthly average) of country j in terms of domestic currency per unit USD, / = the nominal exchange rate (monthly average) of country j in terms of domestic currency per unit PKR.
Model Specification
GARCH models are assumed to be appropriate for capturing news elements 4 in time-series data. They also help us understand the dynamic behavior of exchange rate variables and derive variance series for volatility. The real exchange rate usually depends on its values in the recent past and on the nonconstant variance, hence:
Accordingly, the impact of autoregressive and autocorrelation elements to the exchange rate is accounted for through the first lag of the dependent variable and error terms, respectively. However, the conditional constraint ut (h 2 ) indicates that any shock or noise that might exist in the error term (ut) is normally distributed with a zero mean and nonconstant variance (h 2 )'. The export and import demand functions are expressed below.
Real Export Demand Function
The real export demand function is
,
, �
Real Import Demand Function
The real import demand function is
where , = the demand for real exports of country j at time t (current period),
, −1 = the demand for real exports of country j at time t-1 (previous period), , = the demand for real imports of country j at time t, , −1 = the demand for real imports of country j at time t-1, , = the inflation rate of country j at time t, , = the CPI of country j at time t, , = the manufacturing production of country j at time t, . = the real foreign reserves of country j at time t, . = the real interest rate of country j at time t, . = the real (net) capital (out)flows of country j at time t, . = the shares price index of country j at time t, , = the real exchange rate of country j at time t, , = the GARCH-based exchange rate volatility of country j at time t, , = the CGARCH-based exchange rate volatility of country j at time t, , = the EGARCH-based exchange rate volatility of country j at time t, , = the nonlinear GARCH-based exchange rate volatility of country j at time t, , = the TGARCH-based exchange rate volatility of country j at time t.
Theoretically, the income level has a positive and direct association with exports and imports while the inflation rate (P) has an inverse association with exports and imports through exchange rate adjustment. Real foreign reserves (RFR) are accumulated through the export of goods and services (possibly with some lag) but they deteriorate with imports. A rise in the shares price index encourages trading activities, while rising interest rates will discourage investment, exports, and imports. Real capital (out) flows will encourage exports and imports subject to some constraints. An appreciation (depreciation) in the real exchange (domestic) rate will increase (decrease) imports and reduce (raise) exports, with the reverse for the foreign rate. Exchange rate volatility may have a four-dimensional impact on exports and imports (see Table 1 ). 
Variables of interest
Real exports, real imports, first lag of real exports and imports, nominal and real exchange rate, various volatility specifications.
Control variables
Cross-country political and structural differences, inflation rate, prices of nontradable commodities, production level, real foreign reserves, real capital flows, real interest rates, shares price index.
Real Export Demand Equation
We employ double-log models in our estimation to overcome the problem of nonstationarity detected in some variables, which need to be dealt with cautiously:
, + ∑
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Taking the first difference of each variable in the suggested model allows us to make a short-run analysis as well:
∆RX j,t = β 0 + β 1 ∆RX j,t−1 + β 2 ∆P j,t + β 3 ∆CPI j,t + β 4 ∆MP j,t + β 5 ∆RFR j,t + β 6 ∆RIR j,t + β 7 ∆SP j,t + β 8 ∆RCF j,t + β 9 ∆RER j,t + β 10 ∆VOLG j,t + β 11 ∆VOLE j,t + β 12 ∆VOLT j,t + β 13 ∆VOLP j,t + β 14 ∆VOLC j,t + ∆ j,t (8)
Real Import Demand Equation
Having considered all the factors that might determine the export demand for domestic output, it is equally important to determine the import demand for internationally available foreign output, although the nature of this relationship may vary:
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44 Abdul Jalil Khan, Parvez Azim, and Shabib Haider Syed For a short-run analysis, the equation can be written as ∆RM j,t = β 0 + β 1 ∆RM j,t−1 + β 2 ∆P j,t + β 3 ∆CPI j,t + β 4 ∆MP j,t + β 5 ∆RFR j,t + β 6 ∆RIR j,t + β 7 ∆SP j,t + β 8 ∆RCF j,t + β 9 ∆RER j,t + β 10 ∆VOLG j,t + β 11 ∆VOLE j,t + β 12 ∆VOLT j,t + β 13 ∆VOLP j,t + β 14 ∆VOLC j,t + ∆ j,t (10)
The logarithmic transformation makes the series stationary in most cases (see Table A1 in the Appendix) and allows us to make a comparative analysis of functional relationships and the elasticities of the given variables. Differenced equations ensure the stationarity of each variable in the model but at the expense of dynamic long-run effects. Heston, Summers, & Aten, 2002) and the official websites of the sampled countries, especially in relation to their statistical bureaus and central banks.
Estimation Procedure
We capture the dynamic relationship in question by estimating LSDV fixed-effects models, using a panel data approach and a sample of 29 trading partners (of Pakistan) that hold significant trade shares (see Table  C1 in the Appendix). Although various estimation techniques have been employed in similar studies (see Table 1 ), cross-sectional and time-series data can pose problems. As Dell'Ariccia (1999) points out, the unobservable cross-sectional-specific effects that usually influence trade flows (such as cross-country structural and policy differences) can only be captured through fixed-effects or random-effects specifications.
The dataset we have used has both a time-series (T) and crosssectional (N) dimension (with the condition N > T where T is large). This is referred to as panel or longitudinal data. In comparing the asymptotic variances, it is obvious that, although less biased, simple instrumental variable estimators yield substantial efficiency losses compared to the LSDV (and GMM) techniques (Bun, 2001 ).
Panel Unit Root Tests
Our analysis employs monthly data series for 29 countries, ranging from 1970:01 to 2009:12. To avoid spurious estimates, we apply three different panel unit root tests (where the first two are given more weight than the third): (a) Levin, Lin, and Chu (LLC); (b) Im, Pesaran, and Shin (IPS); and (c) Hadri Lagrange multiplier (HLM).
The LLC and HLM tests both assume common transverse crosssectional persistence parameters, i.e., identical autoregressive coefficients, while the IPS test allows these autoregressive coefficients to vary freely across cross-sections (Quantitative Micro Software, 2007) . The LLC test evaluates the null hypothesis of a common unit root while the IPS test considers individual unit roots. The results (Table A1 in the Appendix) show that, according to both the LLC and IPS criteria, all variables at level remain stationary at a 1 percent level of significance except real exports, real imports, the inflation rate, consumer prices, productivity, the ordinary and log of the stock of real foreign reserves, and shares prices. However, the real capital flow variable is nonstationary at level based on the LLC criterion. These nonstationary variables became stationary either by transforming them into logarithmic form or taking their first difference.
The probable limitation of the HLM is "the over-rejection of the null hypothesis due to high autocorrelation," which can cause severe size distortions. 5 Accordingly, it is possible that those variables that proved to be stationary at level (based on the LLC and IPS tests) might not remain stationary on applying the HLM test. We therefore consider the LLC and IPS tests to be better in evaluating the stationarity of the relevant variables.
Hausman Test and Likelihood Ratio
The Hausman test is used to detect random effects while the likelihood ratio examines fixed effects in panel data models. Both tests are applied to evaluate our cross-sectional fixed-and random-effects models. All equations are estimated using LSDV pooled and panel estimation techniques. The fixed-effects likelihood ratio allows us to reject the null hypothesis of redundant fixed effects due to the large value of the chisquared term. This implies that these models are best suited to fixed effects mainly when the cross-section weights limitation is imposed. 6
The Case for Fixed-Effects Modeling
There are two types of variations: (i) inter-country (cross-sectional effects), which can be handled independently by cross-sectional models; and (ii) intra-country (period effects), which can be dealt with by timeseries models (see Dranove, n.d.) . Panel data helps us handle both dimensions simultaneously. The availability of a large number of observations in this study allows us to determine the effect of the volatility component within each country in a sample by using a fixed-effects model.
The main purpose of fixed-effects modeling is to remove any bias caused by omitted variables. In the case of exchange rate variations, the omitted variables include: the diversification of risk-related behavior of traders and investors, country-wise differences in exchange rate markets, and the pattern of relationships among countries in the context of bilateral or multilateral trade arrangements. Fixed-effects models do this by exploiting temporal variations within groups.
Specifications and Limitations of Fixed-Effects Estimation
Each fixed-effects model was estimated using a pooled EGLS crosssection weights specification. The total number of unbalanced pool observations is more than 9,000. The specified limitation for obtaining the best-fit model includes cross-section weighted (PCSE) standard errors and covariance after correcting for the degree of freedom. First-differenced models effectively fit the limitation specified by cross-section SUR (PCSE) standard errors and covariance after degree of freedom correction.
However, the application of the short-run model reduces the sample, which started from 1992:01 to 2009:12. The values of the weighted adjusted R-squares range from 15 to 40 percent. Moreover, the square of real capital flows has to be taken in double-log models to allow all values of the series to remain intact (which might otherwise be lost in log transformations because of frequent negative values).
Technically, a bias may emerge when estimating fixed-effects panel models due to the presence of lag terms in the given equations. However, the fixed-effects uj,t is removed when variables are used by taking the first difference in the model.
Results, Analysis, and Discussion
This section describes the short-and long-run volatility impact on the trade functions.
Long-Run Volatility Impact
The results obtained from the fixed-effects log models show that exchange rate volatility has a highly significant impact on both the real import and export demand functions. While all the sampled countries were evaluated, the magnitude of the impact and the number of significant volatility variables are larger for the foreign currency rate than the domestic rate at a 5 percent level of significance. In particular, the impact of the GARCH-based volatility variables on trade depends on the nature of volatility in the exchange rate measured by each corresponding volatility variable.
Interestingly, no volatility variable is significant at the 5 percent level of significance-and very few at the 10 percent level-when developed countries are excluded from the sample and the domestic currency is taken as the mode of transaction. Moreover, the use of foreign currency-based exchange rates in this sub-sample ensures strictly that the volatility influence exists, which implies that trade among developing countries will be significantly affected by high margins of volatility when the foreign currency replaces the domestic currency as a base for measuring exchange rates and executing trade transactions.
The GARCH (1,1) model allows us to record volatility clustering: this is significant in both the export and import functions in terms of the domestic rate but only significant in the import function in terms of the foreign rate. All other volatility specifications are highly significant in terms of the foreign rate for the export demand function, except the CGARCH for imports.
Analyzing the full sample reveals that the impact of bad news is significant in the export function while a leverage effect is noted in the import function. The long-run persistence of news occurs in both functions. Remarkably, in the case of the developing countries subsample, all the volatility variables are insignificant except for nonlinearity in volatility, which is significant at the 10 percent level only in the import demand function. In both currency terms, the impact of bad news encourages exports in the long run when the sample countries' mutual trade links are accounted for. In the foreign currency rate, however, the same phenomenon discourages exports in the sub-sample and imports in both samples.
Short-Run Volatility Impact
The short-run analysis reveals that volatility has no significant effect on trade when Pakistan trades only with developing countries. The robustness of this finding is established when we evaluate the developed countries in the full sample as well as separately. Both results confirm the existence of a significant volatility effect. The direction of the volatility effect differs across volatility specifications.
Volatility Specification Impact
Having established that the exchange rate volatility impact is significant, each model, based on a particular volatility specification, behaves differently.
• GARCH (1,1) shows that shock disturbances continue to transmit their effect in subsequent periods and cause instability in trade flows and in the expected stream of returns. Therefore, volatility clustering depresses real exports persistently both in the long run 7 and the short run when we consider all Pakistan's trading partners by using the vehicle currency. In contrast, when using the PKR in trade with underdeveloped partners, there is no volatility impact in either the short or long run. 8 In the case of real imports, GARCH-based volatility significantly encourages imports in the short run when using a vehicle currency (foreign rate) and the domestic rate, but discourages imports in the long run (except, when among underdeveloped countries, imports are transacted using the domestic rate).
• The EGARCH-based leverage effect and dominant shocks lead to an increase in real exports when using the vehicle currency as a whole. However, in the short run, real exports decrease among underdeveloped partners and remain completely insignificant when using the domestic rate. In the short run, imports among all the sampled partners are encouraged in terms of both rates. However, among underdeveloped partners, we see no volatility effect on real imports when using the domestic rate; the effect significantly discourages imports in the short run and encourages them in the long run.
• TGARCH-based asymmetries and the impact of bad news discourage real exports among all partners when using the vehicle currency (foreign rate). This also applies in the long run to underdeveloped partners. Using the domestic rate encourages real exports in the long run only but with no effect otherwise. Real imports are discouraged among all partners but with no effect in the case of most underdeveloped partners when the domestic rate is considered.
• The CGARCH-based long-run persistence of news discourages real exports in both the long and short run when using the vehicle currency for all partners. However, when Pakistan trades with underdeveloped counterparts, real exports are encouraged in the short run but discouraged in the long run. Underdeveloped partners remain immune in domestic rate terms. Real imports are discouraged irrespective of the partner in the short run. In the long run, we see no effect except when the domestic rate is used (for all partners).
• NGARCH-based nonlinearities generally encourage real exports except among underdeveloped partners in the short run, which remains unaffected alike domestic rate in all cases except in short run when it encouraged real exports for all partners in short run. Real imports increase in the short run for all the sampled countries as well as in the long run within the underdeveloped partner sample. Otherwise, there is no effect.
Conclusions and Policy Recommendations
Our results imply that dependence on a vehicle currency (USD) can become a serious issue for developing countries trading with each other. When Pakistan relies on a vehicle currency for trade with all its sampled partners (irrespective of the type of country), volatility has a significant effect on trade. Imports in particular are discouraged (see Arize, 1998) in both the short and long run, based on the vehicle currency. Real exports are adversely affected by volatility among developing trade partners, at least in the short run as evidenced by Hayakawa and Kimura (2008) and Chit et al. (2008) for East Asian countries 9 and earlier by Kumar and Dhawan (1991) for export demand in Pakistan.
Using the country's own currency to conduct trade transactions by excluding the developed trade partners helps avoid volatility distortions. This implies that the volatility impact may emerge when considering trade with developed trade partners and when the foreign currency is involved. 10 These results are in line with Esquivel and Larraín (2002) and Mustafa and Nishat (2004) . We can conclude that volatility might not reside purely in the vehicle currency but can also be transmitted from developed countries' financial markets through trade links. Hence, we can justify the first hypothesis and provide evidence on the existence of Cushman's third-country effect.
On average, most exchange rate volatility variables remain significant when the vehicle currency is employed to conduct international transactions related to real exports among all the sampled partners. However, when only underdeveloped partners and the domestic rate are considered, volatility has no effect on real exports. Further, the magnitude and direction of the impact is volatility specification-dependent. Exchange rate volatility also affects real imports whether among all sampled partners or only among underdeveloped partners. However, volatility appears to have no impact when the domestic rate is employed for import transactions with underdeveloped partners. Hence, the first hypothesis holds.
Both real exports and real imports experience a mixed effect with respect to GARCH-based volatility: a continuing shock element encourages trade in the short run but can affect it adversely or not at all in the long run. EGARCH-and NGARCH-based volatilities (i.e., the leverage effect of a dominant shock as well as nonlinear patterns in volatility) have a positive and direct effect that encourages trade. The negative and inverse effect of TGARCH-and CGARCH-based volatilities implies that bad news and the persistence of a shock can both damage trade. Showing that the volatility impact depends on the nature of the volatility specification justifies the second hypothesis. The results also provide evidence in favor of the third hypothesis by showing that exchange rate volatility has a similar impact on both real exports and real imports.
On the whole, our results show that the adverse impact of volatility can be avoided by trading mainly with emerging and developing countries (middle-income and lower middle-income groups, respectively) and by conducting bilateral trade in their own currencies rather than using a vehicle currency. These results have important implications for Pakistan, where trade is concentrated in only a few countries. Policymakers need to explore potential opportunities that would increase trade openness by expanding Pakistan's trade with other countries.
The results deviate from Hayakawa and Kimura (2008) perhaps because we have used domestic currency-based exchange rates. However, like Pakistan, a large number of developing countries have trade concentrations with developed countries (see Table C1 in the Appendix). A recent economic survey suggests that the global economy is passing from a unipolar (US) economy toward multi-polar (emerging) economies (Pakistan Economic Survey, 2010-11) . This means that, in the future, such structural changes in trade patterns may help avoid potential volatility distortions.
Finally, Pakistan clearly needs to revise its trade policy and expand trade with low-and middle-income developing and emerging economies, using its own domestic currency to avoid the uncertainties and related instability of exchange rates. These uncertainties can emerge through the use of international currency in bilateral trade transactions because a variety of latent patterns in exchange rate volatility are potentially channeled through the vehicle currency.
The same model could be re-estimated on a regional basis to explore the potential for regional integration. In addition, assessing the use of other developing countries' currencies as a base for executing international trade would not only help compare the volatility impact with that of the vehicle currency, but also allow developing countries to circumvent potential distortions that might be transmitted through the financial markets of developed countries. Rose, A. K. (2000) . One money, one market: The effect of common currencies on trade. Economic Policy, 15(30), 7-46. Sercu, P., & Vanhulle, C. (1992 Estimation results of exchange rate volatility impact on trade Note: Significant at * 5% and ** 10%, respectively. Note: Significant at * 5% and ** 10%, respectively. Note: Significant at * 5% and ** 10%, respectively. Notes: * Sample of countries selected on the basis of our prime focus on Asian and Middle Eastern developing countries. However, according to the classification of the World Bank in October 2009, each group is represented on the basis of "country groups by income." Major criteria for sample countries include the relatively significant trade magnitude, i.e., exports are either higher than or equal to at least $10 million per month on average or imports are more than $20 million per month on average or both with Pakistan. ~ Values in braces show the share of major trading partners of Pakistan. Total is 47.6% (for 12 major trade partners). These are included to analyze in the context of trade and capital flows. Some countries are excluded or partially analyzed due to short/nonavailability of relevant (frequency) data: Afghanistan, Iran, Oman, Qatar, Saudi Arabia and UAE. a See Table 1 1971M04 1972M07 1973M10 1975M01 1976M04 1977M07 1978M10 1980M01 1981M04 1982M07 1983M10 1985M01 1986M04 1987M07 1988M10 1990M01 1991M04 1992M07 1993M10 1995M01 1996M04 1997M07 1998M10 
