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Abstract—In this paper, we propose a novel energy-efficient
data collection and wireless power transfer (WPT) framework
for internet of things (IoT) applications, via a multiple-input
multiple-output (MIMO) full-duplex (FD) unmanned aerial ve-
hicle (UAV). To exploit the benefits of UAV-enabled WPT and
MIMO FD communications, we allow the MIMO FD UAV charge
low-power IoT devices while at the same time collect data from
them. With the aim of saving the total energy consumed at the
UAV, we formulate an energy minimization problem by taking the
FD hardware impairments, the number of uploaded data bits,
and the energy harvesting causality into account. Due to the
non-convexity of the problem in terms of UAV trajectory and
transmit beamforming for WPT, tracking the global optimality
is quite challenge. Alternatively, we find a local optimal point by
implementing the proposed iterative search algorithm combining
with successive convex approximation techniques. Numerical
results show that the proposed approach can lead to superior
performance compared with other benchmark schemes with low
computational complexity and fast convergence.
I. INTRODUCTION
Wireless communications are rapidly evolving into a mas-
sive internet of things (IoT) environment, where a large
amount of sensors are expected to communicate relying on
low latency and high energy and/or spectral efficiencies [1]–
[3]. With such kind of consideration, many IoT applications,
e.g., data collection from insect traps deployed in farmland,
periodically deliver the obtained data of IoT devices to a cen-
tral processing unit. However, due to their energy constraints,
the IoT devices are highly battery limited and are typically
unable to transmit over a long distance. The use of low-altitude
unmanned aerial vehicles (UAVs) can provide a cost-effective
and energy-efficient solution to collect data from the ground
IoT devices that are spread over a geographical area [4], [5].
In this case, the UAV(s) can dynamically move towards IoT
devices and collect data from them. Here, the UAV(s) play
the role of moving base station(s), and to effectively design
their trajectories and reduce the energy consumptions are quite
challenge tasks [6].
In-band full-duplex (IBFD) as one of promising transmis-
sion techniques has recently re-emerged to improve system
spectral efficiency [7]–[11]. Unlike the conventional half-
duplex radio transceiver, IBFD is able to transmit and receive
simultaneously over the same frequency band. Such technique
can be implemented at the UAV(s) to collect data and charge
low-power IoT devices at the same time. In theory, this
approach can halve communication latency and double spectral
efficiency if the self-interference (SI) is well eliminated [12],
[13]. Many research work has been conducted to develop
advanced techniques to handle the SI effect, including spatial
domain SI cancellation [14], [15]. However, in practice to
completely remove the SI effect is challenging due to the inac-
curacy of the hardware components, e.g., limited resolutions of
analog-to-digital/digital-to-analog converters, power amplifier
and oscillator phase noise [7], [16]. As a result, it is essential
to take these hardware impairments into account to design an
efficient FD communication system under realistic situations.
In the work on 4G support for low-altitude UAV(s), another
big problem is due to multi-user interference caused by simul-
taneously supported multiple IoT devices [17]. In this case,
multiple-input multiple-output (MIMO) beamforming can be
implemented at UAV(s) to cancel the co-channel interference
and also provide efficient wireless power transfer (WPT) [18].
Motivated by the above discussion, in this paper, we propose
an energy-efficient data collection and WPT framework for
simultaneously supporting multiple IoT devices by using a
MIMO FD UAV. Specifically, assume that the transmit power
of the supported IoT devices are purely from WPT of the UAV,
we aim to minimize the energy consumption at the UAV by
taking the FD hardware impairments, the number of uploaded
data bits, and the energy harvesting causality into account.
In the literature, the energy-efficient UAV communications
with trajectory optimization has been investigated in [4], [5].
In addition, the joint computation offloading and trajectory
optimization has also been studied in [19]–[21], where WPT
technique is considered in [21]. To the best of our knowledge,
there is no much work to study data collection and WPT via a
MIMO FD UAV in consideration of hardware impairments,
and due to non-convexity of the formulated problem with
respect to UAV trajectory and the covariance matrix of its
transmitted energy signal, tracking the global optimality is
quite challenge. Thus, we propose an iterative search combin-
ing with successive convex approximation (SCA) method to
find a local optimal solution. Numerical results show that the
proposed algorithm outperforms other benchmark schemes in
terms energy consumption with low computational complexity
and fast convergence.
II. HARDWARE IMPAIRMENTS AWARE SYSTEM
MODELLING
Consider a UAV enabled data collection and WPT frame-
work, where a rotary wing UAV with FD capability and M
number of antennas simultaneously serve K (≤ M ) single-
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antenna based FD IoT devices (e.g., insect traps in farmland).
The IoT devices suppose to upload their obtained data, i.e.,
Rk,k=1,...K , bits to the UAV by using their harvested energy
from the UAV. The UAV uses all its M antennas to form
an energy beam to charge K IoT devices, and at the same
time to collect data from them. We assume the UAV perfectly
know the location of each IoT device for designing trajectory,
and every node has channel knowledge of its related links
including the SI channel if any.
Without loss of generality, a three-dimensional (3D) Eu-
clidean space is adopted to present the locations of K
IoT devices and the UAV. Assume that all IoT devices are
fixed at ground, and their locations are denoted as qk ,
[xk, yk],k=1,...,K , where xk and yk are the horizontal plane
coordinate of the kth IoT device. Moreover, the UAV flies
at a fixed altitude L from the ground and collect data with
a finite time T . For ease of exposition, we divide the time
T into N equal-time slots, and at each time slot, the UAV
hovers at a fix position for data collection and WPT. We
assume the channels between the UAV and the IoT devices
during a divided time slot are unchanged. Let’s denote qu[n] ,
[xu[n], yu[n]],n=1,...N as the horizontal plane coordinate of the
UAV. Thus, the channels between the UAV and the kth IoT
device can be formulated as the free-space path loss
rk[n] =
1
L2 + ‖qu[n]− qk‖2 , ∀k, n, (1)
multiplied by the small scale fading effect, i.e., hk[n] ∈ CM×1,
which is subject to Rician fading with elements distributed
independently as CN (µ, ν2).1 In addition, due to FD capa-
bility, the received signals of the UAV are interfered by the
energy bearing signal transmitted by itself, and the loop-back
SI channel, i.e., Hu[n] ∈ CM×M can also be modelled as
Rician distribution with µu mean and ν2u variance.
To investigate energy consumptions of the MIMO FD UAV,
as aforementioned, the hardware impairments should be taken
into account [7], [16]. Let’s denote ein[n] ∈ CM×1 as the
distortion at the receiver side, which represents combined
effect of UAV receiver radio frequency (RF) chain impair-
ments; eout[n] ∈ CM×1 as the distortion at the transmitter
side, which represents combined effect of UAV transmitter RF
chain impairments. We assume x[n] ∈ CM×1 as the energy-
bearing signal sent by the UAV for charging the K IoT devices
in the nth time slot, and X[n] , E{x[n]xH [n]} denotes
its covariance matrix,2 where E{·} denotes the expectation
operation and (·)H denotes the conjugate transpose. Thus, the
received signal at the UAV can be expressed as
y[n]=
K∑
k=1
√
Pk[n]rk[n]hk[n]sk +Hu[n](x[n] + eout[n])
+ v[n] + ein[n], ∀n, (2)
1The Rician channel assumption is due to the line-of-sight (LOS) compo-
nent between the UAV and K IoT devices.
2In general, the UAV can generate multiple energy beams for the WPT,
thus, X[n],∀n can be of any rank [18], [22].
where Pk[n] is the transmit power at the kth IoT device in the
nth time slot; sk is the transmitted data symbol from the kth
IoT device and E{|sk|2} = 1; v[n] ∈ CM×1 is the additive
white Gaussian noise (AWGN) at the UAV in the nth time
slot with zero mean and σ20 variance. Furthermore, according
to [16], the transceiver distortions, i.e., ein[n] and eout[n], can
be expressed as
ein[n] ∼ CN
(
0, βdiag
(
E{u[n]uH [n]})) , ∀n, (3)
and
eout[n] ∼ CN (0, κdiag (X[n]})) , ∀n, (4)
where u[n] denotes undistorted receive signal at the UAV,
which is composed of the first three terms on the right
hand side of (2); β, κ ∈ R+ are the receive and transmit
distortion coefficients, respectively, which reflect the quality
of the SI cancellation in propagation/analog domains. In (3),
the covariance matrix of u[n] is given by
E{u[n]uH [n]}=
K∑
k=1
Pk[n]rk[n]hk[n]h
H
k [n] + σ
2
0I
+Hu[n]E{w[n]wH [n]}HHu [n], ∀n. (5)
where w[n] , x[n]+eout[n], and I denotes the identity matrix.
In practice, the loop-back SI signal is much stronger than the
received signals from IoT devices. Hence, we approximate
E{u[n]uH [n]}≈ Hu[n]E{w[n]wH [n]}HHu [n]
(a)
= Hu[n](X[n] + κdiag(X[n]))H
H
u [n],∀n,(6)
where step-(a) in (6) is obtained by recalling X[n] and (4).
To completely remove the multi-user interference and sim-
plify the detection process, the receiver side of the UAV will
implement a linear zero-forcing (ZF) technique, and the post-
processing matrix is formulated as [23]
Z[n] = (HH [n]H[n])−1HH [n], ∀n. (7)
In (7), H[n] , [h1[n], . . . ,hK [n]] is the combination channel
matrix between the K IoT devices and the UAV in the nth
time slot. Here, the kth row of Z[n], i.e., zk[n] ∈ C1×M , is the
receive beamforming vector for the kth IoT device in the nth
time slot. In addition, the SI cancellation at the UAV in digital
domain can be done by subtracting Hu[n]x[n] from (2). Then,
the received signal at the UAV for the kth IoT device in the
nth time slot can be expressed as
zk[n]yk[n]=
√
Pk[n]rk[n]zk[n]hk[n]sk + zk[n]Hu[n]eout[n]
+ zk[n]v[n] + zk[n]ein[n], ∀k, n, (8)
and the signal-to-interference plus noise ratio (SINR) for the
kth IoT device in the nth time slot can be formulated as
SINRk[n] =
Pk[n]rk[n]|zk[n]hk[n]|2
zk[n] (Hu[n]Eout[n]HHu [n] + σ
2
0I+Ein[n]) z
H
k [n]
, ∀k, n,
(9)
where
Eout[n] , E{eout[n]eHout[n]} = κdiag(X[n]),
and
Ein[n], E{ein[n]eHin [n]}
≈ βdiag (Hu[n](X[n] + κdiag(X[n]))HHu [n]) .
From the IoT devices point of view, we assume that the
system works in time division duplex mode. In this case, the
received signal at the kth IoT device in the nth time slot can
be expressed as
yk[n] =
√
rk[n]h
T
k [n](x[n] + eout[n]), ∀k, n, (10)
where (·)T denotes the transpose. Then, its harvest power can
be expressed as
Php,k[n] = ηrk[n]h
T
k [n](X[n] + κdiag(X[n]))hk[n], ∀k, n,
(11)
where η denotes the harvest power conversion efficiency. It
is worth noting the received SI, hardware impairments, and
AWGN at IoT devices are ignored in (10) due to their limited
contributions on energy harvesting.
III. PROBLEM FORMULATION
The energy consumption at the UAV mainly comes from
two parts: the propulsion energy and the WPT. For the first
part, denote t as the UAV moving time from one location
to another. Then, similar to the work in [20], [21], the UAV
propulsion energy in the nth time slot can be expressed as
Ep[n] = τ |vu[n]|2, ∀n, (12)
where vu[n] , ‖qu[n+ 1]− qu[n]‖/t denotes velocity of the
UAV and τ denotes propulsion energy efficiency. The second
part is the transmit power at the UAV for WPT, which is
Pwpt[n] = trace(X[n] + κdiag(X[n])), ∀n, (13)
where trace(·) denotes the trace operation of a matrix. Thus,
the UAV energy minimization problem can be formulated as
minimize
Pk[n],X[n],qu[n]
Ep[0] +
N∑
n=1
(Ep[n] +
T
N
Pwpt[n])
subject to
N∑
n=1
T
N
B log2(1 + SINRk[n]) ≥ Rk, ∀k,
(14a)
n∑
i=1
T
N
Pk[i] ≤
n∑
i=1
T
N
Php,k[i], ∀k, n, (15a)
qu[0] = qui, qu[N + 1] = quf , (16a)
vu[n] ≤ Vmax, Pwpt[n] ≤ Pmax, ∀n, (17a)
where B denotes the available bandwidth for transmissions;
qui and quf are initial and final positions of the UAV, respec-
tively; Vmax and Pmax denote the maximum speed and the
maximum transmit power of the UAV, respectively.
In problem (14), (14a) illustrates that the total uploaded
bits for the kth IoT device should be no less than Rk. As
mentioned before, the transmit power of the IoT devices are
solely supplied by its harvest power from the UAV, thus, (14b)
illustrates that the total transmit energy at each IoT device
until the nth time slot is no larger than its harvested energy.
In addition, (14c) sets up initial and final positions of the UAV,
and (14d) limits speed and transmit power of the UAV.
IV. THE PROPOSED JOINT TRAJECTORY AND TRANSMIT
BEAMFORMING DESIGN
In this section, we aim to solve problem (14). Specifically,
problem (14) is non-convex in terms of both X[n] and qu[n].
In addition, due to the coupling among Pk[n], X[n] and
qu[n], finding the globally optimal point is quite challenge.
Alternatively, we propose an iterative search method to find
a locally optimal solution, where the first loop is to find the
optimal Pk[n] and X[n] by fixing qu[n], and the second loop
is to find the optimal qu[n] by fixing Pk[n] and X[n].
A. The First Loop Optimization
By fixing qu[n],∀n and introducing auxiliary variables
tk[n],∀k,n≥ 0, we can reformulate problem (14) as
minimize
Pk[n],X[n],tk[n]
N∑
n=1
Pwpt[n]
subject to
N∑
n=1
T
N
B log2(1 + tk[n]) ≥ Rk, ∀k,(18a)
SINRk[n] ≥ tk[n], ∀k, n, (19a)
Pwpt[n] ≤ Pmax, ∀n, (20a)
(14b).
Problem (18) is non-convex due to coupling X[n] and tk[n]
in constraint (15b) for all k and n. To facilitate solving (18),
we decouple the numerator and the denominator of left hand
side of (15b) by introducing additional auxiliary variables
ek[n],∀k,n≥ 0, as
Pk[n]rk[n]|zk[n]hk[n]|2 ≥ tk[n]ek[n], ∀k, n, (21)
zk[n]
(
Hu[n]Eout[n]H
H
u [n] + σ
2
0I+Ein[n]
)
zHk [n] ≤ ek[n],
∀k, n. (22)
Due to tk[n]ek[n] in (21), the problem is still non-convex.
Thus, the first-order Taylor expansion of tk[n]ek[n] gives
tk[n]ek[n]
≤ tk[n]ek[n] + ek[n](tk[n]− tk[n]) + tk[n](ek[n]− ek[n]),
where the expansion is near the initial point pair (tk[n], ek[n]),
and equality holds if and only if tk[n] = tk[n] and ek[n] =
ek[n]. Then, (21) can be approximated as
Pk[n]rk[n]|zk[n]hk[n]|2
≥ tk[n]ek[n] + ek[n](tk[n]− tk[n]) + tk[n](ek[n]− ek[n]),
∀k, n.(23)
With the above discussed process, the non-convex problem
(18) can be converted to the convex problem as
minimize
Pk[n],X[n],tk[n],ek[n]
N∑
n=1
Pwpt[n] (24)
subject to (15a), (17), (18), (15c), (14b),
where it can be readily solved by using the optimization
toolboxes, e.g., cvx in [24]. Then, by fixing qu[n],∀n and
providing feasible (tk[n], ek[n]) pair for all k and n, the
optimal P ∗k [n] and X
∗[n] for all k and n can be found by
solving problem (24) via standard SCA techniques [25].
B. The Second Loop Optimization
Given Pk[n] and X[n], let’s first treat rk[n],∀k,n, as auxiliary
variables and replace ‘=’ with ‘≤’ from formula (1). Then,
the problem (14) can be reformulated as
minimize
qu[n],rk[n]
N∑
n=0
Ep[n]
subject to
1
L2 + ‖qu[n]− qk‖2 ≥ rk[n], ∀k, n, (25a)
vu[n] ≤ Vmax, ∀n, (26a)
(14a), (14b), (14c).
Problem (25) is non-convex due to coupling qu[n] and rk[n]
in constraint (20a) for all k and n. On the other hand, due to
the introduced auxiliary variables, i.e., rk[n],∀k,n, both (14a)
and (14b) become convex constraints. Similar as (21) and (22),
by introducing additional auxiliary variables fk[n]∀k,n, we can
convert (20a) into
rk[n]fk[n] ≤ 1, ∀k, n, (27)
L2 + ‖qu[n]− qk‖2 ≤ fk[n], ∀k, n. (28)
Then, the first-order Taylor expansion of rk[n]fk[n] gives
rk[n]fk[n]
≤ rk[n]fk[n] + fk[n](rk[n]− rk[n]) + rk[n](fk[n]− fk[n]),
where the expansion is near the initial point pair (rk[n], fk[n]),
and equality holds if and only if rk[n] = rk[n] and fk[n] =
fk[n]. Then, (27) can be approximated as
rk[n]fk[n] + fk[n](rk[n]− rk[n]) + rk[n](fk[n]− fk[n])
≤ 1, ∀k, n. (29)
Following the above discussion by taking steps (27) to (29)
into account, the non-convex problem (25) can be converted
into the convex problem as
minimize
qu[n],rk[n],fk[n]
N∑
n=1
Ep[n] (30)
subject to (22), (23), (20b), (14a), (14b), (14c).
Then, the method used to solve problem (24) can be used to
solve problem (31).
C. The Proposed Iterative Search Algorithm
Before we introduce the proposed iterative search algo-
rithm, it is worth to highlight that proper chosen of initial
(tk[n],ek[n]) and (rk[n],fk[n]) for all k and n are necessary
to efficiently solve problems (24) and (31), respectively. For
finding initial (tk[n],ek[n]), we first set tk[n] = t,∀k, n, and
obtain t by solving
∑N
n=1
T
NB log2(1 + t) = Rk,∀k. Here,
the obtained t will be treated as the initial tk[n],∀k,n. Then,
given the initial tk[n]∀k,n and qu[n]∀n, the initial ek[n]∀k,n,
can be found by solving the following problem
minimize
Pk[n],X[n],ek[n]
0 (31)
subject to (16), (17), (15c), (14b).
For the second loop optimization process, the initial
pair (rk[n],fk[n]) can be formulated by letting rk[n] =
1
L2+‖qu[n]−qk‖2 and fk[n] = L
2 + ‖qu[n] − qk‖2 for all k
and n. Consequently, the proposed iterative search algorithm
can be formulated as follows.
Algorithm 1 The Proposed Iterative Search Algorithm
1: Initialize: q(0)u [n], t
(0)
k [n], e
(0)
k [n], r
(0)
k [n], and f
(0)
k [n] for
all k and n;
2: Set i = 1;
3: Given {q(i−1)u [n], t(i−1)k [n], e(i−1)k [n]} solve problem (19)
to obtain {P (i)k [n],X(i)[n], t(i)k [n], e(i)k [n]} for all k and n;
4: Update {t(i−1)k [n], e(i−1)k [n]} ← {t(i)k [n], e(i)k [n]} for all k
and n;
5: Repeat step-3 to step-4 until convergence of the objective
value of (19), and return the updated P (i)k [n], X
(i)[n] for
all k and n;
6: Given {P (i)k [n],X(i)[n], r(i−1)k [n], f
(i−1)
k [n]}, solve prob-
lem (24) to obtain {q(i)u [n], r(i)k [n], f (i)k [n]} for all k and
n;
7: Update {r(i−1)k [n], f
(i−1)
k [n]} ← {r(i)k [n], f (i)k [n]} for all
k and n;
8: Repeat step-6 to step-7 until convergence of the objective
value of (24), and return q(i)u [n] for all n;
9: Calculate t(i)k [n], e
(i)
k [n], r
(i)
k [n], f
(i)
k [n] based on the re-
turned P (i)k [n],X
(i)[n],q
(i)
u [n] for all k and n, and let
i = i+ 1;
10: Repeat step-3 to step-9 until convergence of the objective
value of (14);
11: Return: P ∗k [n], X∗[n], q∗u[n] for all k and n.
It is worth noting that, to guarantee the feasibility conditions,
step-9 in Algorithm 1 can be done by replacing ‘≥’ with ‘=’
in (15b) for calculating t(i)k [n] and replacing ‘≤’ with ‘=’ in
(17) for calculating e(i)k [n]. In addition, r
(i)
k [n] and f
(i)
k [n] can
be calculated by following the same way to calculate r(0)k [n]
and f
(0)
k [n].
The computational complexity of Algorithm 1 can be
summarised as: Problem (19) is a semidefinite optimiza-
tion problem (SDP), problem (24) is a second-order cone
optimization problem (SOCP), and most of toolboxes han-
dle SDP/SOCP using an interior-point method [26]. In this
case, the worst-case complexity for solving problem (19) is
O(I1 log(1/)max{3KN, 2MN}4) and for solving problem
(24) is O(I2 log(1/)(2KN)3), where I1 and I2 denote the
number of iterations for the SCA in solving (19) and (24),
respectively;  denotes the algorithm stopping criteria. Thus,
considering a similar value for both I1 and I2, the worst-case
complexity of the proposed Algorithm 1 can be approximated
as O(I3I1 log(1/)max{3KN, 2MN}4), where I3 is the
number of iterations for one complete loops search.
V. NUMERICAL RESULTS
In this section, we provide several experiments to examine
the proposed solution for the UAV energy minimization prob-
lem. Suppose that there are K = 4 IoT devices distributed
within a geographic area of size 2 × 2 m2 following an
independently Poisson point process [27]. The MIMO FD
UAV is equipped with M = 4 antennas flying at the altitude
L = 2 m, starting from the point qui = [−1,−1] and
ending at the point quf = [1,−1]. The maximum UAV flying
speed is Vmax = 10 m/s and its transmit power is limited
to Pmax = 10 W. We set the total flying time T = 60 s
and it is divided by N = 8 time slots. The communication
bandwidth is B = 10 Hz and the number of uploaded data
per IoT device is Rk = 256 bits,∀k. The hardware transceiver
distortion coefficients of the UAV are set to κ = 0.005 and
β = 0.01. The IoT devices energy harvesting and the UAV
speed efficiencies are set to η = τ = 0.6.
Furthermore, two trajectory benchmark schemes are con-
sidered: For benchmark 1, the UAV flies to the centre point
of the geographic area, i.e., [0,0], and hovers there for all
N time slots for data collection; For benchmark 2, the UAV
first flies to the point [-0.7778,0], and then along x-axis flies
straight to the point [0.7778,0], and finally it flies back to the
ending point. In this case, the UAV collects data at N even
points between [-0.7778,0] and [0.7778,0]. It is worth noting
that the above configurations are purely for demonstrating our
proposed idea. For a practical experimental set up, we only
need to linearly scale the above mentioned parameters.
Fig. 1 gives our optimized UAV trajectory projected on the
horizontal plane comparing with two benchmark schemes. As
shown in the figure, the optimized UAV trajectory for N time
slots data collection is almost between the two benchmark
trajectories. In detail, the UAV first hovers between the left
two IoT devices for two time slots data collection. Then,
it flies towards the IoT device near the coordinate point [-
0.05,0.3] for another two time slots data collection. Next, it
spends another three time slots hovering towards the last IoT
device direction in the right-up corner of the geographic area
for data collection. In this case, since the UAV must fly back
to the ending point, it cannot hover quite close to the last IoT
device for its data collection.
Fig. 2 shows energy consumption of our optimized UAV
trajectory in comparison with the two benchmark schemes
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
x (m)
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
y 
(m
)
Proposed method
Benchmark 1
Benchmark 2
IoT device
IoT device
IoT device
IoT device
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Fig. 2: Energy consumption at the UAV versus the UAV
moving time t, where Rician fading K-factor is 0.1 for IoT
devices channels and 1 for SI channels, and σ20 = 0.01.
for different UAV moving time t. As shown in the figure,
by comparing with the two benchmark schemes, the proposed
method that leads to the optimized UAV trajectory consumes
the smallest amount of energy of the UAV. This demonstrates
that our proposed method jointly optimizes the data collec-
tion, WPT, and the UAV trajectory in terms of the energy
minimization of the UAV. In addition, accompanied with the
UAV moving time increasing, the energy consumptions at the
UAV for all three schemes are decreasing. This is because
the speed of the UAV is decreasing with a fixed distance
between two hovering locations, i.e., see (12). In other words,
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Fig. 3: Energy consumption at the UAV versus the number of
complete loops iterations with different UAV moving time t.
the UAV propulsion energy is decreasing accompanied with
the UAV moving time t increasing. Moreover, benchmark 2
shows less energy consumption than benchmark 1 when the
UAV moving time t is smaller than 1.32 s. This is because
the distance between the starting point and the hovering point
for benchmark 1 is much larger than the ones for benchmark
2, where, with a fixed t, the former one leads to a large UAV
propulsion energy consumption. On the other hand, when t is
getting large, the energy consumption in terms of WPT will
domain the performance. In this case, benchmark 1 hovering
in the centre point of the geographic area will provide more
energy-efficient data collection and WPT.
Fig. 3 then demonstrates the convergence property of the
proposed iterative search algorithm. As shown in the figure,
for different UAV moving time t, around 4 complete loops
iterations (i.e., I3) will lead to the optimal solution, and com-
bined with the analysis in Sec. IV-C, the proposed algorithm
indeed leads to relatively low computational complexity.
VI. CONCLUSION
In this paper, we have proposed an energy-efficient data
collection and WPT framework for IoT applications via a
MIMO FD UAV. By formulating and solving the energy
minimization problem in consideration of the UAV hardware
impairments, we optimized the UAV trajectory, the covariance
matrix of UAV energy signal for WPT, and the transmit power
of each IoT devices. It has been shown in numerical results
that, our proposed algorithm outperforms the two presented
benchmark schemes in terms of UAV energy efficiency with
low computational complexity and fast convergence.
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