Robust and efficient feature extraction is critical for high-resolution range profile (HRRP)-based radar automatic target recognition (RATR). In order to explore the correlation between range cells and extract the structured discriminative features in HRRP, in this paper, we take advantage of the attractive properties of convolutional neural networks (CNNs) to address HRRP RATR and rejection problem. Compared with the time domain representations, the spectrogram of HRRP records the amplitude feature and characterizes the phase information among the range cells. Thus, besides using one-dimensional CNN to handle HRRP in time domain, we also devise a two-dimensional CNN model for the spectrogram feature. Furthermore, by adding a deconvolutional decoder, we integrate the target recognition with outlier rejection task together. Experimental results on measured HRRP data show that our CNN model outperforms many state-of-the-art methods for both recognition and rejection tasks.
Introduction
Radar target detection and radar automatic target recognition (RATR) are two active research fields of modern radar technology. In a typical modern radar system, targets are first located at the detection stage, which aims to estimate the target position/Doppler with high quality [1, 2] . The high-resolution radar (HRR) is then activated by specific targets for further identification or classification. The echo of HRR, high-resolution range profile (HRRP), is the amplitude of the coherent summations of the complex time returns from target scatterers in each range cell, which represents the projection of the complex returned echoes from the target scattering centers onto the radar line-of-sight (LOS), as shown in Fig. 1 . Since HRRP contains abundant target structure signatures, such as target size and scatterer distribution, HRRP-based target recognition has received intensive attention from the RATR community .
Feature learning is critical for RATR. Many researchers [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] explore various feature (representation) learning *Correspondence: bchen@mail.xidian.edu.cn 1 National Laboratory of Radar Signal Processing, Xidan University, Xi'an 710071, Shaanxi, China 2 Collaborative Innovation Center of Information Sensing and Understanding, Xi'an 710071, Shaanxi, China methods for HRRP-based RATR. In [5, 6] , RELAX-based algorithms are employed to extract the location information of predominant scatterers from HRRP data as features for recognition tasks. In [7] [8] [9] , the researchers investigate the recognition methods based on spectra features, which perform the recognition task in the learned feature subspace via specific physical meaning. Generally, such sophisticated features perform well in practice but they heavily rely on personal experiences and prior knowledge.
Besides those hand-crafted feature methods, datadriven RATR approaches have attracted increasing attention in past years due to their ability to learn useful features from the dataset automatically. In [10] , the principal components analysis (PCA)-based feature subspace is constructed to minimize reconstruction error for RATR. In [11] [12] [13] [14] [15] , the researchers employ factor analysis (FA) model to project and recognize HRRPs in a lowdimensional latent feature space. Considering the sparsity within the HRRP signals, Feng et al. [16] and Zhou [17] apply sparse constraint on the feature vectors and solve the problems via l 0 -minimization. However, all those methods build linear and shallow architectures that limit their capability to represent the complicated HRRP data. Recently, non-linear, deep networks have been successfully employed in various real-world tasks thanks to their powerful expressive ability [26] [27] [28] [29] [30] [31] [32] [33] [34] . In fact, several deep learning models have been developed for HRRP-based RATR. Yan et al. [18] employ stacked denoising autoencoder (SDAE [27] ) to learn the robust representation of the original HRRP. Feng et al. [19] employ the average profile as the correction terms and stack a series of Corrective Autoencoders to extract features from HRRP. However, these two models are based on fully connected nets and may not capture the structural information among the range cells of HRRP layer by layer, since HRRP reflects the distribution of scatterers in target along the range dimension. Differently, convolutional neural networks (CNNs [29] ) explicitly exploit structural locality in the feature space and can extract more descriptive features that exist in signals. Furthermore, the convolutional layer alternates with the pooling layer to learn the features, which leads to the local invariance of translation, scaling, and shift. They have been successfully applied to kinds of recognition tasks and exhibited better performance than fully connected networks [29-32, 35, 36] .
In this paper, we first develop a one-dimensional CNN recognition procedure for the time domain HRRP, which represents the amplitude of projection of the target scattering centers onto the radar LOS and is widely used in RATR. In the 1-D CNN, the convolution operation only takes place at range dimension. Nevertheless, the time domain only characterizes the amplitude of the target signal which provides limited information for feature learning. By contrast, the spectrogram feature is a twodimensional (time and frequency) representation of a HRRP signal, which embeds the frequency domain property of the target and reflects more phase information [20] . Hence, targeting the properties of spectrogram, a novel CNN model is proposed for HRRP ATR, which, different from the conventional 2-D CNN for images, considers the spectral vector at each discrete time (range cell) as a whole and realizes the convolution operation along time dimension.
Since most of the targets are uncooperative or even hostile in real-world RATR task, it is not practical to acquire complete training database. Moreover, it is unreasonable to recognize a target that does not belong to any class of the existing template database. Therefore, we plug a decoder into the model to realize the outlier rejection. Specifically, the proposed approach uses a CNN as encoder and a deconvolutional neural network as decoder. By measuring the reconstruction error between the input and the output of the decoder, the model can identify whether a sample is an outlier or not.
The remainder of this article is organized as follows. Brief descriptions of time domain and spectrogram feature of HRRP are introduced in Section 2. In the following section, we will present our CNN model in detail. The experimental results of our model with time domain and spectrogram feature on measured HRRP data are shown in Section 4. Finally, conclusions are addressed in Section 5.
Preliminaries
In this section, we briefly review the concepts of HRRP and CNN, following which the corresponding descriptions of time domain and the spectrogram feature of HRRP are provided.
Time domain HRRP
Generally, high-resolution radar (HRR) operates in microwave frequency band, and for the wide bandwidth of the signal, the wavelength of radar is much smaller than the target size. Hence, for complex targets such as an aircraft, HRR can effectively divide the object into many range "cells. " According to the literatures [10, 14] , if the radar-transmitted signal is s(t)e jw c t (s(·) is the complex envelope and w c is the carrier angular frequency) and the returned complex HRRP is denoted as a discrete complex vector, the n-th complex returned echo from the l-th range cell (l = 1, 2, ..., L) in baseband can be approximated as:
σ li e jφ li (n) (1) where θ(n) = − 4π λ R(n) stands for the initial phase of the n-th returned echo related to the target distance and the radar wavelength and V l denotes the number of target scatterers in the l-th range cell, σ li the strength of the ith scatterer in the l-th range cell, and φ li (n) the remained echo phase of the i-th scatterer in the l-th range cell of the n-th returned echo. Then, the n-th complex HRRP can be written as
σ li e jφ li (n) with l = 1, 2, ..., L, and T denotes the transpose operation. The n-th time domain HRRP x T (n) is obtained by taking absolute value of x(n), which can be represented as:
where |·| means taking absolute value. The time domain HRRP x T represents the reflected signal intensity versus range along the radar LOS. Therefore, it is worth of note that we only consider the corresponding amplitude profile of the time domain HRRP and spectrogram of HRRP in this paper, which do not vary with the initial phase [10] .
Spectrogram feature of HRRP
Spectrogram analysis is a common signal processing procedure adopted in spectral analysis and other fields, which can be readily created by calculating the shorttime Fourier transform (STFT) of the time signal. The discrete-time STFT transform can be represented as:
where x(n) is the signal to be transformed and w(·) is the window function. The magnitude squared of the STFT yields the spectrogram of x(n):
In this paper, the spectrogram feature of n-th HRRP, x S (n), is obtained by applying STFT and square operation on the n-th complex HRRP x(n). Specifically, we first sequentially break up the complex HRRP x(n) into fragments of length M. To reduce artifacts at the boundary and increase the temporal dependence between fragments, each fragment overlaps with its neighbors of length M−1. For notational convenience, we replace the notation x(n) with x, and a fragment starting from the k-th range cell can be written as
σ li e jφ li with l = k, k + 1, ..., k + M − 1. Then, performing the discrete Fourier transformation (DFT) on x M yields its frequency domain expression, x M F , which can be expressed as:
Taking the absolute value of x M F s and concatenating them in sequence provides the spectrogram feature of n-th HRRP, x S . As a result, a complex vector x ∈ R 1×L is transformed into a matrix x S ∈ R H×L , where the axes of x S are frequency and time, respectively. Figure 2 The spectrogram feature of HRRP has some distinct advantages over time domain HRRP. First, by taking the absolute value (2), the time domain HRRP loses its phase information. On the contrary, the spectrogram exploits the phase information to characterize the frequency domain correlation among range cells since the DFT operation will accumulate the same frequency component in the fragment (5) . In other words, by making use of the phase information in the complex HRRP signal, the spectrogram feature of HRRP provides more (frequency domain) information than HRRP in time domain. Second, the scatterers living in several continuous range cells are relatively more robust to the target-aspect change than those in a single range cell.
HRRP target recognition and outlier rejection based on CNN
In order to employ CNN model to HRRP recognition task, we adopt a one-dimensional CNN model to classify the time domain HRRPs directly, while for spectrogram feature, the designed CNN model realizes the convolution operation going along the time dimension. Furthermore, by adding a deconvolutional network to the CNN model, we integrate recognition with rejection together. Figure 3 illustrates the structure of our model.
CNN for time domain
A deep convolutional neural network [29] consists of multiple layers based on convolution operation and can be viewed as a transformation from the input map to the output map. Suppose X ∈ R H×W ×C is a multichannel input, where each dimension of X represents the height, width, and the number of channels, respectively. Assume the CNN consists of L convolutional layers, and layer l ∈ {1, ..., L} K l filters. For the kth filter at layer 1, a convolution operation with stride length r (1) applies filter
This yields feature map,
, where * denotes the convolutional operator, b (k,1) is the bias for the k-th feature map, and f (·) a nonlinear activation function. More specifically, the value of a unit at position i , j , denoted as y
i j , is given by: 
where means element-wise product or Hadamard product and ReLU [37] is a nonlinear activate function, ReLU(z) = max(0, z). Figure 4 illustrates a convolutional layer in CNN. The computational complexity in the convolution layer 1 is in the order of O(H ·W ·C·h (1) ·w (1) ·K 1 ), similarly for the following convolution layers.
To increase the content covered by a convolutional kernel and the sparsity of the hidden units, a convolutional layer is usually followed by a subsampling layer. The resolution of the feature map is reduced by pooling over the local neighborhood on the feature map. After the convolution and pooling, the k-th feature map
are the height and width of the feature map, respectively. After that, we have the feature maps of layer 1,
and the computational complexity in this layer is in the order of O (H
, which is much smaller than that in the convolution layer and similar for the following subsampling layers.
With this convolutional-subsampling operation repeated in sequence for L layers, the last feature map H (L) is obtained, which is then fed into some fully connected nets, to produce the final feature z. In the end, the feature z goes into a softmax classifier for the recognition
is used to perform multi-class logistic regression, where C represents the number of categories, p c (z) the probability of z belonging to the c-th category, and θ the parameter of the softmax classifier. Given the ground-truth class label t of input X, we formulate the recognition loss function E recogn as:
where N is the sample number of each mini-batch. The time domain HRRP, x T ∈ R 1×W ×1 , is a real-valued vector (W is the length of range dimension); thus, a 1-D convolution CNN model, called TCNN, can be employed, where the convolution operation only takes place at the range dimension. For the first layer in TCNN, as shown in Fig. 5a , convolution operations with stride length r (1) apply K 1 filters, W (1) T ∈ R 1×w (1) ×1 , to x T , resulting in feature maps of layer 1, H (1) T ∈ R 1×W (h1) ×K 1 . For the following layers, convolution-subsamping operation repeatedly apply T are obtained and fed into fully connected nets, to produce the feature vector z T . In the end, the recognition task is achieved by feeding z T to a softmax classifier, and the loss function is the same as (7).
CNN for spectrogram domain
As discussed in Section 2.2, the spectrogram representation ( 
S . After reshaping and feeding H (L)
S to the fully connected nets, we acquire feature vector z S and a softmax function is applied on z S as the final layer.
Batch normalization
Batch normalization (BN) [33] is a technique to accelerate training and improve generalization, which is widely used in kinds of deep neural networks. For these reasons, we employ batch normalization in each convolution and fully connected layer in our model. For a layer
, where the expectation and variance are computed over the mini-batch from the training dataset, and is a constant added to the mini-batch variance for numerical stability. After normalizing, a pair of parameters γ (k) , β (k) is introduced to scale and shift the normalized value:
The parameters γ (k) and β (k) are learned based on the original model parameters. By normalizing each input unit to have zero mean and unit variance, the batch normalization layer helps deal with poor initialization problems at the training stage and contributes to gradient flow in deeper models.
Combine recognition with rejection
Besides the recognition, outlier rejection is another function we have to concern in the RATR system. Thus, to integrate the outlier rejection task into our model, we introduce a decoder network, which focuses on capturing the task-general knowledge through the experience of representing the existing targets. Specifically, the input x is transformed into the top feature maps, H, through the convolutional encoder net, then besides feeding H to the classification net, we also apply the deconvolution with stride (i.e., convolutional transpose), as the conjugate operation of convolution, to decode the feature maps H back to the source. As the deconvolution operation proceeds, the spatial resolution gradually increases, where the output of the final deconvolution layer is aimed at reconstructing the input x. The reconstruction error E recon can be formulated as:
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where N is the size of each mini-batch and g θ is the decoder parametrized by θ. By measuring the reconstruction error in (9), the model can identify whether a target is an outlier or not. Specifically, we expect that the in-class samples will get smaller reconstruction errors while the outlier samples' reconstruction errors are relatively larger. Our combination model simultaneously trains a convolutional autoencoder and a supervised model to the HRRP rejection and recognition problem, which is similar to semi-supervised learning models [38, 39] except that we do not use unlabeled data at the training phase. Formally, via the combination of the recognition loss (7) and the reconstruction loss (9), the final objective can be defined as:
where parameter λ is a nonnegative regularization parameter used to balance the recognition loss E recogn and the reconstruction loss E recon . A larger λ means the model cares more about the rejection performance; on the opposite, a smaller λ indicates the model pays more attention to recognition performance. Particularly, our model will degenerate into conventional CNN model if we set λ = 0. According to (10) , it is worth to notice that by using this joint training strategy, the learned feature H will be affected by both of data representation and classification tasks. In the following experimenting section, the detailed analysis of the influence of λ will be provided when the outlier rejection is functioned.
Results and discussion
In this section, measured HRRP data used in our experiments will be introduced firstly. Then, several detailed analysis and discussion about the recognition and rejection performance of our model are presented and studied. Meanwhile, the influence of some model parameters are analyzed and discussed during the experiments.
Measured data
We examine the recognition and rejection performance of our CNN model on the three-class measured data, Yark-42, Cessna Citation S/II, and An-26, among which Yark-42 is a large-and medium-sized jet aircraft, Cessna Citation S/II a small-sized jet aircraft, and An-26 a medium-sized propeller aircraft. The radar works on C-band with a bandwidth of 400 MHz, and the range resolution is about 0.375 m. The parameters of the radar and airplane targets are shown in Table 1 , and the projections of target trajectories onto the ground plane are shown in Fig. 6 . With large SNR, the effect of noise in the measured data on the recognition can be ignored. 
Preprocessing
As discussed in literature [23] , it is a prerequisite for radar target recognition to deal with the target-aspect, time-shift, and amplitude-scale sensitivity. Similar to the previous study [11, 23] , HRRP training samples should be aligned by the time-shift compensation techniques in ISAR imaging [40] to avoid the influence of time-shift sensitivity. Each HRRP sample is normalized by L2 normalization algorithm to avoid the amplitude-scale sensitivity. In the following experiments, all of the HRRPs are assumed to have been aligned and normalized.
Recognition

Experimental setup
To evaluate the recognition performance of our model, in this subsection, the parameter λ in (10) is set to 0. As shown in Fig. 2 are performed on a desktop computer equipped with an Intel Core i7 4770 CPU, 32 GB RAM, and a graphics card NVIDIA GeForce GTX 1070.
Impact of model parameters
In this subsection, we analyze the effect of some model parameters on the recognition performance, including STFT window length, the kernel size, and the number of convolutional layers of CNN.
STFT window length
The spectrogram feature of HRRP is obtained by calculating STFT of the aligned and normalized time domain signal, where the window length of STFT is a critical parameter which could be selected according to the radar range resolution and target sizes, since it determines the frequency resolution, which can separate the close frequency components and the time resolution, which can describe the frequency changing. As shown in Fig. 7 , different STFT window lengths apparently produce different spectrogram features. Detailedly, in our measured data, since the radar range resolution is about 0.375 m, a window with length of 32 corresponds to the actual size of 12 m, which, compared with the lengths/widths of the targets falling in (14, 40) meters, makes the correlation between neighboring vectors too high and leads to the target spectrogram representations ambiguous, while that of 4 (1.5 m) is too short to depict the effective structures of the targets. By contrast, from the spectrograms with the window length of 8 and 16, we can find the relatively clear and descriptive textures of the target. To further investigate its effect on the recognition performance, we also list the average classification accuracies based on those spectrograms with four different window lengths, where the representations with window lengths of 8 and 16 outperform those with 4 and 32 as shown in Fig. 8 . Therefore, in the following experiments, we use a length of 16, windowed with a Hamming window and 32 points DFT to STFT to calculate the spectrogram feature.
Kernel size Since the HRRP echo embodies the physical composition of the target, the kernel size of CNNs actually reflects how much content a convolutional kernel is able to capture. Several first layer kernel sizes are chosen for the TCNN 3 and SCNN 3 (for time saving, we only take the first layer as an example), and the recognition results are shown in Fig. 9 . In both TCNN 3 and SCNN 3 , we find slightly longer kernel sizes, i.e., 1 × 9, 1 × 15 in TCNN 3 and 32 × 6, 32 × 10 in SCNN 3 , perform better. We attribute this to a shorter kernel not being able to grasp The number of CNN layer We conduct several experiments with different numbers of convolutional layers as shown in Fig. 10 . The two-layer models contain two convolutional layers, both of which have 32 output channels, termed as 32-32. Similarly, the three-layer models and four-layer models have the structure of 32-32-64 and 32-32-64-128, respectively. According to the recognition results, for both SCNN and TCNN models, the best results are achieved at the structure of three convolutional layers. The two-layer models have relatively poor performance, since they do not have enough capacity of arbitrary nonlinear expressiveness. However, the performance does not benefit from enlarging the depth of the model, as the recognition rates of the four-layer models are worse than the three-layer models. Because a deeper model brings more parameters to learn which makes the representations in the higher layers excessive and overfit the training set, after all, we test it on only three types of targets. Consequently, we choose SCNN 3 and TCNN 3 for further comparisons in the following experiments. 
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Recognition performance
The recognition accuracies and training time of SCNN 3 and TCNN 3 versus the size of training dataset are shown in Fig. 11 . Here, we utilized six training datasets: 140,000, 70,000, 35,000, 17,500, 8750, and 4375, where 8750 presents 8750 samples randomly selected from a total of 140,000 training samples, similarly for other data sizes. From Fig. 11 , we can see that SCNN 3 performs better than TCNN 3 by more than 2% but requires three times longer training time in each training dataset. The reason is that the spectrogram is a more informative and complex representation of HRRP, which provides more information, but also consumes more computing resources in feature learning. Furthermore, larger training dataset yields better recognition rates, but it also means a huger computational burden, as the training time increases linearly with the training data size. Therefore, in a real application, we need to consider the system resource and strike an appropriate balance between recognition performance and computation burden.
According to literature [13] , the noises in the inphase and quadrature echoes of aircraft-like targets under a look-up scenario can be assumed as Gaussian white noises. To evaluate the effect of noises on the proposed method, we add simulated white noises to the inphase and quadrature component of the high signal-to-noise ratio (SNR) raw test data. The SNR is defined as:
where P x and P x l respectively denote the average power of HRRP and the power of the original echo per range cell, L denotes the number of range cells (here L = 256), and P Noise denotes the power of noise. For SCNN 3 , the noisy spectrogram is derived from the corresponding noisy time domain HRRP. Figure 12 depicts the average recognition rates versus SNR, in which we compare our TCNN 3 , SCNN 3 models with several existing HRRP recognition methods, including (1) maximum correlation coefficient (MCC) [9] , (2) adaptive Gaussian classifier (AGC) [11] , (3) linear support vector machine (LSVM) [28, 41] , (4) linear discriminant analysis + LSVM (LDA), (5) principal component analysis + LSVM (PCA), (6) stacked denoising autoencoders (SDAE) [27] , and (7) stacked corrective autoencoders + LSVM (SCAE) [19] . Here, "+" denotes two-stage model. MCC and AGC are two classic statistical recognition methods. LSVM is an efficient machine learning algorithm aimed at minimizing structural risk for good generalization performance. In LDA + LSVM and PCA + LSVM, LDA and PCA are only used to extract features. SDAE and SCAE are two deep fully connected neural network models. Since the three-layer SDAE and SCAE models achieve better classification accuracy in [19] , we only exhibit the results of these models with three hidden layers. It should be noted that all the models are trained with 140,000 training dataset and they take the time domain HRRP as input except SCNN 3 . Generally, the recognition performance of all methods decreases with the increasing noise. When SNR ≥ 15 dB, TCNN 3 and SCNN 3 outperform other models; when SNR < 15 dB, four deep models SDAE, SCAE, TCNN 3 , and SCNN 3 obtain the similar performance and are superior to shallow models. We also list the average recognition rates and computational time of these models on the raw test dataset in Table 2 . In the case of time domain HRRP, the TCNN 3 outperforms other shallow or deep models, while SCNN 3 delivers the best performance, since it uses the spectrogram as the HRRP representations. Although the computation costs of TCNN 3 and SCNN 3 in training phase are pretty expensive, they can be ignored for an off- Tables 3 and 4 . Obviously, the SCNN 3 benefits mainly from the decreasing misclassification of Cessna to . We analyze that An-26 is a propeller-driven aircraft and its HRRPs are unstable due to the modulability of the propellers, which results in that some samples of the Cessna and An-26 are quite similar in time domain, after all, the representation of each range cell in time domain is a scalar. However, this similarity can be reduced by the spectrogram feature as it introduces the phase information to represent the signal. As shown in Fig. 13 , the spectrogram representation of two highly similar time domain HRRPs can be very different, where we select two test samples which the TCNN 3 misclassified while the SCNN 3 correctly classified.
We also show the first two principal components of the three aircrafts based on different features in Fig. 14 . Compared to TCNN 3 (Fig. 14b) , the features extracted from SCNN 3 (Fig. 14c) are more separable, which supports again that the spectrogram is an informative representation of HRRP. 
Feature visualization
Besides the numerical results, it is of interest to examine what the networks "learn" at different layers. We can visualize the first-layer filters directly. Each higher layer filter can be visualized as a weighted linear combination of the lower layer filters [34, 41] . Specifically, assume the CNN model consists of L layers, a filter k at layer l > 1 corresponds to a set of max-pooled feature maps from layer l − 1. One may sequentially map a filter from any layer l > 1 to a set of feature maps below, until at the lowest level the feature maps correspond to a segment in the input. We treat the segment in the input as the feature of filter k. Several learned filters of three-layer TCNN and SCNN at layer l(l = 1, 2, 3) are exhibited in Figs. 15 and 16 , respectively. For each learned filter, we show ten segments from the test samples with the highest activations on the feature maps. We can find that for both the models, filters at layer 1 (Figs. 15a and 16a ) learn the specific structural features that exist in signals. Since the higher layer learns to combine the lower layer features, compared to the filters at layer 1, the layer 2 and 3 are more complex and have a small translation (Figs. 15b, c and 16b, c) .
Combine recognition with rejection
The target rejection problem is taken into consideration in this section, and we add a three-layer deconvolution decoder to a three-layer SCNN to represent the data, and the kernel sizes of decoder correspond to those of the encoder, 1 × 9, 1 × 9, and 32 × 6. As mentioned before, the rejection function of our model is realized by measuring the error between input x s and its corresponding reconstruction signalx s . Specifically, after training, we expect the in-class targets will have smaller reconstruction errors while the outlier targets produce larger ones. By setting an error threshold T e , the rejection task can be transformed to a two-class calcification problem. Then, we use the area under a receiver operation characteristic (ROC) curve (AUC) to evaluate the rejection performance [42] .
In the experiment, three airplane targets are regarded as in-class targets, while the simulated data containing 18,000 truck HRRP samples are considered as outliers. A histogram of reconstruction errors of our model λ = 10 −6 between the three airplanes and the outlier target is shown in Fig. 17a . We also consider support vector domain description with Gaussian kernel (KSVDD) [43] , Kernel PCA with Gaussian kernel (KPCA) [44] , and K-means [43] as counterparts in the experiment. For KSVDD and KPCA, the kernel parameters and the number of eigenvectors (for KPCA) are chosen by crossvalidation. The ROC curves of KSVDD, KPCA, K-means, and our model λ = 10 −6 are shown in Fig. 17b , and the AUC values of them are 0.9385, 0.9335, 0.8128, and 0.9662, respectively. We can see that the proposed model achieves better rejection of the outliers than other classifiers (or models). This can be attributed to the fact that the highly nonlinear transformations in decoder not only provide our model a good reconstructor but also capture features that are relevant to the training data. The hyper-parameter λ is used to balance the recognition loss and the reconstruction loss. In order to figure out how the λ influences the recognition and rejection result, several λs are chosen in our experiments to investigate. Figure 18 shows the AUC and the recognition rate varies with λ. We can notice that the parameter λ affects both the recognition and rejection performance. When λ is small, e.g., λ = 10 −7 , the model focuses on recognition and leads to a poor reconstruction. When the λ gets larger, e.g., around 10 −6 to 10 −3 , the recognition decreases a little and the rejection performs well. However, it is interesting to see that with λ going too large λ > 10 −3 , the model does not exhibit good performance on rejection task, since it has strong capability of signal reconstruction for both of existing and outlier targets, which will make the model ambiguous. In practical, the values that satisfy the radar system recognition and rejection performance requirements can be selected as λ. Considering the recognition and rejection performance, a λ around 10 −6 to 10 −3 is suitable for our HRRP data.
Conclusion
In this paper, in order to explore the correlation between range cells and extract the structured discriminative features in HRRP, we have proposed a novel approach to address HRRP RATR and rejection problem based on convolutional neural network. Since the spectrogram is more informative than time domain HRRP with frequency and phase information, besides using one-dimensional CNN to handle HRRP in time domain, we also specialized a two-dimensional CNN model for its spectrogram representations. Furthermore, we plugged a deconvolutional network into the model to solve the outlier rejection problem. By measuring the reconstruction error between the input and the output in the decoder part, the model can identify whether a sample is an outlier or not. Experiments based on the measure radar data have shown that our model is competitive on both of recognition and rejection task. In the future, to make use of the phase information, we will design the complex-valued CNNs to handle the complex HRRPs. 
