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Abstract
Dissipative Schrödinger operators with a matrix potential are studied in L2((0,∞);E) (dimE =
n < ∞) which are extension of a minimal symmetric operator L0 with defect index (n,n). A self-
adjoint dilation of a dissipative operator is constructed, using the Lax–Phillips scattering theory,
the spectral analysis of a dilation is carried out, and the scattering matrix of a dilation is founded.
A functional model of the dissipative operator is constructed and its characteristic function’s analytic
properties are determined, theorems on the completeness of eigenvectors and associated vectors of a
dissipative Schrödinger operator are proved.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
It is known [1] that the spectral theory of dissipative operators is based on the theory of
dilations with application of operator models. The characteristic function is placed in this
theory; it carries the complete information on the spectral properties of the operator. Ac-
cording to the scheme of Lax and Phillips, the computation of the characteristic function
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S. Saltan, B.P. Allahverdiev / J. Math. Anal. Appl. 303 (2005) 208–219 209in terms of the Weyl–Titcmarsh function of the corresponding selfadjoint operators is pre-
ceded by the construction and investigation of a selfadjoint dilation and the corresponding
scattering problem matrix [2]. This method has already been used in many investigation
[3–5].
In this paper, we apply this approach to the study of maximal dissipative Schrödinger
operators in the space L2((0,∞);E) that extensions of a symmetric operators with defect
index (n,n).
2. Selfadjoint dilation of the dissipative Schrödinger operator
Let E be n-dimensional (n < ∞) Euclidean space. We denote by L2((0,∞);E) the
Hilbert space of vector-valued functions with values in E.
We consider the system of differential equations of Schrödinger type
(y) = −y ′′ + ν
2 − 1/4
x2
y(x)+Q(x)y(x)= λy(x), 0 < x < ∞, (1)
where 0 ν < 1 and Q(x) = Q∗(x), and elements of the matrix Q(x) is a Lebesgue mea-
surable and locally integrable functions on (0,∞). We denote by L0 the closure of the
minimal operator generated by the expression (y), and by D0 its domain. Further, we
denote by D the set of all functions y(x) from L2((0,∞);E) whose first derivatives are
locally absolutely continuous in (0,∞) and (y) ∈ L2((0,∞);E). Then D is the domain
of the maximal operator L generated by the expression (y), and L = L∗0 [6]. The sym-
metric operator L0 has defect index (n,n). It is known that the defect number defL0 of
the operator L0 is determined by the formula defL0 = defL−0 + defL+0 − 2n [6]. Since
0 ν < 1, defL−0 = 2n and then defL+0 = n.
Let v1(x), v2(x) ∈ D be the operator (matrix) solutions of the equation (y) = 0 satis-
fying the initial conditions
v1(1) = I, v′1(1)= 0; v2(1) = 0, v′2(1)= I.
Clearly, v1(x) and v2(x) are linearly independent and their Wronskians are equal to
W [v1, v2]x = v∗′2 (x)v1(x)− v∗2 (x)v′1(x)= W [v1, v2]1 = I.
We adopt the following notation:
(Wy)(x) =
(
(W1y)(x)
(W2y)(x)
)
=
(
v∗′2 (x)y(x)− v∗2(x)y ′(x)−v∗′1 (x)y(x)+ v∗1 (x)y ′(x)
)
.
We denote by Γ1 and Γ2 the linear mappings of D into E defined by
Γ1y = −(W1y)(0), Γ2y = (W2y)(0), y ∈ D. (2)
Then we have the following assertion.
Lemma 1. The triple (E,Γ1,Γ2) is space of boundary values of the operator L0 for the
linear mappings defined by (2).
From [7], following theorem is obtained.
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vector-valued functions y ∈ D which satisfy the boundary condition
(K − I)Γ1y + i(K + I)Γ2y = 0 (3)
is a maximal dissipative extension of the operator L0. Conversely, every maximally dissi-
pative extension of the operator L0 is restriction of L to the set of vector-valued function
y ∈ D satisfying (3), and the contraction K is uniquely determined by the extension. The
condition (3) defines selfadjoint extension if K is unitary.
We study the maximal dissipative operators LK generated by the expression (y) and
the boundary condition (3), where K is a strict contraction (i.e., ‖K‖E < 1) on E. Since
K is a strict contraction the boundary condition (3) is equivalent to
Γ2y +BΓ1y = 0, (4)
where B = −i(K+I)−1(K−I), ImB > 0 and −K is the Cayley transform of the dissipa-
tive operator B . Then, we denote by L˜B (= LK) the operator generated by the expression
(y) and the boundary condition (4).
In order to construct a selfadjoint dilation of the dissipative operator L˜B (= LK), we
add to H := L2((0,∞);E) the “incoming” and the “outgoing” channels D± := D+ =
L2((0,∞);E) and D− = L2((−∞,0);E). We form the orthogonal sum H= D− ⊕H ⊕
D+ and call it the basic Hilbert space of the dilation. We then extend the construction to a
selfadjoint operator LB on a space H as follows.
Let ϕ− ∈ W 12 ((−∞,0);E), ϕ+ ∈ W 12 ((0,∞);E), u ∈ D, where W 12 is Sobolev space.
We define the operator of LB on the set of elements D(LB) in H satisfying the boundary
conditions
Γ2u+BΓ1u = Cϕ−(0),
Γ2u+B∗Γ1u = Cϕ+(0), (5)
where C2 = 2 ImB , C > 0, is generated by
L〈ϕ−, u,ϕ+〉 =
〈
i
dϕ−
dξ
, (u), i
dϕ+
dξ
〉
. (6)
We then have
Theorem 3. The operator LB is selfadjoint in H and is a selfadjoint dilation of the dissi-
pative operator L˜B (= LK).
Proof. We first prove that LB is symmetric in H. Let U1 = 〈ϕ−1 , u1, ϕ+1 〉 ∈ D(LB) and
U2 = 〈ϕ−2 , u2, ϕ+2 〉 ∈ D(LB). Since defL0 = (n,n), for every u(x), v(x) ∈ D if we con-
sider that
[u,v]∞ = lim
x→∞
[(
u(x), v′(x)
)
E
− (v′(x), u(x))
E
]= 0,
we obtain
(LBU1,U2)H − (U1,LBU2)H = 0.
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us to show that L∗B ⊂ LB.
Take U2 ∈D(L∗B). Let L∗BU2 = U∗2 = 〈ϕ∗−2 , u∗2, ϕ∗+2 〉 ∈H, so that
(LBU1,U2)H =
(
U1,L∗BU2
)= (U1,U∗2 )H. (7)
By choosing elements with suitable components as the U1 ∈ D(LB) in (7), it is not diffi-
cult to show that ϕ−2 ∈ W 12 ((−∞,0);E), ϕ+2 ∈ W 12 ((0,∞);E), u2 ∈ D and U∗2 = LU2
the operation L is defined by (6). Consequently, (7) is obtained from the equality of
(LU1,U2)H = (U1,LU2)H for all U1 ∈ D(L∗B). Furthermore, U2 ∈ D(L∗B) satisfies the
conditions
Γ2u2 +BΓ1u2 = Cϕ−2 (0),
Γ2u2 +B∗Γ1u2 = Cϕ+2 (0).
Hence, L∗B ⊆ LB or L∗B = LB , i.e., the operator LB is selfadjoint in H.
The selfadjoint operator LB generates on H a unitary group Ut = exp(iLBt) (0 <
t < ∞). We show by P :H→H and P1 :H→H the mappings agreeing with the expres-
sions P : 〈ϕ−, u,ϕ+〉 → u and P1 :u → 〈0, u,0〉, respectively. Let Zt = PUtP1, t  0,
by using unitary group Ut . The family {Zt } of operators which has the generator A is a
strongly continuous semigroup of completely nonunitary contractions on H which is de-
noted by
Ay = lim
t→+0(it)
−1(Zty − y).
The operator A is dissipative, that is ImA  0 and operator LB is named the selfadjoint
dilation of A. So, we should denote A = L˜B and then it is shown that LB is a selfadjoint
dilation of L˜B . To do this, it is sufficient to control that
P(LB − λI)−1P1y = (L˜B − λI)−1y, y ∈ H, Imλ < 0. (8)
To prove (8), we set the expression (LB − λI)−1P1y = g = 〈ψ−, z,ψ+〉. Hence it is
shown that (LB −λI)g = P1y and (LB −λI)〈ψ−, z,ψ+〉 = 〈0, y,0〉. And then we obtain
as follows:(
i
dψ−
dξ
, (z), i
dψ+
dξ
)
− λ(ψ−, z,ψ+) = 〈0, y,0〉,
ψ−(ξ) = ψ−(0)e−iλξ , ψ+(ξ) = ψ+(0)e−iλξ
and
z = (L˜B − λI)−1y + zλ.
Since g ∈ D(LB) and hence ψ− ∈ L2((−∞,0);E) it follows that ψ−(0) = 0. Here zλ is
a solution of the homogeneous equation
−y ′′(x)+ ν
2 − 1/4
x2
y(x)+Q(x)y(x)− λy(x)= 0
satisfying the boundary of Γ2z+BΓ1z = 0. Therefore, z ∈D(LB) and since a point λ with
Imλ < 0 cannot be an eigenvalue of a dissipative operator, it follows that zλ ≡ 0 and then
z = (L˜B − λI)−1y . Applying the mapping P, we get (8).
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(L˜B − λI)−1 = P(LB − λI)−1P1 = −iP
∞∫
0
Ut e−iλt dt P1
= −i
∞∫
0
Zte
−iλt dt = (A− λI)−1
is denoted and it is clear that L˜B = A. Theorem 3 is proved. 
3. Scattering theory of dilations and functional model of dissipative operators
We show the matrix-valued solutions of the equation (y)= λy (0 < x < ∞) satisfying
following conditions by ϕ1(x,λ) and ϕ2(x,λ):
(W1ϕ1)(0)= 0, (W2ϕ1)(0)= −I,
(W1ϕ2)(0)= I, (W2ϕ2)(0) = 0.
The Weyl–Titchmarsh matrix-valued function M∞(λ) of the selfadjoint operator L∞ gen-
erated by the boundary condition (W1y)(0)= 0 is uniquely determined from the condition
∞∫
0
[
ϕ∗2 (x,λ)+M∗∞(λ)ϕ∗1 (x,λ)
][
ϕ2(x,λ)+ ϕ1(x,λ)M∞(λ)
]
dx < ∞.
So, M∞(λ) is not generally a meromorphic function on C, but it is a holomorphic function
in case of Imλ = 0 and Imλ · ImM∞(λ)  0. We suppose that matrix-valued function
M∞(λ) is meromorphic on C. This condition is equivalent that any selfadjoint extensions
of the operator L0 has a purely discrete spectrum.
We consider the matrix-valued function
SB(λ) = (ImB)−1/2
(
M∞(λ) +B
)(
M∞(λ) +B∗
)−1
(ImB)1/2. (9)
SB(λ) is meromorphic function on C and its all poles are in the lower half-plane.
‖SB(λ)‖E  1 for all Imλ > 0 and SB(λ) is an unitary matrix for all λ ∈ R.
It is important property of the unitary group that the Lax–Phillips scheme is applicable
to it [2]. Namely, group {Ut } has the incoming D− = 〈L2((−∞,0);E),0,0〉 and outgoing
D+ = 〈0,0,L2((0,∞);E)〉 subspaces satisfying the following properties:
(1) UtD_ ⊂ D_, t  0; UtD+ ⊂ D+, t  0;
(2) ⋂t0UtD_ =⋂t0UtD+ = {0};
(3) ⋃t0UtD_ =⋃t0UtD+ =H;
(4) D− ⊥ D+.
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(2) properties, we set Rλ = (LB − λI)−1 for subspace D+ (the proof for D− is familiar
with D+). For all λ in the half-plane Imλ < 0 and for all f = 〈0,0, ϕ〉 ∈D+ we have that
Rλf =
〈
0,0,−ie−iλξ
ξ∫
0
eiλsϕ(s) ds
〉
.
Hence, it is shown that Rλf ∈D+ for all f = 〈0,0, ϕ〉 ∈D+. Therefore, if g ⊥ D+, then
0 = (Rλf,g)H =
(
(LB − λI)−1f,g
)
H =
(
−i
∫
ei(LB−λI)tf dt, g
)
=
(
−i
∫
eiLBt e−iλtf dt, g
)
= −i
∞∫
0
e−iλt (Ut f, g)H dt, Imλ < 0,
which implies that (Ut f, g) = 0 for all t  0. Consequently, Ut f ∈ D+ for t  0, and
property (1) is approved.
In order to prove (2), we define the mappings P and P1 as follows:
P :H→ H and P1 :H → D+,
〈ϕ−, y,ϕ+〉 → ϕ+, ϕ → 〈0,0, ϕ〉.
We take into consider that the semigroup of isometrics U+t =PUtP1 (t  0) is the one-
sided shift on H . In fact, we know that the generator of the one-sided shift semigroup Vt
on H defined as follows:
Vtϕ(ξ) = ϕ(ξ − t), ξ > t, and Vtϕ(ξ) = 0 for 0 ξ  t,
is the differentiation operator i(d/dξ) which has boundary condition ϕ(0) = 0. On the
other hand, the generator A of the semigroup of isometrics U+t , t  0, is the operator
Aϕ =PLBP1ϕ =PLB〈0,0, ϕ〉 =P
〈
0,0, i
dϕ
dξ
〉
= i dϕ
dξ
,
where ϕ ∈ W 12 ((0,∞);E) and ϕ(0)= 0. But since a semigroup is uniquely determined by
its generator, U+t = Vt and then⋂
t0
UtD+ =
〈
0,0,
⋂
t0
Vt
(
L2(0,∞);E
)〉= {0}.
To prove property (3), let us prove the following lemma.
Lemma 4. The operator L˜B is totally nonselfadjoint (simple).
Proof. Let K ⊂ H be a nontrivial subspace on which L˜B induces a selfadjoint operator
L˜′B (i.e., the subspace K in invariant with respect to the semigroup of isometrics Vt =
exp(iL˜B), V ∗t = exp(−iL˜∗ ), t > 0, V ∗−1t = Vt ).B
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f ∈D(L˜∗B) and
0 = d
dt
∥∥exp(iL˜Bt)f ∥∥2H
= −2(ImBW1(exp(iL˜Bt)f )(0),W1(exp(iL˜Bt))f (0))H .
Since f ∈ D(L˜′B), operator L˜′B satisfies the above condition. From this, for the eigen-
vectors vλ(x) of L˜B lying in K that are eigenvectors of L˜′B , we obtain (W1vλ)(0) = 0.
Consider the boundary condition Γ2y+BΓ1y = 0, (W2y)(0)−B(W1y)(0) = 0, ImB > 0,
we get (W2vλ)(0) = 0 and vλ(x) ≡ 0. As Weyl–Titchmarsh matrix-valued function M∞(λ)
is meromorphic on C, the resolventRλ(L∞) of selfadjoint operator L∞ and the resolvent
Rλ(L˜′B) of the selfadjoint operator L˜′B are compact operators. Therefore, the spectrum of
L˜′B is purely discrete. Then, it is shown that K = {0} with theorem on expansion in eigen-
vectors of the selfadjoint operator L˜′B , that is L˜B is simple. The lemma is proved. 
Now we establish
H− =
⋃
t0
UtD− and H+ =
⋃
t0
UtD+.
Lemma 5. H= H− +H+.
Proof. We consider property (1) of subspaces D±. The subspaceH′ =H (H− +H+) is
invariant relative to the unitary group {Ut } where H ′ is subspace of H, andH′ is expressed
asH′ = 〈0,H ′,0〉. Therefore, if the subspaceH′ (and H ′) were nontrivial, then the unitary
group {U ′t } restricted of L˜B to H ′ would be a selfadjoint operator in H ′. But, since operator
L˜′B is simple (Lemma 4), H ′ = {0}, i.e., H′ = {0}. The lemma is proved. 
In the scheme of Lax–Phillips scattering theory, the scattering matrix is defined by using
the theory of spectral representation. We proceed to their construction and on this way we
also prove property (3) for subspaces D− and D+.
We denote Weyl solution of the equation (y)= λy with
θ(x,λ) = ϕ2(x,λ)+ ϕ1(x,λ)M∞(λ).
Let
U−λj (x, ξ, ζ )=
〈
e−iλξ ej , θ∗(x,λ)
(
M∗∞(λ)+B
)−1
Cej , S
∗
Be
−iλςej
〉
,
j = 1,2, . . . , n,
where e1, e2, . . . , en is an orthonormal basis for E. U−λj (j = 1,2, . . . , n) satisfy the equa-
tion LU = λU and the boundary conditions (5).
With the help of the vectors U−λj we define the transformation F− :f → f˜−(λ) by
(F−f )(λ) := f˜−(λ) :=
n∑
f˜−j (λ)ej :=
1√
2π
n∑(
f,U−λj
)
Hejj=1 j=1
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supported vector-valued functions. We give the lemma below.
Lemma 6. The transformation F− maps H− isometrically onto L2((−∞,∞);E) and for
all f,g ∈ H− the Parseval equality and the inversion formula are valid:
(f, g)H = (f˜−, g˜−)L2 =
∞∫
0
n∑
j=1
f˜j (λ)g˜j (λ) dλ,
f = 1√
2π
∞∫
0
n∑
j=1
U−λj f˜
−
j (λ) dλ,
where f˜−(λ) = (F−f )(λ) and g˜−(λ) = (F−g)(λ).
Proof. For f,g ∈D−, f = 〈ϕ−,0,0〉 and g = 〈ψ−,0,0〉, with Paley–Wiener theorem, we
have that
f˜−(λ) = 1√
2π
n∑
j=1
(
f,U−λj
)
H =
1√
2π
0∫
−∞
ϕ−(ξ)eiλξ dξ ∈H 2−(E),
and by using usual Parseval equality for Fourier integrals
(f, g)H =
0∫
−∞
(
ϕ−(ξ),ψ−(ξ)
)
E
dξ =
∞∫
−∞
(
f˜−(λ ), g˜−(λ)
)
E
dλ= (F−f,F−g)L2 .
Here H 2± denote the Hardy classes in L2((−∞,∞);E) consisting of the vector-valued
functions analytically extendible to the upper and lower half-planes, respectively. 
Now we can extend the Parseval equality to whole of H−. Let us consider in H− the
dense set H ′− of elements obtained from smooth compactly supported vector-valued func-
tions D− as follows:
f ∈ H ′−: f = UT f0, f0 = 〈ϕ−,0,0〉, ϕ− ∈C∞0
(
(−∞,0);E),
where T = Tf depending on f is nonnegative number. If f,g ∈ H−, then for T > Tf and
T > Tg we have that U−T f,U−T g ∈ D− and the first components of these vectors belong
to C∞0 ((−∞,0);E). Thus, since the operators Ut are unitary, by using the equality
F−Ut f = 1√
2π
n∑
j=1
(Ut f,U−λj)Hej = eiλtF−f,
we have
(f, g)H = (U−T f,U−T g)H = (F−U−T f,F−U−T g)L2
= (e−iλtF−f, e−iλtF−g)L2 = (F−f,F−g)L2 . (10)
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the whole space H− is obtained. If the all integrals in Parseval equality are considered as
limits in the mean of integrals over fine intervals, the inversion formula is followed from
Parseval equality. Finally,
F−H− =
⋃
t0
F−UtD− =
⋃
t0
e−iλtH 2−(E) = L2
(
(−∞,∞);E),
that is F− maps H− onto the whole of L2((−∞,∞);E).
We set
U+λj (x, ξ, ζ )=
〈
SBe
−iλξ ej , θ(x,λ)
(
M∞(λ) +B∗
)−1
Cej , e
−iλςej
〉
,
j = 1,2, . . . , n,
and define the transformation F+ :f → f˜+(λ) by formula
(F+f )(λ) := f˜+(λ) :=
n∑
j=1
f˜+j (λ)ej :=
1√
2π
n∑
j=1
(
f,U+λj
)
Hej
on the elements f = 〈ϕ−, u,ϕ+〉 in which ϕ−(ξ), ϕ+(ς) and u(x) are smooth compactly
supported vector-valued functions.
Lemma 7. The transformationF+ maps H+ isometrically onto L2((−∞,∞);E), and for
all f,g ∈ H+ the Parseval equality and inversion formula are valid:
(f, g)H = (f˜+, g˜+)L2 =
∞∫
0
n∑
j=1
f˜j (λ)g˜j (λ) dλ,
f = 1√
2π
∞∫
0
n∑
j=1
U+λj f˜
+
j (λ) dλ,
where f˜+(λ) = (F+f )(λ) and g˜+(λ) = (F+g)(λ).
Proof. The proof of this lemma is familiar with Lemma 6. 
Since SB(λ) is unitary for −∞< λ< ∞, it follows from the explicit expression for the
vectors U+λj and U
−
λj (j = 1,2, . . . , n) that
U+λj =
n∑
k=1
Sjk(λ)U
−
λk, j = 1,2, . . . , n, (11)
where Sjk (j = 1,2, . . . , n) are elements of the matrix SB(λ). According to Lemma 5,
H = H− = H+ from the above equality. Hence, property (3) of incoming and outgoing
subspaces presented above has been established.
Thus, the transformation F− maps H− isometrically onto L2((−∞,∞);E); the sub-
space D− is mapped onto H 2−(E), while the operator Ut go over into operators of mul-
tiplication by eiλt . This means that F− is an incoming spectral representation of the
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that the passage from the F− representation of an element f ∈H to its F+ representation
is accomplished as f˜+(λ) = S−1B (λ)f˜−(λ). According to [2], we have proved the following
theorem.
Theorem 8. The matrix S−1B (λ) is the scattering matrix of the group {Ut } (of the opera-
tor LB ).
We set K = 〈0,H,0〉 , so thatH= D− ⊕K ⊕D+. From the explicit form of the unitary
transformation F− it follows that under the mapping F− we have
H→ L2
(
(−∞,∞);E), f → f˜−(λ) = (F−f )(λ),
D− → H 2−(E), D+ → SBH 2+(E),
K → H 2+(E) SBH 2+(E), Ut f →
(F−UtF−1− f˜−)(λ) = eiλt f˜−(λ).
These formulas show that the operator L˜B(LK) is unitary equivalent to the model dissipa-
tive operator with characteristic function SB(λ). We have thus proved the next theorem.
Theorem 9. The characteristic function of the dissipative operator L˜B(LK) coincides with
the matrix-valued function SB(λ) defined in (10).
4. Completeness theorem for system of eigenvectors and associated vectors
of the dissipative operator
Problems of the spectral analysis of the dissipative operator L˜B(LK) can be solved
by using characteristic function. For example, the absence of a singular factor S(λ) in the
factorization detSB(λ) = S(λ)B(λ) ensures the completeness of the system of eigenvectors
and associated vectors of the operator L˜B(LK) in the space L2((0,∞);E) [2,8]. Here
B(λ) is the Blaschke product.
We first use the following lemma.
Lemma 10. The characteristic function S˜K(λ) of the operator LK has the form
S˜K(λ) := SB(λ)
= X1
(
I −K1K∗1
)−1(
θ(ξ) −K1
)(
I −K∗1 θ(ξ)
)−1(
I −K∗1K1
)1/2
X2,
where K1 = −K is the Cayley transformation of the dissipative operator B and θ(ξ) is the
Cayley transformation of the matrix-valued function M∞(λ), ξ = (λ− i)(λ+ i)−1 and
X1 := (ImB)−1/2(I −K1)−1
(
I −K1K∗1
)1/2
,
X2 :=
(
I −K∗1K1
)−1/2(
I −K∗1
)
(ImB)1/2,
|detX1||detX2| = 1.
218 S. Saltan, B.P. Allahverdiev / J. Math. Anal. Appl. 303 (2005) 208–219It is known [2,9] that the inner matrix-valued function S˜K (λ) is a Blaschke–Potapov
product if and only if det S˜K(λ) is a Blaschke product. Then, from Lemma 10 it follows
that the characteristic function S˜K(λ) is a Blaschke–Potapov product if and only if the
matrix-valued function
XK(ξ) =
(
I −K1K∗1
)−1/2(
θ(ξ) −K1
)(
I −K∗1 θ(ξ)
)−1(
I −K∗1K1
)1/2
is a Blaschke–Potapov product in the unit disk.
In order to state the completeness theorem, we first define a suitable form for the
Γ -capacity [9,10].
Let E˜ be an m-dimensional (m < ∞) Hilbert space. In E˜ we fix an orthonor-
mal basis e1, e2, . . . , em and denote by Ek (k = 1,2, . . . ,m) the linear span of vectors
e1, e2, . . . , ek . If M ⊂ Ek , then the population of x ∈Ek−1 with the property Cap{λ: λ ∈ C,
(x + λek) ⊂ M} > 0 will be shown by Γk−1M (CapG is the inner logarithmic capacity of
a set G ⊂ C). The Γ -capacity of a set M ⊂ E˜ is a number
Γ − CapM := sup Cap{λ: λ ∈ C, λe1 ⊂ Γ1Γ2 . . .Γm−1M},
where supremum is taken with respect to all orthonormal basics in E˜. It is known [10]
that every set M ⊂ E˜ of zero Γ -capacity has zero 2m2-dimensional Lebesgue measure,
however the converse is not true [3].
Denote by [E] the set of all linear operators in E. To convert [E] into an n2-dimensional
Hilbert space, we give the inner product 〈T ,S〉 = trS∗T for T ,S ∈ [E] (trS∗T , is the trace
of the operator S∗T ). Hence we may give the Γ -capacity of a set in [E].
We use the following important result of [9].
Lemma 11. Let X(ξ) (|ξ | < 1) be a holomorphic function with the values to be contrac-
tive operators in [E] (‖X(ξ)‖ 1). Then for Γ -quasi-every strictly contractive operators
(i.e., for all strictly contractive K ∈ [E] possible with the exception of a set of Γ of zero
capacity) the inner part of the contractive function
XK(ξ) := (I −KK∗)−1/2
(
X(ξ) −K)(I −K∗X(ξ))−1(I −K∗K)1/2
is a Blaschke–Potapov product.
By summing all obtained result for the dissipative operator LK(L˜B) we have proved
following theorem.
Theorem 12. For Γ -quasi-every strictly contractive K ∈ [E] the characteristic function
S˜K(λ) of the dissipative operator LK is a Blaschke–Potapov product and spectrum of
LK is purely discrete and belongs to the open upper half-plane. For Γ -quasi-every strictly
contractive K ∈ [E] the operator LK has an countable number of isolated eigenvalues with
finite multiplicity and limit points at infinity, and the system of eigenvectors and associated
vectors of this operators is complete in L2((−∞,∞);E).
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