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IEVADS 
Pirms pāriet pie promocijas darba rezultātu apraksta, skaidro­
sim dažus perturbāciju teorijas apzīmējumus un definīcijas, kādi 
pieņemti mūsdienu matemātiskajā literatūrā un izmantoti arī šajā 
darbā. 
Viens no izplatītākajiem dinamisku sistēmu ar dažādām per­
turbācijām uzvedības analīzes veidiem ir to dinamikas apraksts ar 
divu dažādas dabas mainīgo kopu palīdzību: 
- galvenie mainīgie x(t) ar vērtībām no teplas IRn, kuri apraksta 
pētāmā objekta fāzu koordinātu izmaiņas; 
- palīgmainīgie y(t) ar vērtībām no telpas kuri apraksta 
parametru perturbējošās izmaiņas. 
Un kaut arī abu grupu mainīgo izmaiņas laikā dažreiz tiek 
aprakstītas ar viena veida matemātiskajiem modeļiem (diferenci­
ālvienādojumiem, diferenču vienādojumiem u . c ) , galvenais ana­
līzes objekts ir fāzu koordinātu uzvedība. Tad tiek pieņemts, ka 
ir zināmas galveno mainīgo izmaiņu likumsakarības gadījumā, ja 
perturbācijas neiedarbojas, t.L, ja y(t) = const, un parametru iz­
maiņu likumsakarības nav atkarīgas no fāzu koordinātu vērtībām. 
Šis apstāklis tad arī tiek izmantots, aprakstot dinamisku sistēmu: 
vispirms tiek izrakstīts vienādojums mainīgajam x(t) gadījumam, 
kad y(t) = y, un pēc tam tiek izrakstītas parametru izmaiņas 
likumsakarības. Tā, piemēram, pazīstamais lineāru sistēmu ar 
pastāvīgu parametrisku perturbāciju klātbūtni stabilitātes analī­
zes uzdevums tiek formulēts šādi: 
pētīt diferenciālvienādojuma telpā IRn 
atrisinājumu uzvedību pie nosacījuma, ka parametra y vieta ma-
atrisinājums. 
Skaidrs, ka jebkurai fiksētai y vērtībai stabilitātes problēma tiek 
risināta salīdzinoši vienkārši: jāpēta matricas A(y) īpašvērtību 
i i = A « (i) 
trica A(y) ievietots diferenciālvienādojuma 
(2) 
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reālo daļu zīmes. Bet jau tad, kad n = 2, y vietā liekot pat 
tik vienkāršu funkciju kā y(t) = cost, x(t) asimptotikas, ja t —* 
oo, analīzes uzdevums kļūst tik sarežģīts (Flokē problēma), ka tā 
atrisinājumam veltītas veselas monogrāfijas (sk. apskatu mono­
grāfijā [ 32 ]) 
Tālākajā darba gaitā tiks izmantota šāda terminoloģija un apzī­
mējumi: 
- visiem fiksētiem y £ M.d,t > 0,c? (1) labajā pusē Košī uzde­
vuma matricu atrisinājums ar vienības matricu kā sākuma nosacī­
jumu laika momentā 0 tiek apzīmēts ar Ty(t) jeb eA^1; 
- visiem fiksētiem y £ ]Rd, t > s > 0 (2) Košī uzdevuma atrisi­
nājums ar y kā sākuma nosacījumu laika momentā s tiek apzīmēts 
ary{t,s,y); 
- visiem fiksētiem y £ Wd ,t > s > 0 (1) Košī uzdevuma matricu 
atrisinājums ary(t, s, y) y vietā un ar vienības matricu kā sākuma 
nosacījumu laika momentā s tiek apzīmēts ar X(t, s,y). 
Matricu saimei {X(t, s,y),t > s > 0,y £ M.d} piemīt evolūcijas 
īpašība: 
X(t, s, y) = X(t, r, y{r, s, y))X(r, s, y) (3) 
un tāpēc tā tiek saukta par evolucionējošu saimi jeb par ko­
ciklu pār dinamisko sistēmu (2) [72]. 
Daudz sarežģītāk analizēt sistēmu ( l ) - (2 ) , ja pastāvīgi darbojas 
gadījuma perturbācijas. Tad, lai varētu aprakstīt matemātisko 
modeli, jāieved vēl viena mainīgo grupa - {£(£), t>0}- un jāpār­
raksta sistēma (l)- (2) formā: 
^ = (4) 
g = / ( y , f l . (5) 
Tālāk tiks apskatīts tikai gadījums, kad £(t) ir Markova atjaunoša­
nas process, kas pieņem vērtības no galīgas vai sanumurējamas 
kopas U, t.L, £(t) ir gabaliem konstants Markova process, kuram 
ir pārtraukumi gadījuma laika momentos { T J , j £ N} . Pētāmā 
objekta dinamisko raksturojumu aprakstam izmantosim Markova 
īpašību sekojošā formā: ar s,u) apzīmēsim Markova procesu 
£ laika momentā t pie nosacījuma, ka laika momentā s izpildījās 
sakarība £(s) = u. Sākumā aprakstīsim visizplatītāko (5) analīzes 
metodi. Ar C(M d ) apzīmēsim nepārtrauktu, ierobežotu argumenta 
y G R d funkciju telpu ar normu \\v\\ = sup ļu(y)|. Ja y(t,s,y,u) 
u£Rd 
ir (5) atrisinājums pie sākuma nosacījumiem y(s) = = u, 
tad katrai v G C(IR d) var uzrakstīt vienādību 
(Y(t,s,u)v)(y) = v(yu(t,s,y)) 
jebkuriem fiksētiem £ > s > 0 , w G U , y G Tādā veidā telpā 
C(R. d) tiek uzdota lineāru, nepārtrauktu operatoru saime 
{Y(t, s, w), t > s > 0, u G U } , kam piemīt, analogi kā saimei (3), 
evolūcijas īpašība 
Y(t, s, u) = Y(t, r, £(r, a, t i ) )y (T, 5 , u ) , (6) 
So saimi sauc par Markova evolūcijām [ 44 u.c.]. Atzīmēsim, 
ka pārim {?/(£),£(£)} piemīt Markova īpašība [22], kura dotajā 
gadījumā nozīmē sekojošo: ja ir zināmas {? / (T) , £ ( r ) , r < s < t} 
vēr- tības, tad sadalījums laika momentā t ir atkarīgs tikai no 
vērtības. Tāpēc (5) atrisinājums un process £(t) pie 
nosacījuma {y(s) = y,£,(s) = u} parasti tiek pierakstīti formā 
{y(t1s,y,u), £(t,s,u)}. 
Tagad pāriesim pie galvenajiem mainīgajiem, kuri evolucionē 
Markova gadījuma procesa {y{t), £(t)} radīto perturbāciju iedarbī­
bā. Analoģiski iepriekšējam izmantosim šādus apzīmējumus: 
- visiem fiksētiem y G Rd,u G U, t > 0 (4) Kost uzdevuma 
matricu atrisinājums ar vienības matricu kā sākuma nosacījumu 
laika momentā 0 tiek apzīmēts ar Ty^u(t) jeb eA^y'u^t; 
- visiem fiksētiem y G Rd,u G U, £ > s > 0 (4) Košī uzde­
vuma matricu atrisinājums ary(t, s,y, u) y vietā, s, u) u vietā 
un vienības matricu kā sākuma nosacījumu laika momentā s tiek 
apzīmēts ar X(t, s, y, u). 
Gadījuma matricu saimei {X(t, s,y,u),t > s > 0, y G Rd,u G 
U } piemīt evolūcijas īpašība: 
X(t, s, y, u) = X{t, r, y(r, s, y, u), f (r, s, u ) ) X ( r , $, y, u) (7) 
un tapec ta tiek deveta par stohastisku evolūciju saimi jeb par 
kociklu pār Markova dinamisko sistēmu (5) un Markova 
procesu {£ (*) } [19,54,72 u.c.]. 
Vienādojumu sistēma (4)-(5) ir ļoti sarežģīts matemātisks ob­
jekts, un tāpēc tā tiek pētīta tuvināti vai nu ar dinamisku sistēmu 
teorijas asimptotiskajām metodēm [9] vai arī ar varbūtību teorijas 
robežteorēmu palīdzību [46, 51, 54, 55, 56, 58, 59, 86, 94, 96, 97, 
100, 101, 103, 108 u.c.]. Šajā sakarībā rodas sekojoša problēma: 
pamatot iespējamību lietot tālāk aprakstītās metodes un tuvinātās 
dinamiskās robežsistēmas. 
Tā kā dotais dinamisko sistēmu teorijas un tās lietojumu vir­
ziens radies salīdzinoši nesen, un šajā virzienā attīstītās matemā­
tiskās metodes nav tik plaši pazīstamas, aprakstīsim dažas no tām 
detalizētāk. 
Šim nolūkam jāievieš mazs, pozitīvs parametrs s, t.L, pētīsim 
vienādojumu sistēmu 
dx 
dt 
dy£ 
dt 
= A{yeiŗ£,£)xe (8) 
= / ( y e , (9) 
Tas arī ir tas parametrs, kurš tiek izmantots, formulējot robežteo­
rēmas un aprakstot asimptotiku. Ja Markova process ir ergodisks, 
ar invariantu mēru Ļi(du) un ir atkarīgs no maza parametra e 
formā £ e(£) = £{t/e) (sistēmas ar ātriem pārslēgumiem [49u.c.]), 
tad pie dažiem pieņēmumiem vienādojuma (9) atrisinājumus var 
aproksimēt ar atbilstošajiem vidējotā vienādojuma 
§ = 7(v), (io) 
kur 
f(y) = ļ f(y,u,o)P(du) 
u 
atrisinājumiem, pie tam šie atrisinājumi atšķiras par lielumu ar 
kārtu y/ē. Šo analīzes metodi sauc par vidējošanas metodi. 
Markova atjaunošanas teorijā bieži tiek lietota metode, kad 
pārslēdzošā Markova procesa stāvokļi tiek apvienoti apakškopās 
un ieviests jauns, sabiezināts Markova process, kura stāvokļi ir 
šīs apakškopās. Formāli tas nozīmē stāvokļu kopas U saskaldīšanu 
disjunktās apakškopās = l , m . Pieņemsim, ka Markova pro­
cess ££(t) var būt formā £ £(£) = rļ£(t/s), pie kam, ja e —> 0, tad 
procesa rj£(t) pārejas varbūtību matrica tiecas uz kāda procesa 
rļo(t) ar invariantam stāvokļu apakškla- sēm = l , m pārejas 
varbūtību matricu un katrā no šīm apakšklasēm procesu T]Q (t) 
var aplūkot kā ergodisku ar varbūtību pj(u),u G U j , j = 1,m 
r ob ežsadalīj urnu. 
Tad sākotnējo procesu ££(t/e) var kādā nozīmē pietuvināt ro-
bežprocesam £(t) ar sabiezinātiem stāvokļiem U j , j = 1, m, un, 
ja e -4 0, izmantot kādu sabiezinātu robežmatricu varbūtību 
pārejai formā exp{tQjk] no viena sabiezināta stāvokļa otrā laikā 
t (Qjk - sabiezinātā procesa infinitezimālā matrica). Šī Markova 
atjaunoša- nas procesu pētīšanas metode aprakstīta monogrāfijā 
[46]. Šo metodi var lietot arī (5) asimptotiskajai analīzei [19,54]. 
Šim nolūkam nepieciešams vidējot (5) labo pusi pēc katras apakš­
klases: 
f(y,j) '•= ^2 f(yiuiQ)Pj(u)i j = ^7™ 
un izrakstīt sabiezināto Markova dinamisko sistēmu 
§ = /(».&'))• di) 
Šo Markova dinamisko sistēmu izpētes metodi sauc par fāzu pa­
lielināšanas metodi . 
Ja pārslēdzošais Markova process ir ergodisks, ar invariantu 
mēru n(du) un atkarīgs no maza parametra e formā ££(t) = £(t/e), 
un f(y) = 0, tad var turpināt (5) asimptotisko analīzi, izdarot 
laika substitūciju s = te un pārejot uz procesu Ce{t) '•= y£(s/e). 
Šajā gadījumā pie papildus pieņēmumiem izdodas konstruēt difū­
ziju tipa Ito stohastisko diferenciālvienādojumu kādam robežpro-
cesam (o(t), kā varbūtību sadalījums aproksimē procesa Q(t) var­
būtību sadalījumu. Šī metode tiek saukta par Markova di­
namiskās sistēmas (5) difūziju aproksimāciju. Šī metode 
izklāstīta monogrāfijā [89]. 
Apskatīsim gadījuma evolūciju teorijas attīstības vēsturi, iz­
mantojot norādes uz bibliogrāfiju. 
Pirmo reizi gadījuma evolūcijas vienkāršākā modeļa analīzi iz­
darīja M.Kacs [ 33 ] . Markova gadījuma evolūciju vispārīga definī­
cija ieviesta R.Grego un R.Herša darbā [ 25 ] , taču pats termins 
"gadījuma evolūcijas" pieder Laksam. Būtiski gadījuma evolūciju 
teorija attīstījās, pateicoties G.Papanikolau [73-80], M.Pinski [81-
84], D.Kvairinga [121], R.Kerca [36-40], J.A.Votkinsa [122-125], 
R.Kogberna un R.Herša [41], J.Carkova [10-19] u.c. darbiem. 
Gadījuma evolūciju teorijā vienu no pirmajām vietām ieņem 
robežteorēmas sēriju shēmā. Nepārtrauktu Markova gadījuma 
evolūciju vidējošanas iespējas aplūkotas darbos [ 28, 29, 40, 41, 
46, 65, 94 ] , pārtrauktu - darbos [ 37 - 39, 81 ] , stacionāru -
[122]. Fāzu asimptotiskās vidējošanas sēriju shēmā robežteorēmas 
Markova gadījuma evolūcijām iegūtas darbos [ 43, 44, 45, 46, 52, 
53, 54, 57, 60, 61, 94, 96, 99, 105 ] . 
Evolūciju difūziju aproksimācija apskatīta darbos [ 47, 55, 58, 
59, 107], bet fāzu vidējošanas shēmā -darbos [ 45, 56, 58 ] . Neho­
mogēnu Markova evolūciju vidējošanas un difūziju aproksimācijas 
algoritmi piedāvāti V.S.Koroļuka un A.Sviščuka darbos [ 57, 58 ] . 
Pirmo reizi martingālu īpašības Markova procesu raksturoju­
miem izmantoja D.Struks un S.R.S.Varadans [ 90 ] . Nepārtrauktu 
Markova evolūciju martingālie aspekti un multiplikatīvu opera­
toru funkcionālu martingālās īpašības tika apskatītas M. Pinski 
darbā [ 81 ] . Neatkarīgu un stacionāru evolūciju pētīšana ar mar­
tingālu palīdzību tika veikta J. Votkinsa darbos [ 122 - 124 ] . 
Markova procesu robežteorēmas ar martingālu metodēm pierādī­
tas M.Sviridenko darbā [ 93 ] . Pieeja no martingālu viedokļa plaši 
piedāvāta arī citos darbos, piemēram,V.S.Koroļuka un A.Sviščuka 
[ 45, 59 ] , kā arī A. Sviščuka darbos [102, 105, 107, 110, 112, 
113, 114]. Gadījuma evolūcijām, kuras tiek aprakstītas ar sto-
hastiskām diferenciālvienādojumu sistēmām ar ātriem Markova 
pārslēgumiem, veltīta A.Skorohoda monogrāfija [ 89 ] , kurā arī 
tiek lietota pieeja no martingālu viedokļa. 
Kā jau tika atzīmēts, evolūcijas kalpo par abstraktu matemātis­
ku modeli daudzām reālām stohastiskām sistēmām. Publikāciju 
par gadījuma evolūciju tēmu vidū nozīmīgu vietu ieņem darbi paī­
so evolūciju pielietojumiem: [25, 26, 28 - 30, 39, 44, 47, 52, 53, 
55 - 58, 61, 64, 71, 95, 97, 98, 100-103, 111, 119]. Lielākā daļa no 
tiem saistīta ar G.Papanikolau darbiem [73 - 80]. 
Markova gadījuma evolūciju teorijas rezultātu un uzdevumu 
apskats sniegts R.Herša darbā [ 28 ] , bet Markova procesu multi-
plikatīvo operatoru funkcionālu teorijas - M.Pinski darbā [82]. 
Dinamisko sistēmu ar gadījuma perturbācijām, bet bez trajek­
toriju pārrāvumiem, asimptotiskās analīzes problēma ir apskatīta 
daudzos zinātniskos darbos (sk. apskatu darbos [24, 27, 89]). 
Sarežģītāka ir kociklu asimptotiskās analīzes problēma. Kā 
parādīts darbos [15, 116, 117],pie dažiem papildus ierobežojumiem 
gan vidējotos (10), gan sabiezinātos (11) atrisinājumus, gan to 
difūziju aproksimāciju pietiekoši mazam e var izmantot, lai pētītu 
(9) atrisinājumu asimptotisko uzvedību, ja t —> oo. 
Vēl sarežģītāka ir fāzu koordinātu uzvedības analīze gadījumā, 
kad (8)-(9) labo pušu f e ( t ) perturbāciju pārrāvumu rezultātā ro­
das fāzu trajektoriju pārrāvumi.Kā Markova matemātisku modeļu 
ar trajektoriju pārrāvumiem piemēru var minēt modeļus, kādi 
bieži sastopami finansu matemātikā: vērtspapīru tirgus dalībnieku 
kapitāla evolūcijas (sk., piem., [5,7]). Sājos modeļos kapitāls evolu­
cionē nepārtraukti ar fiksētu procentu likmi, apmierinot kādu di­
ferenciālvienādojumu, izvestu, pamatojoties uz ekonomiskajām li­
kumsakarībām, bet gadījuma laika momentos notiek gan procentu 
likmes, gan paša kapitāla lieluma lēcienveidīgas izmaiņas. Sie 
lēcieni var būt saistīti gan ar saistību izmaksu nepieciešamību, 
gan ar valūtas apmaiņas kursa procentu likmes lēcieniem, gan ar 
daudz ko citu. 
Lai aprakstītu modeli ar lēcieniem, ieviesīsim Markova procesa 
pārslēgumu laika momentus, sakārtotus gadījuma lielumu virknē: 
T : = { T J , j G N} . Pieņemsim, ka 
- procesi x£(t),y£(t) ir nepārtraukti no labās puses un apmie­
rina diferenciālvienādojumus (8) — (9) visiem t (£ T ; 
- procesiem x£(t),y£(t) ir pārrāvumi 
x£(t) = x£{t - 0) + £G{y£(t - Q),£e(t - 0),e)xe{t - 0) (12) 
y£(t) = y£(t - 0) + sg(y£(t - 0), & - 0), e ) , (13) 
ja t G T. (8) — (9) tipa dinamiskās sistēmas pieņemts saukt par 
Markova impulsu dinamiskām sistēmām jeb impulsu di­
namiskām sistēmām ar Markova lēcieniem (sk., piem., [16-
18])-
Pec analoģijas ar augstāk izklāstīto (8) — (12) tipa dinamiskas 
sistēmas sauksim par Markova impulsu kocikliem pār Mar­
kova impulsu dinamisko sistēmu (9)-(13) jeb vienkārši par 
kocikliem pār Markova impulsu sistēmu (9) - (13) . 
Šī promocijas darba izpētes objekts ir (8) — (9) — (12) — (13) 
tipa dinamiskās sistēmas. Sī modeļa detalizēts apraksts un visi 
tālākai analīzei nepieciešamie pieņēmumi doti ievaddaļā un 2. un 
3. daļu sākumā. 
Pētījuma mērķis. Kociklu pār Markova impulsu dinamiskām 
sistēmām asimptotisku izteiksmju konstruēšana un asimptotisko 
metožu lietojuma iespējamības pamatojums asimptotikas, ja t —> 
oo, analīzei. 
Pētnieciskās metodes. 
- Funkcionālu no Markova procesiem uzdošana ar šo procesu 
infinitezimālo operatoru palīdzību (J.Dinkina formula [22]); 
- Integrālvienādojumu atrisinājumu izpētes otrā Ļapunova me­
tode Ļapunova tipa funkcionālu no Markova procesiem matemātis­
kajām cerībām [27]; 
- Gadījuma procesu teorijas martingālās metodes [21] konver­
ģences gandrīz droši analīzei; 
- Robežteorēmas Markova procesu bez otrā veida pārrāvumiem 
sadalījumu virkņu konverģences uz difūziju procesu analīzei [89]. 
Promocijas darbs sastāv no ievada, trijām daļām un 
bibliogrāfijas saraksta ar 125 nosaukumiem. 
1. daļa ir ievaddaļa. Tajā atspoguļoti tālākajam iztirzājumam 
nepieciešamie zinātniskā vadītāja prof. J. Carkova un citu zināt­
nieku rezultāti, kurus šī darba autore vispārināja 2. un 3. daļās. 
2. daļa sastāv no 3 nodaļām. 
Pirmajā nodaļā aprakstīti analizējamie matemātiskie modeļi un 
ieviesti nepieciešamie apzīmējumi un definīcijas. Šajā nodaļā kā 
pārslēdzošo papildprocesu izmantosim homogēnu Markova pro­
cesu £e(t) galīgā vai sanumurējamā telpā U ar infinitezimālo op­
eratoru Q£ = ļ(Q + eQi), kur e G {0,6) un operatori Q un Qi 
uzdoti ar formulām 
(Qv)(z) = a(z) ~ v(z)]p(z, u) (14) 
(Qiv)(z) = a(z) J > ( « ) - v(z)]Pl(z,u) (15) 
katrai ierobežotai funkcijai, kas definēta telpā U. £ e(£) ir ga­
baliem konstants process [75] ar lēcienu intensitāti un iekļautu 
Markova ķēdi ar pārejas varbūtību p(z, u)+epi (z, u). Pieņemsim, 
ka a(z) ir pozitīva funkcija, p(z, u) ir Markova ķēdes pārejas varbū­
tība, Pi(z, u) ir ierobežota funkcija, skaitlis 8 ir pietiekami mazs. 
Pieņemsim, ka minētais Markova process £ e (t) ir pārslēdzošais 
process dinamiskai sistēmai, uzdotai ar diferenciālvienādojumu 
telpā Rd: 
^ = *<y« CM), (16) 
kur ip(y, z) ir nepārtraukta un ierobežota funkcija ar diviem nepār­
trauktiem un ierobežotiem attiecībā uz y atvasinājumiem. Tāpat 
pieņemsim, ka diskrētos laika momentos t G {TJ-X,J G N}, kad 
Markova procesam £ e(£) ir lēcieni, procesam y£(t) arī ir lēcieni, 
kas uzdoti ar vienādojumu 
ye(t) = ye(t - 0) + £g(y£(t - 0) ,£ e (* - 0)) . (17) 
Pieņemsim, ka operatoram Q no (14) ir īpašvērtība 0 ar kārtu 
m > 1 un infinitezimālajam operatoram Q atbilstošajam Markova 
procesam £(£) ir m invarianti mēri ļij disjunktās apakškopās Uj , 
kur j = 1, m un ka eksistē tāds fāzu telpas sadalījums U = U^ĻļUj, 
ka 
f 1, z G U?-
P(*,Vj) = \ ' . J (18) 
L 0, ja z f Uj 
un eksistē tāds pozitīvs skaitlis a, ka Markova procesa ar in­
finitezimālo operatoru Q pārejas varbūtība visiem j = l , m ap­
mierina nevienādību: 
sup \^[P{t,z,u)-HJ{U)]V{U)\ <e~at (19) 
\H\=1 u eU 
Z&Jj 
Pētāmais objekts ir stohastisks process xE(t), kurš apmierina 
-lineāru diferenciālvienādojumu telpā Rn: 
rļnr 
1 ± = B{ye{t),ļe{t))xe, (20) 
-lēcienu vienādojumu 
xe(t) = x£{t - 0) + eG(ye(t - 0 ) ,&(* - 0))xe, (21) 
ja t G { T J _ I , j G N}, kur matricvērtīgas funkcijas B(y,z) un 
G(y, z) ir nepārtrauktas, ierobežotas funkcijas ar diviem nepār­
trauktiem, ierobežotiem atvasinājumiem pēc y. 
Balstoties uz V.Koroļuka rezultātiem, apskatīsim sabiezināto 
Markova procesu £(t) ar fāzu telpu Ū = {1 ,2 , . . . , m } un infinitezi­
mālo matricu 
{ ^a(z)p1{z,Vj)ļij(z), ja i^j - E E a(2)pi(z,Ufc)jifc(z), ja i = j , 
sabiezināto dinamisko sistēmu 
%=ml(t)), (23) 
sabiezināto kociklu 
^ = B(y(tŪ{t))x, (24) 
kur visiem j = 1, m 
č(y,j) = 2L(p(y,*) + 0W^» z))/ iiW> 
u 
•B(y^') = 5Z(#(y,u) + a ( w ) G ( y , u ) ) ^ ( u ) 
itGU 
un y(t) apmierina vienādojumu (23). 
Otrās daļas otrajā nodaļā tiek izdarīts pieņēmums, ka m = 
1, t.i., ka eksistē viens vienīgs invariants mērs ļi. Apskatot arī 
vidējoto kociklu, kas uzdots ar diferenciālvienādojumu 
J = B(y(t))x, (25) 
kur y(t) ir vidējotā vienādojuma 
ļ = F(vh ' (26) 
ueu 
atrisinājums un B(y) ir vidējotā matrica 
B(y) = ^2(B(y,u)-{-a(u)G(y1u))ti(u), (27) 
tika pierādīti šāds rezultāts: 
2.1.Teorēma. Ja operators Q ir vienmērīgi ergodisks un vidē-
jotais kocikls (25) ir eksponenciāli stabils, tad eksistē tāds pozi­
tīvs skaitlis SQ, ka kocikls (20) — (21) ir eksponenciāli stabils vidējā 
kvadrātiskā nozīmē visiem e G (0,£o)-
Otrās daļas trešajā nodaļā tiek apskatīts gadījums, kad m > 1. 
Tad, izmantojot sabiezināto Markova procesu ar fāzu telpu U = 
{ 1 , . . .m} un infinitezimālo matricu {Qij}, varam pētīt vienādoju­
mu sistēmas (20) — (21) atrisinājuma stabilitāti ar sabiezinātā ko-
cikla palīdzību. 
2.2.Teorēma. Ja operators Q apmierina nosacījumus (18) — 
(19) un sabiezinātais kocikls (24) ir eksponenciāli stabils vidējā 
kvadrātiskā nozīmē, tad eksistē tāds pozitīvs skaitlis EQ, ka ko­
cikls (20) — (21) ir eksponenciāli stabils vidējā kvadrātiskā nozīmē 
visiem e G (0,£o)-
3. daļā tika apskatīts iepriekš aprakstītais Markova process £(t) 
kā lēcienu process dinamiskai sistēmai, kas uzdota ar singulāru 
diferenciālvienādojumu telpā M.d : 
du£ 1 
-jŗ = -My£(t), at/s2)) + My£(t), C(^ 2)), (28) 
kur <pi(y,z) un tp2{y,z) l v nepārtrauktas, ierobežotas funkcijas 
ar diviem nepārtrauktiem un ierobežotiem atvasinājumiem pēc 
y. Diskrētos laika momentos t E {TJ-I, j G N} , kad Markova 
procesam £(t) ir lēcieni, procesam y£(t) arī ir lēcieni, kas uzdoti 
ar vienādojumu 
jf{t) = ys(t.)+ egi(ye(t-), £(*-/e2))+ 
+ e2g2(f(t-),t;(t-/£2)), (29) 
Pētāmais objekts ir process x£(t), kas uzdots ar lineāru diferenciāl­
vienādojumu telpā E n 
dr£ 
— = B(y'(t),i(t/e2))x°, (30) 
ja t £ { T J _ I , j G N} , un tā lēcienu vienādojums ir 
x£(t) = x£(t_) + e2G(y£(t.), Z{t-le2)) * £ ( r _ ) , (31) 
ja t G {TJ-1I j G N} , ye G B(y, £) ir nepārtraukta un ie­
robežota matrica un tās divi atvasinājumi pēc y arī ir nepārtraukti 
un ierobežoti. 
Trešās daļas pirmajā nodaļā izrakstīti (28)-(29)-(30)-(31) ro-
bežvienādojumi, ja s —» 0. No Markova dinamisko sistēmu asim­
ptotiskās teorijas zināms, ka ja pi(y, £) un ^(v-, £) ir nepārtraukti 
diferencējamas attiecībā pret y un ja Dy(fi(y,£) un Dyip2{y,£,) 
ir vienmērīgi ierobežotas matricas,tad eksistē un pie tam viens 
vienīgs atrisinājums sistēmai (28)-(29)-(30)-(31) ar sākuma nosa­
cījumiem 
x£(s)=x, y£(s) = y. (32) 
Šis atrisinājums {x£(t), y£(t), t > s} ir stohastiski nepārtrauktu, 
no Markova procesa {^{tļe2),t > s} atkarīgu procesu saime. Tā­
tad abu procesu varbūtību raksturlielumi visiem t > s ir definēti ar 
sākuma nosacījumu (32) un nosacījumu £(s/e2) = £. Šos atrisinā­
jumus sistēmai (28)-(29)-(30)-(31) ar nosacījumiem £(s/e2) — £ 
un (32) apzīmēsim ar x£(t, s, x, y, £), y£(t, s,y, £). 
No [8,23] seko, ka, ja e tiecas uz 0, tad procesu y£(et) saime kon-
vergē uz vidējotā vienādojuma (26) atrisinājumu. Tad, ja F(y) = 
0, sistēmas (28)-(29)-(30)-(31) atrisinājumi vāji konverģē, ja e -» 
0, uz atbilstošajiem vienādojuma (25) un difūziju aproksimācijas 
vienādojuma 
dy = b{y)dt + cr{y)dw{t) (33) 
atrisinājumiem jebkurā galīgā intervālā [0 ,T] , kur w(t) ir stan­
darta Vīnera process telpā IRd , 
Hv) = <P2(y,u)fi(u)+a(z) ^ g2{y,u)n(u)+ 
+ z C P ^ v ^ i t e w ) + a(z)9i(y, u)](¥>i(ž/,u) + a(z)g1(yJ u))/i(u)-
uGU 
- t A / ( V ? i + a ( ž ) p i ( ļ , , t i ) ) ] ^ i { y , t t ) / i ( u ) , 
uGU 
un simetriskā nenegatīvi definitā matrica a(y) ir definēta ar for­
mulu 
\a(y)h\2 = 2 Y, (pi (y, 0, ^)(n^i (y, 0 , ^ ( 0 
uGU 
patvaļīgam vektoram /i G K.rf. 
Trešās daļas otrajā nodaļā pierādīti daži nepieciešami papil-
drezultāti: 
Ja vienādojuma (25) atrisinājums ir asimptotiski stohastiski 
stabils, tad tas ir eksponenciāli p-stabils visiem pietiekami maziem 
pozitīviem p un eksistē Ļapunova funkcija v(x,y), kura apmierina 
nosacījumus 
ci\x\p < v{x,y) < c2\x\p, ci > 0 (34) 
L0v{x,y) < -Cz\x\p, c 3 > 0 (35) 
visiem x G K n , y £ Y kādam pozitīvam p, kur 
LQ V(X, y) = (B(y) x, V x ) v(x, y) + Q v(x, y), 
Trešās daļas trešajā nodaļā apskatīts lineārs vienādojums (30) 
ar Markova procesu kas apmierina minētos nosacījumus un 
y£', kas apmierina vienādojumus (28)-(29). Pāris {?/ £(0> £ ( 7 2 ) } 
ir homogens Fellera Markova process telpā f x U ar vajo in­
finitezimālo operatoru L{e) [89], definētu diferencējamām attiecī­
bā uz y funkcijām ar sakarību: 
(L(e)v)(y,0 = ķn{y,0>Vy)v(y, £) + fafat), V v ) v(y, 0 + 
+\Q<y, 0 + 
+ " ~ 2 Y^[v(y + £9l(y> z">+ £292(y, - v(Vi Z)MZ) (36) 
£ u 
kur V y ir gradienta operators telpā IRd un operators Q darbojas 
attiecībā uz otro argumentu. 
Ir zināms [8,23], ka y£(t) kā procesu saime Skorohoda telpā 
D([0, T] x M m ) vāji konverģē uz stohastiskā diferenciālvienādojuma 
(33) atrisinājumu (pie sākuma nosacījuma y(0) = y) katram fiksē­
tam T > 0 un y£(0) = y, £(0) = £, kur b(y), a(y) ir nodefinēti 
agrāk. Vektors b(y) un matrica a(y) ir nepārtraukti diferencējami 
attiecībā pret y un kopā ar atvasinājumiem vienmērīgi ierobežoti. 
Tas garantē vienādojuma (33) atrisinājuma unitāti un eksponenci-
ālu augšanu ar varbūtību 1, kad t —>• oo [4]. 
Tika pierādīta šāda 
3.1.Teorēma: Ja vienādojums (25) ary(t) no (33) ir asimpto-
tiski stohastiski stabils, tad vienādojums (30) ar y no (28) ir ekspo­
nenciāli p-stabils visiem e G (0, £o)> kādam SQ > 0 un pietiekami 
maziem p > 0. 
Promocijas darba rezultātu praktiskā nozīmība ir sarež­
ģītu nedeterminētu dinamisku sistēmu ar trajektoriju pārrāvu­
miem aproksimācija ar 
- vienkāršākiem, determinētiem, vidējotiem kocikliem pār di­
namisko sistēmu, 
- sabiezinātiem kocikliem pār sabiezinātām dinamiskām sistē­
mām ar nepārtrauktām trajektorijām, 
- kocikliem pār difūziju procesu, 
kā arī sarežģītu nedeterminētu dinamisku sistēmu ar trajektoriju 
pārrāvumiem atrisinājumu asimptotikas izpētes ar augstāk minēto 
vienkāršoto modeļu palīdzību iespējamības pierādījums. 
Par promocijas darba rezultātiem tika referēts: 
- seminārā "Markova dinamisko sistēmu kvalitatīvās analīzes 
metodes" (1994., 1995., 1996. un 1997. gados), 
- 35. un 37. RTU Zinātniskajās un tehniskajās konferencēs 
(1994. un 1996. gados), 
- 2. Latvijas Matemātikas konferencē (1997. gadā) 
Ar promocijas darbu saistītās publikācijas: 
1. E. Vanaga, J. Carkovs, Dinamisko Markova impulsu sistēmu 
vidējošana un stabilitāte (1994), 35.RTU Zinātniskās un tehn. 
konferences materiāli. 
2. E. Vanaga, J. Carkovs, Kociklu vi- dejošana un stabilitāte 
(1996), 37.RTU Zinātniskās un tehn. konferences materiāli. 
3. E. Vanaga, Stabilitv of cocucles (1996), Proceedings of the Lat-
vian Probabilitv Seminar. 
4. E. Liepa, Stohastic Stabilitu Based on Diffusion Aproximation 
(1997), 2.Latvijas Matemātikas konferencēs tēžu krājums. 
5. E. Liepa, On stochastic stabilitv of differential equations with 
Markov discrete component (1998), Journ. Modern aspects of 
Management Science. 
1. A S I M P T O T I S K Ā S M E T O D E S 
M A R K O V A I M P U L S U D I N A M I S K A J A M 
S I S T Ē M Ā M A R Ā T R I E M P A R S L E G U M I E M 
1.1. MARKOVA IMPULSU DINAMISKAS SISTĒMAS 
VĀJAIS INFINITEZIMĀLAIS OPERATORS 
Lai iepazīstinātu ar pētāmo objektu, jāapraksta Markova lēcie­
nu process. Pieņemsim,ka U ir kompakta, metriska telpa un ka 
operators Q ir uzdots telpā C(U) un definēts ar formulu 
(Qv){u) = a(u) ļ[v(z) - v(u)]p{u,dz), (1.1.1) 
"J 
kur a(u) ir nepārtraukta funkcija (0 < a(u) < c < oo) un p(u,dz) 
ir pārejas varbūtība Markova ķēdei ar Fellera īpašību. Opera­
tors (1.1.1) var tikt apskatīts [72] kā C-infinitezimālais operators 
no labās puses nepārtrauktam Markova procesam {£(£),£ > 0 } 
varbūtību telpā (fž, J-', , P) , kur filtrācija Tl savieno {£ ( . ) } laikā 
t. Eksistē tāda mērojama kopa (9, E ) , mērs ir(d6) telpā U x 0 un 
mērojama funkcija r (£ ,#) , ka iepriekš minētais Markova process 
£(£) var tikt uzdots kā atrisinājums stohastiskajam vienādojumam 
dt(t) = ļ r(ļ(t),B)v(de,dt), (1.1.2) 
9 
kur Puasona mēram v(6, dt) ir parametrs n(d0)dt [ 11, 75 ] 
(t.i., Ev(d6,dt) = n(dO)dt), kurš ir J"*-adaptēts un apmierina 
nosacījumus 
*(MW) č 0}) = a(£); AM^Ō) e A}) = a(Op(t,A) (1.1.3) 
visiem £ E U un A G S, bez tam O £ A. Iepriekšminētās funkcijas 
r(£,#) konstrukcijas metode un mērs 7r(d£) ir aprakstīti [22]. 
Typeset by AmS-T^L 
10 
Pieņemsim, ka process ir vienmērīgi ergodisks, t.i., eksistē 
tāds varbūtību mērs p G C* (U), ka Q* ļi = 0 un 
\P(t,t,A)-v(A)\<e-ot (1.1.4) 
kādam p > 0, visiem £ G U , £ > 0 un mērojamai kopai A, kur 
P(t, £, A) ir pārejas varbūtība Markova procesam £(£)• Tātad [72] 
vienādo j umam 
« / ) ( « = - « ( 0 (1.1-5) 
eksistē atrisinājums tad un tikai tad, ja j v(^)p(d^,) = 0. Šis 
D 
atrisinājums ir vienīgais (ar precizitāti līdz konstantei tāpēc, ka 
Qc = 0) . Tālāk mēs lietosim (1.1.5) atrisinājumu, kurš uzdots ar 
formulu 
oo 
/ ( 0 := (1^X0 := (P fe&c fe ) - fi(dz))v(z)dt (1.1.6) 
o u 
No vienmērīgas ergoditates (1.1.4) izriet, ka potencialoperators II 
no (1.1.6) ir lineārs, nepārtraukts operators un visiem v G C(U) 
(Qīlv)(t) = -«(© + v, (1.1.7) 
kur 
v=f v(om)- ( i . i . s ) 
0 
Tālākajā darba gaitā pielietosim operatorus Q un II un vidējošanu 
(1.1.8) vektorfunkcijām vai matricfuncijām ne tikai argumentam 
£ un pieņemsim, ka visi pārējie argumenti ir fiksēti. 
Pieņemsim, ka e G (0,1) un ka y(t) G M.d ir no labās puses 
nepārtraukta vektorfunkcija, kura apmierina 
1) diferenciālvienādojumu 
^ (1.1-9) 
ja t G (TJ-I,TJ)\ 
2) lēciena vienādojumu 
= y(t~) + £g(y(t-),0-), e), (1.1.10) 
ja t = Tj, visiem j E N 
3)sākuma nosacījumu 
y(0)=y. (1.1.11) 
Šeit un turpmāk TQ = 0. 
Tāpat pieņemsim, ka funkcijas f(y,£,e) un g(y,£,e) var tikt 
apskatītas veidā: 
/(ž/, 6 e) = /i (y, fl + e/2(ž/, 0 + £-/3 (</, £, 5 ) , (1.1.12) 
g{y,š:£) =gi(y,S) + m (y ,0 + ^ 3 (y,£, e), (1.1.13) 
kur / i ( y , £ ) un gi (y ,£) ir nepārtrauktas funkcijas un to otrās 
kārtas atvasinājumi pēc y ir ierobežotas un nepārtrauktas funkci­
jas; f2(y/Q, h(yl£), teiv/t), 9ā(y/t) nepārtrauktas funkcijas 
un to atvasinājumi pēc y ir nepārtrauktas un ierobežotas funkci­
jas. Visiem y E M d , £ E U un e E (0,1) ir spēkā nevienādība 
\\Dh(y^e)\\ + \\Dg*(y,t,e)\\ < (3(e), (1.1.14) 
kur (3{e) ir bezgalīgi mazs lielums, ja e —> 0. Šeit un turpmāk 
ar Dk apzīmēsim k-tās kārtas atvasinājumu. Viegli redzēt, ka no 
nevienādības (1.1.14) izriet sekojoša nevienādība: 
\h(y,M\ + \9z(y,ļ,e)\ < lh(e)(l + |y|), (1.1.15) 
visiem y E IR0', £ E U, e E (0,1) un kādam bezgalīgi mazam, ja 
č~ —» 0, lielumam Pi(e). 
1.1.Lemma . Ņemot vērā augstāk minētos pieņēmumus, pāris 
{y(£),£(£)} veido Markova procesu fāzu telpā R d x U ar infinitezi­
mālo ģeneratoru 
(Cv)(y,t) = e(f(y^e),V)v(y,0+ 
+ Qv(y,Z) + £Gev(y,Z), (1.1.16) 
C £u(</,0 = ^»K) / [ » (y + e» (y ,^e ) , z ) -
D 
- v(y, ^ )]p(£, dz) 
kur (.,.) ir skalārais reizinājums un V ir gradients. 
1.2.Lemma. Izpildoties augstāk minētajiem nosacījumiem, 
sistēmas (1.1.9)-(1.1.10)-(1.1.11) atrisinājums apmierina nevie­
nādību 
^ | i , ( * ) | 2 < ( l + |y|V a < (1.1.17) 
kādam a > 0 un visiem t > 0, y G Rd, £ G U une G (0,1) . 
1.3.Lemma. Pie minētajiem pieņēmumiem 
l imE sup |W-) - y ( - ) | 2 = 0 (1.1.18) 
o<t<T £ £ 
visiem T > 0, £ G U un y G Rd. 
Lai saīsinātu pierakstu, lietosim sekojošus apzīmējumus: 
£Ē(£) - stohastiska vienādojuma 
d£s(t) = ļ r(te(t),6)vs(d0ydt), (1.1.19) 
e 
atrisinājums 
£Ē(t) - stohastiska vienādojuma 
«.(') = / r(e(t),0)ve2(d0,dt), (1.1.20) 
© 
atrisinājums 
r j - procesa £ e(£) lēcienu momenti, 
ye(t) = y ( i ) , 
ipi(if,fl = / i ( i f ,0 + o(Ofli(».0; 
u 
V p - telpa, sastāvoša no nepārtrauktiem attēlojumiem no E d x U 
uz R, kuri apmierina nosacījumu 
sup |u(y,OI (1 + M ) ~ P = IMIp < oo 
(jDVv)(y) - otro atvasinājumu pēc y matrica 
tr A - matricas A pēda. 
1.2. VIDĒJOŠANA UN STABILITĀTE 
Apskatīsim impulsu sistēmu (1.1.9) - (1.1.10) formā 
% = h(ye,V(t), (1.2 .1) 
ja t G ( r j _ l 5 Tj) un lēciena momentos 
ye{r] - 0) = y £ ( r j ) + ^ i ( y e ( r / - 0 ) , ^ ( r | - 0)) , (1.2.2) 
j G N ar sākuma nosacījumu 
y e (0 ) = y. (1.2.3) 
Markova procesa {y£ (t), £e (t)} vājais infinitezimālais operators 
ir formā 
(C(e)v)(y,0 = ( / i ( i f , f l ,V)« (y ,0 + l-Qv(y,ļ) + (G{e)v)(y,t), 
kur 
( G ( ^ ) ( ? / , o = ~f Hy + £9i(y,0,z)-v(y,z)]p(ti,dz). 
u 
Kopā ar (1.1.1)-(1.1.2) apskatīsim vidējoto vienādojumu 
du , . . . 
— = &!(«), (1.2.4) 
kur 6i(w) definēts iepriekš. Viegli redzams, ka attēlojumam bi : 
E d —>• E d ir divi nepārtraukti, ierobežoti atvasinājumi. Tātad [89], 
eksistē viens vienīgs vienādojuma (1.2.4) atrisinājums u(t, u), kas 
apmierina sākuma nosacījumu 
u(0) = 0. (1.2.5) 
Pēc definīcijas vienādojumam 
(Qv)(y,0 = -Fi(y,0 + b1(y) (1.2.6) 
ir atrisinājums forma 
kur operators II ir definēts ar formulu (1.1.6).Eksistē tāda pozitīva 
konstante h, ka 
sup|(ILFi)(y,OI < fcsup|Fi(y,OI (1-2-7) 
visiem y G M.d. Viegli pārliecināties, ka atvasinājums (DFi)(y:£) 
ir vienmērīgi ierobežots un apmierina sekojošus nosacījumus: 
j(DF1)(y,tMdi)=Db1(y); 
v 
sup 11 (DĪLFļ) (y, 011 = sup 11 (īlDFi) (y, 011 < 
< / i s u p \\(DF1)(y^)\\ = h1 
£eu (1.2.8) 
1.1.Teorēma (vidējošanas princips). Izpildoties augstāk 
minētajiem nosacījumiem, visiem r > 0 un T > 0 sistēmas (1.1.1) 
— (1.1.2) — (1.1.3) atrisinājums konverģē, ja e —> 0, uz vidējotā 
vienādojuma (1.1.4) atrisinājumu u(t,y) vienmērīgi visiem y G 
U r = {\y\ < r } un t G [0 ,T] , t.i., visiem 8 > 0 
lim sup ¥ y 4 ( sup |y £(0 - u(t,y)\ > 8) = 0 (1.2.9) 
^GU o < t < T 
Tagad apskatīsim impulsu sistēmu (1.2.1)-(1.2.2), pieņemot, ka 
/ i ( 0 , 0 = 0 , ^ i (0 ,0 = 0 (1.2.10) 
Tad funkcija b\(u) apmierina nosacījumu &i(0) = 0. 
Definīcija. Vienādojuma (27) triviālo atrisinājumu sauc par 
eksponenciāli stabilu, ja eksistē tādas pozitīvas konstantes M un 
7 , ka visiem y G Mrf un t > 0 izpildās nevienādība 
| « ( t , y ) | < M e - 7 ' |y|. (1.2.11) 
1.2.Teorēma . Ja ievēro augstāk minētos pieņēmumus un ja 
(1.2.4) triviālais atrisinājums ir eksponenciāli stabils, tad eksistē 
tāds skaitlis SQ > 0, ka visiem e G (0,£o) sistēmas (1.2.1) — (1.2.2) 
triviālais atrisinājums ir eksponenciāli stabils vidējā kvadrātiskā 
nozīmē, t.i., tad eksistēs tādas pozitīvas konstantes M\ un 71, ka 
visiem y G £ G V, e G (0,£o) un t > 0 izpildās nevienādība 
E y , d ž / £ ( * ) | 2 < M i e - ^ \y\2. (1.2.12) 
1.1.Secinājums . Ja izpildās 1.2.Teorēmas nosacījumi, tad 
sistēmas (1.2.1) —(1.2.2) atrisinājumi konverģē uz nulli ar varbūtī­
bu viens, t tiecoties uz 00. 
1 .3. PĀREJA UZ LAIKU 
Pieņemsim, ka 61 (y) = 0. Tad visi vidējotā vienādojuma (1.2.4) 
atrisinājumi ir konstantes un mums nav informācijas par sistēmas 
(1.1.9)-(1.1.10) atrisinājumu uzvedību. Tad [3,5] mēs varam pāriet 
uz laiku un pārrakstīt sistēmu (1.1.9)-(1.1.10) formā 
2 2 
visiem t G ( t j L ^ t J ) un 
ye(t) = ye(t - 0) + eg(ye(t - 0),£(* - 0), s) 
2 2 
visiem t = r j , j G N, kur r j ir Markova procesa y e ( i ) 5 uzdota 
ar formulu (1.2.2), lēcienu momenti. Minētajai sistēmai īslaicīgi 
atmetīsim locekļus fz un g% funkcijām / un g un pārrakstīsim šo 
sistēmu formā 
ļjjT = ^ i f e ) , 6 W ^ ) + / 2 f c W , 6 W ) , (1.3.1) 
ja t G ( r j l ^ r j 2 ) un 
= t/ e(t - 0) + egi(y£(t - 0), &(* - 0))+ 
+ £ 2 < 7 2 ( l / e ( * - 0 U £ ( f - 0 ) ) , (1.3.2) 
2 _ _. 
ja t = Tj , j G N ar sakuma nosacījumu 
y«(0) = 2/ (1.3.3) 
Markova procesa {ye(t),££(t)} vājais infinitezimālais ģenerators 
L(e) ir formā 
(L(e)v)(y,Z) = ~Qv(y,i) + i ( V t ; ( y , 0 , / i ( y , f l + e/ 2 (ž/ ,0)+ 
+ G(c>(</ ,0 , (1.3.4) 
kur operators G(e) ir uzdots ar formulu 
G{e)v{yt 0 = ^ « ( 0 J [v(y + egi (y, 0 + e 2 ^ (y ,0>*)~ 
ū 
- t ; ( y , 0 ] P « , ^ ) - (1.3.5) 
1.4.Lemma . Ja ir dirn nepārtraukti atvasinājumi pēc 
y €. Rd unu E Vp, |Vwļ G V p _ i kādamp > 1, iad visiem e G (0,1) 
eL(e)ti( j , ,0 - i Q u ( y , 0 = ( V U ( y , 0 , / i ( y , 0 ) + 
+ a ( 0 / (Vu(y ,* ) ,0 ! (y , f l )p (£ ,<*z ) + rle(y,0. (1-3.6) 
u 
un visi labās puses locekļi un Qu pieder telpai Vp, bez tam 
sup ||rle||p = oo; l i m r l e ( y , f ) = 0 
0<£<1 e ^-° 
visiem y eRd un £ G U. 
1.5.Lemma . Ja vo(ž/) ir nepārtraukta funkcija ar diviem 
nepārtrauktiem atvasinājumiem un ja VQ G V p ; |Vvo| G V « _ i , 
||I?Vvo|| G V p _ 2 kādam p>2, tad visiem e G (0,1) 
L ( e ) t ; o ( y ) - i ( V t ; o ( y ) , F 1 ( y , « ) = 
= ( V V o ( y ) , F 2 ( y , 0 ) + 
+ ļ a ( 0 ( P V u o ( y ) b i ( y , 0 ^ i ( ^ 0 ) + » " 2 e ( y , 0 (1-3.7) 
un (1.3.7) labās puses visi locekļi pieder telpai Vp, bez tam 
sup ||r 2 e||p<oo; lim r 2 e ( u , £) = 0 
0 < e < l £ - * ° 
vmem y G R d , ( G U . 
Ar y(£) apzīmēsim sistēmas atrisinājumu, ja funkciju / ( u , £ , č ) 
un g{y,£,e) vietā ir funkcijas / ( y , f , 0 ) un y(y ,£ ,0 ) . 
1.6.Lemma. Pie minētajiem pieņēmumiem 
t, _,t 
lim E sup |y(-)-y(-)r = 0 (1.3.8) 
E - > ( ) 0 « < T ^ £ 
visiem T > 0 , £ G U u n y G 
Ieviesīsim funkcionālus 
ve(y,0 = \y + cnFi(yA)\2 
*Už/,£,c) = (y + e I I F i ( y , 0 , c ) (1.3.9) 
kādam c E l d 
1.2.Secinājums . Katram T > 0 eksistē tādas pozitīvas kon­
stantes ST un Aŗ, ka 
\Ey£Ve(ye(t),Ze(t)) - ve(y,0\ < tAT(l + \y\)2 (1.3.10) 
umera t G [ 0 , T ] , £ 6 ( 0 , £ T ) , y € R d un ( 6 U. 
1.3.Secinājums . Katram T > 0 un c č Rd eksistē tādas 
pozitīvas konstantes eŗ un Aŗ, ka 
\Eytv£(y£(t),ŗe(t),c) - vE(y,t,c)\ < tAT\c\(l + \y\) (1.3.11) 
otsiem i G [0 ,T] ,e G ( 0 , e T ) , y G M d un £ G U. 
1.4.Secinājums . Katram T > 0 eksistē tādas pozitīvas kon­
stantes ET un AT, ka 
EV£\y£(t) + eUF1 (y£(*), &(*)) - y - e l l ^ (y, | 2 < 
< f A T ( l + |y|)2 (1.3.12) 
visiem t G [0 ,T ] , e G (0, £ T ) , y G M d un £ G U. 
1.5.Secinājums . Katram T > 0 eksistē tādas pozitīvas kon­
stantes ET un AT, ka 
E{\y£(t) +eIIFi(y e(*),&(*)) ~ IfeM" 
- ^ n i ļ ( y c W , 6 ( s ) ) | 2 | ^ } < ( f - S ) A T ( l + |y £ ( S )|) 2 (1.3.13) 
visiem s G [0 ,T] , t £ [ s ,T ] , e G (0,£T), V G M d « n ( G U . 
Definēsim vektoru 
&(ž/)= / F 2(y,0M«) + AnDFi (y , Q ]F ib , e ) M « -
u u 
u 
un simetrisku matricu A(y) = {aij(y)} , ( i , i = 1, . . . ,n) ar formulu 
»=i i=i y y 
= | ([DVi;(y)]F 1 (y,0),nF 1 (y,0)/iW)-
;J 
- ļ(pVV(y)]y1(y,£),/1(y,0 + ^(£)ate,£))M<*63 
u 
kur v(y) ir patvaļīga pietiekami gluda skalāra funkcija. Pēc kon­
strukcijas: 
b G V i , |Vfe| G V i , aij G V 2 , iVa.jl G V l s ll-DVa^H G Vi 
(1.3.14) 
visiem z, j = 1 , n . 
1.6.Secinājums . Ja v = vo + evj + £2u ir funkcionālis no 
1.6.Lemmas un u(y,£) apmierina vienādojumu Qu + F = 0, kur 
F(y,0 = (Vv 0 (y) ,F 2 (y,0 + [ n ^ ^ O l F i ^ , ^ ) -
- [ £ ) F 1 ( y , O P i ( y , 0 - W ) + 
+([£>V l;o(y)]F 1(y,e),nF 1(y,0)-
- ( [DVm ( » ) b i (y , Q b i (y ,0 , / i f e ,0 + j a ( f l 0 i ( y , O ) -
- ļ * r [A (y )£Vt* ( ļ , ) ] f 
tad 
L(s)v G V p , sup ||L(£)v||p < oo 
0<£<1 
un visiem £ G U, y G Rd: 
\imL(£)v(y,£) = L0v0(y), 
£—•0 
kur LQv0(y) = \trA(y)DVv^y) + (VvQ(y),b{y)). 
Matrica A(y ) ir pozitīvi definita. No tā izriet, ka [24] operators 
LQ ar koeficientiem, kas apmierina (1.3.14), var tikt lietots kā 
difūziju Markova procesa {y{t), t > 0 } ģenerējošais operators kādā 
varbūtību telpā. 
1.3.Teorēma. Pie augstāk minētajiem pieņēmumiem process 
y£(t) vāji konverģē, ja e 0, uz difūziju Markova procesu y(t) ar 
ģenerējošo operatoru LQ . 
2. K O C I K L U P A R M A R K O V A 
I M P U L S U D I N A M I S K A J A M S I S T Ē M Ā M 
V I D Ē J O Š A N A U N S T A B I L I T Ā T E 
2.1. KOCIKLI PAR MARKOVA 
IMPULSU DINAMISKAJĀM SISTĒMĀM 
Apskatīsim homogēnu Markova procesu £e{t) diskrētā fāzu tel­
pā U ar infinitezimālo operatoru (matricu) Qe = \ {Q-\-sQ\), kur 
6 G (0, 5) un operatori Q un Q\ uzdoti ar formulām 
{Qv)(z) = a{z) Y2[v(u) - v(z)]p(z, u) 
uGU 
(Qiv){z) = a(z)^2[v(u) - v(z)]p1{z,u) 
katrai funkcijai telpā U, kur a(z) ir pozitīva funkcija un 5 ir 
pietiekami mazs, pozitīvs skaitlis. Tas ir gabaliem konstants pro­
cess [ 75 ] ar lēcienu diskrētos laika momentos t G { T J _ I , j G N} , 
ar intensitāti un iekļautu Markova ķēdi ar pārejas varbūtību 
p(z,u) + epi(z,u). 
Pieņemsim, ka operatoram Q ir īpašvērtība 0 ar kārtu m > 1 
un Markova procesam ££(t) ir m invarianti mēri ļij disjunktās 
apakškopās Uj 
1, ja z G Uj 
0, ja z £ Uj 
kur j = l , m , un eksistē tāds pozitīvs skaitlis a, ka Markova 
procesa pārejas varbūtība P(t,z,u) visiem j = l , m apmierina 
nevienādību: 
sup | Yl [p(^z^u) ~ P j ( « )M«) l < e " Q ' . 
Il«ll=l « € U j 
V.Koroļuka un viņa skolnieku darbos pierādīts, ka, ja e —> 0, 
tad Markova procesu virkne vāji konverģē uz sabiezināto Markova 
Typeset by AmS-T& 
Qij — 
£ a(z)p1(z,Vj)(J.j(z)ļ ja i^j 
- E E a(z)pi(2,Uj) / i j (z) , ja i = j, 
Pieņemsim, ka minētais Markova process £Ē(t) ir pārslēdzošais 
process dinamiskai sistēmai, uzdotai ar 
- diferenciālvienādojumu telpā R d : 
ļ = v(y„Lm (2.i.i) 
kur (f(y, z) ir nepārtraukta un ierobežota funkcija ar diviem nepār­
trauktiem un ierobežotiem attiecībā uz y atvasinājumiem, 
- diferenciālvienādojumu telpā Rn: 
^ = B(y£(t),ļ£(t))x£, (2.1.2) 
kur matricvērtīga funkcija B(y, z) ir nepārtraukta, ierobežota fun­
kcija ar diviem nepārtrauktiem, ierobežotiem atvasinājumiem pēc 
y. Diferenciālvienādojums (2.1.2) definē Koši matricu Xe(t, s, y, £) 
saimi telpā IRn ar evolucionaritātes īpašību, t.i., visiem s < r < t 
izpildās vienādība 
Xe(t, s, y,0 = Xe(t, r, y(T)4(r)) X£{t, s, y, 0. 
Šī saime ir atkarīga no Markova procesa un dinamiskās sistēmas 
(2.1.1) ar sākuma nosacījumu ££(s) = £ un y£(s) = y. 
Darbos [19] un [116] tiek analizētas kociklu (2.1.2) pār Markova 
dinamisko sistēmu (2.1.1) stabilitātes pētīšanas iespējas ar vidējo­
šanas un fāzu sabiezināšanas metožu, kā arī robežteorēmu palīdzī­
bu. Atšķirībā no minētajiem darbiem, šīs daļas izpētes objekts 
ir no labās puses nepārtraukts gadījuma process, kurš apmierina 
diferenciālvienādojumu (2.1.2), ja t £ {tj-i,j £ N } , un lēcienu 
vienādojumu 
x£{t) = xe(t - 0) + sG{y£{t - 0), £e(t - 0))xe, (2.1.3) 
procesu £ ar fāzu telpu U = {1 ,2 , . . . , m } un infinitezimālo matricu 
ja t G {TJ-I,J G N } , kur process ye(t) arī ir nepārtraukts no 
labās puses un apmierina diferenciālvienādojumu (2.1.1), ja t £ 
{ T J _ I , j G N} , un lēcienu vienādojumu 
ys(t) = y£{t - 0) + eg(ye(t - 0 ) ,&( t - 0) ) , (2.1.4) 
Tagad apskatīsim sabiezināto dinamisko sistēmu 
kur visiem j = 1, m 
un sabiezināto kociklu 
§ = B » ( t ) , f « ) * , (2.1.6) 
kur 
#(ž/,j) = X ( 5 ( ^ ' u ) + ° ( u ) G ! te> u ) ) / i j ( " ) 
un ģ/(f) apmierina vienādojumu (2.1.5). Vienādojums (2.1.6) defi­
nē Košī operatoru X(t, s, y ) , atbilstošu (2.1.5) (ar sākuma nosacī­
jumu y(s) = y) atrisinājumam. 
Nosacīto matemātisko cerību Markova procesam £(t) ar sākuma 
nosacījumu £(s) = j apzīmēsim ar E s j . 
Gadījumā, kad m = 1, (t.i., procesam£ £ (č) izpildās vienmērīgās 
ergoditātes nosacījums, tātad, eksistē tāds invariants mērs ļl, ka 
sup | V [ P ( M , « ) - / i ( 4 ( t ( ) | < e " Q ( (2.1.7) 
IMI=i t&j 
kādam pozitīvam skaitlim a un visiem t > 0, z G U) paralēli 
kociklam (2.1.2) apskatīsim arī vidējoto kociklu, kas uzdots ar 
diferenciālvienādo j urnu 
— = B(y(t))x, (2.1.8) 
kur y(t) ir videjota vienādojuma 
f = F(V), (2-1-9) 
kur 
F(y) = ^2(<P(y, u) + a(u)g{y, u))fi(u), 
atrisinājums, un B(y) ir vidējotā matrica, uzdota ar sakarību 
B(y) = u ) + flWG(»- ( 2 - 1 - 1 0 ) 
Definīcija.Kociklu (2.1.2) sauc par eksponenciāli stabilu vidējā 
kvadrātiskā nozīmē, ja eksistē tādas pozitīvas konstantes M un 7, 
ka visiem t > s, y £M.d un u £ U izpildās nevienādība 
Es,u\\X£(t,s,y)\\2 ĶMe-t^ (2.1.11) 
pie sākuma nosacījuma £ e (š ) = £• 
Definīcija. Kociklu (2.1.8) sauc par eksponenciāli stabilu, ja 
eksistē tādas pozitīvas konstantes C un p, ka visiem t > s un 
y E l r f var uzrakstīt nevienādību 
\\X(t,s,y)\\<Ce-^~s\ (2.1.12) 
Ar P ( i , z,du) apzīmēsim pārejas varbūtību Markova procesam ar 
C-infinitezimālo operatoru Q. 
Definēsim lineāru nepārtrauktu operatoru II ar šādu sakarību 
00 
(Uv)(z):= I ^ [ P ( t , 2 , u ) - / j ( u ) ] v ( u ) < f t . (2.1.13) 
0 ueu 
Viegli ieraudzīt, ka visām ierobežotām funkcijām v ir spēkā seko­
joša sakarība 
Qīlv = —v + v. 
So operatoru II sauksim par potenciālu. 
Ar videjota kocikla palīdzību varam definēt argumenta x kvad­
rātisko formu: 
T 
V{x,y) : = (q{y)x,x) := j \X(t,0,y)x\2dt, (2.1.14) 
o 
kur ar (.,.) apzīmēts skalārais reizinājums telpā R n . Šīs kvadrātis­
kās formas matrica q(y) ir atkarīga no T = ln2+^nC; k u r ^ U n C 
ir konstantes no nevienādības (2.1.12). 
2.2. KOCIKLU VIDĒJOŠANA UN STABILITĀTE 
Ja u(u) ir vienīgais invariantais mērs attiecībā uz operatoru Q, 
tad procesu ye(t) saime vāji konverģē [18], ja £ —> 0, uz vidējotā 
vienādojuma (2.1.9) atrisinājumu. 
2.1.Teorēma. Ja operators Q ir vienmērīgi ergodisks un vidē-
jotais kocikls (2.1.8) ir eksponenciāli stabils, tad eksistē tāds pozi­
tīvs skaitlis £Q, ka kocikls (2.1.2) ir eksponenciāli stabils vidējā 
kvadrātiskā nozīmē visiem e G (0, £o). 
Pierādījums. Ieviesīsim funkciju 
V£(x,y,z) = V(x,y) + eW(x,y,z), 
kur 
W{x, y, z) = U((VyV(x, y), <p{y, z) + a(z)g{y, z))+ 
+ ({{B*{y,z) + a{z)G{y,z))q(y) + q{y)(B{y,z) + a{z)G(y,z))]x,x)) 
( V 9 apzīmē operatora gradientu telpā Rn un indekss "*" apzīmē 
transponēšanu). Skaidri redzams, ka ievērojot pieņēmumus at­
tiecībā uz funkciju F un matricu B, varam uzrakstīt nevienādības: 
sup(|F(y)| + \\DF(y)\\ + \\D2F(y)\\) < cx < oo 
sup(|B(y)| + \\DB(y)\\ + \\D2B(y)\\) < c 2 < oo 
Tā kā eksistē tādas konstantes c\ un c 2 , tad visiem x G IRn un 
y G Rd ir speķa nevienādības: 
ci|^|2 < V(x,y) < c2\x\2, \VxV(x,y)\ < c 2|xļ, cx < \\q(y)\\ < c 2 , 
\VyV(x,y)\ < c2|x|2, \\Dq(y)\\ < c 2 , \\D2q(y)\\ < c 2 . (2.2.1) 
Izrakstīsim Ļapunova operatoru attiecībā uz sistēmu (2.1.9)-
(2.1.8): 
(L0G)(x,y) := (VyG(x,y),F(y)) + ( V x G ( x , y ) , B ( y ) x ) (2.2.2) 
j im ķ ļ \X(t + s, t, y(t, 0, y))X(t, 0, y)x\2ds-
o 
T 
ļ \X(s,0,y)x\2ds] 
= \X(T,0,y)x\2-\x\2, 
kur y(t, 0, u) ir vidējotās dinamiskās sistēmas ar sākuma nosacīju­
mu y(0) = y atrisinājums. 
un Markova procesa {x£(t),y£(t),££(t)} vājo infinitezimālo ope­
ratoru L£, uzdotu ar ££(t) un sistēmām (2.1.1)-(2.1.2): 
L£H(x,y,z) = 
= (VyH(x, y, z), tp(y, z)) + Q£H(x, y, z)+ 
+{VxIĪ{x,y,z),B(y,z)x) + 
+ ^2[H(X + eG(y, z)x, y + eg(y, z),u) - H(x, y, u)]p(z, u) = 
= {VyIī(x, y, z), <p(y, z)) + Q£H(x, y, z)+ 
+{VxH(x,y,z),B{y,z)x)+ 
^2(VyH(x, y, u), g(y, z))p(z, u) + 
uGU 
J2(VxH(x, y, u),G(y, z)x)p{z,u) + o(e), (2.2.3) 
M G U 
kur funkcijas G(x, y) un H(x, y, z) ir pietiekami gludas. 
Pēc definīcijas 
L0V(x, y) = 1im ķv(X(t, 0, y)x, y(t, 0, y)) - V(x, y))} = 
No T skaitliska lieluma un (2.2.1) izriet nevienādība: 
LoV(x,y)<-ķx\2 (2.2.4) 
Tā kā potenciāls II ir ierobežots lineārs operators, un \F(y, z)\ un 
||J3(y, z)|| ir vienmērīgi ierobežoti ar skaitli c, tad no (2.2.1.) var 
izvest: 
sup |W(x, y, z)\ < 31ļII11CC21^|2 
visiem x £ K.n un 
(ci -3e||n||cc2)|a:|2 < Vg(xty,z) < ( c 2 + 3^||n||cc2)|rc|2 
visiem x G Rn, y G Rd, z G U, e G {0,5). Tātad eksistē tāds 
pietiekami mazs skaitlis e\ < 5, ka 
\ci\x\2 <Ve{x,y,z)<2c2\x\2 (2.2.5) 
visiem x G E n , y G Rd, z G U, e G (0 ,£ i ) . Pēc konstrukci­
jas funkcija V£(x,y,z) ir pietiekami gluda un mēs varam lietot 
Markova procesa {x£(t), y£(t),^£(t)} vājo infinitezimālo operatoru 
Le no (2.2.3). No šīs funkcijas definīcijas iegūstam 
(LeVe)(x, y, z) = (VyV£{x, y, z), <p(y, z)) + Q£V£(x, y, z)+ 
+{VxV£{x,y,z),B(y,z)x)+ 
+aiz) V, u),g{y, z))p(z, u)+ 
+a(z) ^2(^xVe(x, y, u), G(y, z)x)p(z, u) + o(e) = 
= ~(Q + eQi)V(x, y) + Q ^ ķ , y, 2 )+ 
e 
+ ( V y F ( x , w), ^ (z/, 2) + a(z)g(y, z))+ 
+{VxV{x, y), (B{y, z) + a(z)G(«/, * ) ) * ) + 
r (x , y, 2) = [ ( V ^ z , y, 2) , y>(y, 2)) + ( V x ^ ( x , y, 2), B (y , 
+e[(VyW(x, y, 2), <p(y, z)) + (VxW(x, y, z),B{y, z))]+ 
+QiW(x, y, z) + a(z) ^T(VyW{x, y, u),g(y, z))p(z,u)+ 
+a(z) ^2(VxW(x, y, u), G(y, z)x)p(z, u) + o(e) = 
= -[(VyV(x, y),(p(y, z) + a(z)g(y, z))+ 
+([(B*(y, z)+a(z)G(y, z))q(y)+q(y)(B(y, z)+a(z)G(y, z)]x, x)]+ 
+(VyV(x,y),F(y)) + {[B* (y)q(y) + q(y)B(y)]x,x)+ 
+(VyV(x, y ) , y>(y, z) + a(z)q(y, z))+ 
+(VxV(x, y ) , (B(y, 2)) + a(z)G(y, z))x)+ 
+e[(VyW(x, y, 2), ^(y, 2)) + ( V « W ( * , y, 2), S ( y , z)ar)+ 
y, z)] + a(z) ]T( V v W(ar, y, u),g{y, z))p(z, u)+ 
uGU 
+a(^) ^2(^xW(x, y, u),G(y, z)x)p(z, u) + o(e) 
uGU 
jeb 
(L £ V; ) (x , y, 2) = ( L 0 V ) ( s , y) + er(x, y, 2) , (2.2.6) 
kur 
( L 0 V ) ( x , y) = - [ ( V , V ( s ? , y ) , y>(y, 2) + a(*)p(y, 2 ) )+ 
+([(J3*(y,2) + a (0 )G(y ,2 ) )g (y )+ 
+g (y ) (B (y , *) + a(z)G(y, ar))]*, * ) ] + 
+ ( V y F ( x , y ) , F ( y ) ) + {[B*(y)q{y) + g(y)E(y)ķ, *)+ 
H-CV^far, y) , (B(y, 2) + a(y)G(y, z ) ) z ) ; 
+ Q i W ( x , y, z) + a(z) ^(VyW(x, y, u),g(y, z))p(z, w)+ 
+ 0 ( 2 ) ^ ( V x W ( x , y , u), G(y, z)x)p{z, u) + o{e) 
un 
( V ^ ( x , y),B(y, z)x) = ([B*(y, z)q(y) + q(y)B(y, z)]x, x). 
No izveduma izriet, ka 
{LQV)(x, y) = (VvV(x, y),F(y)) + (VxV(x, y)1B{y)x). 
Lietojot ip(y, z) un B(y, z) vienmērīgo ierobežotību, lineārā ope­
ratora II nepārtrauktību un nevienādību (2.2.1), varam iegūt: 
sup \r(x,y,z)\ < c3\x\2 
y,z 
kādai pozitīvai konstantei C3. Tātad no (2.2.4) un (2.2.5) esam 
ieguvuši nevienādību: 
(L£V£)(x,y,z) < (~+£cz)\x\2 < 
< {-lļ + ^-c2Vē(2,y,z) < ~-C2V£(x,y,z) (2.2.7) 
visiem x G K n , y G R d , z G U, e G (O ,^ ) un pietiekami mazam 
pozitīvam skaitlim £2. 
Varam lietot formulu Markova semigrupām (Dinkina formulu) 
[22]: 
Es,zV£(Xe{t, s, y)x, y£(t, s, y),&W) = 
t 
= V£(x,y,z) + ļ Es,z(L£V£)(X£(T,s,y)x,y£(T,s,y),££(T))dT 
s 
un no (2.2.7) iegūt: 
Es,2V£(X£(t, s, y)x, y£{t, s, y),&(t)) < 
< Ve(x,y,z) - i c 2 / " E S ) Z 1 4 ( X Ē ( r , s , y ) a ; , ? / £ ( T , s , w ) , ^ E ( T ) ) r f r 
s 
kur y£(t, s, y) ir diferenciālvienādojuma (2.1.1) ar sākuma nosa­
cījumu y£(s) = y atrisinājums. No (2.2.5) un iepriekš minētās 
nevienādības seko: 
^ClESļZ\X£(t,s,y)x\2 < 
< E8,2V£(Xe{t,s,y)xļye(t,s,y),te(t)) < 
< V£(x,y,z)e-*C2{t-s) < 2 c 2 | x | 2 e - 8 C 2 ( t - s ) 
visiem x G M n , y G z G U un £ G (0,£o), kur £ 0 = m i n { £ i , £ 2 } . 
Pierādījums pabeigts. 
2.3. FAZU VIDĒJOŠANA UN STABILITĀTE 
2.2.Teorēma. Ja operators Q apmierina augstāk minētos no­
sacījumus un sabiezinātais kocikls (2.1.6) ir eksponenciāli stabils 
vidējā kvadrātiskā nozīmē, tad eksistē tāds pozitīvs skaitlis 5Q, ka 
kocikls (2.1.2) — (2.1.3) ir eksponenciāli stabils vidējā kvadrātiskā 
nozīmē visiem e G (0,£o)-
Pierādījums. Pieņemsim, ka P ir projektoroperators uz iero­
bežotu funkciju telpu B(U), uzdots ar vienādību 
(Pv)(z) = ^2 J a z £ = l , m 
kur v ir ierobežota funkcija. Minētajam Q paplašinājumam atbil­
stošais potenciāls II var tikt definēts visiem v G B(U) ar vienādību: 
oo 
(flv)(z) = f ^[P(t,z,u) - ļHj(u)]v(u)dt, ja z G Uj , j = l , m . 
0 " č U j 
Viegli ieraudzīt, ka II ir lineārs, nepārtraukts operators telpā B(U) 
un visiem v G B(U) var tikt uzrakstīta vienādība 
Qīlv = -v + Pv (2.3.1) 
sabiezinātais kocikls (2.1.6), sabiezinātā dinamiskā sistēma (2.1.5) 
un Markova process £(t) definē fāzu telpā R " x l d x U kādu jaunu 
Markova procesu ar vājo infinitezimālo operatoru L, kurš uzdots 
pietiekami gludām (attiecībā uz x un y) funkcijām: 
(Lv)(x,y,j) := 
:= lim ķĒojV(X(t,0, y)x, y{t,0, - v(x, y, j)] = 
= (Vxv{x,yJ),B(y,j)x) + (Vyv{x,yJ),Ģ>(y,j))+ 
m 
+ '%2QjXx,y,i)) (2.3.2) 
i=i 
visiem x G K n , y G M , j = 1, m. 
Šeit un turpmāk ar y (t, s, y) apzīmēsim atrisinājumu vienādoju­
mam ( 2 . 1 . 5 ) ar sākuma nosacījumu y(s) = y. 
Ieviesīsim kvadrātisko formu telpā ]R n: 
T 
V(x,yJ) : = {q{yj)x,x) := ļ Eoj\X(s, 0, y)x\2ds 
o 
Var pierādīt [19], ka kādām pozitīvām konstantēm Ci un c 2 
vienmērīgi attiecībā uz T > 0, y G x G IRn un j = l , m 
izpildās novērtējumi: 
ci\x\2 < V(x,y,j) < c2\x\2; \VyV(x,y,j)\ < c2\x\2; 
ci < < c 2 ; \VxV(x,y,j)\ < c2\x\; 
\\Dyq{yJ)\\ < c 2 ; \\D2yq(y, j)\\ < c2 ( 2 . 3 . 3 ) 
Saskaņā ar Markova procesa homogenitāti ir spēkā identitāte: 
\X(s + t, t, ž/) z|2 = Ēo,j \X(s, 0, y) x\2 
Tātad 
Eo.A^t) |*(« + t, *, y(t, 0, y ) )X( f , 0, y) x\2 = 
= %j\X(s+t, 0, y)x\2, 
un pēc V(# , y,j) definīcijas varam izvēlēties T tādu, ka ir spēkā 
nevienādība 
(LV(x,y,j)) = E d j | X ( T , 0, y ) x| 2 - |af < - | | ^ | 2 ( 2 . 3 . 4 ) 
vienmērīgi visiem y G x G E n un j = 1, m. Šo T vērtību 
lietosim, uzdodot Ļapunova funkciju 
T4(x, y,z) = U (ar, y, 2) + e ī ^ f c , u, 2), 
kur 
W(x, y, z) = īl[G{x, y, 2) + Q1U{x, y, 2)], 
G(ar, y, 2) = (V yJ7($, y, 2), y>(y)) + (V x rj(x, y, 2), B(y, z)ar)+ 
+ ^ [ 7 / ( 3 7 + £Q(Vļz)x,y + eg(y,z),u) - U(x,y,u)]p(z,u), 
U{x,y,z) = V(x,y,j), 
kur 2 G U j , j = 1, m. 
Pēc konstrukcijas funkcija U(x,y,z) ir kvadrātiskā forma ar 
matricu h(y,z), uzdotu ar vienādībām: 
h(y,z) = q(yJ), 
ja 2 G U j , j = l , m . 
Šīs funkcija un matrica apmierina nosacījumus (2.3.3). Tātad 
pēc projektoroperatora definīcijas varam rakstīt PU = U, un, 
saskaņā ar (2.3.1), 
QU{x,y,z) = 0. (2.3.5) 
Saskaņā ar operatoru II un Qi ierobežotību, no (2.3.2) un (2.3.3) 
seko nevienādības 
\\S7xW{x,y,z)\\ < h\x\; 
\\VyW(x,y,z)\\ + \W(x,y,z)\ < h\x\2 (2.3.6) 
kādai pozitīvai konstantei k\. 
Tad eksistē tāds pietiekami mazs skaitlis 6"i, ka 
\c±\x\2 < Ve(x,y,z) < 2c2\x\2 (2.3.7) 
visiem x G JRn, y G M d , £ G (0, č i ) . 
Pēc konstrukcijas funkcija Ve(x,y,z) ir pietiekami gluda un 
mēs varam lietot Markova procesa {x£(t),y£(t),^£(t)} vājo in­
finitezimālo operatoru L£ no (2.2.3). Pēc šīs funkcijas definīcijas 
varam izrakstīt: 
(LeVe)(x,y,z) = (VyVe(x,y,z),<p{y,z))+ 
+QeV£{x, y, 2) + (VxVe(x, y, 2), £ ( y , z)a:)+ 
( z , y , u ) , # ( y , 2 ) ) p ( 2 , u ) + 
uGU 
+ 0 ( 2 ) ^ ( V * T 4 ( z , y , u ) , G ( ? / , 2 ) : r ) p ( 2 , u ) = 
= i ^ c T y , ar). + y, z) + QT^(x, y, 2 )+ 
€ 
+(VyU(x,y,z),(p(y,z) + a(2)#(y, 2)) + 
+ ( V x t / ( : r , y, z),B{y, z) + a(z)G(y, z)x) + y, 2), 
kur 
y, 2) = {VyW{x, y, z), <p(y, z)) + (VxW{x, y, 2), B(y, z)x)+ 
+QiW(x,y,z)+ 
^ [ ļ y ( x + e<2(y, 2)2;,y + sy(y, 2), u) - y, u)]p(z, u). 
Saskaņā ar formulām (2.1.6) un (2.3.2) varam rakstīt: 
QW(x,y,z) = 
= -G(ar, y, 2) - Qi (re, y, 2) + PG(x, y, 2) + PQ1U(x, y, 2) = 
= - č ? ( z , y, 2) - QiC7(a;,w,z)+ 
+ ^ {G (x , y, w)+a(z) ^ [ Č 7 ( x , y, »)-l7(a?, y, « ) ķ i ( u , s)}ļij(u) = 
uGUj S G U 
= -G{x,y,z) -QiU(x,y,z) + ( V x ? 7 ( x , y , j f ) , ^ ( ^ . j » - ^ 
+ ( V y I / ( x , y , j ) ^ ( y . i ) ) + 
m 
+ a(z)pi(u,Uk)[V(x,y,k) -V(x,y,j)](ij(u) = 
fe=l uGUj 
= -G(x,y,z) - QiU(x,y,z) + (LV) (x , y, j ) , 
ja z G U j , j = l ,ra. No iepriekšuzrakstitajam vienādībām un 
formulas (2.3.5) izriet, ka 
(LeVe)(x,y,z) = {LV£)(x,y,j) + eR(x,y,z) 
visiem z G Uj , j = l , m un tapec no (2.3.4), (2.3.6) un (2.3.7) 
seko nevienādība 
(L £ y e ) (x ,?/,2;) < ~ ^ k | 2 +£ki\x\2 < ~\x\2 < ~c2Ve(x,y,z) 
visiem x G M n , y G M d , 2 G U un e G ( 0 , e 0 ) , kur £ 0 < £1 
ir pietiekami mazs pozitīvs skaitlis. Tagad varam lietot formulu 
Markova semigrupām [22]: 
EszV£(X£(t, s, y)x, y£(t, a, y),&(*)) = 
t 
= Ve(x, y, z) + /' Esz{L£V£){X£(T,s,y)x,y£{T,s,y),££(T))dT 
s 
un no (2.2.7) iegūt nevienādību 
EszV£{X£{t, s ,y )x , y £ { t , s,y),Ut)) < 
t 
< Vs(x,y,z) - ^ c 2 ļEszV£(X£(T,s,y)x,y£{T,s,y),ŗ£(T))dT. 
s 
No (2.2.5) un iepriekšējās nevienādības seko, ka 
^ClES2\X£{t,s,y)x\2 <EsssVe(Xe(t,s,y)xrye(t,s,y),te(t)) < 
< V£{x,y,z)e-*C2{t-s) < 2c2\x\2e-*c^t-s"> 
visiem x G M n , y G Rd, z G U un s G (0, £0). Teorēma ir pierādīta. 
3. R O B E Ž T E O R Ē M A S S K O R O H O D A T E L P A 
M A R K O V A I M P U L S U D I N A M I S K A J A M 
S I S T Ē M Ā M U N K O C I K L U S T A B I L I T Ā T E 
3.1. KOCIKLU PAR ĀTRAM MARKOVA IMPULSU 
DINAMISKAJĀM SISTĒMĀM ROBEŽTEORĒMAS 
Pieņemsim, ka 2. daļas 1.nodaļā aprakstītais Markova process 
ir lēcienu process dinamiskai sistēmai, kas uzdota ar dife­
renciālvienādojumu telpā M.d : 
djļ = \vi(f{t), Hitle2)) + <p2(y*(*), ļ(tle2)), (3.1.1) 
kur ip\(y,z) un ^2(2/5z) ir nepārtrauktas, ierobežotas funkcijas 
ar diviem nepārtrauktiem un ierobežotiem atvasinājumiem pēc 
y. Diskrētos laika momentos t G { t j - i , j G N} , kad Markova 
procesam £(t) ir lēcieni, procesam y£(t) arī ir lēcieni, kas uzdoti 
ar vienādojumu 
f{t) = y£(t^+eg1(y£(t.)^(t-/s2)) + e292(y£(t-)^(t-/s2)), 
(3.1.2) 
Pētāmais objekts ir process xe(t), kas uzdots ar lineāru diferenciāl­
vienādojumu telpā M n 
— = B(y'(t),l(t/e2))x', (3.1.3) 
ja t £ { T J - I , j G N} , un tā lēcienu vienādojums ir 
x*(t) = * £ ( r _ ) + e2G(y£(t.), £,(t./e2)) xs(t_), (3.1.4) 
ja t G j G N } , ye G E . -B(y, £) ir nepārtraukta un ie­
robežota matrica un tās divi atvasinājumi pēc y arī ir nepārtraukti 
un ierobežoti. 
No Markova dinamisko sistēmu asimptotiskās teorijas zināms, 
ka ja ipi(y,£) un ^{v^O lv nepārtraukti diferencējamas attiecībā 
pret y un ja Dy(pi(y,£) un Dy^2{y-,0 ir vienmērīgi ierobežotas 
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matricas,tad eksistē un pie tam viens vienīgs atrisinājums sistēmai 
(3.1.1)-(3.1.2)-(3.1.3)-(3.1.4) ar sākuma nosacījumiem 
x£(s) = x, y£(s) = y. (3.1.5) 
Šis atrisinājums {xe(t), y£(t), t > s} ir stohastiski nepārtrauktu, 
no Markova procesa {£(t/s2),t > s} atkarīgu procesu saime. Tā­
tad abu procesu varbūtību raksturlielumi visiem t > s ir definēti 
ar sākuma nosacījumu (3.1.5) un nosacījumu £(sļe2) = £. Šo 
atrisinājumu sistēmai (3.1.1)-(3.1.2)-(3.1.3)-(3.1.4) ar nosacīju­
miem £(s/£2) = £ un (3.1.5) apzīmēsim ar x£(t, s, x, y, £) un 
y£(t,s,y,ŗ)-
3.1.Lemma. Pie minētajiem nosacījumiem trijnieks 
{x£(t),y£(t),£(t/£2)} ir Markova process fazu telpa Rn x Rd x U 
ar infinitezimālo ģeneratoru 
A{e)v£(x,y,t) = (B(y,ŗ)x,Vx)ve(x,y,t) + ^Qve(x, 
+ 7{<Pi (V, 0 , Vyv£(x, y, 0 ) + (MV, 0 , Vyv£{x, y: £)) 
uGU 
- ^ e (^ ,y ,2 ) ]p (2 ,u ) . 
Pierādījums ir analogs [18] pierādījumam, jo tāpēc, ka process 
(f) = (w e ,£) ir Markova process, atliek pierādīt, ka pāris {x£,<f\ ir 
Markova process fāzu telpā Rn x (Rd x U). 
Ja 6 tiecas uz 0, tad procesu y£(et) saime konverģē uz vidējotā 
vienādojuma 
dJt=F(v), (3.1.6) 
kur 
F(y) = Z +a(z)9i{y,u))n(u), 
uGU 
atrisinājumu. Ir zināms [8,23], ka pie minētajiem nosacījumiem 
un pie nosacījuma F(y) = 0 sistēmas (3.1.1)-(3.1.2)-(3.1.3)-(3.1.4) 
atrisinājumi vāji konvergēja £ —> 0,uz atbilstošajiem vienādojuma 
dft=B(y)ī, (3.1.7) 
un difūziju aproksimācijas vienādojuma 
dy = b(y)dt + a(y)dw(t) (3.1.8) 
atrisinājumiem kādā galīgā intervālā [0, T ] , kur w(t) ir standarta 
Vīnera process telpā Rd , 
B(y) = £ (B(y, u) + a(z)G(y, u))pļu), 
uGU uGU 
+ ^2 iUDv(^ī(u> w) + a(z)9\(y, w ) ] ( v i w ) + (ž/, 
uGU 
uGU 
un simetriskā nenegatīvi definitā matrica cr(y) ir definēta ar for­
mulu 
\a(y)h\2 = 2 £ > x (v, 0, /i)(n^i (y, { ) , h)^) 
uGU 
patvaļīgam vektoram E E . 
Pierādīsim, ka šo difūziju aproksimāciju (3.1.7)-(3.1.8) varam 
sekmīgi lietot sākotnējās sistēmas (3.1.1)-(3.1.3) lokālās stohastis-
kās asimptotiskās stabilitātes analīzei. 
2. L INEĀRU D I F E R E N C I Ā L V I E N Ā D O J U M U A R M A R K O V A 
K O E F I C I E N T I E M S T O H A S T I S K Ā S T A B I L I T Ā T E . 
Šajā nodaļā darbosimies ar lineāru diferenciālvienādojumu 
telpā Rn 
dx — 
— = B(y(t))x, (3.2.1) 
kur B(y) ir nepārtraukta, ierobežota matricvērtīga funkcija un 
y(t) ir stohastiski nepārtraukts Fellera Markova process ar vājo 
infinitezimālo operatoru Q. 
Tā kā pāris {x(t), y(t)} veido homogēnu, stohastiski nepārtrau­
ktu Markova procesu ar vājo infinitezimālo operatoru LQ 
L0 V(X, y) = (B(y) x, Vx) v(x, y) + Q v(x, y), 
tad viegli redzams, ka eksistē {X(t,s,y), t > s > 0 } - tāda 
matricvērtīgu funkciju saime, uzdota ar vienādību X(t,s,y)x = 
x(t, s,x,y), kur x(t,s,x,y) ir Košī problēmas x(s,s,x,y) = x 
atrisinājums pie nosacījuma y(s) = y. Matricas X(t, s, y) apmie­
rina arī vienādojumu (3.1.7) visiem t > s un sākuma nosacījumu 
X(s,s,y) = I, kur / ir vienības matrica. Šai matricu saimei piemīt 
evolucionaritātes īpašība: 
X(t,s,y) = X(t,T,y(T))X(T,s,y) 
visiem Ž / G Y , £ > T > S > 0 . ŠĪ īpašība ļauj definēt Ļapunova 
p-indeksu: 
A ( p ) = suplhāļTlnE\X(t,s,y)x\p. 
x,y t^-ooP 
Definīcija. Diferenciālvienādojuma (3.1.3) atrisinājumu sauc 
par eksponenciāli p-stabilu, ja eksistē tādi pozitīvi skaitļi M un 7, 
ka visiem x G IRn, y G Y, £ G U un t > 0 ir spēkā nevienādība 
E\xe{t,0,x,y,ŗ)\p < M\x\pe-^ 
Var pierādīt, ka eksponenciālā p-stabilitāte ir ekvivalenta nosa­
cījumam A^p) < 0. Viegli saskatīt, ka visiem pozitīviem pi < p2 
var uzrakstīt sakarību 
( E | X ( M , ž / ) * r ) 1 / P 1 < (E\X(t,s,y)xr)ltP\ 
Tādejādi nevienādība 
A (pi ) < A ( p 2 ) 
seko no nevienādības pi < p2 un A ^ ir monotona funkcija. 
Definīcija. Sistēmu (3.1.3)-(3.1.JĻ) sauc par : 
- lokāli stabilu gandrīz droši, ja visiem n > 0 un j3 > 0 eksistē 
tāds S > 0, ka nevienādība 
sup P(sup|ar(*,0,x,2/,£)| > rj) < (3, 
seko no nosacījuma x G B$(0), kur Bs(0) := {x G K.n : \x\ < 5}; 
-asimptotiski stohastiski stabilu, ja tā ir lokāli stabila gandrīz 
droši un visiem i E t n un c > 0 izpildās vienādība 
lim sup P(sup \x(s, o, x, y, £)| > c) = 0 
Pierādīsim, ka (3.2.1) asimptotiskā stohastiska stabilitāte ir ek­
vivalenta nosacījumam 
lim A ( p ) = A < 0, 
p->0 
3.2.Lemma. Ja vienādojums (3.2.1) ir asimptotiski stohastiski 
stabils, tad tas ir eksponenciāli p-stabils visiem pietiekami maziem 
pozitīviem p. 
Pierādījums. Ieliksim stabilitātes gandrīz droši izteiksmē 
un izvēlēsimies tik mazu, pozitīvu skaitli a, lai izpildītos sekojoša 
nevienādība: 
sup P(sup|X(£,0,ž/);r| > 1) < §. 
| x | < 2 " Q 
No vienādojuma (3.2.1) linearitates un no iepriekšējas nevienādī­
bas izriet, ka 
sup P(sup|X(£,0,y)x| > 2la) < \ 
| x | < 2 ­ Q ( l ­ i ) t>o 
visiem / G N. Apzīmēsim 
gi := sup ¥>{sup\X{t,0,y)x\ > 2 l a ) . 
\x\<l *>° 
Pāris {x(t), y(t)} ir stohastiski nepārtraukts Markova process un 
tam piemīt Markova īpašība [22], laika momentā Ti(x) trajektori­
jai x(t, 0, x,y) izejot no lodes £ i ( 0 ) , ja x G ­Bi(O). Tātad 
= sup P(sup|X(*,0,2/)x| > 2 ^ ' + 1 ) a ) = 
|x|<l *>° 
oo 
sup / / Fx,y(Ti(x) € ds,x(s) e du,y(s) e dv)x 
j /GY |uļ=2 
xP(sup\X{t,0,v)u\ > 2 ( / + 1 ) Q ) < 
* > 0 
< sup P(sup|X(t,0,y)x| > 2 ( / + 1 ) Q ) x 
\x\<2la f-° 
dc 
X sup / / Px,y(Ti(x) G ds,x(s) G du,y(s) G ch>) < 
y£Y S~U \u\=2la 
veY 
< sup P(sup\X(t,0,y)x\ > 2 / Q ) = \ g i . 
\x\<\ t>° 
yeY 
Tātad gi < ~ŗ visiem / G N. 
Apzīmēsim 
C := sup|a>(£,0,y)\ p . 
Tad visiem p > 0, x E R n , y EY var uzrakstīt 
oo 
EC < \x\p sup EC < J22lapP{sup\x{t,0,x,y)\ > 2 ( / _ 1 ) q ) < 
|x|<l J^ļ t>0 
oo 
<^2lap2-l\x\p := Kx\x\p. 
1=1 
Tātad gadījuma lielumam £ eksistē matemātiskā cerība visiem 
l E l R " , «/ 6 Y , p E (0, a~l). Saskaņā ar Lemmas nosacījumiem 
(3.2.1) atrisinājums x(t, 0, x, y) tiecas uz 0 gandrīz droši, ja t tiecas 
uz bezgalību, vienmērīgi visiem y G Y, un pēc Lebega teorēmas 
varam rakstīt 
lim sup E\x(t + s, s, x, y)\p = 0 
visiem x G 3Rn, p G (0, č * - 1 ) . Bez tam var pārliecināties, ka šī 
konverģence ir vienmērīga pa x lodē -Bi(O) un s > 0, t.i., 
lim sup E\x(t + s, s, x,y)\p = 0. 
^ o o x e B 1 ( 0 ) 
y € Y 
Tagad varam izvēlēties skaitli T tik lielu, lai izpildītos nevienādība 
supE\x (t + s,s,x,y)\p < \x\pe~l, 
y € Y 
un, lietojot nevienādību 
Eļx(lT,0,x,y)\* = 
= E E P(», Ž/, ( ' - u, v)E\x(T, 0 , « , v)|P < 
<e-1Eļx{ņ-V}TA^\p, 
kur P(x,y,t,du, ,dv) ir homogēnā Markova procesa {x(t),y(t)} 
pārejas varbūtība, varam rakstīt, ka 
E\x{t,0,x,y)\p < K\e-[^T\X\P, 
kur [a] ir skaitļa a veselā daļa. Pierādījums pabeigts. 
Lai analizētu (3.2.1) atrisinājumu uzvedību, varam lietot Din-
kina formulu [22] 
E^yv(x(rr(t)),y(rr(t))) = 
Tr(t) 
= v(x,y) + E<«>{ ļ (L0v)(x(S),y(s))ds}, (3.2.2) 
u 
kur matemātiskās cerības indeksi apzīmē nosacījumus 
x(u) = x, y(u) = y, Tr(t) = m i n { r r , t}, 
Tr = mi{t > u : x(t,u,x,y) £ Br(0)}. 
Ja u = 0, tad indeksu nerakstīsim. 
Ja visiem t > u > 0 eksistē matemātiskās cerības 
EXļyv(x(t), y(t)) un EXļV{LQV)(x(t), y{t)), tad varam lietot [22] 
Dinkina formulu (3.2.2) vienkāršākā formā: 
E^v(x(t),y(t)) = 
t 
= v(x,y) + ļ E^(L0v)(x(s),y(s))ds. (3.2.3) 
u 
Dažreiz ir nepieciešami lietot Ļapunova funkcijas, kas atkarīgas 
arī no argumenta t. Ja funkcija v(t,x,y) pieder (kā funkcija no 
argumentiem x un y) infinitezimālā operatora LQ definīcijas apga­
balam un ja tai ir nepārtraukts atvasinājums pēc i, varam lietot 
Dinkina formulu (3.2.2) formā [27] 
E^v(Tr(t),x(rr(t)),y(Tr(t))) = 
rr(t) 
= v(u,x:y) + E%{ ļ (£ + L0)v(Sļx(s),y(s))ds}, 
u 
vai formulu (3.2.3) formā 
t 
= v(u,x,y) + ļ E^(ļ-s+ L0)v(s,x(s),y(s))ds. (3.2.4) 
u 
Bez Dinkina formulas un otrās Ļapunova metodes varam iz­
mantot [8,27] arī supermartingālu nevienādību pozitīvam super-
martingālam {£(£)> ^ r t } a r filtrāciju T1 formā 
P(supf(*) > c) < ±Ef(iz). (3.2.5) 
t>u 
3.3.Lemma. Vienādojums (3.2.1) ir eksponenciāli p-stabils 
tad un tikai tad, ja eksistē Ļapunova funkcija v(x,y), kura apmie­
rina nosacījumus 
ci|x|p < v(x,y) < c2\x\p, ci > 0 (3.2.6) 
L0v{x,y) < -c3\x\p, c 3 > 0 (3.2.7) 
visiem x G IRn, y G Y kādam pozitīvam p. 
Pierādījums. Ja eksistē minētā Ļapunova funkcija, var pārlie­
cināties, ka 
(£+L0)(v(x,y)e%t) < 0, 
un, saskaņā ar formulu (3.2.4), var uzrakstīt nevienādību 
C 3 . 
Ex,yv(x(t),y(t))ec2 < v(x,y) < c2\x\p 
visiem t > 0, x G Rn un y G Y. Tātad 
Ez,y\x(t)\p < ^ e - ^ E ^ ^ ( 0 , t / W ) e ^ < fe-^f\x\p 
un vienādojums (3.2.1) ir eksponenciāli p-stabils. 
Ar vienādojuma (3.2.1) atrisinājumu x(t, 0,x,y) palīdzību varam 
konstruēt funkciju 
T 
v(x,y) := ļE\x(t,Q,x,y)\pdt (3.2.8) 
o 
visiem T > 0. No matricas B(y) vienmērīgās ierobežtības nosacī­
juma izriet, ka 
sup\\B(y)\\ := b < oo. 
Var pārliecināties, ka šī funkcija apmierina nosacījumus (3.2.6). 
Ja LQ ir vājais infinitezimālais operators pārim x(t), y(t), tad no 
(3.2.1) eksponenciālās p-stabilitātes definīcijas izriet 
T T 
L0v(x,y) = timķjEXtV{Ex{S)MS)\x(t)\p}dt - ļEx,y\x(t)\pdt] 
o 
X 
= timķjEx,y\x(t + 5)\pdt- ļEXty\x(t)\pdt] 
o o 
= Ex,y\x{T)\p - \x\p < {Me~lT - l)\x\p, 
Ievietojot T = (ln2 + / n M ) / 7 , pierādījums ir pabeigts. 
3.1.Secinājums. Izpildoties 3.2.Lemmas nosacījumiem, vie­
nādojums (3.2.1) is asimptotiski stohastiski stabils. 
Pierādījums. Saskaņā ar formulu (3.2.4) funkcijai 
v(t,x,y) = v(x,y)eci 
var secināt, ka gadījuma process 
*l>(t) :=v(x{t),y(t))e^i 
ir pozitīvs supermartingāls [8]. Tad 
supP(sup|a:(*, 0, x,y\ > e) = sup P(sup \x(t, 0, x, y\p > ep) < 
y£Y t>0 yčY t>0 
< s u p P , , y ( s u p { i u ( a r ( t ) , y ( t ) ) } > ep) = 
y£Y t>0 Ci 
= s u p P « f V ( s u p { — ^ ( t ) e " ^ ' } > ep) < 
yGY t>0 Ci 
< mpFXļy(supīp{t) > epci) < 
y£Y t>0 1 „ ^ . c 2 < - T - E I > y ^ ( 0 ) < 
£pCļ ' - 5 p C l 
p 
un (3.2.1) ir stabils gandrīz droši. Tagad jāpierāda vienādība 
(3.1.3). Šim mērķim lietosim supermartingālu nevienādību (3.2.5) 
un uzrakstīsim nevienādības 
supP(sup |x(t, u, x,y\ > c) = sup P(sup \x(t, u, x, y\p > cp) < 
y£Y t>u y£Y t>u 
< supF^(sup{-v(x(t),y(t))} > cp) < 
y£Y t>u Ci 
< s u p P % ( s u p { i K ( t ) e - ^ ' } > cp) < 
y£Y t>u Ci 
< s u p P ^ y ( s u p { i ) £ W e - ^ u } > cp) < 
yeY t>u ci 
< — Efftt) < — \x\pe-%u 
cPci cPci 
Pierādījums pabeigts. 
3.3. UZ MARKOVA IMPULSU DINAMISKAS SISTĒMAS 
STOHASTISKĀS APROKSIMĀCIJAS BĀZĒTA STABILITĀTE 
Šajā nodaļā apskatīsim lineāru vienādojumu (3.1.3) ar Markova 
procesu £(£), kas apmierina minētos nosacījumus un y£, kas ap­
mierina vienādojumus (3.1.1)-(3.1.2). Pāris {y£(t), £(75-)} ir ho­
mogēns Fellera Markova process telpā IR d xU ar vajo infinitezimālo 
operatoru L(e) [88], definētu diferencējamām attiecībā uz y funkci­
jām ar sakarību: 
(L(s) v)(y,t) = -(y>i(2/,£), V y ) v{y, £) + fe*(y,0, V y ) v(y, £)+ 
+^Qv(y, 0+ 
+ o(z) Yļu(y + m ( y , z) + £2g2(y, £ ) ,* ) " v(y, 2)M*) (3.3.1) 
£ 0 
kur V y ir gradienta operators telpā M.d un operators Q darbojas 
attiecībā uz otro argumentu. 
Ir zināms [8,23], ka y£(i) kā procesu saime Skorohoda telpā 
P([0, T] x IR m ) vāji konverģē uz stohastiskā diferenciālvienādojuma 
(3.1.8) atrisinājumu (pie sākuma nosacījuma y(0) = y) katram 
fiksētam T > 0 un y£(0) = y, £(0) = £, kur b(y), a(y) ir nodefinēti 
agrāk. Vektors b(y) un matrica a(y) ir nepārtraukti diferencējami 
attiecībā pret y un kopā ar atvasinājumiem vienmē- rīgi ierobežoti. 
Tas garantē vienādojuma (3.1.8) atrisinājuma unitāti un ekspo-
nenciālu augšanu ar varbūtību 1, kad t —> 00 [27]. 
Viegli ieraudzīt, ka pāris {x(t), y(t)} ir homogēns Fellera Mar­
kova process telpā IRn x M.d ar vājo infinitezimālo operatoru L, 
uzdotu pietiekami gludām funkcijām v(x,y) ar formulu: 
Lv(x, y) = (B(y) x, Vx) v(x, y) + (b(y), V y ) v{x, y)+ 
+ \(<72(y)Vy,Vy)v(x,y) 
Uzdosim funkciju v(x,y) ar formulu 
v(x,y) = f E\x(t,0,x,y)\pdt 
Jo 
„ „ rp ln2+lnM 
Pirms novērtēt šo funkciju un tās atvasinājumus, iegūsim dažus 
novērtējumus sistēmas (3.1.7) atrisinājumu pie sākuma nosacīju­
miem y(0) = y un x(0) = x atvasinājumiem. Lai izvairītos no 
sarežģītas skaitļošanas un pieraksta formām, apskatīsim skalāru 
procesu y(t), t.i., d = 1. Pēc pieņēmuma eksistē trīs nepārtraukti 
un vienmērīgi ierobežoti atvasinājumi pēc y funkcijām <fj(y,€), 
j = 1,2. Saskaņā ar to Markova procesa y(t) sanesei b(y) un 
difūzijai a{y) ir vismaz trīs nepārtraukti un vienmērīgi ierobežoti 
atvasinājumi pēc y. Tas seko no potenciāla definīcijas un no 
iespējas atvasināt zem integrāļa zīmes. Pēc definīcijas matricai 
B(y) arī ir trīs nepārtraukti un vienmērīgi ierobežoti atvasinājumi 
pēc y. Tātad [27] Markova difūziju process {x(t),y(t)} atļauj 
diferencēt attiecībā uz sākuma datiem y(0) = y. Varam analizēt 
šos atvasinājumus kā atbilstošo vienādojumu atrisinājumus. 
3.1.Teorēma. Ja vienādojums (3.2.1) ar y(t) no (3.1.8) ir 
asimptotiski stohastiski stabils, tad vienādojums (3.1.3) ar y no 
(3.1.1) ir eksponenciāli p-stabils visiem e £ (0,£Q), kādam So > 0 
un pietiekami maziem p > 0. 
Pierādījums. Ir pietiekami pierādīt, ka pie šīs teorēmas nosa­
cījumiem (3.1.3) lineārā aproksimācija ir asimptotiski stohastiski 
stabila. Vienādojums (3.2.1) ir eksponenciāli p-stabils pietiekoši 
mazam pozitīvam skaitlim p [49], un mēs varam lietot Ļapunova 
funkciju v(y,£). No operatora A(e) un funkcijas v£, kur 
v£(x,y,£) = v0(x,y) + £v1(xļy,£) + £2v2(x,y,Q 
varam uzrakstīt sistēmu 
Qv\{x,y,ļ) = -[VyVo(x,y),(pi{y,ŗ)+a{ŗ)^2g1(y,z)n{z)], 
(3.3.2) 
Qv2{x,y,t,) = - [ ( V y v 0 ( x , y ) , ^ 2 ( ž / , 0 ) + ( V y ^ i ( ; r ^ ^ ) ^ i ( ž / 5 0 ) + 
+ ( V x v 0 ( ^ , y),B(y,i)x) + a(£) s£J(Vyv0{x, y),g2{y, z))p(z)+ 
+ a ( 0 ^ ( V i ( ^ ž / ^ ) , 5 i ( 2 / , 2 ) ) ^ ) + 
+ « ( 0 "Ž2(VXV0{X, y),G(y, z)x)fi(z) (3.3.3) 
Šo vienādojumu labās puses ir vienādas ar 0 pēc integrēšanas pēc 
mēra /i(£)- Tas nozīmē, ka abu vienādojumu atrisinājumi eksistē. 
Pēc potenciāla definīcijas varam rakstīt: 
Mx,y,0 = ^[(^i{y^) + a(0^29i{y,z)n(z),vyv0(x,y))]. 
Šīs funkcijas un tās atvasinājumu novērtējumus varam iegūt no 
atbilstošajiem skalāro reizinājumu, pareizinātu ar ||ĪI|ļ, novērtēju­
miem. Tas izriet no (3.3.2) atrisinājuma diferencējamības un ope­
ratora II definīcijas. Tātad eksistē konstante Ri, kas apmierina 
nevienādības: 
\vi(x,y,t)\ < , \VxVl(x,y^)\ < Ri\x\p~\ 
\Vyv1(x,y,t)\<R1\x\v, \\DxVxv1{x,y^)\\ < iži|x|"-2, 
H^V^i^^OH < Ri\x\p-\ \\DyVyv1(x1y,t)\\ < 
\\DyDxVyV1(x,y,ŗ)\\ < Ri\x\*-\\\I%VyV1(x,y,t)\\<R1\x\*-2. 
\\DyDxVyV1(x,y,0\\ <Ri\x\p-\ 
Funkciju V2(x,y,£) arī var novērtēt no augšas. Tātad, pielietojot 
iegūtos rezultātus, varam uzrakstīt nevienādības: 
\\Vyv2(x,y,ŗ)\\ < R2\x\p, \\Vxv2(x,y^)\\ < R2\x\p~l 
visiem y G IR m , x G M n un kādam R2 > 0. 
A(e) ir Markova procesa {x£ ,y£ ,£(t/e2)} vājais infinitezimālais 
operators, uzdots ar formulu: 
l 2 
A(e)ve(x, y, 0 = (B(y, t)z, Vx)ve(x, y,£) + - Qv£(x, y, £)+ 
+ i ( v ? i ( y , 0 » V v v e ( x , y , 0 ) + te(y,O.Vyt;e(ar,^0)+ 
e1 
jeb, ievietojot funkcijas ve izteiksmi un interesējoties tikai par tiem 
locekļiem, kuriem ir reizinātāji £ ~ l un £° , jo £ —> 0, iegūstam: 
A(e)v6(x,y,i) = ^[(Vyv0(x, y), ipi(y,£}) + Qvl{x,y, £)+ 
+a(z) X(V y v 0 (x,y),gi{y, z))p{z, 
+[(V x u 0 (a; ,ž / ) ,B(y,0a:) + (V y v 1 ( x , y , £ ) , ^ 1 ( ž / , £ ) ) + 
+(V y i / o ( x , y), <p2(y, 0) + ž/, 0 + 
+ a M E( v y U l ( x ' & Z)^\(y, Z))p(z,u)+ 
uGU 
+ a W X(v^0^' y)> S2(y, z))p{z, U)} 
tt€U 
Saskaitāmie katrā no kvadrātiskajām iekavām formulas labajā 
pusē ir vienādi ar 0. Tātad 
A(£)v£(x,y,£) < -c 3|a:| p. 
Turklāt 
K(a;,?/,0I < P\X\P, K (z ,Ž/,OI < p\x\p 
kādam p > 0. Visbeidzot varam uzrakstīt nevienādības 
ci|x|p < v£{x,y,t) < c2\x\p (3.3.4) 
kādam c2 > C\ > 0. Vienādojuma (3.1.3) eksponenciālā p-stabili-
tāte seko no (3.3.3) un (3.3.4) visiem £ G (0, £o), ja £Q ir pietiekami 
mazs. Pierādījums pabeigts. 
- v£(x,y,u)}p(z,u) 
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