Abstract. We introduce a new graph drawing convention for 3D hierarchical drawings of directed graphs. The vertex set is partitioned into layers of vertices drawn in parallel planes. The vertex set is further partitioned into k ≥ 2 subsets, called walls. The layout consists of a set of parallel walls which are perpendicular to the set of parallel planes of the layers. We also outline a method for computing such layouts and introduce four alternative algorithms for partitioning the vertex set into walls which address different aesthetic requirements. 
Introduction
The visual representation of hierarchically organised data has application in areas such as Social Network Analysis, Bioinformatics, Software Engineering, etc. Hierarchies are commonly modelled by directed graphs (digraphs) and thus visualised by algorithms for drawing digraphs. Most of the research effort in this area has been related to improvements of various aspect of the Sugiyama method, the most popular method for creating 2D layered drawings of digraphs [4, 9] .
The increasing availability of powerful graphic displays opens new opportunities for developing new methods for 3D graph drawing. There is evidence that 3D graph layouts combined with novel interaction and navigation methods make graphs easier to comprehend by human and increase the efficiency of task performance on digraphs [10] .
However, there has been relatively little research on drawing digraphs in 3D. One of the known approaches is the method of Ostry which consists of computing a layered drawing in 2D and then wrapping it around a cone or a cylinder [8] . Another approach is the method used in the graph drawing system GIOTTO3D [5] which is conceptually different from the Sugiyama method. GIOTTO3D employs a simple 3-phase algorithm for producing 3D layered drawings of digraphs. In the first phase a planarisation method is used to draw the graph in 2D; in the second phase vertices and edges are assigned z-coordinates so that all edges point into the same direction and the total edge span is minimised; and at the third phase the shape of the vertices and the edges is determined. This paper presents a method for layered drawing of digraphs in 3D which extends the Sugiyama method. We generalise and extend the work presented in our previous paper [6] . In summary, we propose an extra step after the layer assignment of the 2D Sugiyama method. It consists of partitioning the vertex set into subsets, called walls. Any subset of the vertex set can be a wall. We propose that layers occupy parallel planes with all edges pointing in the same direction. Walls also occupy parallel planes which are perpendicular to the layer planes. Each pair of a wall and a layer intersect into a set of vertices placed along the line which is the intersection of the corresponding wall and layer planes. As a result each wall contains a 2D layered drawing. Examples of such a layout can be seen in Figures 1 and 2 . The motivation behind the proposed drawing convention consists of the following points:
-A 3D layered drawing of a digraph allows the employment of specific 3D navigation and interaction techniques and decreases visual complexity. For example, each wall can be viewed separately, the camera may move along edges between the walls, etc.
(a) According to C4.
(b) According to both criteria C1 and C4 Fig. 2 . Examples of 3D hierarchical layouts with k > 2 parallel walls.
-Partitioning the hierarchy into a set of walls each containing a smaller 2D hierarchy allows to draw the smaller 2D hierarchies efficiently with fast heuristics or even exact algorithms which generally would perform worse if employed for drawing the whole graph as a 2D hierarchy. -Drawing the 3D hierarchy as a set of 2D hierarchies utilises the extensively developed techniques for drawing hierarchies in 2D.
Our method can be applied to any digraph, such as a class hierarchy that originates from a Software Engineering application, or a hierarchical relationship in a social network, etc. In particular, we report experiments with some of the graphs in the Rome data set [3] .
The paper is organised as follows: in the next section we introduce some definitions and an outline of the Sugiyama method for drawing digraphs in 2D. Then in Section 3 we describe our 3D extension to the Sugiyama method. In Section 4 we show some drawings of digraphs computed with our method and we compare them to the corresponding 2D drawings. Finally, in Section 5 we draw some conclusions from this work.
Terminology
The Sugiyama method for layered digraph drawing consists of four steps. The first step is to remove all directed cycles from the graph by inverting the direction of some edges. In the second step the vertices of the digraph are partitioned into layers. Let G = (V, E) be a digraph without directed cycles. We denote the set of all immediate predecessors of vertex v by N − (v) = {u : (u, v) ∈ E}, and the set of all its immediate successors by 
v).
In the third step a linear order is established for the vertices in each layer. And in the last fourth step x-and y-coordinates of all vertices are decided as well as the shape of the edges. Various algorithms, which emphasise on different properties of the drawing, have been suggested for each step of the Sugiyama method [2] .
3D Layered Drawing of Directed Graphs
In this section we propose a 3D extension to the Sugiyama method. In summary, we introduce a new step called wall assignment which further partitions the layer into a set of k > 1 subsets, called walls, after the layering step. Our method is outlines in Algorithm 1.
Algorithm 1 3D Layered Digraph Drawing
Step 1 (Cycle Removal): Remove all directed cycles by inverting the direction of some edges.
Step 2 (Layer Assignment): Partition the vertex set into h layers, L1, L2, . . . , L h with h ≥ 2.
Step 3 (Wall Assignment): Partition the vertices in each layer
Step 4 (Vertex Ordering): Set a linear order of the vertices which belong to the same layer and group.
Step 5 (Coordinate Assignment): Assign x-, y-, and z-coordinates to each vertex. Determine the shape of each edge.
Layers occupy parallel planes and each layer
The vertices placed in the j th group of each layer form a wall.
That is, the set
There are k walls in total, each wall occupies a plane, and the walls occupy k parallel planes which are perpendicular to the h planes of the layers. In addition, we require all dummy vertices along the same long edge to be in the same wall. Thus, edges which span more than one wall connect vertices in adjacent layers (one of the endpoints of such an edge can be a dummy vertex).
Since we perform the wall-assignment step after the introduction of dummy vertices we assume that G = (V, E) is a proper layered digraph with a layering
.e. each edge connects vertices in adjacent layers. By partitioning the vertices into k ≥ 2 walls we partition the edge set of a digraph into two subsets: intra wall edges and inter wall edges. Intra wall edges are edges with both endpoints in the same wall, and inter wall edges are edges with endpoints in different walls. Inter wall edges have their endpoints in adjacent layers because we require all dummy vertices along an edge to lie in the same wall.
The partition of the original vertex set into k walls may originate from the digraph's application domain. They might be the clusters of a given clustered graph. If no such partition is given then the vertex set can be partitioned into k walls according to the following optimisation criteria: -C1. Even distribution of vertices among walls, i.e. balanced partition of the vertex set into walls. -C2. As few as possible inter wall edges for avoiding occlusion in the 3D space. -C3. As few as possible crossings between inter wall edges in the projection of the drawing into a plane which is orthogonal to both the layer planes and the wall planes. -C4. The sum of the spans of inter wall edges should be minimised. -C5. As few as possible crossings between intra wall edges.
These criteria are designed to express the properties of layouts with low visual complexity. They give rise to some hard optimisation problems which require the development of efficient algorithms. In our previous work we have proposed an algorithm for partitioning the vertex set into two walls according to C1 and C2. In the remainder of this section we propose two new methods of partitioning the vertex set into two walls according to C3, and two versions of a method for partitioning the vertex set into k-walls according to C4 and C1.
Two-Wall Partitions
The following two algorithms for partitioning the vertex set into two walls are designed to have all inter wall edges arranged in a particular pattern such that C3 is satisfied. We call them zig-zag wall partition and dominating wall partition respectively. Both algorithms scan all layers one by one from bottom to top and partition each of them into two subsets. We start with a random balanced partition of the first layer that contains more than one node.
The zig-zag wall partition and the dominating wall partition differ in the way layer L i is divided into two subsets based on the already given partition of layer 
Algorithm 2 Zig-zag wall partition of layer
The idea of the dominating wall partition is all the inter wall edges to have their origin in the same wall, which we call the dominating wall. We assume that wall W 1 is the dominating wall, i.e. the wall that consists of L 
Algorithm 3 Dominating wall partition of layer
It is easy to see that both the zig-zag wall partition and the dominating wall partition place all dummy vertices along edge e into the same wall. Both algorithms take O(|V | + |E|) time because each vertex is examined and assigned into a wall and this is done by examining the neighbours of the vertices, i.e. by examining all the edges of the digraph.
Lemma 1. Both the zig-zag wall partition and the dominating wall partition algorithms assign all dummy vertices along an edge to the same wall and partition the vertex set of graph into two subsets in linear time.

k-Wall Partitions
We have designed a third algorithm for partitioning the vertex set into k ≥ 2 walls according to C4. That is, the sum of spans of inter wall edges is kept small. Similar to the two algorithms described above all the layers are scanned one by one from bottom to top. The first layer which contains more than one node is partitioned randomly and each following layer L i is partitioned on the basis of the partition of layer L i−1 .
For partitioning layer L i into k subsets we apply Algorithm 4. In summary, for each vertex u ∈ L i all its immediate successors are considered, and u is placed in the wall whose number is the closest integer to the average of the wall numbers of the immediate successors of u. In other words, the wall u is placed in is the barycenter of the walls its immediate successors are placed in. An example layout is shown in Figure 2(a) .
In order to achieve a more even distribution of vertices between the walls, i.e. to satisfy C1, we can keep a track on the number of vertices currently assigned to a wall and when we compute b take this into account giving preference to the walls with fewer number of vertices. The implementation of such a procedure is presented in Algorithm 5 which is a generalised version of Algorithm 4. Now the wall for vertex u is computed as
in the case
Otherwise u is placed in the wall with currently the fewest number of vertices in the current layer.
It is easy to see that Algorithm 4 guarantees that all dummy vertices along an edge belong to the same wall. However, this is no longer guaranteed with the proposed balancing technique. Thus, when applying the balancing technique we first need to check whether u is dummy and if it is then to place it into the wall of its immediate successor.
The time complexity of the proposed k-wall partitioning algorithm is also O(|V | + |E|) because similar to the two-wall partitioning algorithms each vertex and each edge are scanned once.
Algorithm 5 k-wall balanced partition of layer
if u is a dummy vertex then Let b be the number such that the only immediate successor of u is assigned to
Lemma 2. Both versions of the k-wall partition algorithm assign all dummy vertices along an edge to the same wall and partition the vertex set of graph into k ≥ 2 subsets in linear time.
Computational Results
We applied the presented layout technique for computing 3D hierarchical layouts of graphs taken from the Rome dataset [3] . We randomly chose ten graphs with 75 vertices. The number of edges of each of them is close to twice the number of vertices. In the remainder of this section we compare the different wall assignment techniques:
-(ZZ) Zig-zag wall partition.
-(DW) Dominating wall partition.
-(MC) Balanced min-cut wall partition introduced in [6] .
-(SW) Single wall, i.e. a 2D hierarchical layout.
MC is a version of the balanced min-cut wall partition introduced in [6] . Note that we have slightly modified the original algorithm to make sure all dummy vertices along an edge go to the same wall which we did not consider in our previous work.
We assumed that the input graphs are undirected and we assigned direction to each edge from the vertex with the higher degree to the vertex with the lower degree. If both endpoints of an edge have the same degree then the direction is assigned randomly. We applied Algorithm 1 six times, once for each wall assignment technique. Each time we used the same algorithms for the other four steps: cycle removal, layer assignment, vertex ordering, and coordinate assignment.
We remove directed cycles by reversing the direction of the back edges in a DFS tree of the digraph. For layer assignment we used the longest-path algorithm followed by an improvement heuristic [7] . The vertex ordering step is performed with a layer-by-layer sweep and the barycenter heuristic taking into account the wall partition. Details about the vertex ordering with 2 walls can be found in [6] . We used a trivial extension of the same method for k > 2 walls. For the coordinate assignment step we applied the Brandes-Köpf algorithm for each wall independently [1] . The z-coordinates are given by the wall numbers.
First we compare the two-wall partitioning algorithms. Table 1 shows the vertex and edge distribution between the walls as well as the number of inter wall edges. It can be observed that MC does really find wall partitions which have more even distribution of vertices and edges between the two walls. The MC partitions typically have the minimum number of inter wall edges, which is what we expected. The advantage of ZZ and DW is the special arrangement of inter wall edges they guarantee. We can also see that the distribution of vertices and edges between the two walls in ZZ and DW is not necessarily unbalanced. Table 2 compares the vertex and edge distribution for KW and BW. The number of walls k is a half of the number of layers h, i.e. k = h 2 . Thus, different graphs have a different number of walls. We can observe that BW does find more balanced distribution of vertices between the walls only if the KW distribution is not balanced (e.g., graph 9). When the KW distribution is relatively well balanced then BW may perform worse than KW (e.g., graph 8). Table 3 compares KW and BW in terms of sum of the span of inter wall edges. KW performs better than BW. We observed that the KW wall partitions have very few inter wall edges between non-adjacent walls. crossings than ZZ and MC. The fewest number of intra wall edge crossings is reached in BW which is a result we did not expect. However, the BW partitions have a larger number of inter wall edges and a larger sum of spans of inter wall edges than KW (see Table 3 ). 
Conclusions and Current Work
We introduced a 3D extension to the Sugiyama method. We propose to partition the vertex set into k ≥ 2 walls; each wall contains a 2D drawing of a layered digraph. This is done by introducing an additional wall assignment step into the Sugiyama method after the layer assignment step. We propose three different wall assignment algorithms which meet different optimisation criteria. The computational results suggest that the proposed 3D graph drawing convention results in reduced visual complexity. The choice of a particular wall assignment algorithm may highly depend on the interaction and navigation techniques. It is also possible to develop new vertex ordering heuristics specific for the 3D layered graph drawings with k walls. We are also looking at the possibility of defining new optimisation problems arising from 3D drawing aesthetic criteria.
