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 2 
Abstract 18 
Natural selection ultimately acts on genes and other DNA sequences. Adaptations that 19 
are good for the gene can have adverse effects at higher levels of organization, 20 
including the individual or the population. Mobile genetic elements illustrate this 21 
principle well, because they can self-replicate within a genome at a cost to their host. 22 
As they are costly and can be transmitted horizontally, mobile elements can be seen as 23 
genomic parasites. It has been suggested that mobile elements may cause the 24 
extinction of their host populations. In organisms with very large populations, such as 25 
most bacteria, individual selection is highly effective in purging genomes of 26 
deleterious elements, suggesting that extinction is unlikely. Here we investigate the 27 
conditions under which mobile DNA can drive bacterial lineages to extinction. We 28 
use a range of epidemiological and ecological models to show that harmful mobile 29 
DNA can invade, and drive populations to extinction, providing their transmission 30 
rate is high, and that mobile element-induced mortality is not too high. Population 31 
extinction becomes more likely when there are more elements in the population. Even 32 
if elements are costly, extinction can still occur due to the combined effect of 33 
horizontal gene transfer an mortality induced by mobile elements. Our study 34 
highlights the potential of mobile DNA to be selected at the population level, as well 35 
as at the individual level. 36 
 3 
Introduction 37 
Mobile genetic elements (MEs) are DNA sequences that can move to different 38 
positions in a genome. While MEs can occasionally cause beneficial mutations within 39 
hosts (e.g. Koszul et al., 2003, Blot, 1994, Brookfield & Sharp, 1994, Dunham et al., 40 
2002, Capy et al., 2000), they often have deleterious effects on the host (Bartolome et 41 
al., 2002, Touchon & Rocha, 2007, Arkhipova, 2005, Charlesworth & Langley, 1989, 42 
Charlesworth et al., 1994, Rankin et al., In Press). MEs may spread rapidly through a 43 
population through either horizontal gene transfer (Ochman et al., 2000) or through 44 
sexual reproduction (Hickey, 1982). As such, MEs are genomic parasites, acting in 45 
their own selfish interests at the cost of their host genome: they replicate themselves 46 
within a genome, spread rapidly through host populations and have deleterious effects 47 
on the fitness of their hosts (Doolittle & Sapienza, 1980, Orgel & Crick, 1980, 48 
Wagner, 2009). This has led to many studies that address the question of how costly 49 
MEs can persist in host genomes. These studies find that, if MEs inflict costs on the 50 
host (and thus do not code for any beneficial traits), they can only persist through 51 
sexual reproduction or horizontal gene transfer (e.g. Burt & Trivers, 2006, Brookfield, 52 
1986, Brookfield & Badge, 1997, Bestor, 1999, Lili et al., 2007). 53 
The well-known tragedy of the commons is an example of where a trait which 54 
is beneficial at the individual level can be detriment at the group, or population, level 55 
(Hardin, 1968). The tragedy of the commons manifests itself in many dilemmas 56 
within evolutionary biology (Rankin et al., 2007a), such as sexual conflict (Rankin & 57 
Kokko, 2006), worker production in social insects (Martin et al., 2002, Wenseleers & 58 
Ratnieks, 2004), plant competition (Gersani et al., 2001) and bacterial virulence 59 
(Griffin et al., 2004). The evolution of virulence in parasites (Frank, 1994, Frank, 60 
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1996, Kerr et al., 2006) is a particularly striking example for the tragedy of the 61 
commons where it is in the interest of each individual parasite to exploit the host as 62 
much as possible, potentially leading to higher host mortality, and a reduction in 63 
collective fitness. As well as reducing the fitness of other parasites in a host, parasites 64 
may also evolve to drive populations extinct (Boots & Sasaki, 2002, Boots & Sasaki, 65 
2003, Gandon & Day, 2009), a phenomenon known as evolutionary suicide (Rankin 66 
& López-Sepulcre, 2005, Parvinen, 2005).  67 
It has been speculated that, due to their high transmission rate and deleterious 68 
effect on host fitness, selfish DNA could drive host lineages extinct (Arkhipova & 69 
Meselson, 2005, Dolgin & Charlesworth, 2006, Vinogradov, 2003, Vinogradov, 70 
2004b, Vinogradov, 2004a, Wagner, 2006b). Genome size, which is correlated with 71 
the amount of selfish DNA within a genome (Vinogradov, 2004a, Touchon & Rocha, 72 
2007), increases extinction risk, both in vertebrates (Vinogradov, 2004b) and plants 73 
(Vinogradov, 2003). A comparative study of insertion sequences within 400 fully 74 
sequenced bacterial genomes revealed that most genomes contained few insertion 75 
sequences (the majority of genomes contained no, or only a single, insertion 76 
sequence). In addition, this study found that insertion sequences within a genome are 77 
very similar, whereas they are often highly divergent between genomes (Wagner, 78 
2006b). These patterns suggest that insertion sequences within a genome are of recent 79 
shared descent, and may thus have been acquired recently. It is therefore possible that 80 
insertion sequences may have periodically driven local host populations extinct, and 81 
therefore persist in local populations through colonisation-extinction dynamics. This 82 
pattern is consistent with their parasitic nature (Doolittle & Sapienza, 1980, Orgel & 83 
Crick, 1980). Here we present a number of models illustrating the conditions under 84 
which MEs may bring about the extinction of whole populations of prokaryotes. We 85 
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start with simple models of mobile elements, based on models of parasite-driven 86 
extinction (e.g. Boots & Sasaki, 2003), and extent our model to apply more 87 
specifically to prokaryotic mobile genetic elements. We refer to our selfish genetic 88 
elements as “mobile elements” (MEs), but our model is sufficiently general to address 89 
a broad class of mobile elements, from insertion sequences and transposable elements, 90 
to plasmids and bacteriophages, all of which may have deleterious effects on their 91 
prokaryotic hosts.  92 
 93 
Model and results 94 
Simple model for mobile element-mediated extinction 95 
We start with a simple analytical model to describe how MEs may drive the host 96 
population extinct. We first assume that there is a population of bacteria, where cells 97 
are either completely free of mobile elements (MEs) or are “infected” with an 98 
undefined number of MEs. We denote the density of bacteria without any MEs as nS 99 
and the density of bacteria which have at least one ME in their genome as nI, where 100 
the subscripts S and I refer to “susceptible” and “infected” hosts, respectively, in line 101 
with models of epidemiology (Anderson & May, 1979, May & Anderson, 1979, 102 
Lipsitch et al., 1995). So-called “SI” models have been well used to study the 103 
persistence of mobile DNA such as plasmids (e.g. Bergstrom et al., 2000, Smith, 104 
2001, Lili et al., 2007, Mc Ginty et al., Unpublished Manuscript). Our initial model is 105 
based on previous models of parasite dynamics (e.g. Boots & Sasaki, 2003), 106 
extending this basic model to apply to mobile DNA in bacterial populations. 107 
Assuming logistic growth, we can write the dynamics of nS and nI as: 108 
 109 
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 112 
where NT=nS+nI. Full details of parameters used are given in Table 1. The base-line 113 
growth rate is given by r, θ is the base-line density-independent mortality and k scales 114 
the carrying capacity. The rate of full ME loss (where all MEs are lost from a genome, 115 
such as through excision) is given by x. The rate of horizontal transfer is given by β, 116 
and the rate of ME-induced mortality on an infected host is given by µ. In our 117 
analysis, we assume that all of these rates are less than the primary growth rate r, 118 
meaning that any given event (e.g. HGT, excision) takes place less than once per cell 119 
division (i.e. we assume that r>θ, r>β, r>x and r>µ). We introduce the binary 120 
parameter s (where s∈{0,1}) to describe whether infection is density-dependent (s=1), 121 
in which case the infection of a given host is proportional to the density of cells nI that 122 
are infected with a mobile element, or whether infection is frequency-dependent 123 
(s=0), and is thus proportional to the probability of encountering an infected cell 124 
nI/NT, in the population. As little is known about the actual mode of ME transmission, 125 
we use s to compare the two most prominent mechanisms of parasite transmission. 126 
As we are interested in the effect of MEs on the persistence of the whole 127 
population, we can write the dynamics of the total population density NT as dNT/dt= 128 
dnS/dt+dnI/dt, and also, from the quotient rule, we can find the rate of change in the 129 
proportion of hosts q which are infected by MEs dq/dt= d(nI/NT)/dt=(NTdnI/dt - 130 
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nIdNT/dt)/NT2. For frequency-dependent transmission (s=0), the system can now be 131 
described by the following dynamics: 132 
 133 
dNT
d t = NT r 1−
NT
k
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    (2a) 134 
dq
d t = q 1− q( ) β − µ( ) − x( )      (2b) 135 
 136 
In the absence of any MEs (i.e when q=0), the equilibrium population density is 137 
NT*=k(1-θ/r). This equilibrium point represents the density of an ME-free population 138 
and is asymptotically stable if the growth rate exceeds the base-line mortality (r>θ). 139 
MEs will be able to invade an ME-free population if β>µ+x, that is, if the rate of 140 
horizontal transfer exceeds the sum of ME-induced mortality and the rate of ME loss. 141 
This can be interpreted in the context of the basic reproductive number, R0, which is 142 
R0=β/(µ+x). If this number is greater than one, mobile elements will be able to invade 143 
the population. Figure 1A illustrates the invasion and persistence of MEs in a host 144 
population. 145 
There is a single equilibrium of equation 2 where the population cannot 146 
persist, which is when NT*=0 and q*=1-x/(β-µ). We determined the eigenvalues of the 147 
Jacobian matrix of equation 2, which must be negative for any equilibrium to be 148 
stable. This stability criterion will be satisfied, and hence MEs will drive the entire 149 
population extinct, if 150 
 151 
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r > θ > r β − µ( ) − µ β − µ − x( )
β − µ
     (3) 152 
 153 
This additionally requires that µ> r–θ, which means that the rate of ME-induced 154 
mortality must be greater than the net per-capita growth rate r-θ. If the growth rate is 155 
low, or if the base-line mortality θ of cells is high, i.e. when there is high cell 156 
mortality in addition to that caused by MEs, the presence of MEs will greatly act to 157 
the detriment of the population. Figure 1B shows an example where MEs bring about 158 
the extinction of the entire population. In general, if the rate of horizontal gene 159 
transfer β is high, and if mortality due to MEs is low, then the population will be 160 
driven extinct. This is because, if the transmission rate is high, but the mortality rate is 161 
lower than the transmission rate (i.e. β > µ), MEs will spread through the population, 162 
whilst inflicting a cost (µ) on their hosts. If MEs inflict sufficiently high mortality on 163 
their host (i.e. µ> r–θ), then the population will go extinct: in other words, the MEs 164 
over-exploit the very resource (the host) which they need to persist. Quantitative 165 
criteria for ME-mediated extinction are presented in Figure 2. It can be seen that 166 
higher values of horizontal gene transfer favour ME-mediated extinction, as do higher 167 
ME-costs. 168 
For density-dependent transmission (s=1), β is no longer divided by NT and 169 
transmission can be said to be density-dependent. Using the quotient rule to calculate 170 
the proportion of cells q infected with MEs, as in section 1, we now get from (1): 171 
 172 
dNT
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dq
d t = q 1− q( ) NTβ − µ( ) − x( )     (4b) 174 
 175 
An ME will therefore invade when rare if NTβ>x+µ, which, when NT is at equilibrium 176 
is kβ>x+µ. The equilibrium associated with extinction is N*=0 and q*=1+x/µ, and this 177 
equilibrium will be stable (i.e. the population will be driven extinct) if r<x+θ+µ and 178 
x<-µ. However, since both the loss rate x and the ME induced mortality µ are positive, 179 
this cannot occur, and the equilibrium remains unstable. In other words, mobile 180 
genetic elements will never force the population to the point where the population is 181 
exactly NT=0. However, this is not to say that mobile elements will not have a 182 
substantial effect on population density. Figure S1 (in the supplementary material) 183 
plots the effect of transmission and element cost on the density of elements. In the 184 
case of density-dependent transmission, the extinction risk increases with both the rate 185 
of horizontal transfer β and the cost of carrying a mobile element µ (Figures S1C and 186 
S1D). For example, for a rate β=0.15 of horizontal transfer and a cost µ=0.1 of 187 
carrying an element, the population density is reduced to less than a percent of an 188 
uninfected population (Figure 3C). We also checked the robustness of this simpler 189 
analytical model with a more complex analytical model (Appendix S2), incorporating 190 
cells which are infected with more than one mobile element. We found our results 191 
qualitatively similar to our basic model with only infected and uninfected cells 192 
(Figure S2). We have additionally considered the case where transmission can evolve, 193 
as a result of a trade-off between transmission of MEs and the cost they inflict on their 194 
host (i.e. the virulence), and we include this in the supplementary material (Appendix 195 
S1 in the supplementary material). This demonstrates that it is possible that the 196 
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evolution of transmission of MEs can result in the population being driven extinct, 197 
highlighting the generality of the epidemiological models presented here. 198 
 199 
Multiple MEs 200 
The above model assumes that the cost of bearing an ME is the same, regardless of its 201 
copy number within the genome. However, some genomes may harbour multiple 202 
copies of MEs (Sawyer et al., 1987, Wagner, 2006b, Touchon & Rocha, 2007). We 203 
now extend the above model to incorporate a variable number of MEs within 204 
genomes and to check the robustness of our results when there is a continuum of 205 
mobile genetic elements within a given host. To this end, we define the density of 206 
individuals within the population which harbour z MEs in their genome as nz (where 207 
0≤z≤M). The transitions between the density of cells in a given state are shown in 208 
Figure S3 in the supplementary material. Density-dependent growth and density 209 
dependent death is modelled as before. 210 
 We assume that the death rate due to mobile elements is µzv, where v 211 
determines the shape of the relationship and found the results to be qualitatively 212 
similar. The rate of ME duplication within a genome is given by azγ, where a is the 213 
duplication rate and γ scales the shape of duplication. As we deal with a numerical 214 
model, we must impose an upper boundary condition for the number of MEs per 215 
genome, which we denote M. We use such a boundary for numerical convenience, 216 
and choose a sufficiently high value (M=500). However, insertion sequences are 217 
rarely as high as this, so we feel that this is a sufficient boundary condition. Here we 218 
assume that, regardless of how many mobile elements a donor cell carries, only a 219 
single mobile element is transferred during horizontal transfer. This would be the case 220 
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if a genome contains few and unlinked mobile elements, which appears to be the case 221 
in bacterial insertion sequences (Wagner, 2006a), and thus the rate β can be 222 
interpreted as the per element transfer rate. While this mode of transfer differs from 223 
our analytical model, our results remain qualitatively similar (as can be seen from 224 
Figures 3 and S1). As above, we additionally assume that the transfer rate is either 225 
proportional to the total number of infected cells NI (i.e. transmission is density-226 
dependent, and s=1) or transfer is proportional to the overall proportion of infected 227 
cells NI (i.e. transmission is density-independent, s=0). 228 
Making the assumptions mentioned above, and furthermore assuming a fixed 229 
excision rate per genome x, the overall population dynamics of the system can be 230 
written as: 231 
 232 
dn0
d t = n0 r 1−
NT
k
⎛
⎝⎜
⎞
⎠⎟
−
βNI
s + 1− s( )NT
−θ
⎛
⎝⎜
⎞
⎠⎟
+ xn1     (5a) 233 
 234 
dn1
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NT
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   (5b) 235 
dnz
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NT
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⎛
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dnM
d t = nM r 1−
NT
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+
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    (5d) 237 
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 238 
Figure 3 shows the overall population density (Figures 3A and 3C) and the 239 
number of cells infected with at least one ME (z≥1, Figures 3B and 3D). In the 240 
absence of horizontal gene transfer (i.e. when β=0), extinction cannot occur, as 241 
elements will not be able to invade the population, even when the rate of duplication a 242 
is large (results not shown). The results are qualitatively similar to the basic model 243 
described in the previous sections: low rates of horizontal transfer are unfavourable 244 
for MEs to invade an ME-free population, while too high rates of transfer result in the 245 
extinction of the entire population. Similarly, while high costs of MEs (µ) inhibit their 246 
establishment in the population, intermediate costs will result in MEs being able to 247 
invade, and drive the population to extinction. Figure 3 shows that incorporating a 248 
variable number of MEs in the model leas to ME-mediated extinction under a much 249 
wider range of conditions: if there are multiple elements, the population can still be 250 
driven extinct, even if the overall population growth rate is high (i.e. r>µ +θ). This is 251 
indicated by the observation that extinction can occur even when the cost of a given 252 
element is close to zero (Figure 3). 253 
We performed a number of robustness checks on our numerical model. While 254 
we analyse a situation where the cost of an additional ME increases linearly (i.e. v=1), 255 
costs may not necessarily be based on a linear relationship with ME copy number 256 
(Langley et al., 1988). We therefore also examined the case where costs are non-257 
linear, but found the results to be qualitatively similar (Figures S4 and S5, where v=2 258 
and v=1/2, respectively). We additionally looked at the case where duplication did not 259 
depend on copy number, and again found our results to be qualitatively similar 260 
(Figures S4–S6 in the supplementary material, where γ=0). 261 
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 262 
Metapopulation model 263 
If MEs can bring about the collapse of an entire population, the question arises as to 264 
how MEs can persist over longer time scales. The above results assume a single, well-265 
mixed population. In reality, populations are often divided into small sub-populations 266 
that inhabit small patches of a suitable environment. Such a population structure may 267 
affect the persistence of MEs. In particular, if MEs drive a local population extinct, 268 
they may still persist in a wider metapopulation if the cells they infect are able to 269 
colonise empty patches or patches with ME-free bacteria. Here we assume that the 270 
within-patch dynamics occur on a much faster time scale than the between-patch 271 
dynamics. If so, we can describe the transitions between patches containing a 272 
population of ME-free bacteria, denoted pF, and patches containing ME-infected 273 
bacteria, denoted pT. We assume that MEs will always be able to infect ME-free 274 
bacteria, and that bacteria infected with MEs will invade a patch of ME-free cells with 275 
rate α. Bacteria are able to colonise empty patches at rate m. ME-free patches go 276 
extinct at rate eF, while ME-containing patches go extinct at rate eT. In this model the 277 
cost caused by an ME to its host comes in the form of an increased extinction risk, 278 
that is, eT>eF. The dynamics of MEs in a metapopulation now becomes: 279 
 280 
dPF
d t = PF m 1− PF − PT( ) − eF −αPT( )    (6a) 281 
dPT
d t = PT m 1− PF − PT( ) − eT +αPF( )    (6b) 282 
 283 
 14 
In the absence of any ME-infected individuals in the metapopulation, the proportion 284 
of patches occupied by ME-free bacteria at equilibrium is given by PF*=1-eF/m. We 285 
can now examine the conditions under which MEs will be able to successfully invade 286 
a metapopulation consisting of entirely ME-free patches, when ME patches are rare 287 
(i.e. PT→0). This will occur when 288 
 289 
m > αeF
α + eF − eT
     (7) 290 
 291 
This relationship shows that greater rates of ME invasion, and colonisation, of ME-292 
free patches will help to sustain MEs, as will an increase in the overall migration rate 293 
of bacteria between metapopulations. Additionally, greater extinction risk of either 294 
ME-free patches, or lower extinction risk of ME-colonised patches, will both favour 295 
MEs. 296 
We next examine the criteria under which MEs will persist in a fully saturated 297 
environment with no empty patches, i.e. where all patches are colonised by bacteria. 298 
Dividing the colonisation term α by the total number of patches in the environment, 299 
M=PF+PT, and then rescaling equation (8), we can obtain the proportion p of patches 300 
with ME-infected bacteria from the equation dp/dt=d(PT/N)/dt. Using the quotient 301 
rule, this relationship becomes 302 
 303 
dp
dt = p 1− p( ) eT − eT −α( ) ,    (8) 304 
 305 
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which shows that, in a fully saturated environment, MEs will be able to persist if 306 
α>eT–eF. In other words, ME-infected bacteria can persist in a saturated 307 
metapopulation if their rate of invasion into ME-free patches is higher than the 308 
difference in extinction rate between ME-colonised and ME-free patches. i.e. the rate 309 
of invasion of ME-infected cells into ME-free patches must outweigh the extinction 310 
risk of patches containing ME-infected bacteria. Thus, even though MEs may drive 311 
their host lineages extinct in the short-term, they can persist in structured 312 
environments over longer time-scales. 313 
 314 
Discussion 315 
Our results identify the conditions under which mobile elements (MEs) can drive a 316 
population extinct. Importantly, horizontal gene transfer is the key, both to the 317 
persistence of MEs, and to ME-mediated extinction (Figures 1, 2 and 3): at low 318 
transfer rates, MEs will not be able to persist, while at high rates they will drive 319 
populations extinct. The finding that horizontal gene transfer is required for element 320 
persistence is well established (e.g. Lili et al., 2007), especially in sexually-321 
reproducing species (e.g. Burt & Trivers, 2006, Bestor, 1999). Our results also show 322 
that, while higher rates of horizontal gene transfer facilitate extinction, ME-induced 323 
mortality needs to remain at a rate less than horizontal transfer to both be able to 324 
invade and facilitate extinction – too much mortality and an ME cannot invade; too 325 
little mortality, and it cannot kill off the population (Figures 2 and 3). 326 
While our results support the idea of ME-mediated extinction, it is important 327 
to note that they only apply if horizontal gene transfer occurs: in large populations, in 328 
the absence of horizontal gene transfer, deleterious mobile elements will not be able 329 
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to persist unless they confer a benefit to the host (e.g. Edwards & Brookfield, 2003). 330 
While for true extinction to occur (i.e. when NT=0), transmission must be frequency-331 
dependent (i.e. proportional to the frequency NI/NT of infected cells in the population), 332 
our numerical results show that density-dependent transmission can also drive 333 
populations to dangerously low levels where the population will then be driven extinct 334 
due to stochastic effects (Figures 3C and S1c). Once the population is reduced to such 335 
a low level, other effects on demography, such as demographic or environmental 336 
stochasticity (e.g. Lande, 1993) can cause complete population extinction. Similar 337 
arguments have been made for “evolutionary suicide”, where a population evolves to 338 
extinction: extinction can be abrupt (e.g. Gyllenberg & Parvinen, 2001, Parvinen, 339 
2005) or gradual (e.g. Matsuda & Abrams, 1994, Rankin, 2007). In the latter case, a 340 
low threshold, below which the population is driven extinct, is often assumed to 341 
occur, due to demographic stochasticity (Dieckmann & Ferrière, 2004, Rankin & 342 
López-Sepulcre, 2005). In our model, we investigate only one class of mobile 343 
element, but many genomes contain more than one element (Sawyer et al., 1987, 344 
Wagner, 2006b, Touchon & Rocha, 2007). A build-up of multiple species of MEs 345 
may cause the population to go extinct much faster: different species of costly MEs 346 
may build up within the genome, either through transposition or horizontal transfer. 347 
This could weaken the resilience of individuals to environmental fluctuations, and 348 
increase the likelihood that the population is driven extinct through stochastic effects. 349 
While there has been much debate about frequency-dependent and density-350 
dependent transmission of parasites (e.g. de Jong et al., 1995, McCallum et al., 2001), 351 
little is known about actual transmission rates of MEs, but data suggests that 352 
transmission is rampant among closely related species (Wagner & de la Chaux, 2008). 353 
A key result of our model is that mobile elements can cause deterministic extinction 354 
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only if transmission is frequency-dependent. In this case, the per-capita infection rate 355 
of uninfected cells is βq, where the proportion of infected individuals is q=NI/NT. This 356 
means that, if cells encounter each other at a rate β, there is a probability q that a 357 
potential donor will bear a mobile element. This is in contrast to density-dependent 358 
transmission, where the per-capita infection rate of uninfected cells is βqNT, and is 359 
thus proportional to the total number of cells NT in the population. However, under 360 
density-dependent transmission the population is also reduced to near-extinction 361 
(Figures 3C and 3D), so that extinction is likely due to demographic stochasticity. 362 
Furthermore, extinction occurs over a much wider parameter space under density-363 
dependent transmission, due to the greater transfer rates of MEs at high population 364 
density. All three of our models use different assumptions about how individual 365 
mobile elements are transmitted: the model in section 2 allows all elements in a 366 
genome (either one element or many) to be transferred to an uninfected host, while 367 
the numerical model allows only one element to be transferred, regardless of how 368 
many elements the infected host genome contains. Despite these differences, the 369 
models all yield similar results with respect to the criteria for element persistence and 370 
for ME-induced extinction (Figures 3, S1, S2). This suggests that our results are 371 
robust to changes in the mode of transmission of an individual ME and that the most 372 
important factor influencing ME-induced extinction is the rate of transmission β. 373 
We would expect a trade-off between the transmission rate and an ME’s effect 374 
on host fitness, as is the case for other parasites (Ewald, 1983, Alizon et al., 2009). 375 
Transmission could be correlated with greater cell mortality if transmission imposed a 376 
cost to the cell, such as cell lysis in the case of virus transmission, or costs of 377 
conjugation, which would apply to MEs transmitted by plasmids. In this case, any 378 
increase in transmission of a given ME element would have a negative effect on the 379 
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host. Thus, if there is a mild trade-off between transmission and host mortality, then 380 
mobile elements will be able to evolve high transmission rates, whilst still inflicting a 381 
modest mortality cost on the host, provided sufficient variation in transmission rate 382 
exists in the population (Appendix S1). A combination of high transmission and 383 
intermediate mortality can then drive the population extinct (see Appendix S1 in the 384 
supplementary material). There is some evidence showing that bacterial genomes 385 
have mechanisms which help to confer resistance to parasitic elements such as phages 386 
and plasmids (Horvath & Barrangou, 2010), and there is evidence that other forms of 387 
MEs could face resistance from the host (e.g. Johnson, 2007). Under such 388 
mechanisms, we would expect extinction to be prevented if hosts could evade harmful 389 
elements. 390 
An important condition for population extinction is that the overall per capita 391 
growth rate of the population is low. As the basal growth rate of bacteria in our model 392 
is r-θ, which must be positive, this suggests that ME-mediated extinction will be more 393 
likely to occur if the host bacteria are subject to high rates of external mortality. This 394 
could occur if there was high environmental stress, or if the bacteria were subject to 395 
antibiotics in the environment. As θ represents any additional per capita host 396 
mortality, and is therefore independent of the mobile element in question, it is 397 
possible that a build up of multiple types of different MEs could increase the per 398 
capita death rate. In our simple analytical model, which tracked only infected or 399 
uninfected hosts, the ME-induced mortality µ had to be greater than the net per capita 400 
growth rate r-θ. Explicitly taking into account multiple elements within each genome 401 
revealed a broader region where mobile elements would drive the population extinct 402 
(Figure S1 in supplementary material). In fact, even when the cost µ was close to zero 403 
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the population could still go extinct, providing the level of horizontal-gene transfer 404 
was great enough.  405 
While our models have dealt only with the dynamics in sub-populations, any 406 
process that will increase the extinction risk of local populations will affect higher 407 
levels of biological organisation, such as at the epidemiological or metapopulation 408 
level (Kokko et al., 2008) or the species-level (Rankin et al., 2007b, Jablonski, 2008). 409 
The results of our metapopulation model show that, even if mobile elements drive 410 
populations extinct, they can still persist if they can successfully colonise new patches 411 
in a structured environment. As long as MEs can invade ME-free patches at a rate that 412 
exceeds their extinction from patches that they have already invaded, they will be able 413 
to persist in the metapopulation. MEs will be able to invade into patches of ME-free 414 
cells if the rate of horizontal transfer of MEs β exceeds the costs they inflict on their 415 
host. Similar arguments have been proposed for the evolution of sex, where sex has a 416 
disadvantage over asexual reproduction due to the two-fold cost of sex, but can be 417 
maintained if asexuals have a higher extinction rate (van Valen, 1975, Maynard 418 
Smith, 1978, Nunney, 1989, Kokko et al., 2008). Applying multi-level selection 419 
thinking to mobile DNA highlights the hierarchical nature of selection’s effects: 420 
selection can act both within and between genomes, as well as at the population level. 421 
MEs may spread easily between genomes, but if their transmission results in the 422 
extinction of the local population, there will be selection against them, which may 423 
affect their distribution and diversity (Sawyer et al., 1987, Wagner, 2006b). 424 
We specifically set out to test the idea that MEs could cause the extinction of 425 
populations, and our initial model was based on generic models of parasite-induced 426 
extinction (Boots & Sasaki, 2003). Thus, our results are sufficiently general to apply 427 
to a broad class of genomic parasites, from simple insertion sequences to 428 
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bacteriophages and plasmids. Furthermore, our model incorporates explicit details of 429 
mobile elements, such as duplication and excision, and allows for a genome to be 430 
infected by multiple mobile genetic elements. We show that, generally, the results of 431 
the simpler models hold, and that, even in large prokaryotic populations, it remains 432 
plausible that mobile elements could drive their host population extinct if they impose 433 
a sufficiently high cost on the host genome whilst retaining their ability to transfer 434 
horizontally. Our results have wider implications for evolutionary biology, such as 435 
evolution on multiple levels of organisation (Lewontin, 1970, Okasha, 2006, Rankin 436 
et al., 2007b, Jablonski, 2008). The extinction of populations or lineages by genes that 437 
are ultimately selected for at the individual level, may occur in a wide range of 438 
systems (Rankin & López-Sepulcre, 2005). Any trait which affects fitness at the 439 
individual level will ultimately have effects at the population level. Our study has 440 
shown that mobile DNA can provide an excellent system to study the effect of 441 
selection at different levels, most notably at the population or lineage level. Such 442 
extinctions at the lineage level should additionally affect the diversity of traits we 443 
observe in nature. As such, our study illustrates that mobile elements may have 444 
dramatically detrimental consequences for the hosts and populations that harbour 445 
them. 446 
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Figures and figure legends 622 
Figure 1. The population dynamics of a deleterious ME when it invades and persists 623 
in a bacterial host population (Figure 1A, β=0.5) and invades and drives the 624 
population to extinction (Figure 1B, β=0.7). Other parameters used are r=1, θ=0.75, 625 
x=0.05, k=1000, µ=0.4. 626 
 627 
628 
 29 
Figure 2. The conditions under which MEs persist or drive a population extinct. 628 
Other parameters used are r=1, θ=0.25, x=0.05, k=1000. 629 
 630 
631 
 30 
Figure 3. The effect of horizontal gene transfer β and the cost of an additional ME µ 631 
on the equilibrium density of the host population (Figures 3A and c) and the 632 
equilibrium density of MEs in the population (b&d) for the numerical model. Results 633 
in Figures A&B are for frequency-dependent transmission (i.e. s=0), and results in 634 
Figures C&D are for density-dependent transmission (i.e. s=1). Parameters used are 635 
r=1, θ=0.75, k=1000, a=0.1, M=500, v=1, x=0.05, γ=1/2. 636 
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Table 1. Notation used in the model 638 
Notation Definition 
nS Density of cells uninfected with a mobile element 
nI  Density of cells infected with a single mobile element 
q Proportion of infected cells in the population (nI/ NT) 
nz Density of cells infected with z mobile elements 
NT Total density of cells in the population 
NI Total density of infected cells in the population 
r Logistic per capita birth rate 
K Carrying capacity 
β Transmission rate of a mobile element 
x Excission rate of a mobile element 
a Copy rate of a mobile element 
θ Density-independent death rate 
s Mode of transmission of a mobile element. Tranmission 
is density-dependent (proportional to nI – s=1) or 
density-independent (proportional to nI/NT – s=0). 
µ Mobile-element induced death rate 
v Shape of ME mortality curve (where the death rate of a 
host infected with z mobile elements is µzv) 
γ Shape of duplication curive (where the dubplication rate 
of a host infected with z mobile elements is azγ) 
M Maximum number of mobile elements within a genome 
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