Introduction
It is well known [1, 2] that the leading edge of γ-ray signals from a semiconductor detector depends upon the particulars of the γ-ray interaction and the detector itself. The incident γ-ray interacts at one or more locations in the detector, creating electron-hole pairs that drift under the influence of the imposed electric field to their respective electrodes. The resulting current depends upon the number of charge carriers, the local electric field, and the charge carrier drift velocity.
In most applications, only a measure of the total energy deposited by the γ-ray is needed. Optimum energy resolution is obtained by shaping the signal, which strongly filters out the variations in the leading edge of the signals. In this project we have shown that by properly recording the signals from a cylindrical high purity germanium (HPGe) detector and utilizing pulse shape analysis, one can obtain the distribution of the deposited energy as a function of the radial coordinate in the detector. In this paper we present predicted and measured position-dependent detector responses, a maximum likelihood approach for accurately determining the radial energy deposition, and a least squares approach for determining the radial energy deposition approximately and rapidly enough for real-time applications in Compton suppression. The position resolution that can be obtained in this process depends upon the spectral properties of the electronic noise. We discuss the uncertainties that result from the noise, and show that excellent position resolution can be expected. We also discuss how this kind of signal processing can be extended with segmented HPGe detectors to obtain all three coordinates of γ-ray interactions, allowing the development of a high efficiency Compton "camera" for γ-ray imaging.
Analog and digital pulse shape analysis with Ge detectors has been utilized in many instances to optimize detector performance by deriving additional information from pulses beyond a measure of the peak height or integral. Applications include discrimination between γ-ray, neutrons, and protons [3] , identification of beta decays in the detector [4] [5] [6] , rejection of Compton escape events [7] [8] [9] [10] [11] , reduction of γ-ray Doppler broadening effects [12] , and adaptive shaping to enhance energy dispersive spectroscopy [13] .
Signal processing techniques are also important in the development of detectors for basic nuclear physics research, such as the proposed Gamma-Ray Energy Tracking Array (GRETA) [14] .
Determination of the radial position of gamma-ray interactions in a cylindrical HPGe detector
For the energy range of interest (E<2 MeV), the ranges of electrons generated by γ-ray interactions in germanium are small (less than 2 mm). Thus to a good approximation, one can consider the signal, S(t), from a multiple- where m is the number of Compton/photoelectric interactions in the event. In a coaxial detector each S i (t), can be expressed as Si(t), =E i K(t,r i ) , where E i is the energy deposited at interaction i, and K(t,r i ) is the response of the detector to an impulse of unit energy at radius r i . Then Equation (1) 
where E is the total energy deposited in the γ-ray event and a i is the fractional energy deposited at interaction i. For conventional HPGe detectors, the goal is to determine the coefficients a i for each measured signal, thus providing the energy deposition as a function of r. The ability to do this in a manner that is useful to various detection applications depends upon a good understanding of the functions K (t, ri), adequate radial resolution (which depends upon both signal and noise properties), and a rapid numerical algorithm to invert Equation (2).
Predicted and measured signals as a function of radius.
Because charge carrier trapping is negligible in high purity germanium, the leading edge signal shape depends only upon the position at which the charge carriers are generated, the local electric field along their drift paths, and their drift velocity. The signals, which represent the induced charge due to electron/hole current, have distinctly different shapes. Each signal changes smoothly as the electrons and holes move into regions of higher and lower electric field respectively. Discontinuities in the derivative of each signal occur at points in time which correspond to the arrival of a group of charge carriers at an electrode.
We measured the impulse response functions K(t,r i ) with a closed-end, coaxial, n-type, high purity germanium (HPGe) detector with an inner radius of 0.5 cm, an outer radius of 2.5 cm, and length of 5 cm. The closed end is 9mm
thick. The bias voltage applied to the detector is -3000 volts, which is sufficiently high that the drift velocities of the charge carriers can be taken to be saturated and constant over most of the volume of our detector, as described below.
Signals from the detector preamplifier were processed in two parallel paths. In one path the conventional signal shaping and pulse height measurement was performed. In the other path the signal was compensated, amplified, and recorded in digital form. The compensating circuit, consisting of wide-bandwidth amplifiers and RC filters, was selected to extend the system bandwidth to 25 MHz and to condition the noise to make it into "white noise".
As described in Section 2.2, this step is necessary in order to use a least-squares approach when solving for the coefficients a i in Eq 2. Two different types of compensating circuits were used in this project. In the initial circuit we used RC filters that differentiated the signals in order to make the discontinuities in slope more apparent. Although this approach is useful for purposes of visualization, it is not the optimum approach. Later, we used filters that compensated for the high frequency loss of the preamplifier, which allowed a more accurate determination of the coefficients a i for each measured signal. The signals were recorded every nanosecond with 8 bit accuracy with a Tektronix DSA 602 digitizer, and recorded in event mode along with the usual measurement of the pulse height of the shaped signal. The event mode data were later analyzed on a Macintosh 8100 computer using LabVIEW
We obtained the radial response functions K(t,r) by two methods: direct measurement using a highly collimated γ-ray source; and convolution of the idealized signals (as in Fig. 1 ) with the preamplifier frequency response. The measurement of the preamplifier frequency response is described in Section 2.2.
Measurements of detector response functions K 0 (t,r) were obtained using a 2-inch long, 1-mm diameter Au collimator in a 6-inch long heavymet holder that attenuated transmitted γ-rays. The collimator was carefully aligned with the detector and positioned such that the umbra was centered on the radial zone of interest. A Cs-137 check source was placed on the collimator axis, and the signals were gated to record only those events in which the deposited energy was between 0.42 MeV and 0.47 MeV; i.e., the event was near the "Compton edge". This energy was chosen because the probability of a single interaction is relatively high in this region. Measurements were obtained at 20 equally spaced locations along a detector radius, each 1 mm apart. 
where T = 1024 ns, and the time shift τ and the normalization constant c j were chosen to minimize the integral. Using α= 5 x 10 -5 , we averaged the signals that satisfied Equation (3) The high degree of similarity between the two curves in Figure 2 is very encouraging. It implies that for the coaxial portion of the detector the signals can be understood in terms of very simple quantities: the electric field, the energy deposited (i.e., the number of charge carriers generated), and the charge carrier velocities. As a result, the techniques described in this report can probably be extended to other HPGe detectors in a straightforward manner.
The closed end (non-coaxial or "quasi-planar" region) of the detector introduces a difficulty, because γ-rays that interact in this region generate signals that are not well fit by Equation (2) . In principle one could measure an additional set of response functions which depend upon two cylindrical coordinates, r and z, taking into account the possibility that drift velocities may vary with position in this region. This approach adds significant complexity to the inversion process. Alternatively, one could treat the signals that arise from an interaction in the closed end by another strategy, such as rejecting them or counting them in a separate spectrum.
Maximum likelihood approach
The goal is to accurately determine, from observed pulse shapes, the radial positions and energies of the individual γ-ray interactions. 
where we have taken account of the facts that (a) the data is only available at discrete times, t j , which are assumed to be equally spaced, (b) there are measurement errors, e j , due to the noise in the system, and (c) the time, t 0 , of the interaction is unknown. We can rewrite (4) as To apply the maximum-likelihood method we need the probability density, P N (e), of the noise. This is obtained by calculation or by measurement.
Using (5), we rewrite e as y -a (p 
Rewriting e j in (7) as a function of the data and the unknown parameters and realizing that maximizing (7) is equivalent to minimizing the summation in the exponent, we obtain
This is a simple non-linear-least-squares problem, which can be numerically solved [17, pp. 681-688] .
For this special case the maximum-likelihood estimate reduces to the least-squares estimate. Our approach is to preprocess the data in such a way that the least-squares estimate always yields a maximum-likelihood estimate. The conditions required for this are that the noise samples be Gaussian, have equal variance, and be statistically independent. For a well-constructed system, the errors are due to thermal noise being passed through a linear, time-invariant system. This fact guarantees [18, p. 189 ] that the error samples are Gaussian and have equal variance. However, the errors will not normally be statistically independent.
The condition for the errors to be statistically independent is that the noise must be white [18, p. 145-155] . This means that if we can force the noise to be white, without increasing its magnitude relative to the signal, the maximumlikelihood problem will reduce to the least-squares problem. We accomplish this by measuring the power spectrum of the noise and designing a filter to convert this spectrum to white. We then apply this filter to the signals that are recorded.
For this to work properly, the model signals in (2) have to be the signals that have already been passed through the filter. The filter can be constructed as an analog filter that is applied to the signals before they are digitized, a digital filter, which is applied after the signals are digitized, or a combination of the two.
We end this section with data demonstrating how this was applied to the detector used in the experiments for this project. The frequency response of our preamplifier was measured two different ways, yielding consistent results. It was measured directly with a network analyzer, and it was measured by supplying a step function signal to the test input of the detector. The frequency response was then calculated from the measured step response. We measured the noise output with a spectrum analyzer. We found that the noise power spectrum was nearly equal to the square of the frequency response. This is what would occur if the noise were due to white noise at the input of the preamplifier.
The measured frequency response (from the network analyzer) is shown in figure 3 .
The -3 dB bandwidth of the preamplifier is 8 MHz; a bandwidth of 25
MHz is required to get optimum spatial resolution from the detector. We designed a compensating circuit (i.e. with frequency response the inverse of this) using wide-bandwidth amplifiers and RC circuits. After the compensating circuit was installed, the noise spectrum was again measured. The integral of the noise spectrum is shown in figure 4 .
White noise has a constant power spectrum, so the integral of the spectrum is a straight line. This shows that the noise is very close to being white out to 40 MHz, indicating that the least-squares estimates will be maximum-likelihood estimates. The noise power has been converted from volts squared to MeV squared to correspond to the units we are using for the signals. The noise density (the slope of the straight line) is 3.6X10 -7 MeV 2 /MHz.
Theoretical limits in radial resolution due to noise
Using the measured noise intensity and the impulse response, one can calculate the uncertainty, due to noise of the least-squares estimates of the unknown parameters. We assume we have measurements satisfying equation (4) and that the errors e j are independent and have standard deviation, σ, given
where I is the noise intensity in Mev 2 /MHz, and ∆t is the time between samples in µS. We have found that the data in the frequency range between 1 MHz and 25 MHz control the results, so if the noise is not perfectly white, its intensity in this 1 to 25 MHz range should be used. The measured value for the system on which we did our experiments was I = 3.6 X 10 -7 . The derivation of equation (9) is given in [19] .
The parameter values determined by the least-squares solution (6) will contain a random error due to the influence of the noise. This error will have a mean value of zero and a standard deviation that can be calculated. For this end we need the sensitivity matrix, S, which, using the compact notation of (5), is given by
Each column of this matrix is the change in the signal due to a unit change in the corresponding parameter value. In [19] it is shown that the covariance matrix for the errors in the unknown parameters is given by
The standard deviation for the i th parameter is given by
The results of these calculations for some specific situations are given in the next section.
Prediction of attainable position resolution in r for single interactions
The theory of the last section was used to predict the attainable resolution in the r variable for the detector used in our experiments. Noise-free signals were predicted for our detector by Kai Vetter at Lawrence Berkeley National
Laboratory. The predictions were normalized to correspond to a single interaction of 1 MeV. Electronic noise was taken into account using a noise model that was 20% smaller (rms) than that shown in figure 4 (based on measurements obtained with a previous version of the system). Figure 5 shows the resulting rms error for the position resolution in mm as a function of r and z..
The resolution is inversely proportional to the interaction energy, so the error for a 100-keV interaction would be ten times larger. If the noise levels shown in figure 4 had been used in the calculation, the results would be 20% larger.
Note that the attainable radial position resolution is degraded in the noncoaxial region as one would anticipate. There is also a region of somewhat 
Compton suppression via pulse shape analysis
The suppression of Compton background in γ-ray spectra is usually performed by surrounding the primary detector (e.g., a Ge crystal) with a secondary detector (e.g., BGO annulus) operated in anti-coincidence mode.
Unfortunately, the large size, weight, and cost of such a system can offset expected benefits, especially for measurements performed in the field. For this reason, a Compton suppression technique based only on details of the charge pulse shape seems attractive.
Recent efforts to apply Ge detector pulse shape analysis (PSA) to
Compton suppression [7] [8] [9] [10] [11] have focused on general characteristics of the charge pulse shape (rise-time, single-site vs. multiple-site shape, etc.). In this project we developed and tested a more fundamental approach based on a complete unfolding of the charge pulse shape into discrete components associated with individual γ-ray interactions. This approach allows the application of an algorithm that favorably rejects Compton escape events. Our algorithm was chosen to allow for discrimination on both single-site and multiple-site escape events. This differs from the algorithms of [10] [11] that were designed to reject only single-site events. Below and in [20] we present the details of our algorithm along with experimental results from a real-time implementation on a 5cm x 5cm HPGE detector.
The approach used for Compton suppression was to estimate what fraction of the energy deposited in the detector by a photon was deposited in a single interaction. If this fraction exceeds a certain value (which depends on the total deposited energy), the signal is assumed to be an escape event rather than a full-energy event. Using the least-squares fitting method of Section 2.2 we can determine the number of interactions and the energy and location of each interaction. We could then take the ratio of the energy of the largest interaction to the sums of the energies of all interactions and derive our fraction.
Unfortunately, we don't know how to solve equation (8) rapidly enough to get the required throughput (thousands of photons per second). To obtain the required speed, we replace the non-linear least squares with a linear leastsquares approximation.
Calculation of zone vector from data
Equation (8), which comes from equation (4), is non-linear in the parameters t 0 and r i , but is linear in the parameters E k . We remove the parameter, it is assumed that no interaction took place. The values for r j are chosen by dividing the detector into N radial zones of equal "width" (see figure 6) . The values for r j are at the centers of the zones. We typically use N=10, but shall keep it general for this discussion. Equation (4) now becomes
where the sum is now over the number of zones rather than the number of interactions, and the only unknowns are E i . If the energy deposited in each zone were deposited at the center, then E i would be the energy in the i th zone. We call the (column) vector made up of the N values of E i the zone vector.
The zone vector is calculated as the solution to equation (13) 
The solution to this equation is given by
The matrix, U=( The method of steepest descent is not a particularly good method for solving this problem. We use it because we can get an acceptable solution very rapidly. Individual iterations can be calculated quickly, but convergence can be slow. We calculate five iterations and accept the answer.
We performed simulations to determine if the added accuracy of the constrained solution is necessary. We simulated 500 keV interactions at the center of one zone, added noise (representative of our detector) to the data and looked at the standard deviation in the calculated energy in this zone. With the unconstrained solutions the standard deviation was 8.3% of the energy, with the constrained solution it was reduced to 3.4 %. This improvement is important for Compton suppression performance.
Zone Leakage
Equation (13) gives an accurate representation of the how much energy was deposited in each zone only if energy is deposited at the center of the zone.
If a single interaction occurs at the boundary between two zones, then (to a first approximation) half of the energy will be calculated to be in each zone. This error is referred to as zone leakage. As the point of interaction is moved from the center of one zone to the center of an adjacent zone the calculated distribution of energy between the two zones varies nearly linearly with the interaction position, as can be seen from figure 7.
The Compton suppression algorithm tests whether or not a certain fraction of the total energy (usually ≥ 70%) is deposited in a single zone. Zone leakage severely hampers this test, because it spreads energy across two zones.
To eliminate this problem, we test whether or not the sum of any two energies in adjacent zones exceeds the specified fraction.
Optimized zone width
The proper test for an escape event is based on the fraction of energy deposited in a single interaction, not in a single zone. We use zones only to speed up the calculations. If the zone width were small enough that there is negligible probability that two interactions occur in the same zone, the two tests would be the same. Thus, making the zone width as small as possible reduces errors due to multiple interactions in the same zone. However, as the zone width gets smaller, the matrix, K, in equation (14) becomes closer to being singular.
This means that the values in the matrix, U, of equation (15) get large-causing the noise to have more influence on the results.
We determined the optimum zone width by modeling. Monte Carlo simulations of 137 Cs with a high 60 Co background were used to obtain a set of interaction positions and energies for a large number of incident γ−rays. We then constructed a zone vector for each γ -ray event (ignoring zone leakage) from this data by separating the energy of each interaction into one of a number of radial position zones. This was done using 5, 6, … , 20 zones. We then calculated the effectiveness, defined in (16) in the next section, for each of the zone configurations using an algorithm similar to that described in the next section.
We observed the highest effectiveness using 10 zones.
Performance of real-time Compton suppression algorithm
Using the zone vector as obtained above, one can then determine E*, the maximum fraction of the total energy (E dep ) which is deposited in a single radial zone. This value is then input into a Compton suppression algorithm that makes the "accept-or-reject" decision for the event. The details of this algorithm have been discussed in [20] . The fundamental principle is that a full energy event (above a few hundred keV) will usually involve several interaction sites, thus giving a low E*. A Compton escape event, on the other hand, will typically involve only one interaction site, and thus will give a higher E* (in principle, E*=1.0). This allows some degree of discrimination between full energy events (which we want) and Compton escape events (which we do not want).
In [20] , the performance of the algorithm was tested using a Europium-152 source, and the results were compared to the performance of a standard BGO suppression system. The figure-of-merit for the comparison was the effectiveness (ε), which is equal to the square root of the counting time improvement. In a high background environment, the effectiveness takes the following form:
where B (B') is the background under the peak of interest in the unsuppressed (suppressed) spectrum, and P (P') is the peak height, after background subtraction, in the unsuppressed (suppressed) spectrum.
It was seen in [20] that although modest reductions in counting time could be realized using the current algorithm, the performance was still somewhat below that of a BGO suppression system. However, the pulse shape suppression system wins, by a large margin, in the areas of cost, weight and size. In this respect, it is possible that some field applications might favor the current method.
As discussed in [20] , the algorithm rejects those events with E* below the Compton edge for E dep . This rejects those events with E*=1, as well as some additional events with E*<1. This means that, in principle, we can reject multiple-site Compton escape events as well as the E*=1 single-site events.
However, in practice, this is not always true. The more interaction sites an event has, the more it resembles a full absorption event. As such, it is found that the algorithm works best when it is truly discriminating a single-site Compton escape event from a multiple-site full energy event. This condition is best realized when one is measuring ε for a small peak sitting atop a large Compton edge from a higher energy line. Figure 8 shows such a case, which is the 1112 keV peak in Eu-152 sitting atop the 1118 keV Compton edge from the 1332 keV line in Co-60. In this case, the source was placed on the side of the detector (rather than in front, on-axis), and the quasi-planar region was blocked with a lead brick. As discussed below, by blocking out the quasi-planar region we can maximize the effectiveness. Using this configuration, we obtain a value of ε=1.52 + 0.09, which is better than the values presented in [20] . For peaks that sit atop a high Compton background, but not necessarily the Compton edge, one can still expect a significant increase in performance. For example, for the set-up just described, the 778 keV line from Eu-152 (which does not sit atop a Compton edge) gives a value of ε=1.35 + 0.05, which is also higher than the value presented in [20] .
It had been speculated in [20] that possible improvements to the Compton suppression algorithm could be realized by artificially raising or lowering the cutoff curve. Tests that have been done so far have not verified this. In particular, if one raises the cutoff curve by 10%, the effectiveness for the 1112 keV line described above is the same within error. If one lowers the cutoff curve by 10%, the effectiveness is reduced to 1.20 + 0.06.
The poor performance of the algorithm in the quasi-planar region is due to the different shape of the internal detector electric field in that region. Since the basis functions used to fit the charge pulse shape are based only on the coaxial part of the detector, the pulse shapes in the quasi-planar region are not well fit, and thus the algorithm will not work well there. Figure 9 shows a scan of our HPGe detector from the side using a Eu-152 source (in the presence of another strong Co-60 source). The collimator-hole was 3mm in diameter. The cylindrical Ge crystal is 5cm long by 5cm wide. The effectiveness results show that the warped electric field in the front region strongly affects performance there, but the rest of the crystal displays fairly uniform performance. Figure 10 shows a scan of the detector from the front face using the same set-up as above. The results show that the performance of the algorithm varies inversely with radial position. This is probably due to the fact that multiple site escapes (which are hard to reject) occur more often for γ-rays which first interact near the edge of the detector.
Another factor that is known to affect charge pulse shapes is the directional dependence of the charge carrier drift velocity with respect to the crystallographic axes [21] . For standard Ge detectors, the bore axis is parallel to the [001] crystallographic axis, while the [100] and [010] directions are perpendicular to the coaxial surface. This means that for charge drifting in the pure coaxial part of the detector, the velocity (and hence the pulse shape) will vary with azimuthal angle. In particular, the drift velocity will be maximum along the <100> axis, and minimum along the <110> axis. This is expected to lead to an oscillating azimuthal dependence of the drift velocity with a period of 90° and a net variation of 10% on the magnitude [21] .
To investigate the azimuthal dependence of the Compton suppression algorithm, we collimated a beam of 662 keV γ rays (from Cs-137) onto the Ge detector front face. The collimator hole in this case was 3mm in diameter. Figure   11 (top) shows the seven locations at which data was acquired. The sites chosen sweep out a 90° arc on the circle at radius 15mm (mid-way between the edge of the inner bore and the outside edge). This range should necessarily include both a maximum and minimum in the drift velocity. Figure 11 (bottom) shows the results. While some variation is seen, it is less than 10% peak-to-peak. Further experimental study of the azimuthal dependence of the drift velocity is in progress [22] .
Gamma-ray imaging via pulse shape analysis
Standard Compton cameras [23] use two planar Ge strip detectors separated by a large distance. The need to operate these detectors in coincidence can lead to a very low efficiency. For example, two 5cm x 5cm x 1cm planar Ge strip detectors separated by 10cm could be operated as a Compton camera in order to image a 400 keV γ-ray source located 20cm away on axis. However, Monte Carlo simulation [24] shows that the efficiency of such a system is about a factor of 300 less than that of a large volume (8cm x 9cm ) HPGe detector. This result indicates that if imaging could be done using a large volume HPGe, orders of magnitude improvement in imaging times could be realized.
A high purity germanium detector can, in principle, be operated as a
Compton camera imager by highly segmenting the outer contact and attaching a preamplifier and waveform digitizer to each electrode. For a given γ-ray event, the set of measured pulse shapes would be used to infer the location of all γ-ray interaction points. The interaction points could then be time-ordered using γ-ray tracking, and the first two identified points could be used to do the standard Compton camera imaging. The technique of γ-ray tracking [25] uses the energyangle relationship of the Compton scattering process to find a sequence of points which is consistent with energy and momentum conservation. In principle, this requires looking at N! combinations (assuming N interaction points). Each sequence is assigned a figure-of-merit, and the sequence with the best figure-ofmerit is deemed to be the proper sequence. Once the first two time-ordered points are identified, the energy angle relation of Compton scattering then gives a cone of possible incident directions for the γ-ray. This cone can be projected onto a virtual image plane. Over many events, these conic sections ("rings") will overlap on the image plane thus producing an image.
The direction of the incident γ-ray is localized to a cone, not a line, because the information we have about the first Compton scattering is kinematically incomplete. We know the direction of the scattered γ-ray, ˆ, v 1 2 , from the line connecting the first two scattering points, and we know the polar angle, θ γ , relating the incident direction, v γ , to ˆ, v 1 2 (by using the energy-angle relationship), but we do not know the direction of the recoil electron. This giveŝ v γ an azimuthal uncertainty with respect to ˆ, v 1 2 , and thus generates a cone of possible incident directions. Using a covariance analysis, we have shown that in general it is not possible to determine the direction of the recoil electron in HPGe detectors in the energy range of interest.
Prediction of position resolution in r, phi, and z for two interactions
Since position resolution for multiple γ-ray interactions is very important to γ-ray imaging, we now discuss this aspect in detail.
In section 2.2 we covered how to estimate the positions and energies of individual interactions from the observed detector signal. This did not explicitly deal with segmented detectors, but extending the analysis to them is straightforward. In equations (3), (4) and (5) The bottom row shows the effect of changing the z-axis segment length to 2 cm. One effect is that all resolutions increase by a factor of the square root of two. This is because of the decrease in signal-to-noise caused by doubling the capacitance of each segment. The z-axis resolution increases by an additional factor of five. For small segment size the resolution will be proportional to size, for large segment size it will be exponential in size.
Prediction of the performance of a segmented HPGe detector as a γ-ray imager
When generating a γ-ray image using the segmented HPGe detector concept, there are two factors that will tend to "blur" the picture. The first is the "ring" artifact caused by the projection of the entire probability cone onto the pixelated image plane. The second factor is the blur caused by finite position resolution. This will add an uncertainty to the cone axis, and hence will give a finite "thickness" to the ring (thus increasing the background). In principle, there is also blur caused by the energy uncertainty, which could further increase the ring thickness. However, for Ge detectors, which have very good energy resolution, this component is not significant.
The effect of the blur factors can be seen by viewing a point response function for the imager. Consider a point source placed 10 cm away (on axis) from a 5cm x 5cm HPGe detector. Figure G12 (black curve) shows a histogram of the image obtained along the x-axis of the image plane. This prediction assumes an infinitesimal position resolution, and thus the width of this response is due to the ring artifacts. The angular resolution for this case is about 2 degrees. The red line in Figure 12 is a histogram of the same quantity when a 1-mm position resolution is used. The angular resolution here is about 7 degrees.
One can conceive of using a segmented HPGe as a γ-ray imager in several different scenarios: near field imaging of radionuclide distributions; far field imaging to locate hidden SNM (e.g. checkpoint scenarios at border crossings); or even single photon imaging in astrophysics and elsewhere. Here we simulate the performance of the HPGe γ-ray imager in each of these scenarios.
First we consider a scenario whereby we image a radioactive ring emitting 1 MeV γ rays. The ring is assumed to have an OD of 6cm and an ID of 4cm, and is assumed to sit 10cm away (on axis) from a 5cm x 5cm coaxial HPGe detector. Figure 13 shows the evolution of the image as more γ rays are collected. While Figure 13 assumes infinitesimal position resolution, Figure 14 shows the image as acquired with a 1mm position resolution. For a source of 10 µCi, this image would take about 3 minutes to acquire.
Next we consider a checkpoint scenario in which 1 kg of enriched Uranium is located (perhaps in the back of a truck) 3m from a HPGe detector.
The detector itself is sitting 1 m above the ground. Figure 15 shows the acquired image in false color. This image is for the 186 keV line in Uranium, and assumes a 1 mm position resolution. The simulated counting time is about 2 minutes. Figure 16 shows results for a single photon-imaging scenario. With 1-mm position resolution, it seems possible to localize the direction of a single 186 keV γ ray to about 4% of 4π.
Proof-of-principle experiment at Berkeley
To demonstrate that a segmented detector can be used for γ-ray imaging, we are currently in the process of performing tests on an existing segmented Ge detector: the 36-fold segmented GRETA prototype detector at Berkeley [14] . A Compton scatter coincidence experiment has been designed to probe the detector with a specified amount of energy at different internal locations. The set-up [27] consists of a collimated 137Cs source (662 keV γ rays), the GRETA prototype detector (the "primary" detector), 5 slat collimators, and 5 NaI crystals (the "secondary" detectors). We will look for a single 90-degree scatter in the primary detector (374 keV deposited) and a full absorption in any of the secondary detectors (288 keV). By varying the position of the front and slat collimators, we can select any position inside the primary Ge crystal. Using this technique, we hope to demonstrate that one can obtain at least a 1 mm internal position resolution (at E=374 keV) by means of pulse shape analysis.
Using the GRETA prototype detector, we also plan to do an imaging proof-of-principle whereby data would be acquired for an arbitrary source distribution. We would then attempt to image the source distribution using the measured pulse shape sets.
Summary
In this report we have discussed two applications for digital pulse shape analysis in Ge detectors: Compton suppression and γ-ray imaging. The
Compton suppression aspect has been thoroughly studied during the past few years, and a real-time, laboratory-prototype system has been fielded. A summary of results from that set up have been discussed here. The energy resolution is taken to be 1 keV, but this is not a sensitive parameter.
For the green curve, a distance restriction is also imposed, whereby we use only those events in which the first two interaction points are at least 5mm apart. This improves the directional determination, but decreases the efficiency by a factor of two.
