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SOMMAIRE
Le présent mémoire traite d’une classe très générale de modèles non-linéaires
multivariés. Dans un premier temps, nous discutons d’une méthode d’estimation
dans cette classe de modèles. Ensuite, nous obtenons la distribution asymptotique
des autocovariances et autocorrélations résiduelles clans cette classe considérant
que le terme d’erreur est une différence de martingale. Nous proposons ensuite
deux tests diagnostiques : un test de type portemanteau et un test pour les délais
individuels. Pour illustrer les contributions proposées clans ce mémoire, une étude
de simulations est effectuée où nous estimons et validons un modèle non-linéaire
multivarié. Dans cette étude nous comparons, en considérant plusieurs termes
d’erreur, la statistique de test supposant l’indépendance du terme d’erreur à celle
plus générale supposant uniquement que le terme d’erreur est une différence de
martingale.
Mots-clés modèles non-linéaires multivariés, différence de martingale, tests
diagnostiques, tests de type portemanteau.
iv
$UMMARY
Ii this master’s thesis we discnss a very general class of militivariate nonlinear
models for time series analysis. First we discuss an estimation method for this class
of moclels. Then, we clerive the asymptotic distribution of resiclual autocovariance
anci autocorrelation matrices for this class assuming only that the error terni is a
martingale difference sequence. Two types of applications are clevelopecl global
test statistics of the portmanteau type and one-lag test statistics. To illustrate
the proposecl methodology, a simulation stucly was conclucteci by estimating anci
diagnosing a non-linear multivariate moclel. In this study we compare, consiclering
clifferent error terms, the classical test statistics assuming inclepenclent errors anci
the proposed methodology which supposes only martingale difference errors.
Key words nonlinear multivariate models, autocovariance matrices, diagnostic
checking, martingale difference sequence, portmanteau test statistics.
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INTRODUCTION
Depuis le début des aimées soixante, l’étude des séries chrono1ogicues a connu
un grand bond avec l’arrivé des modèles autorégressifs-moyennes-mobiles (ARIVIA)
de Box et Jenkins (voir l’ouvrage de Box, Jenkins et Reinsel (1994)). Les modèles
ARMA comportent beaucoup d’avantages. Ils sont relativement simples à analy
ser d’un point de vue mathématique et une théorie complète de ces modèles est
déjà élaborée. De plus, ils sont faciles à estimer et des outils informatiques sont
disponibles pour les valider adéquatement. Bien entendu, les mioclèles ARMA ont
également certains points faibles. Tong (1990) en mentionne plusieurs. En parti
culier, il est reconnu que les modèles ARMA ne conviennent pas pour modéliser
des données asymétriques ou comportant des sauts importants. De plus, les mo
dèles ARI\’iA semblent mal adaptés pour des données fortement cycliques. Ces
désavantages des modèles ARMA peuvent être en partie expliqués par une de
leurs caractéristiques les propriétés de ces modèles sont intimement reliées aux
propriétés des modèles linéaires qui reposent souvent sur l’écriture sous la forme
d’un processus linéaire avec erreurs indépendantes. Or, clans de nombreux do
inaines de recherche, les phénomèmes mesurés clans le temps admettent une forme
non-linéaire. Entre autres, il est admis que la plupart des variables économiques
affichent un comportement non-linéaire (voir Granger et Tersvirta (1993)). Sou
vent, ces modèles non-linéaires peuvent s’exprimer suivant une écriture linéaire
par le Théorème de Représentation de Wold, s’ils satisfont la propriété de sta
tionnarité. Cependant, en général, le terme d’innovation n’est alors plus indépen
dant ; il ne satisfait que la propriété d’absence de corrélation. Par conséquent, les
modèles non-linéaires connaissent auj ourcl’hui une popularité sans précédent vu
3l’imposshuité de modéliser adéquatement certaines séries chronologiques à l’aide
des modèles ARMA.
Soit Y {Y, t G Z} tin processus stochastique mtiltivarié strictement sta
tiormaire et ergoclique. Les définitions précises de stationnarité et d’ergodicité
sont discutées au premier chapitre. Considérons la classe des modèles non-linéaires
multivaniés suivante
Y = f(Iti: 0) + a0 (0.1)
où I représente u(Y, Y_1,.
. .), la sigma-algèbre générée par {Y, Y_1...
.
f
= (fi, . . . , f) est une fonction connue à valeurs réelles clans Rd, et Oo est
un vecteur de dimension K x 1 des paramètres inconnus. Supposons que f
f(It_i; 0), j = 1, . . . ,d, est une fonction des Y passés et de 0. De plus, suppo
sons que la fonction vectorielle f(.;.) admette une dérivée seconde continue par
rapport à 0, prescue partout.. Le ternie d’erreur a = {at, t E Z} est une différence
de martingale, où aj (at(1),. . . , a(d)), t Z. On note que a forme une suite
de vecteurs aléatoires de moyennes nulles non-corrélés, mais pas nécessairement
indépendants. Un très grand nombre de modèles admettent la forme de l’équation
(0.1). Entre autres, on retrouve dans les modèles univariés les modèles bilinéaires
proposés initialement par Granger et Andlersoil (1978), les modèles autorégressifs
conditionnellement hétéroscédastiques (ARCH) de Engle (1982), et leurs généra
lisations (par exemple les ARCH généralisés ou GARCH, étudiés par Bollerslev
(1986)). les modèles aut.orégressifs à seuils ét.udiés par Tong (1978, 1983), notés
TAR, et les versions de type SETAR (pour seif-exciting threshotd autoregressive)
et les modèles autorégressifs avec fonctions de transition lisse (STAR) étudiés en
détails clans Teràsvirta (1994). Dans un cadre multivarié, on retrouve la version
multivarié des ARMA, souvent dénotées VARI\/IA. Naturellement, les VARMA
possèdent les mêmes limites ciue les ARMA ils peuvent modéliser adéquatement.
des phénomènes intrinsèquement linéaires. Une référence générale est Brockwell et
Davis (2002). Des extensions des modèles à seuils et des modèles STAR pour séries
chronologiques multivariés se retrouvent dans Tsay (1998) et van Dijk, Teràsvirta
et. Franses (2002).
4Pour pouvoir modéliser une série chronologique comme dans l’équation (0.1),
il faut avant tout disposer des outils nécessaires afin d’estimer le modèle. Dans
un premier temps, nous présentons la théorie asymptotique disponible stir les
estimateurs des paramètres de (0.1). l’Uimko et Nelson (197$) ont étudié le com
portement des estirnateurs des moindres carrés conditionnels dans le cadre des
modèles non-linéaires univariés. Tjøstheirn (1986) a généralisé ce résultat au cas
multivarié en permettant l’utilisation d’un critère d’estimation de forme générale.
Ensuite, nous nous intéressons à un outil de base clans la validation des modèles en
séries chronologiques t les autocovariances résiduelles. Li (2004) présente un sur
vol des différentes méthodes de validation en séries chronologicues. De nombreux
résultats ont été obtenus pour des classes partictilières de modèles non-linéaires.
Par exemple, Duchesne (2004) obtient la distribution asymptotique d’un certain
type cÏ’autocovariances résiduelles pour la classe des modèles ARCH vectoriels,
permettant ainsi de développer des tests de validation de structure ARCH pour
cette classe. Cependant, il est possible de regrouper un grand nombre de modèles
non-linéaires clans une classe plus générale. Li (1992) a obtenu la distribution
asymptotique des autocovariances résiduelles pour une classe très générale de
modèles non-linéaires univariés avec terme d’erreur indépendant. Les accomplis
sements principaux présentés clans ce mémoire sont. la généralisation du résultat
de Li (1992) au cas multivarié ainsi ciue l’assouplissement de l’hypothèse cl’inclé—
pendance du terme d’erreur, en supposant uniquement que le terme d’erreur est
une différence de martingale. À partir de ce résultat., deux types de statistiques
de tests sont développés des tests de type portemanteau et. des tests pour les
délais individuels.
Afin d’illustrer nos résultats théoriques, nous avons effectué une étude de si
mulations où nous nous intéressons aux niveaux empiriques des deux statistiques
en considérant un certain modèle non-linéaire multivarié. Nous avons également
considéré différents termes d’erreurs pour mettre en évidence la différence entre
la stat.istique de test supposant l’indépendance du terme d’erreur à celle, plus
générale, supposant uniquement que le terme d’erreur est une différence de mar
tingale. Le présent mémoire est organisé comme suit. Dans le premier chapitre, des
préïiiiiinaiies sont clollilés snr les modèles non-linéaires nmltivariés. Le clenxième
chapitre contient nne copie intégrale d’un article actuellement soumis pour pu
blication qui développe nos statistiqiles de type portemanteau. En annexe, des
résultats complémentaires de simulation sont présentés.
Chapitre Ï
PR1LIMINAIRES
1.1. SÉRIES CHRONOLOGIQUES MULTIVARIÉES
Dans cette première section, nous allons iious concentrer sur les concepts de
base en séries chronologiques multivariées. tlne série chronologique multivariée
de taille n est définie comme une réalisation finie d’un processus stochastique
multivarié Y = {Y, t E Z}, où le vecteur aléatoire Y ((1) . . . ,Y(d)) est
de dimension d. Pour une telle série multivariée, présumant E{}2 (i) } < cc pour
tottt t et tout i, on peut définir ses cieux premiers moments. On définit le vecteur
des moyennes
E(Y) = (q(1),.. . ,[tt(d))T, (1.1.1)
ainsi que les matrices de covariance
—
— f(t. t
— h) = [7(t. t
— (1.1.2)
Les covariances croisées (t, t
— h) donnent une indication de la dépendance
entre les observations de différentes séries (lorsque i j).
1.2. PROCESSUS STATIONNAIRES ET ERGODICITÉ
Lors de l’analyse des séries chronologiques, le concept de processus stationnaire
joue un rôle fort important. On commence ainsi par définir la stationnarité au
sens strict.
7Définition 1.2.1. Un processus {Y1. t E Z} de dimension d est dit strictejïent
statïonnaire si, pour tout n E N, t1, t, h E Z. la distribution de Yt1 , Y1,,
et cetle de Y11+,,,•. , sont les mêmes.
Pour un processus stochastique donné, vérifier la condition de stationnarité
au sens strict est souvent difficile. C’est particulièrement vrai pour les processus
non-linéaires. Lasota et Mackey (1989) ont simplifié cette tâche en démontrant. le
résultat. suivant -
Théorème 1.2.1. Soit {Y1, t E Z} ‘une chaine de Ma’rkov de dimension d définie
par:
Y1 = f(Y_1, at), t = 1,2,...
De plus, supposons que Yt vérifie les hypothèses (Ai) — (A1)
LAi) f(y, a) est continue sur y E Rd.
(A2 Le processus {a1, t > 1} est une suite de variables aléatoires indépendantes
et identiquement distribués (iid). Le processus {at} est supposé indépen
dant de Y0.
A3) E {j f(y, n) — f(x. n) } < y — x pour y, x E Rd y x, où
représente la norme euclidienne.
(M) E { f(y, o) 112} < y j{2 +fi pour y E Rd, où et 13 sont des constantes
nonnégatives et c < 1.
Alors, {Y1} est strictement stationnaire.
À l’aide de ce résultat, il devient beaucoup plus facile de trouver, pour un
modèle donné. les conditions sur les paramètres afin de s’assurer de la stationna-
i-ité au sens strict. Par exemple, Tajiiguchi et Kakizawa (2000, pp. 86-87) utilisent
ce théorème pour trouver l’espace des paramètres impliquant, la st.ationnarité au
sens strict pour quelques modèles non-linéaires.
Une condition moins restrictive que la stationnarité au sens strict et plus
facilement vérifiable en pratique est la stationnarité au sens large.
Définition 1.2.2. Un processus {Y1, t E Z} de dimensmon d, tel que E{2(i)} <
oc pour tout t et tout i, est stationnaire au sens large si le premier et les de’tu3èmes
moments sont invariants dans le temps. Le premier et les seconds moments définis
8respective7 eut dans t équaton (1.1.1) et (1.1. se réduisent à
E(Y) t’, Vt,
E {(Y — — t’)T} FUi) Vii E Z.
Une autre propriété importante clans l’étude des processus stochastiques est
l’ergoclicité. La définition de l’ergodicité est cuelque peu technique et nécessite
un cadre prohabilist.e bien défini. Voir Taniguchi et Kakizawa (2000. p. 18), qui
en discutent plus longuement. Il est cependant important de noter que si un pro
cessus stochasticiue est strictement stationnaire et ergoclique, alors tin ensemble
de théorèmes devient disponible pour l’étude des propriétés asymptotiques de
plusieurs quantités d’intérêt. Ces théorèmes, sotivent appelés théorèmes cl’ergo
clicité, sont en quelque sorte des théorèmes de type ‘lois des grands nombres”
dans le contexte des processus stochastiques. Chan et Tong (1986) discutent des
conditions de stationnarité et d’ergodicité pour la classe des processus admettant
une structure SETAR. Les processus SETAR sont décrits plus longuement à la
Section 1.3.2.
Le terme d’erreur {at} du modèle général décrit dans l’équation (0.1) mérite
d’être discuté en détails. De manière générale, le terme d’erreur {at} pourrait être
tin bruit blanc faible. Ceci fait l’objet de la Définition 1.2.3.
Définition 1.2.3. Soit {aj, t Z} un processus stochastique qui satisfait Ïes condi
tions suivantes
(i) E(a) O,
(ii) E(aa)
(iii E(ata) = O, Vt s,
alors {at} est un bruit blanc faible.
On note dans la définition précédente que {at} n’est pas forcément constitué
de vecteurs indépendants observés dans le temps. Lorsque le processus {at} est
constitué de vecteurs aléatoires iicl de moyennes nulles et de variance commune
on dit alors que {at} est un bruit blanc fort.
L’hypothèse de bruit blanc faible est très générale et celle de bruit blanc fort
trop restrictive. Nous allons présumer que le terme d’erreur {a,,} du modèle (0.1)
9est une différence de martingale. Nous définissons plus précisément ce concept
dans la définition suivante
Définition 1.2.4. Soit {Y1, t Z} ‘un processus stochastique qm satisfait
E(YI_1) = O presque partout pour tout t E N,
alors {Y} est ‘une différence de martingaÏe.
Lorsque {a1} est une différence de martingale, il est facile de vérifier qu’en
fait les vecteurs aléatoires ai et a8 sont non-corrélés. Il est à noter cependant qu’il
est possible qu’un bruit blanc faible ne satisfasse pas l’hypothèse de différence de
martingale. Cependant, ce qui rend particulièrement intéressant un terme d’erreur
satisfaisait la Définition 1.2.4, est. qu’il est. possible que at et a5 soient non-corrélés
mais dépendants. Par exemple, si on pose a6 = bb_1(1), b (b(1), . . . ,
{ bj étant un bruit blanc fort, alors {at} est une différence de martingale.
Nous énonçons sans démonstration deux théorèmes fortement utilisés. Le pre
mier est en fait un théorème de type Ibis des grands nombres lorsque {Y} est
strictement stationnaire et ergodique. Le second est un théorème central limite
lorsque {Y} est une différence de martingale.
Théorème 1.2.2. Soit {Y1, t E Z} un processus strictement stationnaire et er
godique tel que EHYH < oc, alors
‘n:
- Y—E(Y1).
t=1
De plus, si EIIYtII2 < oc, alors
4 E(Y1Y).
La preuve est donnée clans Taniguchi et Kakizawa (2000, p. 19). Le théorème
suivant est dû à Ibragimov (1963).
Théorème 1.2.3. Soit {Y, t E Z} un processus strictement stationnaire et ergo
diq’ue tel que E(2) u2 E(}I_1) 0, p.s .A lors,
N(0,Ï).
10
Ces théorèmes sont présentés en détails dans Stout (1974).
1.3. MODÈLE NON-LINÉAIRE MULTI\7ARIÉ
Nous étudions plus en détails quelques modèles non-linéaires, respectant l’écri
ture (0.1). qui sont souvent considérés clans la littérature.
1.3.1. Quelques exemples de modèles
Une classe de modèles fort populaires est celle des modèles à changement de
régimes. Ces modèles ont la particularité de changer d’états clans le temps. Les
différents états de la série chronologique sont appelés régimes. Tong (1983) donne
de nombreux exemples provenant de domaines divers où le concept de régime joue
un rôle important. Parmis ces derniers, il mentionne l’océanographie, l’hydrologie,
l’économie et le génie médical. Terii.svirta (1991) a popularisé un de ces modèles
en particulier. Un processus STAR (p) vectoriel à d dimensions est défini comme
suit
Définition 1.3.1.
Y (‘,‘ + 1,2Y1 + ... + 1Y_) {1 — G(st; ; c)}
+(2,1 + 2,2Y_1 +.. + 2.Yt_)G(st; ; c) + at,
OÙ ii,. . . , i,p sont tes matrices U x U de coefficients du premier rég’ime,
2,1 2.p sont tes matrices U x d de coefficients du second régime, G est
la fonction de transition et s, est ta variabte aléatoire de transition.
Pour la fonction de transition G, Terisvirta (1994) préconise deux choix. Soit
le modèle LSTAR (STAR logistique), si on considère la fonction de transition
suivante
__
—1
; e) — [1 + exp {—7(st — c)}] , > 0,
où est proportionelle à la vitesse de la transition et e permet de centrer la
transition, ou encore le modèle ESTAR (STAR exponentielle), si on prend la
fonction de transition cmi suit
G(st; ; e) = 1 — exp {—7(st — c)}2 , 7> 0.
11
Van Dijk. Terèsvirt.a et franses (2002) discutent des différences entre ces cieux
fonctions de transition. On rernarciue que le modèle Présenté clans la Définition
1.3.1 considère une fonction de transition G uniclue aux U séries. Il est possible de
généraliser ce modèle pour permettre une fonction de transition G pour chaciue
série. On remarque également que la variable de transition s, qui est générale
ment une fonction linéaire des valeurs retardées du processus {Y}, est la même
pour les U séries. Il est également possible de généraliser ce modèle pour per
mettre l’utilisation de différentes variables de transition pour les séries, van Dijk,
Teriisvirta et franses (2002) discutent de ces différentes possibilités. Cependant,
on note que la modélisation de données à l’aide de modèles STAR vectoriels
semble intuitivement appropriée pour des séries chronologiques où la nature de
la transition est la même. Pour citer un exeniple, on peut penser à deux séries
économiques avec un état de récession et un ét.at d’expansion économique. De
plus, considérer plusieurs fonctions de transition ainsi que plusieurs variables de
transition nécessite un très grand nombre de paramètres à estimer qui risquent
de causer une surparamétrisation.
Le modèle SETAR est un cas particulier du modèle STAR où la fonction de
transition est la fonction indicatrice. Ce modèle a été étticlié par Tong (1978,
1983). Tsay (199$) fournit un exemple de modélisation de données réelles avec
un modèle SETAR multivarié. Les processus SETAR(p) vectoriels à U dimensions
sont définis clans la Définition 1.3.2 qui suit.
Définition 1.3.2.
Y = (1,1Y1+. . {1
—
I(s)}+(2,1Y_1+. .
où
1, sir>0,
I()r
0, sinon,
sont tes rnatricesdxd de coefficients du premier régime, 2,1,
sont tes matrices dxd de coefficients du second régime et s est ta variable aléatoire
de transition.
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Une tout autre classe de modèles fort populaire est celle des modèles ARCH.
Engle (1982) a introduit cette classe de modèles dans le but de mieux expliquer
certains phénomènes économiques. Cette contribution lui a valu le prix Nobel de
2003 en économie. Depuis son introduction, la classe des modèles ARCH s’est
démarquée par son aptitude à modéliser adéquatement des données financières.
On dit qu’un processus univarié est ARCH(p) s’il admet la représentation donnée
clans la définition qui suit
Définition 1.3.3.
=
ht =
où b0 > 0, b > 0, i = 1 p. et {nt} est un bruit blanc fort univari.
On remarque que dans ce modèle {} est dépendant mais non-corrélé. On note
aussi que {‘} est une cUfférence de martingale. Four des versions multivariées
des modèles ARCH(p), ou de manière plus générale des modèles GARCH(p,q),
voir Engle et Kroner (1995).
1.4. EsTIMATION DES MODÈLES NON-LINÉAIRES MULTIVARIÉS
Estimer les paramètres d’un modèle non-linéaire nécessite la nième approche
citie pour un modèle linéaire, c’est-à-dire qu’on s’intéresse à un critère que l’on
cherche à minimiser par rapport aux paramètres. Si notre critère est judicieuse
ment choisi, alors les estimateurs de nos paramètres auront des propriétés sou
haitables. Par exemple, dans le cadre de la régression linéaire, sous l’hypothèse
qtie les erreurs sont gaussiennes, minimiser le critère des moindres carrés donne
des estimateurs sans biais à variance minimale. De plus, dans ce contexte, il est
possible d’obtenir une expression analytique pour les estimateurs. Four un mo
clèle non-linéaire, obtenir une expression analytique pour les estimateurs se révèle
à toutes fins utiles impensable. La soltition habituelle consiste à minimiser un
critère d’intérêt et la recherche des estimateurs s’effectue en pratique à l’aide
d’algorithmes d’optimisation. Dans le cadre de ce projet, nous avons préconisé
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l’utilisation de la technique des moindres carrés et. avons trouvé les estimateurs
en considérant 1 algorit lime de Gauss-Newton.
Pour pouvoir effectuer de l’inférence sur nos paramètres, il est également im
portant d’obtenir la distribution asymptotique des est.imateurs des paramètres.
Considérons le modèle non—linéaire multivarié de dimension d défini clans l’équa
tion (0.1). Définissons le critère des moindres carrés comme suit
S(O) = {Y — f (It-i; O)}TZ_l{y — f(Iti; O)},
t=r+1
où r est une constante adéquatement choisie. Voir Taniguchi et Kakizawa (2000,
p. 98) pour une discussion dti choix de cette constante. II est possible d’obtenir
la distribution asymptotique des estimaterirs O de O qui minimisent $(O). La
preuve complète du résultat suivant est fournit clans l’annexe A. 1. La clémonstra
tion s’inspire de Tjostheim (1986).
Théorème 1.4.1. $ozt {Y, t E Z} un processus strictement stationnaire et er
godique tel que E{HY 12} < oc et où f(I_,O) est trois fois diffé’rentiabÏe p.s.
sur un ensemble ouvert B contenant ta vraie valeur O. De plus, on suppose que
les conditions suivantes sont respectées
(Cl) Pour j, 1 1 K:
et
E {f(I1o0)TE_1f(I1oO)}] <oc
E [a&ja&, {f(; 100)T if(I1oD)}] <00.
(C2) Pour j 1, . . . , K, les vecteurs
E112
af(I1, O)
a
sont linéairement indépendants au sens de talgèbre linéaire.
(C3) Pour O E B, il existe une fonction H3t(Y1,
....,
Y) telle que:
{f(I11,o)T_if(11o)} <H1.
avec
E(H1) <oc,
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pouri,j,Ï= 1,.,K.
(G) De plus, la matrice suivante existe
R= E [{ 00)T;1at} {aT a0o)}] <oc.
Alors il existe unes uite d’estimateurs O, telle que O ?% °D, et pour tout s > 0,
il existe un évènement E avec P(E) > 1 s et un n0 tel que sur E, pour n > n0,
0 et 3(O) atteint un minimum relatif à ê,. De plus,
n’2
— o0) -÷ N(o. U’RU’),
où
U — E 8f(I_1,
Q0)T
1 af(I1, O)
a
et R est défini plus haut.
Avec ce résultat. on peut estimer la matrice de covariance des estimateurs. en
estimant les espérances mathématiques par des moyennes échantillonnales et en
remplaçant les paramètres inconnus par les estimateurs des moindres carrés. On
peut donc construire des intervalles de confiance pour les paramètres ou encore
effectuer des tests d’hypothèses. Voir Gallant (1987) pour plus de détails.
1.5. DIAGNOSTICS DES SÉRIES CHRONOLOGIQUES MULTIVARIÉES
1.5.1. Estimation des autocovariances matricielles
De manière générale, lorsque l’on étudie une série chronologique, on ne dispose
pas de la vraie fonction d’autocovariance. Il est cependant possible de développer
une version échantillonnale de la fonction cl’autocovariance théorique. Posons
f n Z1+1(Y — )(Y_1 — )T 1 = 0,1,... ,n—1,
f(—l). t = —1,—2 —n + 1,
où = n Z= Yt. La fonction {f’(l), t < n} est appelée la fonction d’an
tocovariance échantillonnale. Les propriétés générales des autocovariances échan
tillonnales sont décrites dans Hannan (1970) lorsque {Y} est un processus sto
chastique stationnaire multivarié.
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1.5.2. Les autocovariances résiduelles matricielles
Un outil de hase en séries chronologiques pour cliagnosticuer un modèle repose
sur l’utilisation des autocovariaiices résiduelles. Dans un tel cas, pour un terme
d’erreur {at}, l’hypothèse d’adéquation revient souvent à tester que Fa(t) O,
t 1, 2 , OÙ Fati) dénote la matrice cl’autocovariance théorique du terme
d’erreur {at}. Posons t, t 1, . . . , n, les résidus. Les autocovariances résiduelles
sont donc C(i) = (Cj(l))1=1 d t 1 n — 1. où
C(t) = i âtâr_t.
t=t + 1
On pose Cati) vec{Ca(t)}, Ca = (c(1),c(2) ,c(M))T, où M est une
constante finie à spécifier. L’opérateur vec(.) empile les colonnes d’une matrice.
Il est étudié en particulier dans Harville (1997). Les propriétés des autocova
riances et autocorrélations résiduelles ont été étudiées par plusieurs auteurs. Li
et. McLeocl (1981) ont établi la distribution asvmptoticiue normale de c clans les
modèles VAR. et VARIVIA. Duchesne (2005) donne la distribution asymptoticjue
des autocovariances et autocorrélations résiduelles dans les modèles VAR avec va
riables exogènes. Voir aussi Liitkepohl (2005) et Li (2004) pour d’autres résultats
clans le cas multivarié.
1.5.3. Tests basés sur la matrice d’autocovariance résiduelle pour
délais individuels
Les tests basés sur les autocovariances résiduelles sont motivés par le fait. que
si Y , t = 1 n, est une série chronologique dont les erreurs sont imon-corrélées,
alors le modèle est. adéquat. si Fa(t) = 0. / 1, 2. . . .. On est donc intéressé à tester
si les autocovariances résiduelles sont significativement différentes de O. Pour les
tests atix délais individuels, on est intéressé de tester l’hypothèse nulle I’a(l) = O,
pour un t e particulier. Soit !(t), un estimateur convergeant de (t), la matrice
de covariance asymptotique de c(t). Définissons la statistique de test
H(t) = nC(Ï)T(Ï)_lc(t). (1.5.1)
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Srnts Fhypothèse nulle de l’adéquation du modèle. H(l) Les grandes va
leurs de H(t) sont celles clui entraîllent. le rejet de l’hypothèse nulle. Ljung et Box
(197$) et Hosking (1980) ont discuté d’une statistique modifiée dont les propriétés
empiriques sont plus satisfaisantes. Cette statistique est définie comme suit
Q(t) = ‘ 1H(1). (1.5.2)
Dans de nombreuses études de simulation, il ressort que pour un n fini, la statis
tique de test Q(Ï) affiche des niveaux empiriques plus près des niveaux nominaux
que H(t), particulièrement pour des délais t élevés.
L5.4. Tests de type portemanteau
On peut être intéressé de tester la signification conjointe des Ca(t), 1 1 AI.
Dans ce cas, un test de type portemanteau est plus approprié. Soit , un
estimateur convergeant de !, la matrice de covariailce asymptotique de
(c(1),..., c(M))T. Posons
H,1 = nc’c. (1.5.3)
Sous l’hypothèse nulle de l’adéquation du modèle, H,1
- XId2. Les grandes
valeurs de HM sont encore une fois celles qui entraînent le rejet de l’hypothèse
nulle. Conime pour la statistique à délai individuel H(l), les niveaux empiriques
de la statistique HM sont souvent éloignés des niveaux nominaux. Ljung et Box
(1978) discutent de la statistique portemanteau modifiée
Qri = ncT4c, (1.5.4)
où c = (/n/n — 1c(1), ..., — Mc(A/I))T. En pratique, la statistique
Q M respecte souvent mieux les niveaux que HM, en particulier pour de grandes
valeurs de M.
L’objectif de ce premier chapitre visait à présenter les concepts les plus utiles
en séries chronologiques multivariées. Nous avons survolé l’estimation et la vali
dation des modèles multivariés. Dans l’article qui suit, nous développons des tests
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originaux pour diagnostiquer des modèles non-linéaires mult.iva.riés. Ces tests gé
uérabsent les résultats univariés de Li (1992). qui a établi la distribution asymp
totique des autocovariances et autocorrélations résiduelles pour des modèles non-
linéaires univariés. Cependant, Li (1992) supposait que le terme d’erreur de SOil
modèle était un bruit blanc fort. Dans nos développements, nous supposons sim
plement que le terme d’erreur est une différence de martingale. Comme nous allons
le constater, la distribution asymptotique peut être passablement différente com
parativement au cas fort. Cet état de fait est illustré clans une étude de simulatioll
où les tests de Li (1992) supposant un bruit blanc fort sont comparés à nos tests,
sous différentes conditions pour le terme cl’erretir de nos modèles.
Chapitre 2
ARTICLE
Le présent chapitre est une copie intégrale de l’article intitulé Diagnostic
checking muitivariate nontinear time series modets with martingale difference eT
rors” soumis clans une revue scientifique le 25 mai 200f. Le premier auteur est
également l’auteur du présent mémoire.
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1. Introduction
Let Y = {Y. t Z} be a stationary and ergoclic rnultivariate stochastic process,
where Yt (Y(1) . Y(d)) We coilsicler the folÏowiiig multivariate rionlinear
time series moclel, clefineci by
Y = f(It_i;Oo) +at, (2.1)
where It represelits o(Y, Y_1, ...), the sigmafie1cÏ generateci hy {Y, Y_1, .
f
= (fi,. f)T is a known real-vahted function with values in R’, aid O cor
responds to a K x 1 vector of unknown parameters. It is assumeci that cadi
fi f(I_i; O), j = 1, . . . ,ci, is frmction of tic past Y’s anci of O. The vector
fiinction f(.: •) is supposeci te have contirmous second order clerivatives witi res
pect to O, almost surely. Tic error terni a {at, t e Z} is a difference martingale
sequence, that is E(a I_) = O almost surely, where at (at(1), . . . ,
t E Z. Tus implies that a forms an uncorrelated but net necessarily indepenclent.
sequence of ranclom vectors witi mean zero. We clenote Ea (Ga.ij)j,j=i
,
the
covariance matrix cf at, that we assume non-singular. for example, the error
term a coulcÏ belong to the general class of multivariate (generaÏizecÏ) autoregres
sive conditional heteroskedastic [(G)ARCHj processes. Sec Gouriéroux (1997) for
an introcluct.ioll t.o these models. It is further supposecÏ tiat (2.1) is an inver
tible stociastic process; equivalently, tus means tiat the process a is assumeci
measurable witi respect to I.
Tic nonlinear moclel (2.1) represents a very general class of time series inoclels
with a general specification for tic errer term. With the ernergeIlce of economic,
financial anci other complex applicatiolls, nonlinear time series have generatecl
considerable interest in tic last years. i\/lany classes of moclels have been clevelo
ped for univariate time series models. Tic pioncer work of Oranger anci Andersen
(1978) proposed tic class of hilinear models, while Tong (1978, 1983) and Tong
auJ Lim (1980) introcluced auJ stuclied tiresiolci models, suci as tic class of
tireshold autoregressive models (TAR) auci seif-exciting TAR moclels (SETAR).
Extencling tic idea of using proba.bility switching, but emphasizing aperiodic tran
sition between varions states, leci Hamilton (1989) te propose Markev switching
models. Tic tiresiolds in TAR models correspond te cliscentinuity points in tic
conclitional mean function. Sniootli TAR models are obtainecl Lv using smooth
transition ftmctioris t.he resulting models form the class of smooth transition
autoregressive rnocÏels (STAR). See Chan and Tong (1986). Teriisvirta (1994) in
vestigated modelling economic and financial applications using STAR models.
Tong (1990), Granger anci Terisvirta (1993) anci Tsay (2005) provide surveys of
univariate nonlinear models. In multivariate moclels, a general class of thresholcl
moclels is cliscusseci in Tsay (1998) and van Dick, Teriisvirta anci franses (2002)
present some natural extensions of STAR models for the multivariate framework.
Let Y, t 1, . . . , n be a fuite realization of process Y. An important aspect
in any statistical moclelling application appears to valicla.te a particular acijusteci
model such as (2.1), following a certain estimating proceclure (coilditiollal least
squares, maximum likelihoocl estimation, etc.). In our set-up, this means checking
if the conclitional mean ftmction f(.;
.) seems correctly specifieci; no resiclual cor-
relation should 5e statistically significant from the fittecl model. Uncler precise
regularity conditions, allowing for tire uncorrelateci error term to 5e not necessa
rily Gaussian. Klimko ancl Nelson (1978) consiclereci flic properties of conclitional
least sïuares estimators in rmivariate nonlinear fime series moclels. Tjøstheim
(1986) generalized the results of Klirnko and Nelson (1978) for gerieral multiva
riate nonlinear tirne series mocÏels, giving conditions for strong consistency anci
asymptotic normality using an arbitrarily penalty function, and specializing the
results for conditional least squares anci maximum likelihoocl type estimators. See
also Taniguchi and Kakizawa (2000, Section 3.2). Note that, typicaïly, after ad
justing a particular moclel, if the residuals seem uncorrelatecl btit clepenclent, a
conclitional variance function could 5e specifieci. sucS as a multivariate (G)ARCH
model, assuming the conditional mean function f(. •) correctly specifieci. This
concÏitional variance function corild 5e valiclat.ecl using test st.atistics such as tire
ones proposed by Ling and Li (1997) or Duchesne (2001), amongst others.
Residual autocovariances and autocorrelations have heen found appropriate
tools for diagnosing many time series models. The monograph of Li (2004) pre
sents an overview of diagnostic checking for univariate and multivariate time
series models. In univariate nonlinear tune series moclels, Li (1992) provicÏes tire
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asvmptotic distribution of the residual autocorrelations foi some very general
nonlinear time series moclels, assuming Gaussian errors. Illustrating lis resuits
for univariate thresholcl moclels, ire notes that tire common vaine n”2, ohtained
by neglecting parameter estimation uncertainty, represents only a rougir guide
in diagnostic checking: iii fact, tire use of ‘/2 can he verv conservat.ive. es
pecially for tire first few iags. Hwang, Basawa anci Reeves (1994) extendeci tire
work of Li (1992) to include linear anci nonlinear moclels witir ranclom pararne
ters, assuming inclepenclent errors. For univariate linear time series models with
general error terms, Francq, Roy and Zakoïan (2005) consicler diagnostic cire
cking autoregressive-moving-average (ARI\/IA) models with mrcorreiatecl errors.
Recently, Francq and Raïssi (200f) have extencleci tire approacir of francq, Roy
ancÏ Zakoïan (2005) to vector autoregressive (VAR) moclels with uncorrelateci but
noniudependent errors.
From a practical point of view, it appears important to clescribe preciseiy
tire seriai correlation among tire residuals, taking into account the possible in
teraction between tire time series; tire rmivariate resrilt. of Li (1992) appears of
lirniteci use if tire d linivariate time series composing (2.1) are not inclepenclerit..
Furthermore, it is generally recognized that financial data exhibit ireavier tails
tIan those coming from tire normai distribiltion, and they seem often compatible
witir (G)ARCH meciranisms. These pirenomena are not tire exceptions, and seem
established facts in economic anci financial applications (see, e.g., Tsay (2005)).
Consequently, it appears importallt to relax tire assrimption of independent and
Gallssian errors. In view of tins, tire aim of tins paper is to extenci tire univariate
resuits of Li (1992) in two important directions : (i) the more realistic situation
of multivariate data; (ii) tire error term is supposed to ire a martingale diffe
rence sequence. Our t.ireorem demonstrates tirat tire asymptotic variance of tire
residuai autocovariances and autocorrelations may be very different tiran tire one
obt.ained by Li (1992), whicir assumes independent errors. Interestingly, it may
he estimated as simply as in the independent case. As an application of our main
resuit, two types of test. statistics are proposeci. In tire first category, portmanteau
test statistics are obtained. Because of tire non-hnear structure of tire conditional
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mean fimction anci of the covariance between the resiclual autocovariances, the
proposeci portmanteau test statistics are clifferent than Hosking’s (1980) multi
variate portmanteau test statistic, which is valici for vector ARIVIA mocÏels with
inclep enclent errors. Test st atistics measuring the depenclence at incliviclual lags
are also proposeci. relying on t.he lag-i residual autocovariance function; they fali
in the second category. We give an explicit formula for the asymptotic covariance
structure of the resiclual autocovariances, anci as Li (1992), this asymptotic ex
pression is consistenti estimateci in our testing methocÏology.
The paper is organizeci as follows. In Section 2. we clerive the asympt.otic
distribution of a vector oflag-t residual autocovariances matrices. t 1, M,
using an approach sirnilar to tue one of Li (1992), but adaptecl for multivariate
time series, anci assuming only a martingale difference white noise. We describe in
Section 3 some applications to diagnostic checking : portmanteau test statistics
and one-lag test statistics. Finally, some simulation experiments are conciticteci in
Section 4 for cliagnosing multivariate thresholcÏ time series models. The following
test statistics are compared the classical test statistics presuming indlependellt
errors anci the proposed methoclology which assumes only martingale difference
error t.erms. Section 5 conclucles.
2. Asymptotic distribution of residual autocovariance matrices
The conditional least squares estimators b of Oo is obtained by minimizing the
criterion
3(0) = {Y — f (It_i; o)}Ti{y — f (I_; 0)},
t=r+1
where T 1S an appropriate integer. For example, if {Y} represents a nonlinear
autoregressive process of orcÏer p, a possible choice of T 5 T
=
p (Taniguchi anci
Kakizawa, 2000, p. 98). Under some regularity conditions. see Tjøstheim (1986),
it can he shown that O, is asymptotically normal. In the notation of Serfiing
(1980)
t URU”0 isÀN(0o, ),n
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where
{ D(Y _fti)T a(Yf1) } (2.2)
R E { ‘(Y — f1)(Y — f_i)T1 }. (2.3)
with f_; = f(I,_1; Os). Let T’a(l) = cov(at. a,) be the lag-l theoretical au
tocovariance, anci fo cliag(u1,. . . , We clefine Patl)
the lag-t theoretical autocorrelation. The sample autocovariance matrices satisfy
Cati) = (Ca,ij(i))j j1 d anci they are given by
t 1fl T i_n 7
—
n atat_j,
—
, 1, . . . , n —
— 1 c(—l), t = —1,.. . , —fl + 1.
Let ca = (c(1),.. . , C(M)), Ca(t) vec{Ca(t)} be the vector of sample au
t.ocovariances and consicler Da cliag(C(O), ,d(O)), where vec(A) de-
ilotes the vector obtained by stacking the coÏumns of matrix A (see Harville,
1997, Chapter 16.3). We clefine similarly the vectors of sample autocorrelatiolls
= (r(1), r(M))T arid ra(Ï) = vec{D’Ca(l)D’} = (Di’ ® D) Ca(t).
where ‘Ø’ denotes the Kronecker product (see Harville, 1997. Chapter 16.1).
Here ii denotes a fixeci integer (with respect to the sample size n), satisfying
Ï < ii < n, which corresponds to the maximal lag orcler.
Let Îi = f(I_y; b) ancl introduce the model residuals â Yt
— _i. The
vectors of resiclual autocovariances and autocorrelations, c, c(l), t < n, r anci
r(t), t < n, are clefineci naturally. Ve now clerive the asymptotic distribution
of the vector c. Uncler our assumptions for {aj, it can be shown that nI/2ca
converges in distribution to a normally distributed ranclom vector
Ca fS AN (O),
where
= (ij)jj=1 (2.4)
with = E(a_aL ®a1a), j, j 1, . . . , M. In particular, whell the error term
corresponds to a strong white noise, that is the at’s form an independent sequence
ofrandom vectors with mean zero and variance then ii = a®Ea, tm = D,
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t 177.. for t, m. {1. .. M}, anci we declrice t.hat t.he asvrnptotic variance of ca
recluces to ij Ijj 0 Za 0 a: where ‘M clenotes the M x M identitv matrix:
we retrieve a resuit due to Li ancÏ McLeocl (1981). We give explicit expressions
for 3Ca(t)/30T, t = 1 M. Using a standard matrix clifferentiation resuit and
the martingale clifference property of {at}, it follows that
aCa(t) — -‘
— f_1}{Y_t — f }T)
aoT — ‘
L=1+1
(I ® {Y — ft_l})Yt_T_t_1}
t=1±1
—
ft-1} 0Id)Yt_Tft_1},
where Jt = — f-t-1} o 8ft-i/8OT]. By expanding c in a Taylor series
expansion, we obtain that
C = Ca + (bn — o0) + Op(fl,_1/2),
where the clerivative aCa/aOT represents a Md2 x K matrix satisfying t.he relation
(8Ca/80T)T ((aca(l)/aOT)T,.. . , (aca(AI)/aOT)T). Thus c Ca — J( —
O) + op(n_1/2), where
jT
= (JT.. . , J). (2.5)
Tjøstheim (1986) has shown that
771/2(0
— 0) = _U_1fl_1/2°0) + op(1).
where U = (2)—’?2S(O0)/aO8O’. See also Taniguchi arid Kakizawa (2000,
pp. 98-100). Furthermore, the asymptotic distribution of n’/20S(O0)/8O is nor
mal anci the joint asymptotic normality of ;/2 ((ê — 00)T c) can be establi
shecÏ. It follows that the asymptotic covariance structure between n1’2 (ê
— O)
anci flh/2Ca is given hy
llrnncov(,
— 00,Ca) = _U’llrnE {S00)T}
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Using straightforwarcl matrix clifferentiation
____
= -2 [{Y_f(;l.o0)}T1].
We now derive an explicit expression for the matrix E{OS,.(0o)/00c}. Note
that
aS(o) T (0s(o) -- 03(0) TCa Cati)..... 00 Ca(M)
We evairiate E[OSri (00)/00vecT{C(j)}. Since
O$fl(O0)vecTfC(j)I
—
(‘at) (aZ ®a),
t=r+1 s=jr-i
the martingale clifference property of {at} implies
E [00)vecT{Ca(j)}] — E (aLj ® ‘‘at) ,‘ —2J’,
tT+i
where J = E[{Yt_j—ft_1_i}®ataZ‘Oft_i/00’l. Thus —E[0S(0o)/00cJ —
J*T anci 1im ncov(b
— 0, Ca) UJT, where
J*T(JTJ) (2.6)
This leacis us to our main theorem.
Théorème 2.0.1. Let a tirne series be geucrated bg equation (2.1). Let ê,, be the
conditionat teast square estimator of 0. Then
is AN (o. ),
where = — J*UJT — JU_1J*T + JU’RU’JT, and U, R, If, J and
are defined by (2.2), (2., (2.), (2.5) and (2.6, respectivety.
Air immedliate corollary of Theorem 2.0.1 gives the asymptotic distribution of
tire residual autocorrelations. Let L = J ® p1 ® pi Since D converges to P0
in probahility, that is D - P0, the asymptotic distribution of n’12r is obtaineci
by an appropriate scaling haseci on Theorem 2.0.1
t LL
r is AN I 0,
n
If {a} is a strong white noise, it follows that Jt = J, R = U and thus tire
covariance structure of the resiclual autocovariances C(t), t = 1, . . . M, anci C
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reduce to the familiar formulas st = Ea ® a — J1U’J, t 1,. . . , M, anci
= Ii,i®Ea®aJU’JT, respectively. A simiÏar resuit holcis for the residual
autocorrelations ra(t), Ï = 1 M, anci ra. For univariate nonlinear time series,
letting U = Ï ancl assuming inclepenclence of the a’s allow us to retrieve a Theorem
due to Li (1992. p. 436).
In view of Theorem 2.0.1, it appears that if the error term represents a mar
tingale difference sequence, the asymptotic variance is clifferent than the one oh
taineci assuming inclepenclent errors. This suggests that the familiar formulas for
the asymptotic variance of the resiclual autocovariances anci autocorrelations, and
the cla.ssical portmanteau test statistics, could leacï to illcorrect inference when
cliagnosing multivariate nonlinear time series with uncorrelateci but clepenclent
errors. This is illustrated in Section 4.
3. Applications for diagnostic checking multivariate nonlinear models
Theorem 2.0.1 gives the asymptotic distribution of the autocovariance matrices
C(i), t 1,. . . , M. This resuit allows us to construct test statistics for checking
tlie aclequacy of multivariate nonlinear time series moclels. Two types of test sta
tistics are proposeci. The first one, of the portmanteau type, integrates several
lags ancÏ is hasecl on C(l), Ï = 1 M, whilst tIre second one relies, for a. par
ticular lag t, say, on the covariance matrix C(t).
3.1 Portmanteau test statistic
The null hypothesis of model aclequacy is Fa(t) = O, t = 1, 2, . . .. Let
= —
jj_ljT
— +
5e a consistent estimator of . Consequentlv, nc’c
- X21 nncler the nuil
hypothesis; this test statistic can 5e useci for testing the joint significance of
c(t), Ï = 1,... , M. Note that as Box-Pierce type test statistics, the asymptotic
x2 distribution may he poorly approximateci for large M (see Li (2004), amongst
29
others). following Ljimg anci Box (1978), we introcluce a level-acÏjustecÏ portman
teau test statistic in orcler t.o check the acleciuacv of a particular noiilinear model
Qrj = ncT_1c, (2.7)
where c = (n/(n — 1)c(1), n/(n — M)c(i\Ï))T. In many practical si
tuations, the level-adjustecÏ test statistic (2.7) shoulcl display better empirical
properties than to use a test statistic hased on c. The proceclure rejects the nuil
hypothesis if QM is large, more precisely if QM > where de-
ilotes the 1 — c quantile of the XMd2 distribution.
3.2 One-Iag test statistics
Portrnanteau pro ceclures are useful omnibus measures of adjustment of time series
models. However, more insight is gainecÏ by conskÏering test statistics describing
the clepenclence at each individual lag 1. Let
=
-
*jjljT
- j1j*T +
be a consistent estirnator of where !, represents tire asymptotic covariance
matrix of c(t). We define tire following level-adjustecÏ one-lag test statistic
Q(t) ‘ T(1c() (2.8)
If the nuli hypothesis is satisfiecl, it follows that Q(i) X. As for the portman
teau procedure QM, the one-lag proceclure rejects the nul1 hypothesis if Q(Ï) is
ton large. As discussed in Hosking (1980) anci Duchesne (2005) in vector ARI\/IA
moclels and VAR moclels with exogenous variables, the level-acljusted test sta
tistic (2.8) may have hetter finite sample properties than to replace the factor
n2/(7r
— 1) hy n in the definition of the test statistic, specially for higher order
lags.
If one may want to consicler several lags simultaneously, Bonferroni-type ad
justment.s can be performeci if one clecicles to use the test statistics Q(t), t E
{ 1, . . . , M}. This kid of proceclure, usecl in conjunction with the portmanteau
test statistic QM, contributes to identify the most significant lags.
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4. Simu’ation experiments
In the previons section we introcluceci portmallteau and one-lag test procedures
whicli should prove useful when the error terms are not inclepenclent but mar
thigale ciifference sequeilces. The comparison betweeu the proposeci test. statistics
aicl the test statistics cleriveci under the assumption of inclependent errors seems
to be of particular interest. More precisely, let anci !Zi, t = 1, . . . , M, be
consistent estimators of 2s anci st, Ï = 1, . . . , M, respectively, assummg mdc
pendent errors. The classical test statistics under inclepenclent errors are given
by:
S *T—1 *lvi = 1iC sCâ,
5(t) = 1c(t)c(t). (2.10)
The aim of our simulation experiments is to compare the exact distributions of
the test statistics QM, 5M Q(l), and 5(l), wit.h their corresponding asympt.otic 2
distributions. To rmclert.ake this t.ask, we consicler the following bivariate thresholcl
mo ciel
=
+ a. ‘_(1) <0, (2.11)
t -‘ + at, (1) o,
where
1 t 0.7 0.0 t —0.7 0.0
0.3 0.7 J —0.3 —0.7
The mean frmction of the process {Y} is inspired by a multivariate thresholcl
model stuclied by Tsay (1998). We consicÏered three processes for the noise a =
{ a, t e Z}. First, we inclucleci in our stucly a Gaussian white noise process a1
{ a}, such that at ‘ AT2(0, ra), with
t 1.0 0.2Ea1
0.2 1.0
Second. we investigateci a2 = {at} with at = îjt!]t_1(1), where ij {r, t e
= (i(1), ujt(2))T, is Gaussian white noise, such that Tit N2(O, 12). The white
noise process a2 is composeci of uncorrelated but one-clependent random vect.ors.
The error term a2 is inspired of Romano and Thombs (1996, Exemple 2.1). Sec
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also Francci anci Raïssi (2007). finaHy, we iiicluclecl flic ARCH error process a3
{aj, wliere at = H diag(H(1), H(2)), H(l) = {0.7 + O.3a_1(1)}”,
H(2) {0.5 + O.5a_1(9)}’/2. The white noise a3 is concÏitionally Gaussian with
conclitional variance matrix H.
We examineci the empirical frequencies of rejectioll of the miii hypothesis
of model adequacy at two different nominal levels (5 and 10 percent) for each
of two series lellgths (n 600, 1200). For cadi series length, 1000 inciependent
reaiizations were generateci. For cadi reahzation, the tnie model was estimateci
by conclitiona.l least scinares.
for each resiclual time series, the portmanteau test statistics Qj and SAI were
computecÏ for M = 2, 3, 6 anci 10. Tic one-lag test statistics Q(1) and 5(1) were
computeci for 1 1, . . . , 10 but we report the resuits for t 1, . . . , 5 since the
restiits for higlier lags were very similar.
For each nominal levei and for each series of length n, we obtained from tic
1000 realizations tic empirical frequencies of rejection of the nuli hypothesis of
aclequacy. The standard errors of the empirica.l levels baseci on 1000 realizations
are 0.69o anci 0.95 for flic nominal levels 5c a.ncl 10Yo, respect.ively.
The empirical levels of portmanteau test statistics are clisplayecl in Table 1.
Under a Gaussian error tenu, tic 2 clistributioll of the test statistics Q,j anci
$M gave a satisfactory approximation for ail values of M and at the two signifi
cance levels, when the series length was n 600. The test statistic Sj admitteci
very satisfactory empirical levels for ail I’VI’s considereci. This was expected, since
the noise a1 is strong white noise anci $jj is justifiecl uncler the assu;nption of
indepenclent errors. Tic test statistic Q,i offered a satisfactory behavior anci the
differences between Qj and Sj’,i were small in general. As tic sample size increa
seci some improvement.s werc generally observecl. as expecteci. Under uncorrelatcd
but clepenclent white noises, it seemecl that the asymptotic distributions for tic
test statistics QM were well approxirnated by a x2 distribution, but in general
tic 2 approximation appeared ratier inaclequate for Sj,j. More precisely, under
uncorrelated but one-ciependent errors the test statistics Sjj ovcrrejected the null
hypothesis severeiy, particuiarly for smali values of fil. On flic other hand, QM
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TA B. 2 1. Empirical leveis (in percent age) of the portmanteau test
statistics QM anci Spj clefineci hy (2.7) anci (2.9), for the thresholcl
moclel giveil b (2.11) with Gaussian errors, rmcorrelateci but one
depencient errors anci ARCH errors.
a=0.05 a=0.10
n = 600 n = 1200 n = 600 n = 1200
Ai QM $M Qi S.i QM S11 QM SM
Gausszan errors
2 4.5 4.2 5.1 5.0 11.5 9.6 10.4 9.2
3 4.5 4.6 5.0 5.5 10.5 9.5 10.6 9.7
6 4.5 5.3 4.8 5.7 11.6 10.4 10.4 11.3
10 4.1 6.1 4.7 5.3 9.7 10.7 10.6 10.8
Uncorretaed bv.t one-dependent errors
2 5.3 11.3 6.1 12.0 10.5 18.3 11.8 19.2
3 4.9 9.7 6.1 10.3 10.5 16.9 10.8 15.9
6 5.1 8.7 5.5 10.2 10.5 16.0 11.9 17.5
10 4.7 8.0 4.1 10.1 9.7 14.6 11.0 16.8
ARCH eTTOT5
2 5.8 17.7 4.9 17.9 11.9 26.5 10.7 24.6
3 6.7 19.0 4.4 17.4 12.4 26.2 8.9 25.3
6 5.8 15.7 4.8 15.4 11.0 24.3 9.8 23.4
10 5.7 14.3 5.3 13.6 10.9 22.8 9.9 21.6
offereci very satisfactory levels for ail the M’s considered. A similar behavior has
been observed uncler ARCH errors.
The empirical levels of one-lag test statist.ics Q(Ï) anci 8(l) are given in Table
2. Uncler Gaussian errors. the x2 distribution of the test statistics Q(t) anci 8(1)
offereci a satisfactory approximation for ail lags, at the two significance leveis,
with generahy smaii chiferences hetween the two test statistics, for a giveil 1. Ho
wever, uncÏer uncorreiated but dependent errors, the x2 approximation appeared
inaciequate for 8(t). Under uncorrelateci but one-clependent errors the test sta
tistics 8(l) overrejected the nuli hypothesis severally for the first lag, while Q(t)
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TAB. 2.2. Ernpirical levels (in percentage) of the indiviclual lags
test statistics Q(t) anci 3(t) ciefineci hv (2.8) anci (2.10), for the
threshold modeÏ given by (2.11) with Gaussiari errors, uncorrelateci
but one-depencient errors anci ARCH errors.
a=0.05 ci 0.10
n = 600 n 1200 n = 600 n = 1200
t Q(t) 3(t) Q(Ï) 3(1) Q(t) 3(t) Q(i) 3(t)
Gavtsszan errors
1 6.1 4.9 5.2 5.1 11.9 10.8 10.0 9.8
2 4.8 4.7 5.2 .5.0 10.2 9.1 11.3 10.5
3 4.4 4.2 4.6 4.9 9.3 9.7 9.0 8.8
4 5.0 5.1 5.2 5.1 10.0 9.3 11.3 10.6
5 5.6 5.3 5.9 6.2 10.9 10.4 10.9 10.8
Uncorretated but one- dependent errors
1 5.7 12.5 6.0 14.1 11.9 19.3 11.7 22.6
2 5.3 5.5 5.7 5.4 10.6 10.2 11.2 9.9
3 4.5 5.1 4.2 4.2 9.4 10.9 8.2 8.9
4 4.1 1.2 5.1 1.2 9.3 8.6 8.5 9.1
5 1.3 4.4 5.8 5.7 9.3 9.0 10.9 11.4
ARGH errors
1 7.3 17.5 4.7 15.2 13.1 25.5 9.4 21.5
2 5.8 12.1 4.8 12.1 11.3 20.1 11.1 19.8
3 4.4 7.1 5.9 8.7 11.1 13.6 10.8 15.2
4 5.8 6.8 4.8 6.6 11.6 12.1 10.6 11.9
5 5.7 5.9 5.4 5.6 10.7 10.7 9.5 10.5
aclmitted very satisfactory levels for ail vaines of t. Under ARCH errors, 3(Ï)
overrejected the nuil hypothesis for smafl lags.
Overail, the finite sampie performance of the test statistics Q,j anci the com
piernentary one-iag test statistics Q(t), t = 1,. . . , M, seemed satisfactory and
these test statistics can be recommencteci for use for diagnosillg multivariate non
hnear rnodeÏs with martingale chiference errors, which are very cornmon in eco
nornic and financial applications. Assurning independent. errors and using the
34
port mant eau or one-Iag test. proceclures rnay leaci to incorrect illferellceS; ouï em
pirical stucÏv revealeci t.hat assuming indepenclent errors when iu fact the errors
were uncorrelatecÏ but dependent may leaci to severe clistortion in the empirical
levels. This highlights the henefits of cleveloping test proceclures relying on a wea
ker assumption for the error term.
5. Conclusion
In this paper we deriveci the asymptotic distribution of residual autocovariance
a.ncÏ autocorre1a.tioi matrices for a general class of rnultivariate nonlinear time se-
ries mocleis assuming only that the error term is a martingale cliffereuce sequence.
We clevelopeci two types of applications : global test statistics of the portmanteau
type anci olle-lag test statistics. We observeci that the asymptotic distribution of
the proposed test statistics may 5e very clifferent than the one ohtaineci by Li
(1992) assuming iiidepelldient errors. In Monte Carlo experiments, we ciemons
trateci that the proposed portmauteau ancÏ one-lag test statistics have reasonable
finite sample performances, at least for the models considereci. We iiwestigated
the classical test st.atistics for cliagnosing thresholcl tiine series models. Ullder
inclependent. errors, ail the test statistics displayecl a satisfact.ory hehavior. Ho
wever, uncler uncorrelateci but one-clepenclent errors anci uncler ARCH errors, it
appeared that the classical test statistics may 5e unreliable, overrejecting seve
rely, whule the proposed test statistics offered satisfactory levels in most cases. It
is hoped that the proposeci test statistics stuclied in tins paper wilÏ 5e useful for
diagnosing multivariate nonlinear moclels under martingale difference errors.
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CONCLUSION
Dans ce mémoire. nous nous sommes intéressés aux niodéles non-linéaires en
séries chronologiques ;nult.ivariés. Dans un premier temps, nous avons présenté
quelques modèles et nous avons discuté cÏ’tme méthode pour estimer ces mo
clèles. Ensuite, nous nous sommes intéressés à l’article de Li (1992), qui obtient
la distribution asymptotique des autocorrélations résiduelles pour une classe très
générale de modèles non-linéaires umvariés. Notis avons généralisé les résultats
de Li (1992) clans deux directions importantes t nous avons adapté son résultat
an contexte de séries chronologiques multivariées, et ce, en présumant seulement
que le terme d’erreur est une différence de martingale, plutôt qu’un bruit blanc
fort. À partir de ce résultat théorique, nous avons développé cieux statistiques de
tests pour vérifier l’adéquation ci’tm modèle non-linéaire multivarié. Plus précise-
ment, nous avons construit la statistique portemanteau QM qui permet de tester
la signification conjointe des fa(t), t = 1, . . . , M et les statistiques à des délais
individuels Q(Ï) qui testent la signification des Fa(t) lorsque les erreurs forment
une différence de martingale. Finalement, nous avons considéré les statistiques
SM et 8(1) obtenues en présumant que les erreurs sont un bruit blanc fort. Pour
illustrer nos résultats théoriques, nous avons effectué des études de simulations
pour les niveaux en considérant un modèle SETAR multivarié. Ces études visaient
à faire ressortir plusieurs éléments, que nous énonçons par ordre d’importance.
Premièrement. nous avons constaté que lorsque les erreurs de nos modèles étaient
indépendantes, les niveaux empiriques des statistiques de test Q’w, Q(i), Sj et
8(l) étaient tous raisonnablement proches des niveaux théoriciues, comme at
tendu. Cependant, lorsque les erreurs étaient dépendantes mais non-corrélées, les
niveaux empiriques des statistiques classiques $A’I et 8(Ï) affichaient de sévères
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distorsions, alors que les niveaux empiriques de Qj et Q(t) continuaient d’être
près des niveaux théoriques. Ces coiïclusions sont sans aucun cloute les contri
butions les plus originales de ce mémoire. Deuxièmement, nous avons constaté
que les niveaux empiriques des statistiques corrigées QM et Q(t) affichaient de
meilleures performances citie les statistiques non corrigées H.1 et H(i). particu
lièrement pour les grandes valeurs de M et 1, rejoignant. ainsi des conclusions
obtenues dans la littérature clans chautres contextes reliés à celui de ce mémoire.
Finalement nous avons constaté que les niveaux empiriques se rapprochaient de
pltis en plus des niveaux théoriques lorsque n augmente. Il est à noter que les
tailles échantillonales doivent être assez grandes pour obtenir de bons résultats.
Ce constat n’est guère surprenant.. étant clormé la complexité des modèles, affi
chant des particularités non-linéaires, dans un contexte de données dépendantes
multivariées. Suite à cette recherche, nous espérons que les statistiques de test
proposées dans ce mémoire se révèleront des outils grandement utilisés clans la
validation de modèles non-linéaires multivariés en séries chronologiques.
Annexe A
D1MONSTRATION$ DES PRINCIPAUX
R]SULTATS
Dans cette section, quelques démonstrations des principaux résultats obte
nus sont présentées. En particulier, la distribution asymptotique des estimateurs
des moindres carrés est énoncée sans démonstration clans l’article. Bien que la
preuve repose sur des modifications de la preuve originale effectuée clans Tjøs
theim (1986) voir aussi Taniguchi et Kakizawa (2000, Théorème 3.2.26), par
souci de complétucle et de rigueur nous la présentons ici en annexe. Le résultat
est original et ne semble pas disponible clans la littérature, même si la conclu
sion est quelque peu anticipée. De plus, la preuve du théorème principal donné
clans l’article était présentée plutôt succintement. Nous fournissons ici une preuve
détaillée.
Al. DIsTRIBuTIoN DES ESTIMATEURS DES PARAMÈTRES DANS
UN MODÈLE NON-LINÉAIRE MULTIVARIÉ
Considérons un modèle non-linéaire multivarié de dimension cl défini clans
l’équation (0.1). Définissons le critère des moindres carrés comme suit
= aE;’a,,
t=r+1
ou de manière équivalente
{Y f(I,o)}T {Y —f(I_1,O)}.
A-ii
Rappelons que le choix de la constante T est discuté clans Tanigudhi et Kakizawa
(2000, p. 98). Soit 00 la vraie valeur de 0. Supposons que S(0) est deux fois
différentiable par rapport à 0. Alors, le développement en série de Taylor de
S (0) autour de 0 est
S(0) $(0o)+(0— Q)T85fl(00) + (0 — Q)T3Sfl(°0)(0 0)
T f 325n(0D) 825 (0*)
——0—0o) S
—
-2 aoao 0oao j
= S(O) +(O— 0)TH(O0) + to— 0)TV (0 —0e)
— 80)TT (0*)(0
—
où 0* est un point intermédiaire entre O et 00. Le théorème suivant est dû à
Klimko et Nelson (1978).
Théorème A.1.1. Supposons que {Y. t E Z} et S,(0) sont tels que quand n
—
oc:
(Bi) n-’3S(00)/80 o,
(32 n’Va V où V est une matrice K x K définie positive, et
(33) pour jk = 1,.. .,K:
lim sup(n8)1IT(0)jJ <oc p.s.
où, Tn(O*)jk est la (j, k) ième composante de T(0*).
Alors, ii existe une suite d’estimateurs tel que 4 0o, et pour tout e > 0, il
existe un évènement E avec P(E) > 1 — e et un n0 tel que sur E, pour n > n0,
O et S(0) atteint un mimmum relatif à ê,,. De plus si:
(B) n’/28S(0°)/0O N(O, W), pour une certaine mat’rce de variance W,
alors
n1/2(ê
— 0) + N(O, V1WV’).
On peut maintenant trouver la distribution asymptotique de ê,. Pour faciliter
la présentation de la preuve, nous énonçons à nouveau le théorème que nous
voulons démontrer.
A-iii
Théorème A. ] .2. Soit {Y,. t E Z} un processus strictement stationnaire et er
godique tel que E {HYt 2} < oc et où f(I_1, 0) est trois fois différentiable p.s.
sur un ensemble ouvert B contenant ta vraie valeur Oo. De plus, on suppose que
les conditions suivantes sont ‘respectées
(Cl) Pourj,l —1 K
E
[
{f(i_1, Q)T_1f(1 0) } <
et
E
[
(C2) Pour j = 1,. . . ,K, tes vecteurs
l/2Of(It_l, 0)
a
sont linéairement indépendants au sens de t ‘algèbre linéaire.
(C3 Pour O E B, il existe une fonction H1(Y1 , Y_1) telle que
{ftIt_i,o)T1f(Iti,o)}
avec
E(H1) <oc,
pouri,j,l=1,...,K.
(C4) De plus, la matrice suivante existe
R= E [{af (ItLOO)T1
}
T Oo)}]
<oc.
Alors il existe une suite destimateurs b telle que ê,, 0o, et pour tout e > O,
zt existe un évènement E avec P(E) > 1 — e et un n0 tel que sur E, pour n > n0,
3S(ê)/30 O et $,(0) atteint un minimum relatif à 0 De plus,
n’2 (è. — o0)
- N(o, W’Ru’),
où
U —
_________ ________
a 80T
et R est défini plus haut.
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On note que si {at} est un bruit blanc fort, alors
i/2 (è — o) N(o, U1). (A.1.1)
Preuve. Commençons par calculer la dérivée de notre critère. La dérivée première
est
T_1tDS7(O0)
— 2’’aDOT t a
t= 1
T _iDftIt_i,Oo)
= —2Zat a . (A.1.2)
t= 1
De l’hypothèse que le processus soit strictement stationnaire et ergoclique, du
Théorème 1.2.2, de l’équation (A.1.2) et de l’hypothèse (Cl) on obtient
_1Ds(o0) Df(I_1, o0)T1
{Y — f(I_1, Oo)}l O.DO DO ILt=i J
Alors, l’hypothèse (31) du Théorème A.1.1 est satisfaite. Pour la dérivée seconde
du critère on a
D23n(Oo)
— È i Dat D (Dat \\vecDoDo’ — . DOt= 1
Df(I1, Qo) Df (Ii_i, 0)
= 2 DOT
t= 1
n D “ Df(I1,O0)
+2Z(aT’®Ii) vec( ).DOT \j DOT
Pour deux matrices A et B, A®B dénote le produit de Kronecker entre ces deux
niatrices. Harville (1997) discute des propriétés entourant le produit de Kronecker.
Or, en invoquant le théorème de la double espérance on remarque que
t nE <2Za’ ®ii_-zrvec()}
D DaE [E {2 (a:’ ® Ii) vec
(T)
= o.
t=zl
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En utilisant ce résultat. on obtient de l’hypothèse que le processus soit strictement
stationnaire et ergoclique, du Théorème 1.2.2 et de l’hypothèse (Bi) que
‘9c’ (n ‘
1U 3n7O) p.S
n —2U.
oao
En utilisant le fait que les vecteurs “28f(I_1, O0)/aO. j 1, K, sont
linéairement indépendants (hypothèse (02,)), ou peut montrer que U est définie
positive, ce qui vérifie l’hypothèse (32f De même, l’hypothèse (33,) est vérifiée
à partir de l’hypothèse (03) et du Théorème 1.2.2. Finalement, l’hypothèse (B)
du Théorème A.i.i découle directement du Théorème 1.2.3, ce qui conclut la
preuve. La démonstration clii résultat énoncé dans l’équation (Ail) découle du
fait que si {at} est un bruit blanc fort, alors R = U.
A.2. DIsTRIBuTIoN DES AUTOCOVARIANCES RÉSIDUELLES DANS
UN MODÈLE NON-LINÉAIRE MULTIVARIÉ
Commençons par trouver la distribution asymptotique de Ca.
Lemme A.2.1. Si {at, t Z} est une diffé’rence de martingale de moyenne zéro,
alors
flU2Ca % N(O, M),
où
i,j = 1,..., M,
avec
jj = E(aa Øa1a).i,j
Lorsque {at} est une suite de vecteurs aléatoires indépendants, la matrice de
variance asymptotique se simplifie de la manière suivante
= ‘M 0 a 0 Za.
Le résultat présumant que {a} est composé de vecteurs aléatoires indépen
dants est démontré dans Li et Mcheod (1981). Pour démontrer notre théorème
principal, nous avons également besoin de trois lemmes.
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Lemme A.2.2.
—00
1 {z +Op(fl’),
où $ —2 8f(I_1, 0)/8OTlat.
Preuve. Considérons un développement en série de Taylor de fll/20$n(bn)/00
autour de 0, on obtient alors
O — _h/20n)
+
1 {0) + T(0*)} nl/2(ê —
où 0* est un point intermédliaire entre O et Oo. Comme n_l/2T(0*)(Û,, — O) est
op(1), On a
f 0S(O) ‘ 0S(Oo) -1/2O
— 00
= f 0000T f 00 + Op(fl ),
f 0f(I1, O) T_i 0f (It_1 Oo) 0f(I_1, 0) T
a oo 00 aat
tl t 1
±op(n1/2).
Utilisant la définition de nous obtenons le résultat.
Lemme A.2.3. C = Ca + j(&i 0) + Op(fl’I2), où
;T_ 1TT
d — ---
avec
Jk (a_ ® Id)
0)•
t=1+k
Preuve. Considérons un développement en série de Taylor de Ca autour de
0 évalué en
Ca 12câca+(On_Oo)+op(n ).
Il reste à expliciter la matrice de dérivées de OCa(j)/OOT. Notons que
vec(a).
t=i+1
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Ainsi en dérivant, par rapport. à 0
n
avec(aa)aCa(?) — 1
_________
aoT
— ao
ti+1
t {tId @a= — Øat) +(a_®aoTti+1
Or. en invoquant. de nouveau le théorème de la double espérance on remarque
que
_____
1
Z(1d®at) aoT at_iç
f’ n
E [E (Id®at)
;t_i}Ï
o.
t=i+1
On a donc que
3Cat) P
E{
0f(It_i0o)}(a 0 Li) T
Des manipulations simples permettent de conclure que
C Ca + T(0n O) + op(n_1/2),
étant donné que
— Oo = op(n1/2) et que aca(i)/aOT moins son espérance
converge vers o à la vitesse .,_1/2
y I’) 1/Lemme A.2.4. La cova’riance asymptotique entre n
— 0) et n Ca esL
égale à UJ*T, où
j*T
—E fJ*T ?vI)71
avec
n f(It_y,0o)TlTj*T (ak®Id) ao a
t= 1 +k
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Preuve. Pour démontrer le résultat. il suffit de calculer la covariance pour un
des délais.
nE {Sc(i)} = nE {_2 Oo) l vec(atai))
T}
t 1 J +1
—2E
{2
(af(1t Oo)T) (a ø a)
= —2E ®
1 f(I1_ 0T }
En utilisant le lemme A.2.2 on obtient bien que
nE {(è — Qo)c(i)} = U’E {ÈtaTi j8f(I_ Oo)T_lT}
Ceci conclut, la. preuve. Nous pouvons maintenant énoncer notre théorème prin
cipal.
Théorème A.2.1. Soit une série chronologique définle par Ï’équation (0.1). Alors,
n’12c - N(O, ),
où ! — JU_1J*T — J*U_1JT + JU_1RU_1JT avec J, U’ et J* définies
respectivement dans le lemme A.2.3, dans le théorème A.1.2 et clans le lemme
A.2..
Preuve. En utilisant le lemme A.2.3 on obtient que nVar(êa) et
nVar {a — J(ê
— O)} ont la même limite et
nVar {a
—
— Oo)} = nE [{a — J(ê — O)} {ca — — }T]
= nE [(CaC) - j {tbn - 0o)c}]
+nE
—
Q)} 1T + JVar(n)JT],
— JU_1J*T
— J*U_1JT + JURU_lJT.
La dernière égalité découle du lemme A.2.4 et du lemme A.2.2.
Annexe B
SIMULATIONS COMPLÉMENTAIRES
Dans ce chapitre, nous avons effectué des simu1atiois supplémentaires pour
mettre en évidence la différence entre les statistiques corrigées pour les niveaux
Q et Q(t) et les statistiques non corrigées pour les niveaux HAI et H(t), dé
finies respectivement clans les équations (15.4), (1.5.2), (1.5.3) et (1.5.1). Plu
sieurs auteurs ont. traitées des différences entre ces statistiques. Entre autres, Du
chesne (200.5) mentionne que les niveaux empiriques des statistiques corrigées soit.
meilleurs que pour les statistiques non corrigées, en particulier pour de grandes
valeurs de M et t. Pour cette étude, nous avons considéré le même modèle que
clans l’article avec différentes valeurs pour les paramètres. Plus précisement, nous
avons utilisé le modèle suivant
=
+ at, (1) <0. (3.1)
+ at, _(1) 0,
où
(0.5 0.2 2 —0.5 —0.2L î= I0.2 0.5 ) —0.2 —0.5
Pour le terme d’erreur, nous avons considéré les trois mêmes processus que
clans l’article en changeant de nouveau les valeurs des paramètres. Premièrement,
nous avons inclus un terme d’erreur Gatissien a4 = {at}, tel que at ‘ N2(O, ra),
avec
t 1.0 —0.3Ea1
—0.3 1.0
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Ensuite, 11OUS avons considéré a5 {at} avec at T1Lr_1(2), où rj = {i. t Z},
= (7](1), ?)t(2))T, est un bruit blanc Gaussien tel que : N2(O, 12).
Finalement, nous avons inclus cieux termes d’erreurs ARCH, soit mi mo
dèle à structure de variance conditionnelle diagonale a6 {at}, où at
H = cliag(Ht(1), H(2)), H(i) {0.0i + O.O3a_1(1)}’/2, H(2) {0.O1 +
0.02a_1(2)}’/2. et un modèle à structure de variance conditionnelle non-diagonale
{at}. où at = Hîj. avec une matrice deux par cieux satisfaisant. V =
avec l’(1, 1) = O.01+0.3a_1(1), V(2, 2) = 0.005+0.4a_1(2)+0.06a2(2),
14(1,2) = 14(2, 1) = 0.2a_i(i)a_i(2).
Nous avons étudié les niveaux empiriques des statistiques Qij, H1,, Q(1) et
H(t) aux niveaux nominaux 5% et 10% pour deux tailles écliantillonales chifé
rentes (n = 600, 1200). Pour chaque série, 1000 réalisations indépendantes ont
été générées. Les statistiques portemanteaux et HM ont été calculées pour
les valeurs M = 1. 2, 3, 6, 10. 15 et. 20. Les statistiques à délais individuels Q(1) et.
H(t) ont été calculées pour les valeurs 1 = 1,. . . 8.
En analysant les résultats présentés dans les tableaux 3.1, B.2. 3.3 et B.4, on
remarque que les statistiques corrigées pour les niveaux Q.j et Q(l) affichent de
meilleurs niveaux empiriques que les statistiques non corrigées pour les niveaux
HM et H(l). Ce comportement est particulièrement évident lorsciue l’on compare
Q,j et HM, pour M 10, 15 et 20.
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TAB. B 1. Niveaux empiriques (en pourcentage) des statistiques
de test portemanteau QM et HM défini par (1.5.4) et (1.5.3), pour
le modèle (3.1) avec erreurs gaussiennes, erreurs non-corrélées mais
dépendantes et erreurs ARCH.
c =0.05 OE= 0.10
n = 600 n = 1200 n = 600 n = 1200
i4 Q H Qi Hii QAI Hsi QA’I HM
Erreurs gaussiennes
1 5.7 5.6 .5.5 5.2 11.0 10.7 10.4 10.3
2 4.6 1.6 .5.3 5.0 9.9 9.6 10.4 10.1
3 5.1 .5.0 5.9 5.6 10.5 10.2 10.8 10.5
6 4.4 4.2 5.5 5.2 9.1 9.0 10.4 10.4
10 4.8 4.8 5.0 4.8 10.0 9.9 9.8 9.6
15 5.0 4.8 5.1 4.7 10.3 9.8 10.1 9.6
20 4.7 4.3 4.9 4.4 9.6 9.2 9.5 9.0
Erreurs non- corrélées mais dépendantes
1 6.3 6.1 5.7 5.5 11.8 11.5 11.1 10.9
2 5.8 5.7 5.5 5.5 11.2 11.1 11.0 10.9
3 5.1 5.1 5.2 .5.1 10.5 10.5 10.4 10.2
6 4.7 4.6 5.1 5.0 9.5 9.4 10.4 10.2
10 4.8 4.6 4.8 4.7 9.8 9.6 10.0 9.7
15 4.5 4.3 5.1 4.8 9.4 9.2 9.8 9.7
20 4.9 4.7 1.7 4.6 9.8 9.7 9.5 9.4
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TA B. 13.2. Niveaux empiricirles (en pourcentage) des statistiques
de test portemanteau Qj et H1 défini par (1.5.4) et (1.5.3), pour
le modèle (3.1) avec erreurs ARCH à structure cÏe variance concli
tionnelle dhagollale (ARCH- D) et noii-cÏiagonale (ARCH-ND).
= 0.05 = 0.10
n 600 n = 1200 n 600 n = 1200
M QM H1 QM HM QM H11 QM HM
Erreurs ARCH-D
1 7.2 7.1 5.6 5.5 12.9 12.7 11.0 10.9
2 6.2 6.1 5.2 5.0 11.5 11.2 10.3 10.1
3 5.8 5.7 4.7 4.6 11.0 10.8 9.7 9.6
6 5.4 5.3 5.1 4.9 10.7 10.7 9.8 9.8
10 5.1 5.0 5.3 5.2 10.3 10.1 10.4 10.3
15 4.9 4.7 5.0 4.8 10.2 10.0 10.1 9.8
20 4.8 4.7 5.1 1.8 9.8 9.6 9.9 9.8
Erreurs ARGH-ND
1 5.6 5.4 5.5 5.5 10.3 10.0 10.8 10.8
2 5.5 5.5 5.2 5.0 10.5 10.2 10.0 9.9
3 5.4 5.3 4.7 1.6 10.2 10.0 10.2 10.1
6 4.0 3.9 5.1 4.9 9.4 9.1 9.7 9.4
10 4.0 3.8 5.3 5.2 7.3 6.8 9.7 9.1
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TAB. 13.3. Niveaux empiriclues (en pourcentage) des statistiques
de test à délais individuels Q(i) et H(l) défini par (1.5.2) et (1.5.1),
pour le modèle (Bi) avec erreurs gaussiennes et erreurs non-
corrélées mais dépendantes
0.05 0.10
n = 600 n = 1200 n 600 n = 1200
t Q(t) H(i) Q(Ï) H(Ï) Q(t) 11(1) Q(t) H(l)
Erreurs gaussennes
1 5.7 5.6 5.5 5.2 11.0 10.7 10.4 10.3
2 1.2 4.0 4.9 4.9 9.0 8.8 10.2 10.0
3 5.4 5.2 5.6 5.6 10.3 10.2 10.9 10.8
4 4.3 4.1 4.8 4.8 8.9 8.6 9.7 9.5
5 4.5 4.4 5.1 5.0 9.4 9.4 10.2 10.1
6 4.8 4.8 5.5 5.5 10.0 9.8 10.5 10.4
7 5.2 5.0 4.9 4.7 10.1 9.7 10.0 9.6
8 4.8 4.6 5.3 5.2 9.7 9.6 10.3 10.2
Erreurs non-corrétées mais dépendantes
1 6.3 6.1 5.7 5.5 11.8 11.5 11.1 10.9
2 5.4 5.4 5.5 5.4 10.6 10.5 10.5 10.5
3 4.9 4.8 5.1 5.0 9.6 9.6 9.9 9.8
4 5.5 5.3 4.4 4.3 10.8 10.5 9.2 9.1
5 4.7 4.7 4.9 4.7 9.7 9.5 10.0 9.8
6 4.2 4.1 5.2 5.0 9.0 8.9 10.3 10.1
7 4.8 4.6 4.5 4.4 9.9 9.8 9.6 9.6
8 5.1 4.9 4.8 4.8 10.1 9.8 9.9 9.8
5.5 13.1 12.9 11.3 11.2
1.9 11.0 10.9 10.0 9.9
4.3 11.1 11.0 9.2 9.0
5.0 9.3 9.2 10.3 10.3
5.1 10.3 10.3 10.5 10.3
4.7 9.6 9.2 9.7 9.5
4.1 10.1 10.0 9.4 9.3
4.8 9.5 9.4 9.6 9.6
Erreurs ARCH-ND
5.5 10.3
4.9 8.7
5.0 8.7
5.3 9.2
5.3 6.7
5.5 8.9
4.5 7.3
5.8 7.5
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TfB. B.4. Niveaux empiricues (en pourcentage) des statistiques
de test à délais individuels Q(t) et H(t) défini par (1.5.2) et (1.5.1),
pour le modèle (Bi) avec erreurs ARCH à structure de variance
conditionnelle diagonale (ARCH-D) et non-diagonale (ARCH-ND).
= 0.05 = 0.10
n = 600 n = 1200 n = 600 n = 1200
Q(Ï) H(Ï) Q(Ï) H(l) Q(l) H(t) Q(t) H(i)
Erreurs ARCH-D
1
9
3
4
5
6
7
8
1
9
3
4
5
6
8
7.2
5.5
5.8
4.6
5.1
4.7
5.3
4.8
5.6
5.0
4.5
4.4
3.3
4.7
4.1
4.1
7.1 5.6
5.5 4.9
5.6 4.4
4.5 5.1
5.1 5.3
4.5 4.8
5.0 4.3
4.6 4.9
5.4 5.5
5.0 5.0
4.4 5.0
4.3 5.3
3.1 5.3
4.3 5.7
3.7 4.5
4.0 5.9
10.0 10.8 10.8
8.7 9.9 9.7
8.5 9.4 9.3
9.0 11.1 10.9
6.7 12.3 12.1
8.5 11.2 10.9
6.7 9.1 8.8
7.2 11.1 11.1
Annexe C
CODE INFORMATIQUE
Voici le code pour les erreurs ARCH, n600.
on initialise le nombre d’itération(B), le nombre de délais
individuels(M), le nombre de séries considérées(d) et les valeurs
d’intérêt pour la statistique Portemanteau(taille)
************************
B=1000
M= 10
d=2
n=600
taille_vector(length=4)
taille [1] =2
taille [21=3
taille[3]=6
taille [41 =10
************************
on initialise les points critiques
************************
pcind5_qchisq(0. 95, d*d)
pcindlo_qchisq(0 .90, d*d)
pcindl_qchisq(0.99, d*d)
pcport5_vector(length=(length(taille)))
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pcportlo_vector(length=(length (taille)))
pcport1_vector(length(length(taille)))
pcport5[lLqchisq(0. 95,taille[1]*d*d)
pcportlo ti] _qchisq(0.90 ,taille [1] *d*d)
pcportl [1] _qchisq(0.99 ,taille [1] *d*d)
pcport5 t2] _qchisq(0.95 ,taille [21 *d*d)
pcportl0 [2] qchisq(0.90, taille [2] *d*d)
pcport 1 [2] qchisq(0.99, taille [2] *d*d)
pcport5 [3] .qchisq(0 .95 ,taille [3] *d*d)
pcportlo [3] _qchisq(0 .90 ,taille [3] *d*d)
pcportl [3] _qchisq(0 .99 ,taille [3] *d*d)
pcport5 t4] _qchisq(0.95 ,taille [4] *d*d)
pcportlo [4] _qchisq(0 .90, taille [41 *d*d)
pcportl [41 _qchisq(0. 99,taille [4] *d*d)
************************
on initialise les vecteurs et matrices utilisés
************************
resultQMtest_matrix(0,nrow=B,ncol=(length(taille)))
resultQM5<-matrix(0,ncol=1,nrow=(length(taille)))
resultQMlO<-matrix(0 ,ncol=1 ,nrow=(length (taille)))
resultQMl<-matrix(0 , ncoll , nrow=(length(taillefl)
resultQMstar5<-matrix(0 , ncol=1 ,nrow=(length (taille)))
resultQMstarlo<-matrix(0,ncol=1,nrow=(length(taille)))
resultQMstarl<-matrix(0 ,ncol=1 ,nrow=(length (taille)))
resultQM_vector(length=(length(taille)))
resultMstar_vector(length=(length (taille)))
resultQLtest_matrix(0 ,nrow=B , ncol=M)
resultQL5<-matrix(0 , ncol=1 , nrow=M)
resultQLl0<-matrix(0 ,ncol=1 ,nrow=M)
resultQLl<-matrix(0 ,ncol=1 ,nrow=M)
resultQLstar5<-matrix(0,ncol=1 ,nrow=M)
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resultQLstarlO<-matrix(O ,nco11 ,nrow=M)
resu1tQLstar1<-matrix(O,nco11 ,nrowM)
resultQl_vector (length=M)
resultQlstar_vector(length=M)
tempQl_vector(lengthM)
temp1star_vector(length=M)
resultQMtestgen_matrix(O , nrowB , ncol=(length (taille)))
resultQM5gen<-matrix(O , nco11 , nrow=(length (taille)))
resultQMlOgen<-matrix(O ,ncol=1 ,nrow(length (taille)))
resultQMlgen<-matrix(O,ncol=i ,nrow=(length(taille)))
resultQMstar5gen<-matrix(O , ncol=1 , nrow(length (taille)))
resultQMstarlOgen<-matrix(O ,ncol=1 ,nrow=(lengtli (taille)))
resultQMstarlgen<-matrix(O , ncol=1 , nrow=(length (taille)))
resultQMgen_vector(length=(length (taille)))
resultQMstargen_vector(1engtli(length(tai1le)))
resultQLtestgen_matrix (O , nrow=B , ncol=M)
resultQLbgen<-matrix(O ,ncol=1 ,nrow=M)
resultQLlOgen<-matrix(O ,ncol=1 ,nrow=M)
resultQLlgen<-matrix(O,ncol=1 ,nrow=M)
resultQLstar5gen<-matrix(O ,ncol=1 ,nrowM)
resultQLstarlOgen<-matrix(O,ncol=1 ,nrow=M)
resultQLstarlgen<-matrix(O ,ncol=1 ,nrow=M)
resultQlgen_vector (length=M)
resultQlstargenvector(length=M)
tempQlgen_vector (1engthM)
tempQlstargen_vector(length=M)
resultQMtestsc_matrix(O ,nrow3 ,nco1(1ength(tai11e)))
resultQM5sc<-matrix(O ,ncol=1 ,nrow=(length(taillefl)
resultQMlOsc<-matrix(O,ncol=1,nrow=(length(taille)))
resultQM1sc<-matrix(O,nco11,nrow=(length(tail1e)))
resultQMstar5sc<-matrix(O,ncol=1,nrow=(length(taïlle)))
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resultQMstarlosc<-matrix(0,ncol=1,nrow=(length(taille)))
resultQMstarlsc<-matrix(0,ncol=1,nrow=(length(taille)))
resultQMsc.vector(length=(length(taille)))
resultQMstarsc.vector(length=(length (taille)))
resultQMtest_matrix(0 ,nrow=B , ncol=(length (taille)))
I_diag(M)
Yt_matrix (nrow=2 , ncol= (n÷200))
ft_vector(length=(n+200))
Fttrans_vector(length=(n+200))
ca_vector(length=M*d*d)
castar_vector(length=M*d*d)
on initialise les valeurs des paramètres du modèle
phulll=0.7
phi 112=0
phil2l=0.3
phil22=0 .7
phi2ll=-0 .7
phi2l2=0
phi22l=-0.3
phi222=-0 .7
on crée les fonctions nécessaires pour chaque itération
phil<-function(philll ,phill2,phil2l ,phul22){
phil<-matrix(nrow=2 ,ncol=2)
phil [1, 1]=philll
phil[1,2]=phill2
phil[2,1]=phil2l
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plu [2,21 =phil22
phi 1
}
vec<-fujiction(x) {
y<-t(t(as vector(xD)
y
}
for (w=1 :3, {
************************
on crée le terme d’erreur
************************
Atl_matrix(O,nrow=(n+1501) ,ncol=2)
Attempl_rnorm(1)
Attemp2_rnorm(1)
Atl [1,1] _Attempl
Atl[1 ,2]_Attemp2
for( i in 2:(n+1501fl{
Atl[i,1]=rnorm(1,mean=O,sd=(sqrt(O.7+O.3*(Atlt(i_1),1])’2)))
At1[i,2]=rnorm(1,mean=O,sd=(sqrt(O5+O.5*(At1[(i-1),2])2)))
}
Atl_Atltl3Ol: (n+1501),]
Yt[1,1]=O.O1
C-vi
Yt[2,1]»0.01
Fttrans [11 0
************************
on génère les domiées
************************
for(i in 2:(n+200)){
Ftifelse(Yt[1,i-1]>0,1,0)
Fttrans [i]=ifelse(Yt [1,i-1] >0,1,0)
Yt[1,il=Ft*(philll*Yttl,i-1]+phill2*Yt[2,i-1J
+Atl[i,1J)+(1-ft)*(phi2ll*Yt[1,i—1J+phi2l2*Yt[2,i—1]+Atl[i,1])
Yt[2,i]=Ft*(phil2l*Yt[1,i-1]+phil22*Yt[2,i-1]
+Atl[i,2])+(1-Ft)*(phi22l*Yt[1,i-4]+phi222*Yt[2,i-1]+Atl[i,2])
}
ftstat<-Fttrans [201: (n+200)]
Ytstat<-matrix(nrow2 ,ncol=n)
Ytlstatregl<-matrix(nrow=2 ,ncol=n)
Ytlstatreg2<-matrix(nrow=2 ,ncol=n)
for(i in 1:n){
Ytstat[1,i]=Yt[1,200+i]
Ytstat [2, j] =Yt [2, 200+i]
}
for(i in 1:n){
Ytlstatregl [1, il =Yt [1, 199+i] *Ftstat [i]
Ytlstatregl [2, il =Yt [2, 199+i] *Ftstat [ï]
I
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for(i in 1:n){
Ytlstatreg2 tl, i]=Yt [1, 199+i] *(1-ftstat [il)
Ytlstatreg2 [2, il =Yt [2, 199+i] *(1-Ftstat [i])
}
************************
on estime le modèle
************************
setar<-n1s(Ytstatphi1(phi111 ,phull2 ,phil2l ,phi122)%*°,,Yt1statreg1
+phil(phi2ll ,phi2l2 ,phi22l ,phi222)*7,Yt1statreg2,
start=list(philll=0.7,phill2=O.01,phil2l=0.3,phil22=O.7,
phi2ll=-0 .69 ,phi212-O .01 ,phi22l=-0 .29 ,phi222=-0 .69))
phulllhat=setar [1] $parameters [1]
phill2hat=setar [1] $parameters [2]
phil2lhat=setar [11 $parameters [3]
phil22hat=setar [1] $parameters t41
phi2llhat=setar [11 $parameters [5]
phi2l2liat=setar [1] $parainet ers [6]
phi22lhat=setar [1] $parameters [Z]
phi222hat=setar [11 $paraniet ers [8]
A<-function(t) {
A<_matrix(nrowrz8 ,ncol=2)
A[1, 1] Yt1statreg1 [1 ,t]
A[2, 11Yt1statreg1t2,t1
A[3, 1]=0
A[4,1]=0
A[5, 1]=Ytlstatreg2[1,t]
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A[6, 1] =Ytlstatreg2 [2, t]
A[7,11=0
A[8, 11=0
A[1,2]=0
A[2,2]=0
A[3 , 2] =Ytlstatregl ti ,tl
A[4 , 2] =Ytlstatregl [2, t]
A[5,2]=0
A[6,2]=0
A[7, 2] =Ytlstatreg2 [1, t]
A[8 , 2] =Ytlstatreg2 [2 ,t]
A
}
on garde les résidues
ressetar<-Ytstat- (phil (phillihat ,phill2hat ,phil2lhat ,phil22hat)
7*Yt1statreg1+phi1(phi211hat ,phi2l2hat ,phi22lhat ,phi222hat)
lstatreg2)
reshat_t (ressetar)
on calcule les matrices pour la statistique de test
************************
sigmahat<-(1/n)*(t(reshat)%*%reshat)
sigmaIatinverse_solve(sigmahat)
************************
C-ix
la matrice U
************************
Uhat<-matrix(O ,nrow8 ,ncol=8)
for(i in 1:n){
}
************************
la matrice R
Rhat<-matrix(O , nrow=8 , ncol=8)
for( i in i:n){
RhatRhat+((i/n)*((A(i)°*°hsihatinverse4*reshat Li,])
}
Var<-solve(Uhat)
************************
la matrice J
************************
Jhat<-matrix(O , nrow=M*d*d, ncol8)
for( i in 1:M){
Jihat<-matrix(O ,nrow=8 , ncol=d*d)
for(k in (i+1):n){
C-x
Jlhat<-Jlhat+kronecker(t(reshat[k-i,]) ,A(k))
}
Jlhat<- (1/n)*Jlhat
Jhat[(d*d*(i-1)+1):(d*d*i),1:8](t(Jlhat))
}
************************
la matrice Jtild
Jhattild<-matrix(O ,nrow=M*d*d,ncol8)
for( ± in 1:M){
Jlhattild<-matrix(O , nrow=8 , ncol=d*d)
for(k jn (±+1):n){
temp2_(A(k)*(sigmahatinverse70*reshat [k,] 7*7t (reshat [k,])))
Jlhattild<-Jlhattild+kronecker(t(reshat[k-i,]) ,temp2)
}
Jlhattild<- (1/n)*Jlhattild
Jhattild[(d*d*(±-1)+1):(d*d*i),1:8]=t(Jlhattild)
}
************************
on estime les autocovariances résiduelles
C-xi
************************
for(i in i:M){
cal<-matrix(O , nrow=d ,ncol=d)
±or(k in (i+i):n){
ca1<-ca1+(t(t(reshat[k,])))°/*70(t(reshat[(k-i),J))
}
ca[(d*d*(i-1)+1) : (d*d*i)]<-vec(cal)
}
ca<-(i/n)*vec(ca)
for(i in 1:M){
cal=ca[(d*d*(i-1)+i) (d*d*(i—i)+4)J
************************
on calcule les statistiques pour les délais individuels
************************
Omegal<-kronecker(sigmahat
, sigmahat)
-Jhat[(d*d*(i-i)+1) : (d*d*i),1:8]
*4Var4*4(t(Jhatr(d*d*(i-1)+1):(d*d*i),1:3]))
resultQlti1<-n*(t(cal))*4(solve(Omegal))4*4(t(t(cal)))
resultQlstar [j] < (n/ (n-i)) *resultQl [i]
C-xii
resultQLtest [w, j] =resultQl [i]
resultQL5 [il <-resultQL5 [il
+ifelse(resultQl [j] >pcind5,1,0)
resultQLlO [j] <-resultQLlO [j]
+ifelse(resultQl [il >pcindlo,1,0)
resultQLl [j] <-resultQLl [j]
+ifelse(resultQl [il >pcindl, 1,0)
resultQLstar5 [i] <-resultQLstar5 [ï]
+ifelse(resultQlstar [il >pcind5,1,0)
resultQLstarl0 tu <-resu1tLstar10 [j]
+ifelse(resultQlstar [j] >pcindlo,1,0)
resultqLstarl [i] <-resultQLstarl [ï]
+ifelse(resultQlstar [ï] >pcindl, 1 , 0)
Varcal_matrix (0, nrow=d*d , ncol=d*d)
for( j in (M+1):n)
{
Varcal_Varcal+kronecker(reshat [(j-i),]
*t(reshat[(j_ï),]),reshat[j,]’4*4t(reshat[j,]))
}
Varcal= (1/n) *Varcal
Omegalgen_Varcal-Jhat[(d*d*(i-1)+1):(d*d*i),1:8]
4*%Var4*4(t(Jhattj1d[(d*d*(j_1)+1) :(d*d*i),1:81))
C-xiii
_Jhatti1d[(d*d*(i-1)+1):(d*d*i),1:8]4*
Var4*%(t(Jhat[(d*d*(i-1)+1):(d*d*i),1:8J))
+Jhat[(d*d*(i—1)+1) (d*d*j) 1.3]
resu1tQ1genti]<_n*(t(ca1))*(so1ve(0mega1gen))*(t(t(ca1)))
resultQlstargen [il <- (n/ (n-i)) *resultQlgen [il
resultQLtestgen [w, i] resu1tG1gen [il
resultQL5gen [il <-resultQL5gen [il
+ifelse(resultQlgen [il >pcind5, 1,0)
resultQLlogen [i] <-resultQLlogen [i]
+ifelse(resultQlgen [i] >pcindlo, 1,0)
resultQLlgen[i] <-resultQLlgen[i]
+ifelse (resultQlgen [il >pcindl, 1,0)
resultQLstar5gen [il <-resultQLstar5gen [il
+ifelse (resultQlstargen [i] >pcind5, 1,0)
resultQLstarl0gen [il <-resultQLstarlogen[i]
+ifelse (resultQlstargen [il >pcindl0, 1,0)
resultQLstarlgen [il <-resultQLstarlgen [i]
+ifelse(resultQlstargen [i] >pcindl, 1,0)
}
for(i in 1:M){
castarl<-matrix(0 , nrow=d , ncol=d)
for(k in (i+1):n){
C-xiv
castar1<-castari+(t(t(reshat[k,])))*(t(reshat[(k-i),]))
}
castar[(d*d*(i-1)+1):(d*d*i)]<-sqrt((n/(n-i)))*vec(castarl)
}
castar<-(1/n)*vec(castar)
astack_function(t , reshat , M, d) {
result_matrix(O ,nrowd*M,nco1=1)
for(j in 1:M){
resultt(2*j_1) (2*j)1=vec(reshat[(M+t-j) ,J)
I
resuit
}
Varca_matrix(O ,nrow=M*d*d,ncol41*d*d)
for( j in 1:(n-M))
{
Varca_Varca+kronecker(astack(j ,reshat ,M,d)
7,*Xt(astack(j,reshat,M,d)),reshat[(j+M),J*%t(reshat[j+M,1))
}
C-xv
Varca=(1/n) *Varca
for(i in 1:(lengtli(taille))){
catemp_ca[1: (d*d*tajlle [i])]
castartemp_castar[1: (d*d*taille [il)]
************************
on calcule les statistiques portemanteaux
************************
Omega<-kronecker(kronecker(diag(taille[i]) , sigmahat) ,sigmahat)
-Jhat [1: (d*d*taille [j]) ,1:8]
7*4Var70*4(t(Jhat[1:(d*d*taille[i]),1:8]))
Omega<-solve(Omega)
Omegagen<-Varca[1: (d*d*taille[i]) , 1: (d*d*taille[i])]
-Jhattild[1: (d*d*tajlle [il) , 1:81 7*Dh
Var70*4(t(Jhat[1: (d*d*taille[i]) ,1:8]))
-Jhat [1: (d*d*taille [il) , 1 :81 *Var*
(t(Jhattild[1:(d*d*taille[j]),1:81))+Jhat[1:(d*d*taille[iJ),1:81
7*4 (Var7*7,Rhat70*4Var)
*4(t(Jhat[1:(d*d*taille[i]),1:8]))
Omegagen<-solve (Omegagen)
Omegasc<-kronecker(kronecker(diag(taille[i]) ,sigmahat) ,sigmahat)
Omegasc<-solve (Omegasc)
resultQM[il
C-xvi
resultQMstar [il
resultQMgen [il =n*t (catemp)7,*0megagen7,*7,catemp
resultQMstargen [i] n*t (castartemp) *‘4Omegagen4*4castartemp
resu1tQMsc[i]=n*t(catemp)*Omegasc*7,catemp
resultQMtest [w, j] =resultQM [il
resultQMtestgen [w, ï] resu1tQMgen [il
resultQM5 [ï] <-resultQM5 [j]
+ife1se(resu1tGM [ï] >pcport5 [ï] , 1 , 0)
resultQMlO [j] <-resultQMlO [ï]
+ifelse (resultQM [il >pcportlo [ï] , 1,0)
resultQMl [ï] <-resultQMl [j]
+ifelse(resultQM[i] >pcportl [il , 1,0)
resultQMstar5 [j] <-resultQMstar5 [j]
+ifelse(resultQMstar [il >pcport5 [j] 1,0)
resultQMstarl0 ti] <-resultQMstarl0 [î]
+ifelse(resultQMstar [ï] >pcport 10 [ï] 1,0)
resultQMstarl [j] <-resultQMstarl [ï]
+ifelse(resultQMstar [i] >pcportl [il , 1,0)
resultQM5gen [il <-resultQM5gen [il
+ifelse(resultQMgen [il >pcport5 [ï] , 1,0)
resultQMl0gen [j] <-resultQMlogen [ï]
+ifelse(resultQMgen[i]>pcportlo[i] ,1,0)
resultQMlgen [il <-resultQMlgen [il
+ifelse (resultQMgen [il >pcportl [il , 1,0)
C-xvii
resultQMstar5gen [il <-resultQMstar5gen [il
+ifelse (resultQMstargen [il >pcport5 [il , 1 , 0)
resultQMstarlOgentil <-resultQMstarlOgen [il
+ifelse (resultQMstargen [i] >pcportlO [i] , 1,0)
resultQMstarlgen [il <-resultQMstarlgen [il
+ifelse(resultQMstargen [il >pcportl [i] , 1,0)
resultQM5sc [il <-resultQM5sc [il
+ifelse(resultQMsc[i]>pcport5[i] ,1,0)
resultQMl0sc [i] <-resultQMl0sc [j]
+ifelse(resultQMsc[i]>pcportl0[i] ,1,0)
resultQMlsc [il <-resultQMlsc [ï]
+ifelse (resultQMsc [il >pcportl [il , 1 , 0)
resultQMstar5sc [il <-resultQMstar5sc [ï]
+ifelse(resultQMstarsc [il >pcport5 [ï] , 1,0)
resultQMstarl0sc [j] <-resu1tfMstar10sc [î]
+ifelse(resultQMstarsc [il >pcportlo [il , 1,0)
resultQMstarlsc [il <-resultQMstarlsc [il
+ifelse(resultQMstarsc[i]>pcportl[i] ,1,0)
}
} ,graïn. size=5)
************************
on imprime les résultats
************************
Resultdelcbind(resultQL5 , resultQLl0 , resultQLl
resultQLstar5 , resultQLstarl0 , resultQLstarl)
Resultport_cbind(resultQM5 ,resultQMlO ,resultQMl ,resultQMstar5
resultQMstarl0 , resultQMstarl , resultQM5sc , resultQMl0sc,
resultQMlsc , resultQMstar5sc , resultQMstarl0sc, resultQMstarlsc)
C-xviii
Resultdelgen_cbind(resultQL5gen , resultQLlOgen, resultQLlgen
resultQLstar5gen , resultQLstarlOgen, resu1tLstar1gen)
Resultportgen_cbind (resultQM5gen, resultQMlOgen , resultQMlgen
resultQMstar5gen, resu1tMstar1Ogen, resultQMstarlgen)
Resultdel
Resultport
Resultdelgen
Resultportgen
}
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