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Agler, Helton, McCullough, and Rodman proved that a graph is
chordal if and only if any positive semideﬁnite (PSD) symmet-
ric matrix, whose nonzero entries are speciﬁed by a given graph,
can be decomposed as a sum of PSD matrices corresponding to
the maximal cliques. This decomposition is recently exploited to
solve positive semideﬁnite programming efﬁciently. Their proof is
based on a characterization for PSDmatrix completion of a chordal-
structured matrix due to Grone, Johnson, Sa´, and Wolkowicz. This
note gives a direct and simpler proof for the result of Agler et al.,
which leads to an alternative proof of Grone et al.
© 2010 Elsevier Inc. All rights reserved.
1. Matrix decomposition of chordal-structured matrices
Let G = (N, E) be a graph with vertex set N = {1, . . . , n} and edge set E ⊆ N × N. In this note, we
regard G as an undirected graph by assuming that (i, j) and (j, i) are identiﬁed, i.e., if (i, j) ∈ E then
(j, i) ∈ E. A graph G is chordal if every cycle of length at least four has a chord. A vertex of G is called
simplicial if its neighbor forms a clique. A chordal graph is known to have a simplicial vertex. See [2]
for basic properties on chordal graphs.
Let Sn be the set of symmetric matrices of order n, and Sn+ be the set of positive semi-
deﬁnite (PSD)matrices in Sn. For F ⊆ N × N, we deﬁneRF = {X ∈ Sn|Xij = 0, ∀(i, j) /∈ F}. For a graph
G = (N, E), let Sn+(E, 0) be the set of PSDmatrices all of whose entries not in E are equal to zero, that is,
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n+(E, 0) = Sn+ ∩ RE . Note that a matrix in Sn+(E, 0) may have a zero entry in E. The set Sn+(E, 0) is a
closed set, because Sn+ and RE are closed. For a setW ⊆ N, we denote Sn+(W) = Sn+ ∩ RW×W .
Agler et al. [1] proved that a graph G = (N, E) is chordal if and only if any matrix in Sn+(E, 0) can be
decomposed as a sum of PSD matrices that correspond to the maximal cliques. Kim et al. [5] recently
exploited this decomposition to solve positive deﬁnite programming efﬁciently. This note gives an
alternative proof using simple linear algebra, which allows us to impose an additional rank condition
on PSD matrices obtained by the decomposition. We denote Ed = {(i, i)|i ∈ N}.
Theorem 1. Let G = (N, E) be a graph with Ed ⊆ E, and C1, . . . , Cp be the maximal cliques of G. Then the
following statements are equivalent:
(a) The graph G is chordal.
(b) For any A ∈ Sn+(E, 0), there exist Yk ∈ Sn+(Ck) (k = 1, . . . , p) such that A =
∑p
k=1 Yk and
rank A = ∑pk=1 rank Yk.
Proof. We ﬁrst show “(a) ⇒ (b)” by induction on n. Assume that A ∈ Sn+(E, 0). The case of n = 1 is
obvious. Assume that n > 1. Since G is chordal, G has a simplicial vertex v. We may suppose that the
maximal clique containing v, which is unique, is C1. By row and column permutations, wemay further
suppose that v = 1 and C1 \ {v} = {2, . . . , m}. Thus the matrix A is in the form of
A =
⎛
⎜⎜⎝
a11 a
T
1 0
a1 A
[
C′1, C′1
]
A
[
C′1, C1
]
0 A
[
C1, C
′
1
]
A[C1, C1]
⎞
⎟⎟⎠ ,
where C′1 = C1 \ {v}, C1 = N \ C1, and A[I, J] in general denotes the submatrix with row set I and
column set J.
First assume that a11 = 0. Since A is positive semideﬁnite, we have a1 = 0. The subgraph G′ in-
duced by N \ {1} is chordal, and the maximal cliques of G′ are those in C′1, C2, . . . , Cp. Therefore, by
applying the induction hypothesis to thematrix obtained from A by deleting the ﬁrst row and column,
A can be represented by A = ∑pk=1 Yk for some Y1 ∈ Sn+
(
C′1
)
and Yk ∈ Sn+(Ck) (k = 2, . . . , p) with∑p
k=1 rank Yk = rank A. By Y1 ∈ Sn+(C1), the condition (b) holds.
Next assume that a11 /= 0. Then the matrix A can be transformed into
LALT =
⎛
⎜⎜⎝
a11 0 0
0 A
[
C′1, C′1
]− a−111 a1a
T
1 A
[
C′1, C1
]
0 A
[
C1, C
′
1
]
A[C1, C1]
⎞
⎟⎟⎠ ,
where
L =
⎛
⎜⎝
1 0 0
−a−111 a1 I O
0 O I
⎞
⎟⎠ .
Hence
A= L−1
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎝
a11 0 0
0 O O
0 O O
⎞
⎠+
⎛
⎜⎜⎝
0 0 0
0 A
[
C′1, C′1
]− a−111 a1a
T
1 A
[
C′1, C1
]
0 A
[
C1, C
′
1
]
A[C1, C1]
⎞
⎟⎟⎠
⎫⎪⎪⎬
⎪⎪⎭
(L−1)T
=
⎛
⎜⎜⎝
a11 a
T
1 0
a1 a
−1
11 a1a
T
1 O
0 O O
⎞
⎟⎟⎠+
⎛
⎜⎜⎝
0 0 0
0 A
[
C′1, C′1
]− a−111 a1a
T
1 A
[
C′1, C1
]
0 A
[
C1, C
′
1
]
A[C1, C1]
⎞
⎟⎟⎠ .
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The ﬁrst and second matrices in the right-hand side are denoted by X and A′, respectively. The
matrix L is nonsingular and A is positive semideﬁnite, which implies that X and A′ are both pos-
itive semideﬁnite. Since v is simplicial, X ∈ Sn+(C1), and the lower-right part of A′ is a matrix in
S
n−1+ (E′, 0), where G′ = (N \ {1}, E′) denotes the chordal subgraph of G induced by N \ {1}. The
maximal cliques of G′ are either C2, . . . , Cp or C′1, C2, . . . , Cp. Therefore, by applying the induction
hypothesis to the lower-right part of A′, the matrix A′ can be decomposed into A′ = ∑pk=1 Y ′k for
some Y ′1 ∈ Sn+
(
C′1
)
and Y ′k ∈ Sn+(Ck) (k = 2, . . . , p) with rank A′ =
∑p
k=1 rank Y ′k , where Y ′1 = O
if C′1 is not maximal. Deﬁne Y1 = X + Y ′1 ∈ Sn+(C1) and Yk = Y ′k ∈ Sn+(Ck) (k = 2, . . . , p). Then
A = X + A′ = ∑pk=1 Yk holds. Moreover, we have rank A = rank LALT = rank A′ + 1 and rank Y1
= rank LY1LT = 1 + rank Y ′1, which implies∑pk=1 rank Yk = rank A. Thus the condition (b) holds.
To prove “(b) ⇒ (a)”, assume that G is not chordal. Then G has a chordless cycle D with length
t  4. We may assume that D has edges {(1, 2), (2, 3), . . . , (t, 1)}. Note that any maximal clique has at
most one edge in D, and hence p t. Deﬁne the matrix At of order t to be in the form of
At =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 · · · 0 (−1)t
1 2 1
. . .
... 0
0 1
. . .
. . . 0
...
...
. . .
. . . 2 1 0
0 · · · 0 1 1 −1
(−1)t 0 · · · 0 −1 t − 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then At is known to be positive semideﬁnite and rank At = t − 2 by induction on t, since pivoting on
the (1, 1)-entry of At yields At−1 in the lower-right part. Deﬁne A ∈ Sn+(E, 0) to be a matrix such that
A[{1, . . . , t}, {1, . . . , t}] = At and the other entries are zero. Thematrix A does not satisfy the condition
(b). Indeed, suppose (b) holds. Since at least t matrices of Y1, . . . , Yp have nonzero off-diagonal en-
tries,
∑p
k=1 rank Yk  t holds, which contradicts that
∑p
k=1 rank Yk = rank A = t − 2. Thus we have
“(b) ⇒ (a)”. 
Note that rank(X + Y) rank X + rank Y for matrices X and Y . Hence Yk (k = 1, . . . , p) in
Theorem 1 are matrices minimizing
∑p
k=1 rank Yk subject to
∑p
k=1 Yk = A and Yk ∈ Sn+(Ck)
(k = 1, . . . , p).
2. PSD matrix completion for chordal-structured matrices
In this section, we present that Theorem 1 has a duality relation to a well-known result about
PSDmatrix completion. PSDmatrix completion is the following problem: Given a symmetric matrix A
some of whose entries, denoted by E ⊆ N × N, are speciﬁed, can we make A positive semideﬁnite by
assigningvalues toentriesnot inE?Thisproblemhasbeenstudiedextensivelywitha lotof applications.
Surveys on this problem can be found in [4,6].
Wedeﬁne Sn+(E, ?) ⊆ Sn to be the set of symmetricmatrices that can bemade positive semideﬁnite
by changing entries in E, where F is the complement for a set F ⊆ N × N. That is, X ∈ Sn+(E, ?)
means that there exists X′ ∈ Sn+ such that X′ij = Xij for any (i, j) ∈ E. Thus Sn+(E, ?) represents the
set of symmetric matrices that can be completed to a PSD matrix. By the deﬁnition, we have Sn+(E, ?)= Sn+ + RE (Minkowski sum).
For a convex cone K ⊆ Sn, we deﬁne the dual cone K∗ to be K∗ = {Y |X • Y  0, ∀X ∈ K}, where
X • Y is the trace ofXY forX, Y ∈ Sn. Taking the dual cone of Sn+(E, 0) in Theorem1,we obtain Corollary
2 below, which is equivalent to the result of Grone et al. [3] about the PSD matrix completion.
Corollary 2 (Grone et al. [3]). Let G = (N, E) be a graph with Ed ⊆ E, and C1, . . . , Cp be the maximal
cliques of G. Then the following statements are equivalent:
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(a) The graph G is chordal.
(b) If A ∈ Sn satisﬁes that the principal submatrix with row and column sets Ck is positive semideﬁnite
for any k ∈ {1, . . . , p}, then A is in Sn+(E, ?).
Agler et al. [1] derived Theorem 1 with no additional rank condition from this corollary. Thus
Theorem 1 and Corollary 2 are equivalent in terms of duality. The duality relation between Sn+(E, 0)
and Sn+(E, ?) was pointed by Laurent [7].
In order to prove Corollary 2 from Theorem 1, we ﬁrst show that Sn+(E, ?) and Sn+(C1) + · · · +
S
n+(Cp) are closed. For that purpose, we need the following lemma.
Lemma 3 (Corollary 9.1.3 of Rockafellar [8]). Let K1, . . . ,Km be closed convex cones, and assume that, if
Xi ∈ Ki for i = 1, . . . , m satisﬁes thatX1 + · · · + Xm = 0, thenwehaveXi ∈ Ki ∩ (−Ki) (i = 1, . . . , m).
Then cl(K1 + · · · + Km) = K1 + · · · + Km.
Lemma 4. LetG = (N, E)beagraphwithEd ⊆ E.ThenSn+(E, ?) is a closed set.Moreover, the setSn+(C1) +· · · + Sn+(Cp) is closed, where C1, . . . , Cp denote the maximal cliques of G.
Proof. Note that Sn+(E, ?) = Sn+ + RE . Assume that A1 ∈ Sn+ and A2 ∈ RE satisfy A1 + A2 = O. By
A2 ∈ RE and Ed ⊆ E, it holds that (A1)ii = 0 for any i = 1, . . . , n. Since A1 is positive semideﬁnite,
we have A1 = O. Hence A1 = A2 = O holds. Since O is contained in Sn+ ∩
(
−Sn+
)
and RE ∩ (−RE), it
follows from Lemma 3 that cl
(
S
n+ + RE
)
= Sn+ + RE . Thus Sn+(E, ?) is closed.
Closedness of Sn+(C1) + · · · + Sn+(Cp) follows from a similar argument. 
By Lemma 4, together with the following well-known facts, we obtain Corollary 2.
Lemma 5
(1) For two cones K1, K2, it holds that (K1 + K2)∗ = K∗1 ∩ K∗2.
(2) For two closed convex cones K1, K2, it holds that (K1 ∩ K2)∗ = cl (K∗1 + K∗2
)
.
(3) It holds that
(
S
n+
)∗ = Sn+ and (RF)∗ = RF for any F ⊆ N × N.
Proof of Corollary 2. Note that Sn+(E, 0) ⊇ Sn+(C1) + · · · + Sn+(Cp) holds, and that the equality
holds if and only if G is chordal by Theorem 1. Since Sn+(E, 0) = Sn+ ∩ RE , we obtain
cl
(
S
n+ + RE
)
⊆
(
S
n+(C1)
)∗ ∩ · · · ∩
(
S
n+(Cp)
)∗
(1)
by taking the duality and Lemma 5. The sets Sn+(E, 0) and Sn+(C1) + · · · + Sn+(Cp) are closed by
Lemma4,which implies that the equality of (1) holds if andonly if Sn+(E, 0) = Sn+(C1) + · · · + Sn+(Cp),
that is, G is chordal.
The left-hand side of (1) is equal to Sn+(E, ?) by Lemma 4. By Sn+(Ck) = Sn+ ∩ RDk , where
Dk = Ck × Ck , for any k, Lemma 5 implies that
(
S
n+(Ck)
)∗ = cl
(
S
n+ + RDk
)
. Therefore, since Sn+ +
RDk
= Sn+(Ck) ⊕ RDk is closed, (1) is equivalent to Sn+(E, ?) ⊆
⋂p
k=1
(
S
n+(Ck) ⊕ RDk
)
. This right-hand
sidemeans the set of symmetric matrices such that the principal submatrix with row and column sets
Ck is positive semideﬁnite for any k. Since the equality holds if and only if G is chordal, this statement
holds. 
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