This numerical study explores the physical processes involved in breaking waves. The two-dimensional, incompressible, unsteady Navier-Stokes equations are solved in sufficiently refined grids to capture viscous and capillary effects. The immiscible interface, characterized by a jump in density and viscosity, is embedded in the domain and a hybrid front tracking/capturing method is used to characterize the moving interface of this multiphase flow. A parametric study is conducted to assess the role of surface tension, Reynolds number, density, and viscosity on the breaking process, as well as their role in the vorticity redistribution and energy dissipation beneath the surface.
I. INTRODUCTION
Free surface flows have applications in very diverse areas such as oceanography, engineering and fundamental physics, among others. Liquid atomizers, such as those used by internal combustion engines, aerosol generators for drug delivery or ink-jet printers are few examples of engineering applications where interface between immiscible fluids are present and the understanding of their initial breakup is crucial to their optimization. In oceanography, the study of breaking waves is of significant importance to better understand the mixing processes that take place in the upper layer of the oceans and play a significant role in the transfer of mass, heat and momentum. Remote observations of the ocean surface by radar can provide directional data on wave heights and wind speeds. The appropriate interpretation of this data is linked to an in-depth understanding of the wave breaking processes, and it is also crucial for the safety of vessels and structures at sea. In severe sea conditions, tremendous damage can be caused by the large forces induced by the breaking of waves.
Wave breaking in an infinite domain implies that there is no direct or indirect effect on the process of breaking from solid boundaries ͑i.e., bed topography͒. Deep water breaking waves are characterized by ''white water'' falling down the front face of the wave. Plunging waves are dramatic and energetic with a characteristic overturning of the wave and consequent formation of a jet that plunges down into the water. Wave breaking, in general, is an extremely complex unsteady, nonlinear, highly turbulent phenomenon, involving two fluids of very different properties. This physical process has constituted an important challenge to both experimental and numerical techniques. The observation and detailed quantification of a highly unsteady and rapidly evolving phenomena is not a trivial matter either for field or laboratory measurements. While experiments in the laboratory are better controlled and allow for better conditions than in the field, the results from small scales with significant surface tension and viscosity effects are not easily scalable to sea or full-scale conditions. This is especially complex when one of the boundary conditions needs to be applied on a spatially moving boundary. On the other hand, numerical studies face the challenge of achieving adequate spatial and temporal resolution to resolve the small scale viscous and capillary effects.
In their review of wave breaking in deep waters, Banner and Peregrine 1 subdivide laboratory studies into those concerned with detecting breaking, and those investigating the kinematics of the breaking waves. The first group of studies are concerned with the characterization of the instability mechanism leading to breaking as well as the study of simple criteria to identify breaking ͑Duncan, 2 Melville, 3,4 Su et al., 5 Ramberg et al., 6 and Ebuchi et al. 7 among others͒. The idea of using simple local wave parameters to detect breaking has been proposed by some researchers. The measurements by Melville and Rapp 8 show changes in wave slope as breaking is approached. Kjeldsen and Myrhaug, 9 Bonmarin and Ramamonjiarsoa 10 and Bonmarin 11 use four parameters to define the asymmetry of the wave profile and study the deformation to breaking of deep water waves. Bonmarin 11 argues that the shape of steep progressive waves undergoes a continuous change of profile both in space and time, and that such shape change can take place very rapidly. A very detailed study of the kinematics of deep water breaking is presented by Rapp and Melville. 12 It provides measurements of not only surface motion and momentum flux, but also breaking induced currents, turbulent fluctuations and dissipation of energy. Skyner 13 and Perlin et al. 14 have reported full-field velocity measurements of plunging breakers. Skyner's 13 work compares the numerical predictions from a boundary integral method with the particle image velocimetry ͑PIV͒ measurements of the internal kinematics of a deep water plunging wave. His results show good agreement throughout, except on the approach to breaking where the wave crests did not match and showed earlier plunging in the numerical simulation. Perlin et al. 14 measured the evolution of a plunga͒ Author to whom correspondence should be addressed; Telephone: ͑734͒ 647-9411; fax: ͑734͒ 936-8820. Electronic mail: asirv@engin.umich.edu ing breaker using nonintrusive surface elevation measurements, PIV and particle tracking velocimetry ͑PTV͒ techniques. The study focused on the surface profile to the point of jet impingement and on the flow field to the point of jet formation.
The onset of breaking of spilling breakers involves small-scale capillary waves. These appear in the leeward side of the toe of a well define bore-like structure, which eventually evolves into irregular distortions of the free surface. These breaking patterns have been observed experimentally in wind-induced short-wavelength spilling breakers by Schooley, 15 Okuda, 16 and Ebuchi et al. 7 and in mechanically generated breakers by Lin and Rockwell 17 and Duncan 18 -21 among others. The latter studies focus on the evolution of the surface profile and the measurements of the flow field at the crest of the breaker with PIV. Longuet-Higgins, 22 in his review of breaking waves, presents a detailed overview concerning crest instabilities of the almost highest Stokes wave. The nonlinear development of the wave may result in overturning of the crest or else it might transition to a lower amplitude periodic wave, and then to a quasiperiodic recurrence, depending on the characteristics of the initial disturbance. Longuet-Higgins and Cocklet 23 were the first to simulate the evolution of twodimensional overturning waves based on potential flow theory. Fully nonlinear time-stepping numerical techniques have been applied more recently for the numerical prediction of two dimensional plunger breakers ͑Dold and Peregrine, 24 Dommermuth et al., 25 Grilli and Svendsen, 26 and Skyner et al. 27 ͒. These techniques are limited to the early stages of breaking. Comparisons of some of these numerical results with experimental data have been shown in the literature ͑Dommermuth et al., 25 Skyner et al., 27 and Skyner
13
͒. The simulations seem to predict the plunging of the wave closer to the wavemaker in contrast to what is observed in the experiments. Tulin 28 studied the effects of surface tension on a breaker by performing a potential flow simulation of the evolution of waves toward breaking. Their results showed that, as the surface tension effects become more important, the tip of the jet goes from being rounded to being pressed and is replaced by a bulge at the crest of the wave. Similar results were presented by Ceniceros and Hou, 29 who also included weak viscous effects by using a modified boundary integral formulation. The early stages of breaking of a short gravity waves, as described by Longuet-Higgins, 30 are characterized by the presence of small-scale capillary waves ͑referred to as Type I by Longuet-Higgins 31 ͒ that serve as vorticity generators to the roller beneath the wave crest. These Type I capillary waves are followed by longer capillaries ͑Type II͒, instability waves ͑Longuet-Higgins 31 ͒, occurring in a shear layer immediately below the free surface and induced by the vorticity shed by the Type I capillary waves. The work of Mui and Dommermuth 32 and Ceniceros 33 are among the few attempts to numerically simulate the formation and evolution of capillary waves including both surface tension and viscosity effects.
Numerical simulations of breaking waves post impact of the impinging jet are a challenge to numerical schemes and consequently rare in the literature ͑i.e., Monaghan et al., 34 Chen et al., 35 and Iafrati and Campana
36
͒. Monaghan et al. 34 used the smoothed particle hydrodynamics method to simulate splash up ͑i.e., the post-breaking phase͒, Chen et al. 35 solved the Navier-Stokes equations and used volume of fluid method to resolve the two-phase flow. Their numerical results show that more than 80% of the total wave energy present prior to wave breaking is dissipated within three wave periods. They also discuss the vortex-like motion induced beneath the surface due to the breaking process. Iafrati and Campana 36 used a Level-Set technique to simulate the two-dimensional breaking wave generated by a hydrofoil moving beneath the free surface. They used a heterogeneous unsteady domain decomposition approach by using a potential flow model to simulate the flow about the body and solving the Navier-Stokes equations in the free surface region. In their study, they analyzed the surface tension effects by progressively reducing the length scale while keeping Froude and Reynolds number constant.
The purpose of this study is to contribute to the understanding of the hydrodynamic processes involved in wave breaking. While a considerable amount of work has been done related to the study of breaking waves, few studies entail surface tension and viscosity effects. To that end, twodimensional, incompressible, unsteady Navier-Stokes equations are solved on sufficiently fine grids to capture viscous and capillary effects. The immiscible interface, characterized by a jump in density and viscosity, is embedded in the domain and a finite difference/front tracking method is used to characterize the moving interface of this multiphase flow. In this work, a parametric study is conducted to assess the role of surface tension, Reynolds number, density ratio, viscosity ratio and initial conditions on the breaking processes, as well as their role in the vorticity redistribution beneath the surface and energy dissipation.
In what follows, Sec. II of the present paper describes the computational method used and discusses the interface tracking technique used in these simulations. In Sec. III, the numerical results are presented and discussed. In that section, results are organized as a comparative study based on the effect of each of the governing nondimensional parameters that define this problem. Finally, conclusions are presented in Sec. IV.
II. COMPUTATIONAL METHOD AND PROBLEM FORMULATION

A. Numerical formulation
The numerical methodology followed in this investigation involves the simulation of incompressible flow of two immiscible fluids. The interface separating both fluids is characterized by the surface tension ͑͒ and the difference of density ͑͒ and viscosity ͑͒ of the top and bottom fluids. The governing equations used are the Navier-Stokes equations along with the conservation of mass and the incompressibility condition. In this study, the problem is simplified by assuming it two dimensional ͑2D͒. Based on a coordinate system where the x axes represents the streamwise, or wave propagation direction and the y axis represents the normal direction, the general conservative form of the 2D NavierStokes equations is as follows:
where the components of the velocity vector, u, in the streamwise and normal directions are u and v, respectively, p is the pressure, and are the discontinuous density and viscosity fields, respectively, and t is time. The last term on the right-hand side of Eqs. ͑1͒ and ͑2͒ represents the contribution to the momentum equations from body forces and the only one considered herein is due to gravity, g. The fourth term on the right-hand side represents the contribution from the contact or surface forces acting on the interface, where is the interface curvature and n, is the unit vector normal to the wave interface with components i x in the streamwise direction and i y in the normal direction. The integral is over the entire interface, S, and ␦ is a delta function that limits the contribution of the surface tension to the free surface. The interface position is identified by x f , and x represents the point at which the equation is evaluated. The proper stress boundary condition at the interface is implicitly contained in these equations. The conservation of mass for incompressible fluids can be expressed as
since the density of both immiscible fluids remains constant ͑i.e., the total derivative of density is zero͒ and the velocity field is divergence free. The equations of state of the density and viscosity can be expressed as follows:
since the viscosity of both immiscible fluids, similar to the density field, also remains constant. The combination of the incompressibility condition ͓Eq. ͑3͔͒ and the momentum equations ͓Eqs. ͑1͒ and ͑2͔͒ leads to the following pressure equation:
where R represents the divergence of the vector form of the momentum equations when excluding the pressure term.
The system of equations formed by the Navier-Stokes equations, the continuity equation and the pressure equation derived above, is discretized in space using a second order central finite difference scheme on a staggered grid ͑Harlow and Shannon, 37 Harlow and Welch
38
͒. Time integration is accomplished by using an explicit first order fractional-step or projection type method ͑Chorin 39 and Teman
40
͒. The Navier-Stokes equations, the continuity equation and the pressure equation are solved following a method similar to Tauber et al. 41 In order to make the numerical scheme computationally efficient, convergence is accelerated by introducing a multigrid approach ͑Adams
42
͒ to solve the pressure equation.
B. Numerical treatment of the interface
The main difficulties associated with the numerical study of multiphase flows come from the fact that not only the wavy surface needs to be predicted and simulated but also the viscous and surface tension effects need to be taken into consideration for the technique to be reliable. A comprehensive review of direct numerical simulation of free surface flows can be found in Scardovelli and Zaleski. 43 In the past, attempts have mostly been made at solving the governing equations in one fluid where boundary-fitted grids are used and readjusted every time the free surface is moved ͑interface tracking methods͒. This approach is complex and computationally expensive. The simulation of wave breaking presents an obvious major challenge for such techniques. A variation of the so-called interface-tracking methods are those where the governing equations are solved separately for each fluid on both sides of the interface. The grid is quasifixed since it is only locally modified near the interface, to track the front separating both fluids ͑Glimm 44 ͒. More recently, interface-capturing methods have been developed where the interface is not defined as a boundary. Instead, the governing equations are solved on a fixed grid extending beyond the interface and the shape of the interface is determined by those grid cells where both fluids are present. One of such approaches is the marker-and-cell or MAC scheme ͑Harlow and Welch
38
͒ which follows particles of zero mass that are introduced initially in one of the fluids near the free surface. The most commonly used of the interface-capturing schemes might be the so-called volume-of-fluid ͑VOF, Hirt and Nichols 45 ͒ and level set techniques ͑Sussman et al. 46 ͒. Chen et al. 35 employed a piecewise linear version of the volume of fluid method to simulate breaking and splash up. The level set technique has been applied to predict overturning and breaking as well ͑Vogt and Kang, 47 Vogt, 48 and Iafrati and Campana 36 ͒. The numerical treatment of the interface in this study makes use of a numerical technique that can be described as a hybrid between a front capturing and a front tracking technique ͑Unverdi and Tryggvason 49 and Peskin
50
͒. It uses only one set of governing equations for the whole computational domain solved on a fixed grid, with a smooth density and viscosity variation through the deforming interface where the surface tension is computed. The transfer of front properties, such as the surface tension, to the fixed grid is done by ensuring that the quantity transferred is conserved. This is done via a two-dimensional interpolation consisting of area weighting such as that used by Tryggvason et al. 51 Such interpolation requires values from two grid nodes in each direction. The treatment of the moving interface requires additional separate computational elements ͑i.e., line elements͒ to maintain accuracy while marking the interface which moves with the local velocity interpolated from the stationary grid. Such line elements are added or deleted in this study after every iteration to ensure that the size of each element is between 0.2 and 0.8 times the grid size. In this way the distribution of points, defining the line elements, on the interface can be controlled such that adequate resolution is maintained. In this study all computations have a minimum of 1024 line elements in the interface, however depending on the roughness of the interface as the flow evolves, the number of line elements will change throughout the computation. These new elements are used to construct the density and viscosity fields, as indicated earlier, as well as to incorporate the surface tension effects. One of the advantages of this numerical treatment is that it does not require interpolations to locate the interface. This method has been used to examine various multiphase problems involving the rising and collision of bubbles and drop breakup and formation ͑i.e., Esmaeeli and Tryggvason 52 and Han and Tryggvason 53 ͒.
C. Problem formulation
The simulation of breaking waves propagating in the interface separating two different fluids is done in a rectangular computational domain as depicted in Fig. 1 , where the corresponding density and viscosity for the bottom and top fluids are b , b and t , t , respectively. Longuet-Higgins and Cocklet, 54 Tanaka, 55 and Jillians, 56 among others, have worked on the form of the first superharmonic instability of periodic two-dimensional Stokes waves in a deep domain. It has been shown that the nonlinear development of the corresponding unstable modes may lead to breakup in the periodic regime.
This represents a simple condition to induce breaking in numerical simulations. In this study, the initial wave profile 
where is the wavelength, is the initial wave slope, a is the initial wave amplitude from the mean water surface, represents the wave number, and h is the mean depth of the initial wave.
In the square computational domain, shown in Fig. 1 , periodic boundary conditions in the direction of wave propagation are applied for the right and left boundaries, following a similar implementation to that of Patankar et al., A full-slip boundary condition is applied along the bottom boundary and consequently the gradient of the velocity along the x and y directions is set to zero. An outflow condition is used for the top edge of the computational domain. The average position of the interface is midway between the top and bottom of the domain. This numerical study targets wave progressing in an infinite domain. The finite size of the computational domain was chosen to be large enough to have no influence on the computations, and it is one wavelength in both the streamwise and normal directions.
The wave breaking problem is defined by four nondimensional parameters, those are the bottom layer Bond and Reynolds numbers and the density and viscosity ratios be- FIG. 9 . Time evolutions of total wave energy and wave potential and kinetic energies as a function of Bond number (Reϭ350, density ratioϭ0.028, viscosity ratioϭ0.5, and ϭ0.5507). 46. tween the top and bottom fluids, since the corresponding physical process depends on the fluid inertia, viscous, surface tension, and gravity forces. These parameters are defined as
where c is the phase velocity based on the linear dispersion relation. In this study, length, velocity components, and time are normalized by wavelength , phase velocity c, and /c, respectively. The initial wave amplitude or wave steepness ͑defined as the ratio of the wave amplitude to the wavelength͒ influences the wave motion, to the point of being critical for breakup to take place. The influence of this parameter on the flow evolution is also discussed in this study.
III. RESULTS AND DISCUSSIONS
A. Grid refinement test
Grid refinement tests were carried out to determine the adequate numerical resolution for the problem at hand. Three grids of resolutions 480ϫ480 ͑coarse͒, 512ϫ512 ͑medium͒, and 544ϫ544 ͑fine͒ were tested and the evolution of the interface for each grid is shown in Fig. 2 at ϭ0 .8197 for Reϭ350, Boϭ224, ϭ0.5654 and density and viscosity ra- tios of 0.028 and 0.3, respectively. Better resolved and very similar interfaces were found for the medium and fine grids compared to the coarse grid. The results presented in this paper correspond to grids with 512ϫ512 resolution to reduce the computational time, without compromising accuracy for the range of parameters of interest. All computations have a minimum of 1024 line elements defining the interface. The number of elements is recomputed after every iteration as explained in Sec. II B. For the example shown in Fig. 2 the final number of line elements defining the interface at the end of the computation was 1446.
B. Description of general plunger breaking
The evolution of breaking waves is studied here for a range of values of each of the governing nondimensional parameters. This range is based on the computational resources available and the performance of the computational methodology employed. Such limitations are not uncommon and can be found in a number of numerical simulations of water waves, such as for example the study of the dissipation of surface waves by Yang and Tryggvason 59 and the study of breaking waves by Chen et al. 33 The former study numerically computes finite amplitude water surface waves with density ratios of 0.01, 0.02, and 0.04 and a kinematic viscosity ratio of 1 and shows a good agreement with viscous linear theory of water waves. The work of Chen et al. 33 simulates a breaking wave for a density ratio of 0.01 and viscosity ratio of 0.4 and again the results are qualitatively very similar to those observed in experimental studies. The parameters used in this study are not representative of realistic water waves. Nonetheless, the work attempts to explain the influence of each of the governing nondimensional parameters in the mechanism of breaking. As the numerical values of the parameters get closer to those corresponding to water waves it is expected that the breakers found will be qualitatively similar to water breaking waves. The study is also relevant to the understanding of the physical processes involved on the breaking of internal waves.
Deep water gravity-capillary waves with wavelengths in the interval ͑0.004 m, 0.07 m͒, have corresponding Reynolds numbers of 211 and 3681, and Bond numbers 0.054 and 16.4, respectively. In this study a plunging breaking wave is initially studied for a chosen set of nondimensional parameters. The surface tension effects are then analyzed by studying the effects of the Bond number as it varies from 38 to 597. The changes are achieved by modifying the surface tension coefficient of the interface by choosing the gravitational acceleration from the linear dispersion relation after setting the phase speed to unity. The Reynolds number effects are then studied by varying Re from 175 to 500. Such range is accomplished by changing the viscosity corresponding to the bottom fluid. Modifications of the density ratio and viscosity ratio are obtained by adjusting the density and viscosity corresponding to the top fluid, while the density of the lower fluid is set to 1 and the viscosity is adjusted based on the Reynolds number. The range for the density ratio is within ͑0.02, 0.2͒ and the range of the viscosity ratio is within ͑0.3, 0.7͒. Finally the effects of the wave slope are also studied in the range 0.5507рр0.5654. Figure 3 shows a time series of the evolution of the plunging wave corresponding to the following parameters: Reϭ350, Boϭ224, ϭ0.5581 and density and viscosity ratios of 0.02 and 0.5, respectively. Each plot shows the instantaneous vorticity field in the left part of the figure, and the velocity vectors, shown every 12 grid nodes, in the right part of the figure. The initial wave moves from right to left. In the early stages of wave motion, movement of the top fluid is induced through the dynamic coupling at the interface, and maximum vorticity is found at the crest ͓Fig. 3͑a͔͒. As the flow evolves, the wave front becomes steeper until it eventually becomes vertical ͓Fig. 3͑b͔͒. As the wave front becomes steeper the wave flow seems to converge toward the front face ͓Fig. 3͑b͔͒. The maximum velocity in this case is 2.591 with a corresponding horizontal component of FIG. 14. Time evolution of total wave energy and wave potential and kinetic energies as a function of Reynolds number (Boϭ224, density ratio ϭ0.028, viscosity ratioϭ0.5, and ϭ0.5507).
Ϫ1.172. These large velocities take place at the top of the wave crest. The vorticity distribution shown in those plots indicates that the peak vorticity in the top fluid follows the wave front and the vorticity originally concentrated at the wave crest is subsequently shed. The front face of the crest develops into an overturning liquid jet with a rounded end. In the process of jet formation ͓Figs. 3͑c͒-3͑e͔͒ a small kink, bulge, is formed at the point in the wave front where the wave slope changes signs ͓Fig. 3͑d͔͒. That singular point comes associated with a discontinuity in tangential velocity across the interface, which in turns translates, into vorticity as shown in Figs. 3͑d͒ and 3͑e͒ . The kink, which constitutes the jet tip, then gets progressively enlarged and rounded toward the wave crest ͓Figs. 3͑d͒-3͑e͔͒. The jet once formed increases its length until it eventually touches down on the forward face of the wave ͓Fig. 3͑f͔͒. Vorticity is mostly concentrated close to the interface and increases progressively with jet formation and flow overturning. The vorticity contours in the lower fluid show that the jet formation is associated with vorticity being shed downstream. The rest of the flow away from the thin layer at the interface and the jet is essentially irrotational. The jet formation and consequent enlargement comes associated with very large velocities in the jet region. The maximum velocity evolves from 1.805, with a corresponding Ϫ1.155 horizontal component in Fig. 3͑c͒ , to 2.072, with a Ϫ1.375 horizontal component in Fig. 3͑e͒ . The largest velocity is located at the wave crest and the uppermost part of the wave front in Fig. 3͑d͒ , and in the prominent jet in Fig. 3͑e͒ . The horizontal velocity is a critical parameter in jet formation and overturning. It is clear from the latter that the largest horizontal particle speeds are much greater than the phase velocity. Figure 3͑f͒ shows a clear engrossment of the jet tip as it approaches the forward face of the wave in anticipation to splash. The splash up process that takes place after jet impingement is not shown in this study. The overall process of wave evolution and breaking presented in Fig. 3 seems to agree qualitatively with the numerical results of Chen et al., 35 the experimental results of Bonmarin, 11 and the flow visualizations of Perlin et al. 14 The numerical results, however, do not capture any parasitic capillary waves along the lower front face of the plunger as observed by the flow visualizations of Perlin et al.
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C. Surface tension effects on wave breaking
The Bond number is a measure of the relative strength of the buoyancy and surface tension forces. To study the effect of the surface tension on wave breaking, numerical experiments are conducted by systematically changing the Bond number while maintaining the other nondimensional parameters constant with an initial wave steepness of 0.5507. In doing so, the changes induced by the surface tension on the process that results on wave breaking can be assessed.
Figures 4͑a͒-4͑c͒ show the free surface evolution corresponding to three different simulations with Bond numbers of 597, 275, and 38, respectively. Simulations were run also for Bond numbers 359 and 71, but the results were very similar to those presented for Boϭ597 and 38, respectively. The main differences are that the larger the Bond number, the faster the evolution of the breaker, and the steeper it becomes. Consequently the increasing role of surface tension comes associated with a significant reduction in jet intensity and air entrapment. While the jet formation and overturning are clearly seen in Figs. 4͑a͒ and 4͑b͒, in Fig. 4͑c͒ a sharp   FIG. 15 . Time sequence of free surface profiles for density ratios density ratioϭ0.04 and 0.2 (Reϭ350, Bo ϭ224, viscosity ratioϭ0.5, and ϭ0.5581). Note: Fig. 3 already showed the time sequence of free surface profiles for density ratioϭ0.02 (Reϭ350, Boϭ224, density ratio ϭ0.02, viscosity ratioϭ0.5, and ϭ0.5581).
corner develops at the bottom of the leading edge and the jet is completely suppressed. The large curvature present at the jet root is responsible for the development of a strong shear layer that seems to contribute to the presence of parasitic waves in the cases presented in Figs. 4͑a͒ and 4͑b͒, while they do not seem to be present for the Bond number case shown in Fig. 4͑c͒ . Their presence was never detected prior to overturning and only one or two of such small amplitude waves were seen. They seem to have some similarities with the well-known parasitic capillary waves. The potential flow calculations of Longuet-Higgins 31 and Ceniceros and Hou 29 have shown the appearance of capillary waves in front of the toe for water waves. Longuet-Higgins 31 argues that the vorticity produced by the capillary waves might be responsible for the appearance of longer capillary ripples above the toe that propagate downstream. Such ripples have also been observed experimentally by Duncan et al. 19 who concluded that they appear after the toe begins to move. Duncan and Dimas 60 argue, based on linear stability analysis of a measured velocity profile, that the ripples are generated by the instability of a shear layer produced between ''a gravityinduced downslope flow near the surface and the underlying upslope flow.'' Downstream propagating ripples are observed in the present simulations for the case shown in Fig. 4͑c͒ . The ripples seem to change amplitude and wavelength as they propagate. The presence of ripples in that case does not come associated however with parasitic capillary waves.
In all cases presented in Fig. 4 it can be seen that a bulge appears in the front of the wave as it becomes steeper. Some geometrical parameters representative of the evolution of the waves, such as the crest and toe heights ͑all heights are defined with respect to the bottom of the computational domain, see Fig. 1͒ and the bulge thickness ͑determined as the distance between the line defined by the crest and the toe and the point of the bulge with tangent parallel to the latter line͒, are defined and presented in Fig. 5͑a͒ . The evolution of each of these parameters, for the various Bond numbers shown in Fig. 4 , along with the evolution of the amplitude and wavelength of the first ripple obtained for Boϭ38 is shown in Figs. 5͑b͒-5͑d͒ . The computations of these geometrical parameters were done at only a few time steps of the computed solutions. Figure 5͑b͒ shows the evolution of the amplitude and wavelength corresponding to the first ripple computed for Boϭ38. Both its amplitude and wavelength seem to consistently increase in time except during 0.94ϽϽ0.98, which corresponds to the time when the second ripple appears as shown in Fig. 6 and discussed later in this section. Figure  5͑c͒ shows that the changes in the crest height are initially small for all Bond numbers. A maximum of 0.064 and 0.063 take place for Boϭ597 and 275, respectively, at approximately the same time ϭ0.78. The crest height decreases for both Bo to approximately the same value, 0.06, at ϭ0.95 with an almost identical subsequent evolution. The height of the toe is initially almost the same for the waves with Boϭ597 and 275 and evolves similarly thereafter up to ϭ0.78. This time coincides with the time when the maximum crest height takes place and the time when ripples begin to appear as shown in Fig. 6 . The decrease of the toe height is faster after this point until approximately ϭ0.95. Afterwards y t remains almost constant for Boϭ597 while it continues to decrease at the same decay rate for Boϭ275. The height of the bulge is very similar for both Boϭ597 and 275 up to approximately ϭ0.95, after that their rate of decay differ being slightly faster for the lower Bo. The evolution of the thickness of the bulge represented in Fig. 5͑d͒ for Boϭ597 and 275 shows a constant increase up to approximately ϭ0.78 when the maximum crest height is reached. The decay of the crest and toe heights corresponding to the simulation for Boϭ38 is also shown in Fig. 5͑c͒ . The rate of decay is comparatively much slower with respect to the results shown for the higher Bond numbers.
The toe seems to move downwards as the bulge slides down in the simulation corresponding to the lowest Bond number 38. The motion of the toe can be appreciated in Fig.   FIG. 16 . Time evolutions of total wave energy and potential and kinetic energies as a function of density ratio (Boϭ224, density ratioϭ0.028, viscosity ratioϭ0.5, and ϭ0.5581).
6, where a profile history displayed in a coordinate system fixed with respect to the wave crest is shown. For clarity each profile is displaced vertically a distance corresponding to (⌬ϫc), where ⌬ corresponds to the time between two neighboring profiles and is indicated in the label of Fig. 6 . The bulge starts to develop around ϭ0.3552. The position of the toe remains fairly stationary with respect to the crest while the bulge grows in amplitude. Around ϭ0.5412 the toe starts to slide down the front of the wave and the first ripple appears between the toe and the crest around ϭ0.75. The second ripple appears around ϭ0.94. The ripples travel at a lower speed than the wave phase speed, but their amplitude and wavelength seem to increase as they go. Also noticeable from the figure is the movement of the toe before the appearance of the ripples. The toe seems to quickly reach a maximum distance from the crest at ϭ1 and then seems to remain unchanged up to the end of the computations. These results are consistent with the experimental data of Duncan et al. 20 Figures 7͑a͒-7͑e͒ show the details corresponding to the vorticity distribution and velocity vectors for different times throughout the evolution of the breaker corresponding to Boϭ359 with the same other nondimensional parameters as those shown in Fig. 4 . The evolution of the breakers corresponding to Boϭ359 and 597 are very similar. Figure 7͑f͒ shows an enlarged view of the vorticity distribution corresponding to Fig. 7͑e͒ . The formation of the bulge in the front of the wave can be seen in Fig. 7͑a͒ , where the flow is shown to converge toward it. In the same figure the early stages of the formation of a shear layer in the bulge can be seen. The maximum velocity is 2.39 with a corresponding horizontal component of Ϫ1.322 and it is located at the bulge. The maximum velocity corresponding to Fig. 7͑c͒ prior to the plunging of the jet is 2.3341, is located at the bulge and has a corresponding value of Ϫ2.3083 for the horizontal component of the velocity. The corresponding maximum horizontal component of the velocity for Fig. 7͑e͒ is Ϫ1.6487. As expected the horizontal velocity component reaches a maximum absolute value prior to plunging and decreases afterwards. The vorticity generated at the toe is shed downstream and eventually gets to interact with the free surface as shown in Figs. 7͑c͒-7͑e͒ . In Fig. 7͑f͒ the trace of a small amplitude,   FIG. 17 . Time sequence of free surface profiles for viscosity ratios viscosity ratioϭ0.3, 0.5, and 0.7 (Re ϭ350, Boϭ224, density ratioϭ0.028, and ϭ0.5654).
short-lived ripple can be seen on the upper portion of the front as a result of the instability of the shear layer in the bulge. In the same figure the trace of a parasitic capillary wave close to the toe can also be appreciated. In the simulations corresponding to the larger Bond numbers one or two such waves were also appreciable, however their amplitude was always very small and they did not seem to appear prior to overturning. The lack of a well-defined train of capillary waves and ripples might be due to strong viscous effects or even the numerical smoothing used to interpolate fluid properties from the front onto the fixed grid. The latter could also be responsible for the interface roughness shown in Fig. 7͑f͒ in various places such as the tip of the jet and the crest of the parasitic wave where the interface is not a smooth curve. Figures 8͑a͒-8͑d͒ show the evolution in time of the spilling breaker corresponding to Boϭ38. The vorticity distribution as well as the velocity vectors are shown for each snapshot. In this case the role of surface tension is increased and induces the suppression of the jet formation. In comparison to the flow seen in Fig. 7 , corresponding to a larger Bond number case, it can be observed that there is a relatively stronger shedding of vorticity in the water. In fact the curvature at the toe is very large which inhibits the flow from following the free surface shape unlike what was shown in Fig. 7. Figures 8͑b͒-8͑f͒ show flow separation and the development of a much stronger shear layer than was shown in Fig. 7 . Consequently the amount of vorticity that is being produced and shed downstream is substantially larger in this case. The vorticity that is shed interacts with the free surface and in the process develops into independent well-defined vortical structures, which result into the ripples that are clearly visible at the free surface. These are eventually convected downstream. The maximum velocity is located at the bulge in the early stages of the wave evolution ͑at   FIG. 18 . Comparisons of vorticity contours prior to the impingement of the jet for different viscosity ratios (Reϭ350, Boϭ224, density ratioϭ0.028, and ϭ0.5654). ͑a͒ Viscosity ratioϭ0.3, ϭ0.8730, ͑b͒ viscosity ratioϭ0.5, ϭ0.9713, ͑c͒ viscosity ratioϭ0.7, ϭ1.0365.
ϭ0.4202 the maximum velocity is 2.3254͒. At times corresponding to Figs. 8͑b͒-8͑d͒ the maximum velocity takes place at the toe with corresponding maximum horizontal velocities components of Ϫ1.7320, Ϫ1.7072, and Ϫ1.534. The maximum velocity takes place around ϭ0.7577 with a magnitude of 3.3249 corresponding roughly to the time when the first ripple appears. The second ripple is in its early stages in Fig. 8͑f͒ . After the appearance of the first ripple the points of maximum velocity take place at the trough of the first ripple. Such points correspond to locations ͑0.3027,0.5273͒ and ͑0.2539,0.5234͒ in Figs. 8͑e͒ and 8͑f͒ , respectively, the corresponding velocity magnitudes increase from 2.0384 with a horizontal component of Ϫ1.9543 to 2.1725 and Ϫ2.1181, respectively. In all Figs. 8͑a͒-8͑f͒ the maximum vorticity is found at the toe also corresponding to the point of maximum curvature consistent with the observations by Longuet-Higgins. 30 Comparisons of Figs. 7 and 8 imply that surface tension effects can inhibit plunging. Also, the vorticity being shed into the water is exclusively due to the strong shear layer generated at the toe. While in the case of a plunging breaker the vorticity produced and shed into the water will be due to both the shear layer generated at the toe, even though less strong than in the latter case, and also air-entrapment once the jet impinges the interface.
Comparisons of the total energy corresponding to the cases presented in Figs. 4͑a͒-4͑c͒ are shown in Fig. 9͑a͒ . The total wave energy is formed by the corresponding kinetic (K E ), potential ( P E ) and surface tension energy (S E ), defined as
where ⌫ is the total arc length of the interface, and the integration is extended to the entire computational domain. The computations of the surface tension energy revealed a very small contribution to the total energy budget ͓of the order O(10 Ϫ3 )]. Figure 9͑b͒ shows the contributions of the kinetic and potential energy. The results presented in Fig. 9 are normalized by the corresponding values at ϭ0. The total energy initially decreases at about the same rate regardless of the Bond number up to approximately ϭ0.05. As expected the energy loss increases with Bond number afterwards, as the front becomes vertical. This takes place for all cases studied except that corresponding to Boϭ597 for which the total energy remains constant until the initial stages of jet overturning, around ϭ0.5, and decreases thereafter. In all cases the corresponding kinetic energy reaches a maximum around the time when the bulge is being formed, decreases quickly afterwards until the early stages of overturning when the kinetic energy reaches a minimum and the potential energy reaches a maximum. The effects of gravity decrease afterwards with a consequent drop in the total energy. The trends of the evolution of K E and P E for the higher Bond number are qualitatively and quantitatively very similar. For the low Bond number cases corresponding to 38 and 71 the trends of the evolution of E, K E , and P E show some differences with respect to the higher Bond number cases. The total energy reaches levels higher than that corresponding to the initial condition. The level of E remains then constant until the moment when the toe initiates its movement downstream, when P E starts to decrease at a faster rate. The appearance of ripples is associated with the final decrease of K E and E in the later stages of the computation.
To further assess that the interface roughness, that was alluded to earlier and shown in Fig. 7͑f͒ , was not a consequence of the chosen initialization used in the computations, simulations were done using Fenton's 61 third and fifth wave profiles. Comparisons were done with the results shown ear- FIG. 19 . Time evolution of total wave energy and wave potential and kinetic energies as a function of viscosity ratio (Reϭ350, Boϭ224, density ratio ϭ0.028, and ϭ0.5654).
lier in this section. Figures 10͑a͒ and 10͑b͒ shows a comparison of the overall wave evolution for the profiles corresponding to the second an fifth order waves ͑results corresponding to the third order wave are not shown due to their closer similarity to the second order wave results͒. As expected a change in the initial boundary condition substantially changes the evolution of the wave. Nonetheless, as Figs. 11͑a͒ and 11͑b͒ show the interface is not a smooth curve. These results lead the authors to conjecture that such interface irregularities are not tied with the choice of the initial profile but rather to the numerical methodology employed to smooth the physical properties from the interface onto the fixed grid, as mentioned earlier in this section.
D. Reynolds number effects on wave breaking
The effect of the Reynolds number was studied by conducting numerical experiments at Reϭ175 and 500 in comparison to the plunging breaker shown in Fig. 20 , corresponding to Boϭ224, Reϭ350, ϭ0.5507 and density and viscosity ratios 0.028 and 0.5, respectively. The evolution of the free surface for both cases is shown in Fig. 12 . As expected the higher the Reynolds number the less smooth the free surface becomes. No capillary waves, or ripples in the crest region are observed for Reynolds number 175 and 300. For the highest Reynolds number parasitic waves are observed in the neighborhood of the toe and crest. While the ripples seem to be short lived and their propagation downstream is fairly short, the roughness around the toe grows in amplitude very quickly and is damped as the overturning of the bulge takes place. The evolution of the toe shown in Fig.  12͑a͒ indicates a progressive movement downstream with respect to the crest of the wave, up until overturning starts, when the toe movement stops. The behavior of the toe from Fig. 12͑b͒ shows some resemblance to the main characteris- FIG. 20 . Time sequence of free surface profiles showing the velocity field and the vorticity contours for initial wave slope ϭ0.5507 ͓left column, subplots ͑a͒-͑c͔͒ and ϭ0.5654 ͓right column, subplots ͑d͒-͑f͔͒ (Reϭ350, Boϭ224, density ratioϭ0.028, and viscosity ratioϭ0.5). Positive vorticity contour ( ϩ ) ---, negative vorticity contour ( Ϫ ). ϩ ϭ20, 6, 1.2 and Ϫ ϭϪ30, Ϫ6, Ϫ1.2.
tics associated with surface tension effects. The toe moves downstream once the bulge is formed and seems to stop its motion during the initial stages of overturning. Figure 12͑c͒ shows a snapshot corresponding to ϭ0.9569 for Reϭ500, where the last traces of a single parasitic wave, with very small amplitude and large wavelength, is shown prior to jet impingement. Some interface roughness on the jet tip and a parasitic crest wave can also be seen in Fig. 12͑c͒ . The latter seems to be associated with the instability of the shear layer in the bulge as discussed for Fig. 7͑f͒ in Sec. III C. Figure 13 shows the evolution of the main geometrical parameters representative of both waves, as defined in Fig. 5͑a͒ . As mentioned in Sec. III C the computations of the parameters (y t , y c , and y b ) are done only at a few time steps. The results shown in Fig. 13͑a͒ for Reϭ500 are very similar to those corresponding to Fig. 5͑c͒ . The data shown for Reϭ175 is very similar to that corresponding to the higher Reynolds number but, as expected, the evolution of the wave is slower in time. Figure 13͑b͒ shows the evolution of the bulge thickness. The trends for both Reynolds numbers are very similar, even though the evolution corresponding to the flow with the lower Reynolds number is slower, also the thickness of the bulge is comparatively smaller to the higher Reynolds number flow. Qualitatively the data corresponding to Reϭ500 is very similar to that presented in Fig. 5͑d͒ . The time evolution of the total energy as well as that corresponding to the kinetic and potential energies is shown in Fig. 14 . The lower the Reynolds number the larger the dissipation of energy. The evolution of energy in time corresponding to Reynolds numbers 500 and 350 is qualitatively very similar. On the other hand, in the case of Reϭ175, the evolution of E shows a progressive and quick decrease from ϭ0. The kinetic energy decreases up to the point when the front starts to become vertical, then increases up to ϭ0.5 when the toe begins to slide downstream and decreases thereafter.
E. Density and dynamic viscosity ratios effects on wave breaking
The impact of the density and viscosity ratios on wave breaking seems fairly intuitive. As the density of the top fluid increases, the ability of the wave to reach breaking will be progressively hampered. Such results can be seen from the free surface profiles shown in Fig. 15 for density ratios corresponding to 0.04 and 0.2. These results can also be compared with the free surface evolution corresponding to a density ratio 0.02 shown in Fig. 3 . The lower the density ratio the closer to a well-defined plunging breaker the wave evolution becomes. On the other hand, the results corresponding to the highest density ratio show that the breaker is completely suppressed. The evolution of each of the breakers shows that with less dense top fluids, the generation of the breaker becomes faster, and larger air entrapment takes place. The similarities in the quantitative and qualitative behavior of E, P E , and K E are shown in Fig. 16 .
The role of the dynamic viscosity ratio is assessed in Fig. 17 where the free surface evolution corresponding to viscosity ratios 0.3, 0.5, and 0.7 are shown. The simulations were done by systematically changing the dynamic viscosity of the top fluid while keeping all other parameters constant. The characteristics of the breakers are indeed influenced by this parameter. The evolution toward breaking becomes, as expected, slower and with less air entrapment with larger viscosity ratios. The differences in jet geometry as the flow gets closer to jet impingement are shown in Fig. 18 , where a snapshot of the last time computed for each of the cases presented in Fig. 17 is shown along with the corresponding vorticity contours. The viscosity of the top fluid influences the speed of the breaker, as it can be inferred from Figs. 18͑a͒-18͑c͒. The impingement of the jet takes place faster the less viscous the top fluid is. On the other hand, as the dynamic viscosity ratio increases for the same nondimensional parameters, the surface tension effects can eventually FIG. 21 . Time evolutions of total wave energy and wave potential and kinetic energies as a function of initial wave slope (Reϭ350, Boϭ224, density ratioϭ0.028, and viscosity ratioϭ0.5).
play an important role as seen in the pulling back of the interface shown in Fig. 18͑c͒ . The differences in entrainment are also clearly appreciable from Figs. 18͑a͒-18͑c͒. The larger the dynamic viscosity ratio the more energy dissipation takes place as shown in Fig. 19 .
F. Initial wave slope effects on wave breaking
The initial wave slope or steepness has an obvious impact on the wave evolution, presence of breaking, and consequent breaker type as it is well known. Quantitative and qualitative information is obtained for various breakers with different initial wave slopes. As the breaker becomes less powerful the wave evolves with a lower velocity and the angle of the plunging jet becomes less steep with respect to the forward face of the wave. In the limit the formation of the jet can be suppressed completely and replaced by a bulge at the crest of the wave, which then slides down the forward face of the wave. Figure 20 shows snapshots of the time evolution of waves with the same nondimensional parameters other than wave slopes, which are ϭ0.5507 and 0.5654, respectively. The wave evolution shown in Fig. 3 for the steeper wave. Vorticity is being shed in the water and ripples begin to appear in the free surface.
Comparisons of the total energy corresponding to the cases presented in Fig. 20 are shown in Fig. 21͑a͒ . Figure  21͑b͒ shows the contributions of the kinetic and potential energies, respectively. The results presented in Fig. 21 are normalized by the initial values ͑at ϭ0) corresponding to the steeper wave. The total energy practically remains constant up to about ϭ0.5 when the energy starts to decrease much faster. This time corresponds roughly to the formation of the jet. Once the jet is formed there is a trade of energy between potential and kinetic energies, resulting into an increase of the latter to the expense of the former, as expected. Both cases for the two different initial wave slopes reflect the same trends, however for the steeper wave the energy dissipation associated with the generation and evolution of the plunger is larger as it is shown in Fig. 21 .
IV. CONCLUSIONS
In this paper a numerical study of wave breaking is conducted by solving the two-dimensional, incompressible, unsteady Navier-Stokes equations and using a hybrid front capturing/tracking technique for the numerical treatment of the immiscible interface. The interface is characterized by a jump in density and viscosity and is embedded in the computational domain. Numerical experiments are conducted to assess the role on wave breaking of each of the nondimensional parameters that govern the flow. This parametric study analyzes the influence of surface tension, Reynolds number, and density and viscosity ratios in the process of breaking and the type of breaker generated.
It is found that the increasing role of surface tension comes associated with a significant reduction in jet intensity and air entrapment. The lower the Bond number the more intense the shear layer generated at the toe of the bulge is. The vorticity generated by such shear layer is shed into the water and results into the generation of downstream propagating ripples. Their amplitude and wavelength increases in time except for the period coincident with the appearance of another ripple. The presence of such ripples is clearly found in this study for the lowest Bond number case studied. The first ripple appears at the time when the toe starts to slide down the front of the wave. No parasitic capillary waves are observed for that case. As the Bond number increases, though, traces of small amplitude short-lived parasitic capillary waves and ripples are found. They appear after overturning and the wave trains are formed by one or at most two of such waves.
As expected, the higher the Reynolds numbers the less smooth the free surface becomes. No capillary waves or ripples are observed for low Reynolds numbers, while parasitic waves in the neighborhood of the toe and the crest are observed for the largest Reynolds number studied. In this case the movement of the toe is found to be very similar to the case corresponding to the lowest Bond number, which as mentioned earlier showed the presence of downstream propagating ripples but no capillary waves.
The impact of density and viscosity ratios on wave breaking is more predictable. As the density of the top fluid increases, the ability of the wave to reach breaking is progressively hampered. The larger the dynamic viscosity ratio the more energy dissipation takes place, and the evolution toward breaking becomes slower and with less air entrainment.
