Abstract. We show that the averaged consensus algorithm on directed graphs with unreliable communications by Bof-Carli-Schenato has a dual interpretation, which could be extended to the case of distributed optimization. We report on our numerical simulations for the distributed optimization algorithm for smooth and nonsmooth functions.
Introduction
Let G = (V, E) be a directed graph. Consider the distributed optimization problem min x∈R m i∈V
Here, f i (·) are closed convex functions. The challenge in distributed optimization is that the communications in the algorithm needs to obey the directed edges in the underlying graph. Note that if f i (·) are the zero functions and m = 1, then the minimizer of (1.1) is exactly 1 |V | i∈Vx i , which is precisely the distributed averaging consensus.
A distributed asynchronous algorithm for averaged consensus on a directed graph with unreliable communications was designed in [BCS17] . The paper [BCS17] was inspired by two algorithms for averaged consensus in the literature. In an asynchronous setting, [BBT + 10] introduced an algorithm that reaches averaged consensus using the so-called ratio consensus. The paper in [VHDG11] gave the idea of mass transfer used in [BCS17] . (Other papers also mentioned [HVDG16] .) The paper [BCS17] also proved linear convergence of their algorithm, and pointed out algorithms in [VZC + 16, CS10, DGH10] need the averaged consensus algorithm and its linear convergence as a building block. The work in [BCS17] has led to other strategies for distributed asynchronous optimization on directed and unreliable communications [BCN + 17, TSDS18] . Ideally, one would want to solve the problem where the quadratic regularizers in (1.1) were removed. The ideas in this paper come from our related work on solving the distributed problem (1.1) on undirected graphs. In [Pan18a, Pan18b, Pan18c, Pan18d] , we proposed a distributed asynchronous optimization algorithm. The idea behind those papers is that the problem (1.1) can be written as a product space formulation, and subsequently solved with Dykstra's algorithm [Dyk83] . Dykstra's algorithm is identical to block coordinate minimization on the dual [Han88] , and is notable because the convergence to its primal minimizer does not rely on the existence of dual optimizers [BD85, GM89] . We were also motivated by these works, as well as [HD97] for the asynchronous operation of the algorithm. Some interesting properties of the algorithm in [Pan18a, Pan18b, Pan18c, Pan18d] include: being able work on time-varying graphs, allow for partial communication of data, allow for more than two of the f i (·) to be indicator functions of closed convex sets (instead of being smooth functions), has deterministic convergence with rates mostly compatible with well known first order methods, and convergence to the primal solution even when there are no dual optimizers. The case of distributed optimization where f i (·) need not be smooth functions is also interesting in its own right; The recent paper [PB17] worked on the case where f i (·) are indicator functions of closed convex sets, and highlighted the works [AH16, LN13, RNV10, ONP10].
The distributed optimization algorithm in [Pan18a] extends the averaged consensus algorithm for undirected graphs. The dual objective value there acts as a potential function (or Lyapunov function) that decreases in each iteration. Another strategy is to use the averaged consensus algorithm as a building block of a distributed optimization algorithm, but one would be faced with the problem of deciding whether enough iterations for the averaged consensus algorithm had been run to achieve the desired result. Getting around such issues means having to make conservative estimates of certain constants or risk nonconvergence.
1.1. Contributions of this paper. In this paper, we propose a distributed algorithm on directed graphs with unreliable communications for the regularized optimization problem (1.1) which generalizes the algorithm in [BCS17] . We show that the dual objective value of (1.1) gives a potential function (or Lyapunov function) similar to that of [Pan18a] whose value is monotonically nonincreasing throughout the algorithm.
Algorithm derivation and description
In this section, we derive our algorithm. Those familiar with [BCS17] would recognize operations A and B in Algorithm 2.3, but operation C there requires some preparation in the dual formulation. 
and let the hyperplane H {α1,α2} , where {α 1 , α 2 } ∈ F , be defined by
We assume the underlying graph is strongly connected, so
The primal problem (1.1) can then be equivalently written in the product space formulation as
where C is as marked in (2.1). Any component of an optimal solution to (2.2) is an optimal solution to (1.1). The (Fenchel) dual of (2.2) can be calculated to be
(2.
3) The case when s α = 1 for all α ∈ V and s α = 0 for all α ∈ E has been discussed in detail in [Pan18a, Pan18b, Pan18c, Pan18d] . The treatment there implies that there is strong duality between (2.2) and (2.3), even if dual optimizers may not exist. For convenience, instead of considering (2.3), we consider
Remark 2.1. (On the index r) Notice that s r and y r remain as zero throughout Algorithm 2.3, and z {r,α} also remains as zero for all α ∈ V ∪ E as well. We introduced this additional index r in order to simplify the convergence proof in Section 3.
We have the following properties:
Proposition 2.2. (Sparsity)
The following results below hold:
Proof. The proof is elementary and exactly the same as that in [Pan18a] . (Part (1) makes use of the fact that f i (·) depends on only the i-th coordinate of the input, while part (2) makes use of the fact that δ *
(·), and
We now describe the Algorithm 2.3 on the following page. In order to link Algorithm 2.3 with the dual objective function (2.4), we define
)
As we have seen in [BCS17] , the data σ i,y and σ i,s represent data transmitted by node i, and ρ (i,j),y and ρ (i,j),s represent data from node i that has been received by node j through the edge (i, j).
,s represent data that have been transmitted by node i to node j along edge (i, j) that have not yet been received by node j. Hence using y (i,j) and s (i,j) to represent these data is natural. It is clear that if s α = 0, then y α = 0. In such a case, the choice of x α is irrelevant. We want {z α } α∈V ∪F to satisfȳ
We now explain (2.6) further. Algorithm 2.3 starts with s α } α∈F can be chosen to satisfy (2.6). It is clear to see that operations A and B can be written as a composition of operations D and E. In Theorem 3.1, we shall prove that throughout Algorithm 2.3, {z α } α∈F can be chosen so that (2.6) is satisfied.
For now, the only new part in Algorithm 2.4 compared to [BCS17] is operation C. Let the tuple T be defined as
and define T k similarly. Define Val(T ) as
It is quite clear that if Choose a node i ∈ V . 03 y
Choose edge (i, j) ∈ E so that j receives data along (i, j).
09 C (Update y j and [z j ] j by minimizing dual function) 10 Choose a node j ∈ V . 11 • α for all α / ∈ {r,ᾱ 2 }, and [z
Convergence analysis
In this section, we prove the convergence of Algorithm 2.3. We show that operations D and E result in a nonincreasing dual objective value Val(·), and that they preserve the relations (2.6) and (2.5). Since operation C is already easily seen to result in a nonincreasing dual objective value, we would then see that {Val(T k )} k is a nonincreasing sequence. We then end by showing that under reasonable conditions, {Val(T k )} k converges to the minimum value of (2.4). This, together with strong duality implied from the distributed Dykstra's algorithm and (3.9) show the convergence of all the {x i } i∈V to the primal minimizer. ( = s
1) Suppose condition (A) is satisfied for the tuple
T • = ({s • α } α∈V ∪E∪{r} , {y • α } α∈V ∪E∪{r} , {x • α } α∈V ∪E∪{r} , {z • α } α∈V ∪F ) (3.1)
and condition (B) is satisfied at the start of operation D in Algorithm 2.5. Then we can find {z + α } α∈V ∪F such that the tuple T + defined in a similar manner to (3.1) satisfies conditions (A) and (C). Moreover, Val(T + ) = Val(T • ). (2) Suppose condition (A) is satisfied for the tuple T • , condition (C) is satisfied at the start of operation
Line 21,(3.7)
= s
, which, through (2.5c), shows that (2.6) holds for x + α2 . From the convexity of the norm-squared function · 2 , we have
2 .
The above inequality shows that Val(T
3.2. Convergence result. In this subsection, we prove our convergence result. Let x * be the optimal solution for (1.1), and x * = {x * α } α∈V ∪E∪{r} be the optimal solution for (2.2). It is clear that x * α = x * for all α ∈ V ∪ E ∪ {r}. We prove the boundedness of {x Proof. Recall x * defined just before the statement of this result. From Fenchel duality, we have
. The duality gap (i.e., the difference between the objective values of (2.2) and (2.3)) gives
The first two lines in (3.9) is nonincreasing due to Theorem 3.1. It is now clear from (3.9) that {x
A similar argument holds for {x Proof. We consider the tuple 
. From the continuity of the operations A, B and C, the operations to getT j from T j−1 must be the same as that of getting T ki+j from T ki+j−1 . Since {Val(T k )} k is a nonincreasing sequence, we conclude that 
It is also clear to see that [z j i ] i is independent of j. By making use of Operations D and E, all theT j can be transformed to someT whereŝ i = 1 for all i ∈ V , andŝ e = 0 for all e ∈ E. From the discussion in Subsection 3.1, we can find some {z β } β∈V ∪F such that Val(T ) is also equal to F ({ẑ α } α∈V ∪F ), where
To see thatT is indeed an optimal solution to (2.4), note that our earlier discussions imply that 0 lies in the partial subdifferential of F (·) with respect to the z α variable for all α ∈ V ∪ E. Since F (·) is the sum of a smooth function and a separable function, standard results on block coordinate minimization implies that {ẑ α } α∈V ∪E is a minimizer to the problem of minimizing F (·).
Moreover, we note that the analysis in [Pan18a] (which traces back to [GM89] and earlier) implies that there is strong duality between the problems (2.2) and (2.3), so the quantity α∈V ∪E∪{r} 
Numerical experiments
We conduct some simple experiments by looking at the case where m = 6 and the graph has 6 nodes and contains two cycles, 1 → 2 → 3 → 5 → 1 and 2 → 4 → 6 → 2. Let e be ones(m,1). First, we find {v i } i∈V andx such that i∈V v i +|V |(e−x) = 0. We then find closed convex functions f i (·) such that v i ∈ ∂f i (e). It is clear from the KKT conditions that e is the primal optimum solution to (1.1) ifx i =x for all i ∈ V .
We define f i (·) as functions of the following type:
where A i is of the form vv T + rI, where v is generated by rand(m,1), r is generated by rand(1). b i is chosen to be such that v i = ∇f (e), and
where v is generated by rand(m,1), r is generated by rand(1), b i,1 and b i,2 are chosen such that v i = 1 2 [∇f i,1 (e)+ ∇f i,2 (e)] but v i is neither ∇f i,1 (e) nor ∇f i,2 (e), and c i,1 and c i,2 are chosen such that f i,1 (e) = f i,2 (e). Note the algorithms in [BCN + 17, TSDS18] do not handle nonsmooth functions. Also, our algorithm does not require one to choose parameters to be small enough in order to achieve convergence.
We conduct two experiments, one when all functions are of the form (F-S), and another when the functions are all of the form (F-NS). The first and last formulas of (3.9) indicate how fast the primal iterates {x α } α∈V ∪E are converging to the optimal solution x * , and we call these values the "duality gap" and the "norms squared weighted sum" Figure 4 .1 shows a plot of the results obtained by a random experiment where we perform 1000 iterations of the smooth case and 50000 iterations of the nonsmooth case. The results observed are quite similar to that in [Pan18c] . Specifically, if all the functions f i (·) are of the form (F-S), then we observe linear convergence (though we have not proved this yet). If all functions f i (·) are of the form (F-NS), then we observe sublinear convergence. Rather often, this sublinear convergence is seen to be of order O(1/k).
Conclusion
To conclude, we make a few observations. The insight that the algorithm in [BCS17] can be written as a dual ascent optimization problem shows that other ideas in algorithm design that were already laid out in the related papers [Pan18a, Pan18b, Pan18c, Pan18d] on a distributed Dykstra's algorithm, as well as [Pan16] , can be incorporated into the algorithm in this paper. It is also straightforward to design an improved algorithm for the case when some of the edges in the graph are undirected while others are directed using Operations D and E. We defer the proof of linear convergence of the case when the functions f i (·) in (1.1) are smooth to a future paper. It would be of interest to incorporate the algorithmic and theoretical properties known for the case of undirected graphs to the case of directed graphs with unreliable communications.
