Abstract. In this paper we determine the
Introduction and Notation
We denote by B = B n and S = S n−1 the unit ball and the unit sphere in R n respectively. We will assume that n > 2 (the case n = 2 has been already treated in [10, 11] ). By the vector norm |·| we consider the standard Euclidean distance |x| = ( The Poisson kernel P is defined P (x, η) = 1 − |x| 2 |x − η| n , |x| < 1, η ∈ S n−1 .
We are going to consider the Poisson equation
where f : S n−1 → R is bounded integrable function on the unit sphere S n−1 , and g : B n → R is a continuous function.
The solution of the equation in the sense of distributions is given by (1.2) u(x) = P [f ](x) − G[g](x) := S n−1 P (x, η)f (η)dσ(η) − B n G(x, y)g(y)dy, |x| < 1. Here dσ is the normalized Lebesgue n − 1 dimensional measure of the unit sphere S = S n−1 .
Our main focus of observation is related to the special case of Poisson equation with Dirichlet boundary condition
where g ∈ L ∞ (B n ). The weak solution is then given by
The problem of estimating the norm of the operator G in case of various L p − spaces was established by both authors in [12] .
Since
this naturally induces the differential operator related to Poisson equation
Related to the problem of estimating the norm of the operator D, we are going to observe the operator N :
The main goal of our paper is related to estimating various norms of the integral operator and N . Then we use those results to obtain some norm estimates of the operator D. The compressive study of this problem for n = 2 has been done by the first author in [10, 11] and by Dostanić in [5, 6] . For related results we refer to the papers [3, 4] .
1.1. Gauss hypergeometric function. Through the paper we will often use the properties of the hypergeometric functions. First of all, the hypergeometric function F (a, b, c, t) = 2 F 1 (a, b; c; t) is defined by the series expansion
and by the continuation elsewhere. Here (a) n denotes shifted factorial, i.e. (a) n = a(a + 1)...(a + n − 1) and a is any real number.
The following identity will be used in proving the main results of this paper: By using the Chebychev's inequality one can easily obtain the following inequality for Gamma function (see [8] ). 
then we have
Möbius transformations of the unit ball.
The set of isometries of the hyperbolic unit ball B n is a Kleinian subgroup of all Möbius transformations of the extended space R n onto itself denoted by Conf (B) = Isom(B).
We refer to the Ahlfors' book [2] for detailed survey to this class of important mappings.
(1.10)
and (1.11)
2. The L ∞ norm of the operator N In this section we are going to find the norm of the operator N , defined in (1.6), and by using this we estimate the norm of operator D.
Proof. At the beginning, let us note that
So, we need to find sup
where
n dy. Now we are going to use the change of variables y = T −x z(T x y = z), where T −x : B → B is the Möbius transform defined by
Now we use the following relations |T x (y)| =
x−y [x,y] and
We have that
According to the identity (2.1), we have
Further we have the following simple inequality
and thus rx(r n−2 − 1) + ξ(r n − 1)
Then we have
(1 + r 2 |x| 2 + 2r|x| cos t) a/2 .
By (1.7) we obtain π 0 sin n−2 tdt
In view of
we then infer
Here
where A 0 (r) = 1 − r n , r = |x|, and for m 1 , and a m = 2(−3 + n)n + 4(−2 + n)m n(−3 + n + 2m)(−1 + n + 2m)(1 + n + 2m)
Then a m < 0 if and only if
Then by (1.9) we have
and so
Since the last expression increases in m because
what we needed to prove.
Corollary 2.2. Let D be the mapping defined in (1.5) and v
For x ∈ B we have
∇G(x, y), ξ g(y)dy
So, we obtain the upper estimate for the gradiente of u, i.e.
3. The L 1 norm of the operator N In the sequel let us state a well-known result related to the Riesz potential.
Let Ω be a domain of R n , and let |Ω| be its volume. For µ ∈ (0, 1] define the operator V µ on the space L 1 (Ω) by the Riesz potential
The operator V µ is defined for any f ∈ L 1 (Ω), and V µ is bounded on L 1 (Ω), or more generally we have the next lemma.
Lemma 3.1. ([9], pp. 156-159]). Let
, where 1 ≤ q ≤ ∞, and
In order to prove Theorem 3.2 we need the following lemma 
|H(x, y)|g(y)dy.
Proof of Lemma 3.4 . We need to find
|H(x, y)|dy.
We will show that its supremum is achieved for x = 0. We first have
Further we have
We use the change of variables z = T x y, i.e. T −x z = y, where T x y is the Möbius transform
.
We obtain
Assume without loss of generality that x = |x|e 1 . Further for ξ = (ξ 1 , ..., ξ n ),
In the first appearance of hypergemetric function we used (1.7).
On the other hand similarly we prove that
|H(x, y)|dy
This implies (3.1).
Proof of Theorem 3.3 and Corollary 3.2.
where N * is appropriate adjoint operator and
we have N *
On the other hand, Corollary 3.2 follows from the following inequality
At this point let us point out the fact that
where L p (B, R n ) is the appropriate Lebesgue space of vector-functions. By D p we denote the norm of the operator D. By using the Ries-Thorin interpolation theorem we obtain the next estimates of the norm for the operators N and D 
