Abstract. The regular representation of an essentially finite 2-group G in the 2-category 2Vect k of (Kapranov and Voevodsky) 2-vector spaces is defined and cohomology invariants classifying it computed. It is next shown that all hom-categories in Rep 2Vect k ÔGÕ are 2-vector spaces under quite standard assumptions on the field k, and a formula giving the corresponding "intertwining numbers" is obtained which proves they are symmetric. Finally, it is shown that the forgetful 2-functor ω : Rep 2Vect k ÔGÕ 2Vect k is representable with the regular representation as representing object. As a consequence we obtain a k-linear equivalence between the 2-vector space Vect G k of functors from the underlying groupoid of G to Vect k , on the one hand, and the k-linear category EndÔωÕ of pseudonatural endomorphisms of ω, on the other hand. We conclude that EndÔωÕ is a 2-vector space, and we (partially) describe a basis of it.
Introduction
Representation theory of 2-groups, i.e. of categories with a structure analogous to that of a group, is a quite recent subject. Although the special case of discrete 2-groups (2-groups whose underlying category is discrete) was already considered in the 1990's as (weak) actions of groups on categories (see [6] ), the first works concerning general 2-groups appeared as preprints in the current decade ( [5] , [11] , [3] , [8] ).
But what is a representation of a 2-group? By a representation of a group it is meant its representation as a group of automorphisms of an object in some category, mostly the category Set f of finite sets or the category Vect k of (finite dimensional) vector spaces over a field k. Similarly, by a representation of a 2-group G one means its representation as a 2-group of (weak) automorphisms of an object in some 2-category C. For instance, in a representation of G in the 2-category Cat of (small) categories, functors and natural transformations the objects of G are thought of as self-equivalences of a certain category C and the morphisms as natural isomorphisms between these self-equivalences. This considerably generalizes, for instance, the theory of representations of (finite) groups as permutations of a (finite) set, recovered as the representations of the associated (finite) discrete 2-group when C is a (finite) discrete category.
Clearly, the first question one has to face when studying representations of 2-groups is what 2-category we should take as C. In [8] I considered representations of 2-groups in the 2-category 2Vect k of Kapranov and Voevodsky 2-vector spaces over a field k. This is a higher dimensional version of the category Vect k where the role of the field k is played by the (semiring) category Vect k .
The natural question arises whether this is a good choice. The answer obviously depends on what one means by "good". A reasonable measure of the "goodness" of a representation theory seems to be the amount of information on the 2-group we are able to recover from the corresponding (2-)category of representations. In the case of groups, a representation theory which has proved good, at least for some kinds of groups, is the theory of complex finite dimensional linear representations. Under appropriate assumptions on the group, it can indeed be completely recovered from the corresponding category of such representations. Results of this kind are generically known as reconstruction theorems. The first such theorem, going back to the 1930's, is Pontryagin's duality theorem on the canonical isomorphism between any locally compact abelian topological group and its topological bidual [19] . In this case, we are able to recover the original group from just the group of isomorpism classes of 1-dimensional representations. Later on, Tannaka and Krein concentrated Outline of the paper. The first three sections serve to recall some definitions and known facts needed in the sequel. Specifically, Section 2 contains a quick review on 2-groups, including their description up to the relevant notion of equivalence, and the basic definitions concerning the representation theory of 2-groups. In section 3 we recall the notion of Kapranov and Voevodsky 2-vector space, give some examples (in particular, the 2-vector space underlying the regular representation of an essentially finite 2-group) and discuss the 'closedness' of the corresponding 2-category. The classification of the (general linear) 2-group of self-equivalences of an arbitrary 2-vector space is also recalled here. Finally, in Section 4 we recall from [8] the cohomological description of the representations of a 2-group in 2Vect k .
The core of the paper starts with Section 5, where we define the regular representation of an essentially finite 2-group and explicitly compute a set of data which classifies it up to equivalence (Proposition 15).
In Section 6 it is shown that, under appropriate assumptions, the 2-category of representations of an essentially finite 2-group G in 2Vect k is indeed 'closed' in the above sense. The main result is Theorem 21, where it is shown that all hom-categories are equivalent to a product of categories of projective representations (with given central charges) of a certain family of subgroups of π0ÔGÕ.
We also obtain a formula for computing the ranks of the 2-vector spaces one obtains as categories of intertwiners, analogous to the so called intertwining numbers, and we show that they are symmetric.
Finally, in Section 7 we prove that the regular representation of an essentially finite 2-group represents the forgetful 2-functor by identifying a universal object in the underlying 2-vector space of the representation (Theorem 30). This allows us to obtain the above mentioned k-linear equivalence between this 2-vector space and the category E ndÔωÕ of (weak) endomorphisms of the forgetful 2-functor ω, and to identify a 'basis' of E ndÔωÕ. Since any k-linear functor on E ndÔωÕ is determined, up to isomorphism, but the image of a basis, having available a basis may be useful in defining more structure on E ndÔωÕ, such as a product or a coproduct. These are expected to play an important role in the proof of the above mentioned reconstruction of G as a 2-group of symmetries of ω.
Notation and terminology. All over the paper k denotes a fixed field and k ¦ kÞØ0Ù. When we write 2-something we always mean the strict version. Sometimes, this is emphasized by writting explicitly the word strict. The only exception to this rule is when something group, in which case we always mean the weak version in general. Strict 2-groups are named so. Vertical and horizontal compositions of natural transformations and more generally, of 2-morphisms τ, σ in any 2-category are respectively denoted by τ ¤ σ and τ ¥ σ. For any set X (resp. category C), XÖ0× (resp. CÖ0×) denotes the corresponding discrete category with only identity arrows (resp. locally discrete 2-category with only identity 2-arrows). For any monoid M (resp. monoidal category M), M Ö1× (resp. MÖ1×) denotes the corresponding one-object category (resp. one-object 2-category). For any natural number n 1, Ön× denotes the set Ø1, . . . , nÙ. Vect k denotes the category of finite dimensional vector spaces over k.
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Review on 2-groups and their 2-categories of representations
We assume the reader is familiar with the basic notions on bicategories and in particular, with their one-object versions, the monoidal categories. See for instance [4] or the short account [16] .
2.1. Quick review on 2-groups. By a 2-group or categorical group it is meant a monoidal groupoid G ÔG, , I, a, l, rÕ such that each object A has a weak inverse, i.e. an object A ¦ such that A A ¦ I A ¦ A. When the monoidal groupoid is strict (the associator a and the left and right unit constraints l, r are identities) and all inverses A ¦ are strict (A A ¦ I A ¦ A) the 2-group is called strict.
The simplest examples are groups G thought of as discrete categories GÖ0×, and abelian groups A thought of as one-object 2-groups AÖ1×. In both cases, the tensor porudct is given by the group law. More generally, for any G-module A we have the so called split 2-group AÖ1× « GÖ0×. Its set of objects is G, its set of morphisms is A ¢ G, with a pair Ôa,gÕ being an automorphism of g, and composition and tensor product are given by
This is just a special case of the general notion of semidirect product for 2-groups, in this case between GÖ0× and AÖ1× (see [12] ).
In general, 2-groups arise as symmetries of objects in a 2-category. Thus for any 2-category C and any object X of C the groupoid E qÔXÕ of self-equivalences of X and 2-isomorphisms between these has a canonical structure of a 2-group with the tensor product given by composition of selfequivalences and horizontal composition of 2-morphisms. We shall denote by EqÔXÕ the 2-group so defined. Notice that it is strict as a monoidal groupoid because C is assumed to be strict. However, EqÔXÕ is a non-strict 2-group in general because there may exist objects having no strict inverse (not all self-equivalences of X will be isomorphisms).
As expected, 2-groups are the objects of a 2-category 2Grp whose 1-morphisms are monoidal functors between the corresponding monoidal groupoids. Hence these are given by pairs F ÔF, µÕ with F : G G ½ a functor and µ a collection of natural isomorphisms µA,B : F ÔA BÕ F ÔAÕ ½ F ÔBÕ indexed by pairs of objects of G and satisfying suitable coherence conditions. As it concerns 2-morphisms, they are given by the so called monoidal natural transformations between these monoidal functors. See [17] for the precise definitions.
A basic result about 2-groups, due to Sinh [21] , says that any 2-group G is equivalent to a sort of "twisted" version of a split 2-group AÖ1× « GÖ0× for some G-module A. More precisely, let π0ÔGÕ be the group of isomorphism classes of objects in G with the product induced by the tensor product, and let π1ÔGÕ be the abelian group AutÔIÕ of automorphisms of the unit object of G. This indeed is an abelian group and it has a canonical π0ÔGÕ-module structure. Then Sinh's classification theorem says that G is equivalent to the semidirect product π1ÔGÕÖ1× «π0ÔGÕÖ0× but equipped with a non-trivial associator a g,g ½ ,g ¾ :
Ôπ0ÔGÕ, π1ÔGÕÕ is a certain 3-cocycle somehow constructed from the associator of G. We shall denote the 2-group defined in this way by π1ÔGÕÖ1× «α π0ÔGÕÖ0×. For more details cf. [21] or the more accessible reference [2] . The groups π0ÔGÕ and π1ÔGÕ are called the homotopy groups of G and the cohomology class Öα× È H 3 Ôπ0ÔGÕ, π1ÔGÕÕ its Postnikov invariant. Thus split 2-groups are those whose Postnikov invariant is Öα× 0. Any 3-cocycle α in the Postnikov invariant of G is called a classifying 3-cocycle of G.
In this paper we will mainly concentrate on essentially finite 2-groups, by which we mean 2-groups G both of whose homotopy groups π0ÔGÕ and π1ÔGÕ are finite.
2.2.
Representation bicategories of a 2-group. The category of representations of a group G in a category C, such as Vect k , is nothing but the functor category FunÔGÖ1×, CÕ. Indeed, a functor F : GÖ1× C is given by an arbitrary object X of C and a morphism of groups ρ : G AutCÔXÕ, and it is easy to check that morphisms between representations correspond to natural transformation between the respective functors.
By analogy, for any bicategory (resp. 2-category) C and any 2-group G the bicategory (resp. 2-category) of representations of G in C is defined as the pseudofunctor bicategory (resp. 2-category)
Hence objects are pseudofunctors F : GÖ1× C, 1-morphisms are pseudonatural transformations between these and 2-morphisms are modifications of pseudonatural transformations. When the notions of pseudofunctor and pseudonatural transformation are unpacked we get for the objects and morphisms in Rep C ÔGÕ the same kind of things that we get for the objects and morphisms in RepCÔGÕ. Thus a representation of G in C is given by a pair F ÔX, FÕ, with X an object of C and F : G EqÔXÕ a morphism of 2-groups, and a 1-morphism or intertwiner ξ : ÔX, FÕ ÔX ½ , F ½ Õ is given by a pair ξ Ôf, ΦÕ, with f : X X ½ a 1-morphism in C and Φ a family of 2-isomorphisms
indexed by the objects A of G. These 2-isomorphisms come from the weakening of the action preserving condition in the usual notion of intertwiner. They have to be natural in A and to satisfy some coherence conditions. In our new setting, however, we further have morphisms between intertwiners. More precisely,
given intertwiners Ôf, ΦÕ, Ôf,ΦÕ : ÔX, FÕ ÔX ½ , F ½ Õ a 2-morphism or 2-intertwiner between them is just a 2-morphism τ : f f in C satisfying a naturality condition which involves the 2-cells ΦÔAÕ andΦÔAÕ. See [8] for more details.
As in any bicategory, we also have a composition law between intertwiners and two composition laws between 2-intertwiners. Composition between intertwiners is given by the so called "vertical composition" of pseudonatural transformations. More explicitly, if ξ Ôf, ΦÕ : ÔX, FÕ ÔX ½ , F ½ Õ and ξ ½ Ôf ½ , Φ ½ Õ : ÔX ½ , F ½ Õ ÔX ¾ , F ¾ Õ the composite ξ ½ ¥ ξ is described by the pair Ôf ½ f, Φ ½ ¦ ΦÕ, with the 2-cell ÔΦ ½ ¦ ΦÕÔAÕ given by the pasting
Notice that such a pasting only makes sense when C is a (strict) 2-category, as it is the case in what follows. Otherwise, we should also include the appropriate associativity constraint 2-cells. As for the two compositions between 2-intertwiners, they are given by the vertical and horizontal composition of the corresponding 2-morphisms in C .
3. 2-vector spaces.
Definition and examples.
There exists various notions of 2-vector space. See [1] , [9] , [14] , [18] . In this work we shall use the notion originally introduced by Kapranov and Voevodsky in [14] although in a different guise. According to Kapranov and Voevodsky, a 2-vector space is just a special kind of what they call a Vect k -module category. Roughly, this is a symmetric monoidal category V, analogous to the abelian group in a vector space, together with a functor : Vect k ¢ V V, called the action of Vect k on V, and suitable natural isomorphisms coming from the weakening of the usual axioms for a multiplication by scalars. Then a 2-vector space is defined as a Vect k -module category equivalent to Vect n k for some n 0. Here Vect n k is assumed to be equipped with the Vect k -action induced by the usual tensor product of vector spaces, i.e. V ÔV1, . . . , VnÕ ÔV V1, . . . , V VnÕ.
Instead of this definition, however, we shall use the following equivalent one. It provides an intrinsic characterization of 2-vector spaces and it is much easier to handle. Definition 1. A 2-vector space is a (small) k-additive category V which admits a finite (possibly empty) basis of absolutely simple objects.
By a k-additive category it is meant a category enriched over Vect k (not just over the category Ab of abelian groups) and with zero object and all binary biproducts. By an absolutely simple object in such a category it is meant an object having no nonzero subobjects other than itself and such that its vector space of endomorphisms is 1-dimensional. By a finite basis of absolutely simple objects it is meant a finite set of absolutely simple objects ØV1, . . . , VnÙ such that any nonzero object is isomorphic to a unique finite biproduct of them. Stated in this way, the definition is due to Neuchl [18] .
Notice that, in contrast to what happens in the case of vector spaces, the basis of absolutely simple objects in a 2-vector space is unique (up to isomorphism, of course). This has important consequences as it concerns the representation theory of 2-groups on these 2-vector spaces.
It readily follows from the above definition that the cartesian product V ¢ V ½ of two 2-vector spaces V, V ½ is a new 2-vector space. A basis of absolutely simple objects is Indeed, for any 2-group, essentially finite or not, it always happens that the automorphism group of any object A of G is isomorphic to π1ÔGÕ, even when the underlying groupoid G is non-connected. Thus we have an equivalence of categories
and therefore
The claim follows now from the previous example and the fact that π1ÔGÕ is a finite abelian group.
In particular, let π1ÔGÕ ¦ be the dual group of π1ÔGÕ, i.e. the group of all group morphisms χ : π1ÔGÕ k ¦ . Then a basis of absolutely simple objects is given by the family of functors
defined on objects A by ηχ,gÔAÕ : 
ÔιBϕι ¡1
A Õ. Different choices lead to different isomorphisms hA,B and hence, to different (but isomorphic) basic functors ηχ,g. To get the decomposition of an arbitrary functor η : G Vect k as a biproduct of the ηχ,g we just need to take the restriction of η to the various subgroupoids AutÔAiÕÖ1× and decompose them as a direct sum of irreps.
Let Cat k be the 2-category of all (small) k-linear categories, k-linear functors and natural transformations. Then we denote by 2Vect k its full sub-2-category with objects all 2-vector spaces. Observe that we still have a third 2-category in between them. Namely, the full sub-2-category AdCat k of Cat k with objects all k-additive categories.
For any two objects V, V ½ in 2Vect k the corresponding hom-category is denoted by Hom k ÔV, V ½ Õ instead of Hom2Vect k ÔV, V ½ Õ. Observe that 2Vect k is a repletive sub-2-category of Cat k in the sense that any object of Cat k equivalent (in Cat k ) to a 2-vector space is itself a 2-vector space. In fact, any k-linear equivalence between 2-vector spaces maps a basis of absolutely simple objects to a basis of the same kind.
3.2. Hom-categories in 2Vect k . As in the vector spaces setting, all hom-categories in 2Vect k are themselves 2-vector spaces. Because of its importance we include here the proof of this elementary but fundamental fact. The existence of a finite basis follows from the general fact that, up to isomorphism, a klinear functor H : V V ½ is completely given by the corresponding matrix of ranks R Ôr i ½ i Õ È Mat n ½ ¢n ÔNÕ. By definition, it is the matrix whose entries are uniquely determined by the condition
where ØV1, . . . , VnÙ and ØV ½ 1 , . . . , V ½ n ½ Ù are bases of absolutely simple objects of V and V ½ , respectively.
The matrix of ranks of the biproduct of two functors corresponds to taking the sum of the respective matrices of ranks. Hence a basis of Hom k ÔV, V ½ Õ is given by any representative set of k-linear functors ØH i ½ i , Ôi ½ , iÕ È Ön ½ × ¢ Ön×Ù whose isomorphism classes are described by the unit matrices (matrices having a unique nonzero entry equal to 1).
Once we have fixed biproduct functors in V and V ½ , it is easy to see that any morphism τ : H H in Hom k ÔV, V ½ Õ is completely given by its 'basic components', i.e. the components
for a basis ØV1, . . . , VnÙ of V. Moreover, each of these components τV i is in turn described by a collection of n ½ arbitrary matrices M i ½ i È Matr i ½ i ¢r i ½ i ÔkÕ, i ½ 1, . . . , n ½ , giving the morphism between the homologous "isotypic" pieces
(if both r i ½ i ,r i ½ i 0; otherwise, they are empty matrices). See [7] for more details. In particular, any natural endomorphism of a basic functor H i ½ ,i is completely given by an (arbitrary) scalar λ È k, and this shows they are indeed absolutely simple.
3.3. General linear 2-groups. For any 2-vector space V we shall denote by GLÔVÕ the corresponding 2-group of (k-linear) self-equivalences, and by GLÔVÕ the underlying groupoid. These 2-groups GLÔVÕ should be thought of as analogs in our category setting of the usual general linear groups, and they will be called general linear 2-groups. The underlying monoidal groupoids are always strict because 2Vect k is a strict 2-category. However, they are non-strict 2-groups in general because there may exist no strict inverses for objects. If n is the rank of V, it may be shown that GLÔVÕ is a split 2-group with homotopy groups π0ÔGLÔVÕÕ Sn, π1ÔGLÔVÕÕ Ôk ¦ Õ n and with the usual action of Sn on Ôk ¦ Õ n . For the details, see for ex. [9] , where these 2-groups are computed for a more general kind of 2-vector spaces including those of Kapranov and Voevodsky.
4. Linear representations of a 2-group.
4.1.
Description up to equivalence. Let Rep 2Vect k ÔGÕ be the 2-category of representations of G in 2Vect k . Thus an object is a pair F ÔV, FÕ with V a 2-vector space and F ÔF, µÕ : G GLÔVÕ a morphism of 2-groups. The rank of V is called the dimension of the representation.
As in any 2-category, two objects F and F ½ are said to be equivalent when there exists an equivalence between them, i.e. a weakly invertible intertwiner between them. In [8] it is shown that the equivalence class of a representation is completely specified by a quadruple Ôn, ρ, β, cÕ with n 0 a natural number, ρ : π0ÔGÕ Sn a morphism of groups, where Sn denotes the symmetric group on n elements,
Here α is any classifying 3-cocycle of G, and Ôk ¦ Õ n ρ denotes the abelian group of n-tuples of nonzero elements of k with the π0ÔGÕ-module structure induced by ρ and the usual action of Sn on Ôk ¦ Õ n gÔλ1, . . . , λnÕ Ôλ ρÔg ¡1 ÕÔ1Õ , . . . , λ ρÔg ¡1 ÕÔ1Õ Õ, g È π0ÔGÕ.
Notice that this description is neither canonical nor faithful. It is non-canonical because it depends on the specific 3-cocycle α we choose to describe G up to equivalence. In particular, the 2-cochain c changes with α. But it is also non-faithful because different quadruples, even for a fixed α, can describe the same equivalence class of representations. More precisely, the two quadruples Ôn, ρ, β, cÕ, Ôn ½ , ρ ½ , β ½ , c ½ Õ specify the same equivalence class of representations if and only if n n ½ and there exists σ È Sn such that ρ ½ σρσ ¡1 , β ½ σβ and Öc ½ × Öσc×.
A specific representation F ÔV, FÕ whose equivalence class is described by the quadruple Ôn, ρ, β, cÕ is the following: (the isomorphisms hA,B are defined in Example 4 above); -for any objects A, B of G the natural isomorphism µA,B : P ρÖA B× P ρÖA× ¥ P ρÖB× (actually, an automorphism) giving the monoidal structure is that whose basic components are ÔµA,BÕ Ô0,..., iÕ k ,...,0Õ
: Ô0, . . . , c ρÖA B×ÔiÕ ÔÖA×, ÖB×Õ idK, . . . , 0Õ
We shall denote the representation so defined 3 by FÔn, ρ, β, cÕ. In particular, we see that n gives the dimension of the representation, ρ and β give the action of the corresponding functor F : G GLÔVÕ on objects and morphisms, respectively, and c gives the monoidal structure.
The morphism β admits the following alternative description. The left action of π0ÔGÕ on π1ÔGÕ
induces a left action on π1ÔGÕ ¦ given by
For any natural number n 1 and any morphism of groups ρ : π0ÔGÕ
Sn, let Ön×ρ be the set Ön× Ø1, . . . , nÙ equipped with the π0ÔGÕ-set structure induced by ρ. Then we have the following. Proof. From any β as in the statement we define a map γ also as in the statement by γÔiÕ βi, i 1, . . . , n. It is easy to check that this sets a bijection between both types of maps. This is the same kind of things that Crane and Yetter [5] and Baez et al. [10] obtain for the representations of 2-groups in Yetter's measurable categories. Sn induces an n-dimensional representation of G whose corresponding functor F : G GLÔVect Clearly, a generic linear representation of G is a sort of mixture of a cocyclic and a permutation representation.
The regular representation of an essentially finite 2-group.
Recall that the regular representation of a group G is the permutation representation of G induced by the left action of G on itself by left translations. Equivalently, it is the representation defined by the vector space LÔGÕ of all functions f : G k with (left) G-action given by ÔgfÕÔhÕ f ÔhgÕ.
In this section we describe an analog of this representation for essentially finite 2-groups and a quadruple Ôn, ρ, β, cÕ which classifies it up to equivalence. If ϕ : A B is any morphism of G, FRÔϕÕ is the natural transformation
The point is that the functor FR so defined has a canonical monoidal structure induced by the associativity constraints in G. More precisely, we have the following:
where a¡,B,C : ¡ ÔB CÕ Ô¡ CÕ ¥ Ô¡ BÕ is the natural isomorphism defined by the associativity constraints aA,B,C : A ÔB CÕ ÔA BÕ C of G. Then µB,C is natural in B, C and the collection µ ØµB,CÙB,C provides FR with a monoidal structure.
Proof. Note first that the diagram
commutes for any τ : η η ½ by the interchange law, so that µB,C;η is indeed natural in η. Naturality of µB,C in B, C means the commutativity of the diagram
Taking components this amounts to the commutativity of the diagrams
Vect k and all A È ObjG, and these diagrams commute because aA,B,C is natural in B, C. Finally, since the underlying monoidal groupoid of GLÔVect G k Õ is strict, the coherence condition on µ reduces to the commutativity of the diagram
for any objects B, C, D of G. Taking again components this amounts to the commutativity of the diagrams
for any η : G Vect k and any objects A, B, C, D of G, and these diagrams commute by the pentagon axiom on the associativity isomorphisms. Example 13. For any finite group G Øg1, . . . , gnÙ, the regular representation of GÖ0× is the strict
Example 14. For any finite abelian group A, the regular representation of AÖ1× is (equivalent to) the strict monoidal functor RR : AÖ1×
GLÔRepVect k ÔAÕÕ mapping the unique object to the identity functor and a È A to the natural automorphism FRÔaÕ : id id defined by FRÔaÕ ÔV,ρÕ ρÔaÕ for any representation ÔV, ρÕ of A (observe that ρÔaÕ indeed is an intertwiner from the representation ÔV, ρÕ to itself because A is abelian). Thus it essentially reduces to the canonical morphism from A into the center ZÔRepVect k ÔAÕÕ of its category of linear representations.
5.2.
Classification. Let p π0ÔGÕ , q π1ÔGÕ . We know from Example 4 that R has dimension nR pq. In this subsection we describe a particular triple ÔρR, βR, cRÕ of the kind described in § 4.1 that classifies R. Recall that such a triple is unique only "up to conjugation". In particular, it depends on the choice of a representative of the Postnikov invariant of G. Let us fix once and for all such a representative α È Z 3 Ôπ0ÔGÕ, π1ÔGÕÕ, that we can assume normalized without loss of generality.
Before describing the triple ÔρR, βR, cRÕ let us first introduce some notation. Let us denote by The starting point to classify R is the classification of the general linear 2-groups GLÔVÕ described in § 3. We know that π0ÔVect G k Õ Spq, but we need to specify a particular such isomorphism. To do this we choose a linear order in one of the sets of basic functors Øηχ,gÙ for Vect Proof. The proof is an easy but instructive exercise to become familiar with the relationship between morphisms of 2-groups and the associated triples described in § 4.1. For example, let us prove (i).
We already know that for any A È ObjG the functor FRÔAÕ basically amounts to permuting the ηχ,g, and we want to identify what this permutation is. By definition we have
, where g ÖA×. This means that FRÔAÕÔη χ,g ½Õ acts on objects in exactly the same way as η χ,g ½ g ¡1 and consequently, we have
Thus the morphism π0ÔGÕ π0ÔVect G k Õ maps g to the isomorphism class of the permutation
, and under our previous identification π0ÔVect
this indeed corresponds to the morphism ρR defined above. We leave to the reader the proof of (ii) and (iii). She/he can also check that βR indeed is a morphism of π0ÔGÕ-modules and that cR β¦ÔαÕ.
In particular, although strictly speaking the regular representation of a finite group G is something different from the regular representation of the associated discrete 2-group GÖ0×, we see that the former is recovered as the equivalence class of the later. For a finite one-object 2-group AÖ1× we just get the set of all characters of group A as equivalence class of its regular representation.
Later on we shall use the triple ÔρR, βR, cRÕ to get some more information on the regular representation (see Example 29 below).
Categories of intertwiners.
For any representations F, F ½ let Hom G ÔF,F ½ Õ, or just E nd G ÔFÕ when F F ½ , be the associated category of intertwiners. It inherits an obvious k-additive structure from the k-additive structures we have in the underlying 2-vector spaces of each representation. In general, however, it is not a 2-vector space because there may be no finite basis of absolutely simple objects. For instance, E nd G ÔIÕ is equivalent to the category RepVect k Ôπ0ÔGÕÕ of (finite dimensional) linear representations of π0ÔGÕ (see Remark 18 below). However, this is not always a 2-vector space. Even if π0ÔGÕ is finite, it may lack to be a 2-vector space unless the field k is algebraically closed and of characteristic zero or prime to the order of π0ÔGÕ. At first sight, this is a little bit of a surprise when compared to the corresponding situation for groups (finite or not), where the set of intertwiners between any two finite dimensional linear representations always is a finite dimensional vector space. The difference arises from the fact that an intertwiner between representations of a 2-group is not just a k-linear functor between the underlying 2-vector spaces which satisfies some additional conditions. That is to say, Hom G ÔF, F ½ Õ is not a subcategory of Hom k ÔV, V ½ Õ. We further have the all-important natural isomorphisms ΦÔAÕ in (2.1) which come out as additional data we are required to specify to completely define an intertwiner.
The purpose of this section is to prove that the same conditions which ensure E nd G ÔIÕ is a 2-vector space (namely, π0ÔGÕ finite and k algebraically closed and of characteristic zero or prime to the order of π0ÔGÕ) are actually enough for the category Hom G ÔF, F ½ Õ to be a 2-vector space for any pair of representations F, F ½ . In doing this we shall be able to describe explicitly a basis of absolutely simple objects for these 2-vector spaces as well as a method for computing the correspondings ranks out of the involved representations. The proof is based on the geometric interpretation of these categories of intertwiners given in [8] and recalled in § 6.3.
All over this section various equivalences of categories are considered whose explicit definitions will be needed in Section 7.
6.1. The k-additive category Hom G ÔF,F ½ Õ. Let F ÔV, FÕ, F ½ ÔV ½ , F ½ Õ. Then an object in Hom G ÔF,F ½ Õ is given by a pair ξ ÔH,ΦÕ with H : V V ½ a k-linear functor and Φ ØΦÔAÕÙ AÈObjG a family of natural isomorphisms of functors
satisfying appropriate naturality and coherence conditions (see § 2.2). In particular, if R is the matrix of ranks of H (see § 3.2), the existence of such natural isomorphisms implies that R is in the obvious sense invariant under the action of π0ÔGÕ.
Among the objects in Hom G ÔF,F ½ Õ we have the zero intertwiner, defined by the pair ÔH0, Φ0Õ
with H0 : V V ½ "the" zero functor mapping all objects of V to a given zero object of V ½ and with all Φ0ÔAÕ equal to "identity" natural transformations
A morphism between two intertwiners ÔH,ΦÕ and ÔH,ΦÕ is just a natural transformation τ :
H H satisfying a naturality condition which involves the 2-cells ΦÔAÕ andΦÔAÕ. It follows that the zero intertwiner is a zero object of Hom G ÔF, F ½ Õ and that Hom G ÔF,F ½ Õ inherits a k-linear structure from that existing in V ½ and given by
for any τ, τ ½ : H H : V V ½ and any λ, λ ½ È k. In particular, we have a forgetful k-linear functor
ΦÕ to H and equal to the identity on morphisms. Notice, however, that this functor is neither injective nor essentially surjective on objects and that it is a non-full functor.
Biproducts in Hom G ÔF, F ½ Õ are obtained from the biproducts in Hom k ÔV, V ½ Õ. More precisely, for objects ÔH, ΦÕ, ÔH,ΦÕ their biproduct is the pair ÔH H , Φ Φ Õ where H H is the biproduct in Hom k ÔV, V ½ Õ (see proof of Proposition 5) and ÔΦ Φ ÕÔAÕ is given by the pasting 
To emphasize this, in the rest of this section we denote the intertwining hom-categories by we have fixed once and for all for each equivalence class of representations. For instance, those described in § 4.1.
6.3. Geometric description of the categories of intertwiners. Let G be any group and X a right G-set. We shall denote by F ÔX, k ¦ Õ the (multiplicative) abelian group of all k ¦ -valued functions on X. When we speak of 2-cocycles of G with values in F ÔX, k ¦ Õ we always assume F ÔX, k ¦ Õ to be equipped with the G-module structure Ôg ¤ f ÕÔxÕ f ÔxgÕ, x È X. Let z be a normalized 2-cocycle of G with values in F ÔX, k ¦ Õ (i.e. a 2-cocycle such that zÔg, eÕ zÔe, gÕ 1 for any g È G, where 1 denotes the unit of F ÔX, k ¦ Õ).
Given ÔG, X, zÕ as above, we denote by VectG,zÔXÕ the corresponding category of z-projective G-equivariant vector bundles over X. Objects are given by triples ÔE,p, ΘÕ with ÔE, pÕ a finite rank
for all g, g ½ È G and x È X. A morphism φ : ÔE,p, ΘÕ ÔE ½ , p ½ , Θ ½ Õ between two such triples is an action preserving morphism of vector bundles, hence a family
φxg ¥ θÔx, gÕ θ ½ Ôx,gÕ ¥ φx for all g È G and x È X. Composition is the obvious one.
Observe that in writting VectG,zÔXÕ we do not make explicit the field k. But it is there. Actually, VectG,zÔXÕ is a k-additive category. The k-linear structure is the obvious one, the zero vector bundle equipped with its unique z-projective right G-action is a zero object, and ÔE,p, ΘÕ ÔE ½ , p ½ , Θ ½ Õ is the usual direct sum of vector bundles equipped with the z-projective action
x . As we will see later, it is even a 2-vector space under suitable assumptions.
Let now Ôn, ρ, β, cÕ and Ôn ½ , ρ ½ , β ½ , c ½ Õ be quadruples of the kind described in § 4.1. The group morphisms ρ and ρ ½ induce a right action of π0ÔGÕ on XÔn ½ , nÕ : Ön ½ × ¢ Ön× given by Ôi ½ , iÕ ¤ g Ôρ ½ Ôg ¡1 ÕÔi ½ Õ, ρÔg ¡1 ÕÔiÕÕ, g È G. Let us denote by ΛÔn, ρ, β; n ½ , ρ ½ , β ½ Õ the corresponding set of intertwining π0ÔGÕ-orbits, i.e. orbits
for all g1, g2 È π0ÔGÕ and Ôi ½ , iÕ È X λ . Then we have the following.
Theorem 16 ([8]).
There is an equivalence of k-additive categories
5 Actually, it is easy to see that this condition holds for all points in X λ if it holds for some (arbitrary) point
For later use, let us recall from [8] how this equivalence works. Let ÔH,ΦÕ be any intertwiner, and let R Ôr i ½ i Õ be the matrix of ranks of the functor H. As mentioned before, R is invariant under the action of π0ÔGÕ. Hence associated to each orbit X λ XÔn ½ , nÕ we have a well defined nonnegative integer d λ (the common value of the corresponding entries in R). This gives the rank of the vector bundle ÔEÔλÕ,pÔλÕÕ over X λ , and it is easy to see that this rank is necessarily zero unless X λ is an intertwining orbit. Let us assume without loss of generality that
and that pÔλÕ is the obvious projection. The z λ -projective action ΘÔλÕ is now determined by the natural isomorphisms ΦÔAÕ. To be explicit, let us think of the left hand side of (6.6) as the category of intertwiners between the representations FÔn, ρ, β, cÕ, F ½ Ôn ½ , ρ ½ , β ½ , c ½ Õ described in § 4. 
for any A such that ÖA× g. Then (6.6) maps the object ÔH,ΦÕ to ÔEÔλÕ,pÔλÕ,ΘÔλÕÕX λ È Obj
The action on morphisms is as follows. Let τ : H H : V V ½ be a morphism from ÔH,ΦÕ to ÔH,ΦÕ for any intertwiners ÔH,ΦÕ, ÔH,ΦÕ : ÔV, FÕ ÔV ½ , F ½ Õ. As pointed out before, τ is completely given by its components τV i : HÔViÕ H ÔViÕ on a basis ØV1, . . . , VnÙ of V, and each of these components is in turn described by n ½ matrices M i ½ i È Matr i ½ i ¢r i ½ i ÔkÕ, i ½ 1, . . . , n ½ (cf. proof of Proposition 5). Then τ gets mapped to the morphism φ ÔφÔλÕÕ λ whose X λ -component φÔλÕ : ÔEÔλÕ, pÔλÕ, ΘÔλÕÕ ÔẼÔλÕ,pÔλÕ,ΘÔλÕÕ is the morphism in Vect π 0 ÔGÕ,z λ ÔX λ Õ given on fibers by these matrices M i ½ i . More precisely, if Ôi ½ , iÕ È X λ the map
is the k-linear map given in canonical bases by the matrix M i ½ i . The morphism φ so defined satisfies (6.5) because of the above mentioned condition on τ involving the 2-cells ΦÔAÕ andΦÔAÕ and ensuring that τ is indeed a 2-intertwiner between ÔH,ΦÕ and ÔH,ΦÕ (recall that the functor (6.2) is non-full!).
Remark 17. In [8] we proved that this functor is an equivalence of categories. In fact the functor is k-linear and hence, the equivalence is of k-additive categories. Indeed, any k-linear functor between k-additive categories automatically preserves biproducts; see [17] , p. 197 where this is shown for the case the commutative ring k is Z. k ¦ , respectively, we have F, F ½ I. In this case, the right hand side of (6.6) indeed reduces to the category RepVect k Ôπ0ÔGÕÕ. In fact, the equivalence is in this case as monoidal categories when E nd G ÔIÕ comes equipped with the monoidal structure induced by the composition of endomorphisms and RepVect k Ôπ0ÔGÕÕ with the usual tensor product of representations. This implies that we shall have no analog of Schur's lemma, at least in its usual version. Indeed, whatever definition we adopt for the irreducible representations in this 2-category setting, the trivial representation I should be such a representation. But linear representations of groups, in our case of π0ÔGÕ, have no inverse with respect to tensor product. Therefore I will be an irreducible representation with lots of non-invertible nonzero endomorphisms.
6.4. The categories VectG,zÔXÕ for a transitive G-set X. It readily follows from Theorem 16 and Proposition 5 that H ¢ n, ρ, β, c n ½ , ρ ½ , β ½ , c ½ ª will be a 2-vector space when all k-additive categories Vect π 0 ÔGÕ,z λ ÔX λ Õ are 2-vector spaces. To prove that these categories are indeed 2-vector spaces we shall take advantage of the fact that all π0ÔGÕ-sets X λ are transitive to get a more elementary description of them.
Let us start with the following observation. 
1 ÕÔxÕ for any g1, g2 È Gx. Here k ¦ is assumed to be equipped with the trivial Gx-module structure.
Furthermore, zx andẑx are normalized when z is normalized.
Proof. An easy computation shows that zxÔg1, g2, g3Õ zÔg1, g2, g3ÕÔxÕ
ÔxÕ for all g1, g2, g3 È Gx. Recall that for any group H and any normalized 2-cocycle z È Z 2 ÔH,k ¦ Õ a z-projective representation of H (or projective representation with central charge z) is a vector space V together with a map ψ : H GLÔV Õ such that ψÔeÕ idV and ψÔh1h2Õ zÔh1, h2Õ ψÔh1Õ ¥ ψÔh2Õ for all h1, h2 È H. These representations are the objects of a category RepzÔHÕ whose morphisms Proof. For any object ÔE, p, ΘÕ of VectG,zÔXÕ let ψ : Gx 0 GLÔEx 0 Õ be defined by ψÔgÕ : θÔx0, g ¡1 Õ, g È Gx 0 .
It readily follows from (6.3) and (6.4) that ψ is a zx 0 -projective representation of Gx 0 . Moreover, from (6.5) it follows that the x0-component φx 0 : and we claim that this functor is an equivalence of categories. Indeed, transitivity of X together with (6.5) show that any morphism φ in VectG,zÔXÕ is uniquely determined by its x0-component φx 0 and moreover, that any intertwiner f : Ex 0 E ½ x 0 between ψ and ψ ½ is the x0-component of such a φ (i.e. it can be extended to a whole morphism φ between ÔE, p, ΘÕ and ÔE ½ , p ½ , Θ ½ Õ). Hence F is fully faithful.
To prove F is essentially surjective, let ψ : Gx 0 GLÔV Õ be anyẑx 0 -projective representation. An object of VectG,zÔXÕ can be built out of it as follows. Let us fix representatives R Øg1, . . . , grÙ of the right cosets of Gx 0 ßG, with g1 e as representative of Gx 0 . Set E : xÈX V and let p : E X be the obvious projection. Because of the transitivity of X, there exist unique gi, g i ½ È R andg È Gx 0 such that (6.7)
x x0gi, gig gg i ½.
Then for any pair Ôx,gÕ È X ¢ G let θÔx, gÕ : Ex Exg be the k-linear isomorphism defined by
zÔg, g i ½ÕÔx 0Õ
zÔgi, gÕÔx0Õ ψÔg ¡1 Õ. Let us see that the pair ÔE, pÕ together with these maps indeed define an object of VectG,zÔXÕ. If g e we haveg
e and g i ½ gi. Hence (6.4) holds because z is normalized. To prove (6.3) let gj , g j ½ È R andĝ È Gx 0 be uniquely defined by (6.9) xg x0gj,
zÔgj, g ½ ÕÔx0Õ ψÔĝ ¡1 Õ. Similarly, let g i ¾ È R and g È Gx 0 be uniquely defined by (6.10) gigg ½ gg i ¾ so that the left hand side of (6.3) is θÔx, gg ½ Õ zÔg, g i ¾ÕÔx 0Õ
zÔgi, gg ½ ÕÔx0Õ ψÔg ¡1 Õ.
Thus we have to prove that (6.11)
zÔgi, gÕÔx0Õ ψÔĝ ¡1 ÕψÔg ¡1 Õ To show this, note first that not all of elements gi, g i ½, g i ¾, gj, g j ½ È R are independent, and the same is true for the elementsg,ĝ, g È Gx 0 . Thus from (6.7) and (6.9) we have x0gj xg x0gig x0gg i ½ x0g i ½ so that gj g i ½. Using now (6.10) it follows that
ψÔg ¡1ĝ¡1 Õ because ψ isẑx 0 -projective. Putting all these facts together we see that (6.11) reduces to (6.12) zÔgĝ, g i ¾ÕzÔg i ½, g ½ ÕzÔgi, gÕzÔg,ĝÕ x 0 ÔgizÔg, g ½ ÕÕzÔĝ, g i ¾ÕzÔg, g i ½ÕzÔg i, gg ½ Õ x 0 , where we have used that zÔg, g ½ ÕÔx0giÕ ÔgizÔg,g ½ ÕÕÔx0Õ. Now by the 2-cocycle condition on z we have zÔgĝ, g i ¾ÕÔx 0Õ zÔĝ, g i ¾ÕzÔg,ĝg i ¾ÕzÔg,ĝÕ ¡1
x 0 zÔgi, gg ½ ÕÔx0Õ ÔgizÔg, g ½ ÕÕ ¡1 zÔgig, g ½ ÕzÔgi, gÕ x 0 . In the first equality we have used thatg È Gx 0 so that ÔgzÔĝ, g i ¾ÕÕÔx 0Õ zÔĝ, g i ¾ÕÔx 0Õ. Putting this into (6.12) and using that gig gg i ½ andĝg i ¾ g i ½g ½ shows that (6.12) holds. To finish the proof it remains to see that the object ÔE, p, ΘÕ of VectG,zÔXÕ we have constructed in this way out of ψ indeed gets mapped by the functor F to aẑx 0 -projective representation equivalent to ψ. In fact, it gets mapped to ψ because for any g È Gx 0 we have F ÔE, p, ΘÕÔgÕ θÔx0, g ¡1 Õ Ô6.8Õ zÔg ¡1 , eÕÔx0Õ zÔe, g ¡1 ÕÔx0Õ
ψÔgÕ ψÔgÕ.
Here we use that the gi, g i ½,g in (6.7) are in this case given by gi g i ½ e andg g ¡1 because x x0 and g È Gx 0 .
Remark 21.
We have shown that F is surjective on objects, not just essentially surjective. However, F is not an isomorphism of categories because it is not injective on objects. Indeed, to construct a preimage of ψ we need to choose representatives for the right cosets in Gx 0 ßG, and different choices will give isomorphic, but not equal, objects in VectG,zÔXÕ which get mapped to ψ by the functor F . Note also that any pseudoinverse of F will map an intertwiner f : V V ½ in Repz x 0 ÔGx 0 Õ to the unique morphism φ : xÈX V xÈX V ½ whose restriction to the fiber over x0 is f .
The following is an immediate consequence of the previous result and the obvious fact that RepzÔ1Õ Vect k . kd corresponds to the morphism φÔf Õ : ÔEÔdÕ,pÔdÕ, ΘÔdÕÕ ÔEÔdÕ, pÔdÕ, ΘÔdÕÕ whose components φÔf Õx are all equal to f . Indeed, as pointed out in the above remark we have φÔf Õx 0 f , while the other components follow from (6.13) and (6.5).
Corollary 22. Let X be a G-torsor (i.e. a transitive G-set with trivial stabilizers). Then we have an equivalence of k-additive categories
6.5. Review on projective representations and modules over arbitrary semisimple algebras. In this subsection we recall a few well known facts from the theory of projective representations of finite groups and more generally, of modules over a semisimple k-algebra. The aim is to see that, under appropriate assumptions on the field k, the corresponding categories (for a given central charge in the case of projective representations) are 2-vector spaces, and to explain how their ranks can be computed. This result generalizes Example 3 in § 3.1 and allows us to prove that all hom-categories in Rep 2Vect k ÔGÕ indeed are 2-vector spaces under the appropriate assumptions.
We refer the reader to [15] for the theory of projective representations of a finite group and to [23] for the general case.
Ordinary linear representations of a finite group G are the same as (left) modules over the group algebra kÖG× and moreover, kÖG× is a semisimple k-algebra when k is algebraically closed of characteristic zero or prime to the order of G. These are the two basic facts which prove that the category RepVect k ÔGÕ of Example 3 is a 2-vector space.
More generally, let A be any finite dimensional semisimple k-algebra, with k algebraically closed. Then each finite dimensional A-module decomposes as a finite direct sum of irreducible A-modules, and this decomposition is unique up to isomorphism and permutation of the factors (see Theorem 2.2 in Chapter 2 of [23] ). Moreover, irreducible modules are absolutely simple in our sense above, and there are only finitely many isomorphism classes of them (Lemma 2.1 and Corollary 2.15 in Chapter 2 of loc. cit). Briefly, the category A-Mod of A-modules is a 2-vector space with basis of absolutely simple objects any set of representatives of the irreducible modules. If A kÖG× the condition on k to be of characteristic zero or prime to the order of G is just the necessary and suficient condition for kÖG× to be semisimple (this is the famous Maschke's theorem; see Theorem 1.14 in Chapter 3 of [23] ).
Let us now consider z-projective representations for a given normalized 2-cocycle z. The first remark is that these representations are the same as modules over the twisted group algebra kÖG×z. This is the k-algebra with the same underlying space as kÖG× but with multiplication given by
(cf. Chapter 3, § 2 of [15] ). The second remark is that twisted group algebras are also semisimple k-algebras when k is of characteristic zero or prime to the order of G. The proof is essentially the same as for kÖG× (see Theorem 2.10 in Chapter 3 of [15] ). Therefore, always under the assumption that k is algebraically closed, RepzÔGÕ is a 2-vector space with basis of absolutely simple objects any set of representatives of the irreducible modules.
What about ranks? Let A be an arbitrary finite dimensional semisimple k-algebra, and let
ØMi, i È IÙ be any set of representatives of the isomorphism classes of irreducible A-modules. Then it is shown that I dim k ZÔAÕ, where ZÔAÕ denotes the center of A, and that A iÈI niMi, with the ni 0 such that
(cf. Corollary 2.24 in Chapter 2 of [23] ). In particular, the rank of A-Mod as a 2-vector space is equal to the dimension over k of the center of A.
This reduces the problem of computing the rank of the 2-vector space RepzÔGÕ to that of computing the dimension over k of the center of kÖG×z. If z 1 we recover the usual group algebra kÖG×, and it is well known that a k-basis of its center is given by the elements ci gÈC i eg, i 1, . . . , t, if C1, . . . , Ct are the conjugacy classes of G (Lemma 3.2 in Chapter 3 of [23] ). This gives the statement in Example 3. The answer for an arbitrary nontrivial normalized 2-cocycle z can be found in [15] (Chapter 3, § 6). If k is of characteristic zero the answer is the following.
An element g È G is called z-regular if e g ½e g ege g ½ for all g ½ È CgÔGÕ, the centralizer of g in G. The product here takes place in the twisted group algebra kÖG×z. In other words, g È G is z-regular iff zÔg, g ½ Õ zÔg ½ , gÕ for all g ½ È CgÔGÕ. It is easy to check that if g È G is z-regular then so is any conjugate of g. Hence it makes sense to speak of the z-regular conjugacy classes of G.
Let C1, . . . , C t ½ be all the z-regular conjugacy classes of G. Then it is shown that the elements ci gÈC i eg, i 1, . . . , t ½ , constitute a k-basis of ZÔkÖG×zÕ.
Therefore we have the following generalization of Example 3, and a restatement of the above mentioned results from [15] . 
Moreover, when G is essentially finite and k is algebraically closed and of characteristic zero or prime to the order of π0ÔGÕ these k-linear categories are 2-vector spaces.
Note that the finiteness of π0ÔGÕ ensures that each k-additive category
space, while that of π1ÔGÕ ensures that there is a finite number of intertwining orbits in XÔn ½ , nÕ and hence, a finite number of terms in the above product.
The following special case is important for what follows. In particular, it is used in § 7.3 to prove the representability of the forgetful 2-functor by the regular representation (cf. also Corollary 22).
Corollary 25. Let G be essentially finite and k algebraically closed and of characteristic zero or prime to the order of π0ÔGÕ. In the above notations, let us assume that Ôn, ρ, β, cÕ, Ôn ½ , ρ ½ , β ½ , c ½ Õ are such that all intertwining orbits X λ are π0ÔGÕ-torsors. Then we have a k-linear equivalence of categories
where N is the number of intertwining orbits in XÔn ½ , nÕ.
Remark 26. From the whole discussion above it follows that the equivalence (6.14) goes as follows (from right to left). On the one hand, an object Ôk 
Let us emphasize that different matrices M λ are used to define the same morphism τV i , and that there is no obvious general relation between the number of these basic components τV i , which is equal to the rank n of V, and the number of matrices we use to compute them, which is equal to the number N of intertwining orbits. The equivalence so defined is clearly non-canonical. It depends, among other things, on the linear order chosen in the set of intertwining orbits.
6.7. Intertwining numbers. Let us suppose that k is of characteristic zero and that G is essentially finite. In particular, all hom-categories H ¢ n, ρ, β, c n ½ , ρ ½ , β ½ , c ½ ª are 2-vector spaces. Then it follows from the discussion in § 6.5 that the ranks of these 2-vector spaces or intertwining numbers can be explicitly computed by the following procedure:
Find the intertwining π0ÔGÕ-orbits X1, . . . , XN of XÔn ½ , nÕ. For each λ 1, . . . , N choose any point Ôi ½ λ , i λ Õ È X λ , determine the corresponding stabilizer
, and compute the above normalized 2-cocycleẑ λ :
The reader may think of V Vect n k , in which case this basis is given by the objects Ô0, . . . , iÕ k, . . . , 0Õ for all i 1, . . . , n.
For each λ 1, . . . , N compute the number rÔG λ ,ẑ λ Õ ofẑ λ -regular conjugacy classes of G λ .
Then the intertwining number is given by
Observe that, proceeding in this way, we only need to take into account that the morphism is from Ôn, ρ, β, cÕ to Ôn ½ , ρ ½ , β ½ , c ½ Õ, and not in the reverse direction, when computing the 2-cocycleŝ z λ . However, reversing the direction just corresponds to replacingẑ λ by the inverse 2-cocycleẑ ¡1
λ .
Since the regularity condition of an element g È G λ is the same either with respect toẑ λ or with respect toẑ ¡1
λ , it follows that rÔG λ ,ẑ λ Õ rÔG λ ,ẑ ¡1 λ Õ. Hence we have the following analog of the well known symmetry property for the intertwining numbers between linear representations of a finite group.
Corollary 27. Under the above assumptions on G and k we have To see this, note first that the stabilizer of any point Ôi, k, lÕ È Ön× ¢ Öq× ¢ Öp× XÔn, pqÕ is trivial. Indeed, the point Ôk, lÕ È Öq× ¢ Öp× corresponds to the pair Ôχ k , g l Õ È π1ÔGÕ ¦ ¢ π0ÔGÕ (we work with the linear orders we have fixed in § 5.2 for π0ÔGÕ and π1ÔGÕ ¦ ) . Hence the action of
(cf. Proposition 15), and where N N ÔnR, ρR, βR; n, ρ, βÕ is the number of intertwining orbits for the given pair of representations. It remains to see that N n. In fact, we shall determine explicitly the intertwining orbits by identifying a 'canonical' representative point in each of them. Let us fix a character χ È π1ÔGÕ ¦ and a π0ÔGÕ-orbit O of Ön×ρ. The subset XO,χ : O ¢ ØχÙ ¢ π0ÔGÕ XÔn, pqÕ is π0ÔGÕ-invariant but non-transitive. For example, for any i i ½ in O the points Ôi, χ, eÕ and Ôi ½ , χ, eÕ are not in the same orbit. Actually, the set Ø Ôi, χ, eÕ, i È OÙ constitutes a set of representative points for the various orbits of XO,χ. Indeed, an arbitrary point Ôi, χ, gÕ È XO,χ is in the same orbit as ÔρÔgÕÔiÕ,χ, eÕ. Therefore, the decomposition of XO,χ into orbits looks like
with Xi,χ : Ôi, χ, eÕπ0ÔGÕ. In particular, XO,χ has O orbits, all of them of cardinal p. Since this is true for each χ È π1ÔGÕ ¦ it follows that the decomposition of XÔn, pqÕ into orbits is XÔn, pqÕ
However, only n of these qn orbits are intertwining. This is because the Ôχ, eÕ-component of βR is β R,Ôχ,eÕ χ (see Proposition 15) . Thus Ôi, χ, eÕ È Xi,χ is intertwining if and only if βi χ.
Consequently the set of intertwining orbits is (6.18) ΛÔnR, ρR, βR; n, ρ, βÕ ØX i,β i , i È Ön×Ù ØÔi, βi, eÕπ0ÔGÕ, i È Ön×Ù, with ØÔi, βi, eÕ, i 1, . . . , nÙ as a set of 'canonical' representatives. In particular N n as claimed.
Once more, this example is nothing but the analog in our setting of a similar result concerning the regular representation of a finite group G. Actually, as in the group setting, this is one of the consequences of the more fundamental fact that for any essentially finite 2-group G the forgetful 2-functor ω : Rep 2Vect k ÔGÕ 2Vect k is represented by the regular representation (se Section 7). 6.8. Remarks about k-linear enrichments on 2-categories. By a k-linear (resp. k-additive) 2-category we mean a 2-category C such that all its hom-categories HomCÔX, Y Õ are k-linear (resp.
k-additive) and all composition functors
HomCÔX, Y Õ ¢ HomCÔY, ZÕ HomCÔX, ZÕ are k-bilinear. More particularly, a 2-category will be called a 2Vect k -category 8 when it is kadditive and all its hom-categories are 2-vector spaces.
The simplest example of a 2Vect k -category is 2Vect k itself, which is supposed to be (monoidal)
pseudo-closed in the sense of [13] . Another example is Rep 2Vect k ÔGÕ for G an essentially finite 2-group and k an algebraically closed field of characteristic zero or prime to the order of π0ÔGÕ.
Indeed, we have shown that all hom-categories in Rep 2Vect k ÔGÕ are 2-vector spaces under these assumptions, and the corresponding composition functors are k-bilinear because they are so in Let us finally remark that for any k-linear 2-category D the 2-category PsFunÔC, DÕ of pseudofunctors from any other 2-category C to D is also k-linear, as the reader may easily check. However, this fails to be true when k-linear is replaced by k-additive. For instance, there may exist no zero object in the hom-categories of PsFunÔC, DÕ even when we have a zero object in each hom-category HomDÔX, Y Õ. However, we are interested in cases where D is 2VectK , and PsFunÔC, 2Vect k Õ is always k-additive. This is because the objects in 2Vect k are themselves categories with a zero object and binary biproducts, and these can be used to get a zero object and binary biproducts in PsFunÔC, 2Vect k Õ. This is in fact how we have seen before that Rep 2Vect k ÔGÕ is k-additive. The same thing works for the 2-category of pseudofunctors between Rep 2Vect k ÔGÕ and 2Vect k . In particular, the category E ndÔωÕ of (pseudonatural) endomorphisms of ω is always k-additive. We shall see in the next section that it is even a 2-vector space under suitable assumptions.
Representability of the forgetful 2-functor ω
In order to prove the representability of ω we shall make use of the appropriate enriched version of the bicategorical Yoneda Lemma. Hence this section starts by recalling this basic result as well as the associated notion of "universal object" for Cat-valued (2Vect k -valued in the enriched case) pseudofunctors. These are analogs of the universal elements of a Set-valued (resp. Vect k -valued) functor. Next it is shown that for essentially finite 2-groups G and algebraically closed fields k as above there indeed exists a universal object for the forgetful 2-functor ω : Rep 2Vect k ÔGÕ 2Vect k leading to a representation of it by the regular representation of G. The section closes with a description of this representation and the induced equivalence between the category E ndÔωÕ of pseudonatural endomorphisms of ω and Vect G k . As mentioned in the introduction, this equivalence constitutes a first step toward a Tannaka-Krein type reconstruction of an essentially finite 2-group from its 2-category of representations in 2-vector spaces (and the associated forgetful 2-functor).
7.1. Bicategorical Yoneda Lemma. To my knowledge, this result first appears in its nonenriched version in [22] . It establishes the (natural) equivalence of two categories. More specifically, suppose given a bicategory C, an object X of C, and a pseudofunctor F : C Cat with values in the 2-category Cat of (small) categories, functors and natural transformations. Let us denote by HomCÔX, ¡Õ : C Cat the (covariant) hom-pseudofunctor associated to X, and let PsN atÔHomCÔX, ¡Õ,FÕ be the category of all pseudonatural transformations HomCÔX, ¡Õ F and modifications between these. Then the bicategorical Yoneda lemma says that there exists an equivalence (not an isomorphism) of categories Yon : PsN atÔHomCÔX, ¡Õ, FÕ FÔXÕ which is given on objects ξ : HomCÔX, ¡Õ F by YonÔξÕ : ξX ÔidXÕ, and that this equivalence is natural in X and F in some suitable sense. Unlike usually for equivalences of categories which are not isomorphisms, Yon has a canonical pseudoinverse. In fact, although we shall make no use of it, it can be shown that Yon extends canonically to an adjoint equivalence ÔYon, Yon ¦ , η, ǫÕ whose unit η is an identity when C is a 2-category, and whose counit ǫ is an identity when F is a (strict) 2-functor. The canonical pseudoinverse
Yon ¦ : FÔXÕ PsN atÔHomCÔX, ¡Õ, FÕ maps A È ObjFÔXÕ to the pseudonatural transformation Yon ¦ ÔAÕ : HomCÔX, ¡Õ F whose 1-cell components Yon ¦ ÔAÕY : HomCÔX, Y Õ FÔY Õ are given on objects f : X Y and morpisms
Yon ¦ ÔAÕY ÔτÕ : FÔτ ÕA. What we really need is the k-linear version of this lemma. In this version C is a k-linear 2-category, F : C 2Vect k a k-linear pseudofunctor and By the very definition of universal objects, it follows that the Yoneda equivalence (7.3) restricts to a (k-linear) equivalence of categories Yon : PsEqÔHomCÔX, ¡Õ,FÕ FÔXÕu between the full subcategory PsEqÔHomCÔX, ¡Õ, FÕ with objects all pseudonatural equivalences (i.e. representations of F by X) and the full subcategory FÔXÕu with objects the universal ones. In particular, the pseudofunctor F is representable by the object X of C or equivalently, PsE qÔHomCÔX, ¡Õ, FÕ is nonempty if and only if there exists such a universal object x È ObjFÔXÕ. 7.3. Universal functor ηU : G Vect k . We are interested in the case where C is the 2-category
Rep 2Vect k ÔGÕ and F the forgetful 2-functor ω : Rep 2Vect k ÔGÕ 2Vect k . According to the previous discussion, in order to prove that ω is represented by the regular representation R it is enough to see that there exists a universal object in the 2-vector space ωÔRÕ Vect (ii) For any representation F ÔV, FÕ, any intertwiners ÔH,ΦÕ, ÔH,ΦÕ : R F and any morphism φ : HÔηU Õ H ÔηUÕ in V there exist a unique 2-intertwiner τ : ÔH, ΦÕ ÔH,ΦÕ such that φ τη U (i.e. Yon ¦ ÔηUÕF is fully faithful; cf. (7.2)).
We claim that such a universal functor exists and is given by the direct sum of a few of the basic functors Øηχ,g, Ôχ, gÕ È π1ÔGÕ ¦ ¢ π0ÔGÕÙ of Example 4. More explicitly, we have the following. is supported on the intertwining orbits that this matrix is actually completely given by n integers d1, . . . , dn 0 giving the values of the nonzero "intertwining entries". To be precise, we shall assume that di gives the value of the entries of R corresponding to the intertwining orbit X i,β i (see (6.18) for notation). Then let us take as ÔH,ΦÕ any intertwiner whose isomorphism class is determined in this way by the unique integers d1, . . . , dn 0 such that
Thus H is a k-linear functor whose matrix of ranks is given by where the condition χ βj in the last direct sum means that it is taken over all j È Ø1, . . . , nÙ such that βj χ. Using now that H is k-linear we obtain that 
This proves (i).
To prove (ii) let us first remark that for any intertwiners ÔH,ΦÕ, ÔH,ΦÕ from R to any other representation F we have a bijection kd i is the linear map whose matrix in canonical bases is equal to the matrix giving the restriction of τη β i ,e to the Vi-'isotypic' component.
Suppose now we are given a morphism φ : HÔηU Õ H ÔηUÕ in V. Because of (7.5) and the absolute simplicity of the objects Vi, we see that giving such a morphism amounts to giving n arbitrary linear maps fi : k Proof. Any equivalence f : X Y in a (k-linear) 2-category C induces equivalences of (k-linear) categories E ndCÔXÕ HomCÔX, Y Õ E ndCÔY Õ. In our case C is the 2-category PsFunÔRep 2Vect k ÔGÕ, 2Vect k Õ, X is the hom-pseudofunctor Hom G ÔR, ¡Õ, Y is ω and f is any representation of ω by R. Hence we have E ndÔωÕ PsN atÔHom G ÔR, ¡Õ, ωÕ Vect G k because of Yoneda.
Remark 32. It is worth comparing this with the situation we have for finite groups. Thus for any finite group G there also exists a "universal function" fU : G k, i.e. a function such that for any representation V and any v È V there exists a unique morphism of representations h : LÔGÕ V with hÔfU Õ v. Such a universal function is the function δe equal to zero everywhere except on the unit element e È G where it is equal to 1. Hence the analog in our categorified setting of the basic function δe is none of the basic functors ηχ,e, for some particular χ È π1ÔGÕ ¦ , but the direct sum of all of them.
7.4.
Basis of E ndÔωÕ. From Theorem 30 and the above description of Yon ¦ (see (7.1)-(7.2)) it follows that a specific representation of ω : Rep 2Vect k ÔGÕ 2Vect k is the 2-natural equivalence Θ Yon ¦ ÔηUÕ : Hom G ÔR, ¡Õ ω whose 1-cell components are the k-linear functors ΘF : Hom G ÔR, FÕ V given on objects ÔH,ΦÕ A pseudoinverse E ¦ : Vect 
Final remark
A well known important property of the regular representation LÔGÕ of a finite group G is that it is equivalent (for algebraically closed fields k) to the direct sum of all nonequivalent irreducible representations, each one with a multiplicity exactly equal to its own dimension. Because of the similarities we have found until now one might be tempted to think that the same is true for essentially finite 2-groups. However, on the one hand, in our setting there may exist non-irreducible but indecomposable representations. This fact has been pointed out in [10] in the even more general framework of representations of 2-groups in Yetter's measurable categories, of which our representation theory is a special case. Hence not every representation will necessarily decompose as a direct sum of irreducible ones. On the other hand, as pointed out before, there is no Schur's Lemma in our representation theory, at least in its usual form, and such lemma seems to be crucial to prove the above mentioned result for finite groups. Indeed, if G is a finite group and k an algebraically closed field Schur's lemma implies that for any irreducible representation Vi of G the dimension of HomGÔLÔGÕ, ViÕ is precisely equal to the multiplicity of Vi in LÔGÕ. The result mentioned above follows then because ω is represented by LÔGÕ so that we have Vi HomGÔLÔGÕ, ViÕ. When we move to our setting, we still have an equivalence of 2-vector spaces V Hom G ÔVect 
