Purpose -In shopping, for selecting the appropriate garments, people have to try on multiple garments. This problem is due to lack of a sizing system based on updated anthropometric data and the classification system that introduces the appropriate size from the sizing chart to each person. To solve this problem, as a first study in the literature, a hybrid intelligent classification model as a size recommendation expert system is proposed. The paper aims to discuss these issues. Design/methodology/approach -Three stages for developing a hybrid intelligent classification system based on data clustering and probabilistic neural network (PNN) are proposed. In the first stage, the clustering algorithm is used for specifying the sizing chart. In the second stage, the resulting sizing chart is used as a reference for developing a new intelligent classification system by using a PNN. At the last stage, the accuracy of the proposed model is evaluated by using the Iranian male's body type data set. Findings -Experimental results show that the proposed model has a good accuracy and can be used as a size recommendation expert system to specify the right size for the customers. By using the proposed model and designing an interface for it, a decision support system was developed as a size recommendation expert system that was used by an apparel sales store. The results were time saving and more satisfying for the customers by selecting the appropriate apparel size for them. Originality/value -In this paper, as a first study in literature, a hybrid intelligent model for developing a size recommendation expert system based on data clustering and a PNN to enable the salesperson to help the consumer in choosing the right size is proposed. In the first stage, the clustering algorithm is used for specifying the sizing chart. In the second stage, the resulting sizing chart is used as a reference to develop a new intelligent classification system by using a PNN. In the last stage, the accuracy of the proposed model is evaluated by using testing data. The proposed model achieved an 87.2 percent accuracy rate that is very promising.
Introduction and literature review
Apparel, home textile and technical textile are defined as three markets in the textile industry (Thomassey, 2010) . Manufacturing garments has the highest added value in the textile industry (Hsu, 2009) . In marketing, the main goals are to attract the customers, keep the customers and satisfy the customers. Companies that analyze the customer's behavior will be more successful in marketing and can discover new business opportunities. In the work presented by Eckman et al. (1990) , purchasing apparel by people is introduced as a decision making process which involves three stages, including the interest phase, trail phase and decision phase. The interest phase is affected by color, styling and fabric. The trail phase is influenced by fitness, styling and appearance. Their results indicated that apparel fit and appearance are important parameters in the decision making process of the customers (Eckman et al., 1990) . In manufacturing apparel it is very important to produce apparel with the best design based on a standard size chart to fit all body types (Regan et al., 1998) .
For producing a range of sizes of ready to wear garments, sizing systems are used (Ashdown, 1998) . Due to the wide differences in race, nutrition and climate, people who live in different countries have their own body size and most of the current sizing systems are out-dated, so there is an urgent need to develop a new sizing system (Zheng et al., 2007; Chung et al., 2007) . Hsu (2009) applied a data mining technique to develop industrial standards for adult females. He applied a two-stage clustering approach to generate a standard size chart. In another work he established systems for using a decision tree technique to determine the pants sizes of army soldiers. The newly developed sizing system can provide garment manufacturers with size specifications (Hsu and Wang, 2005) . After applying the updated and appropriate sizing system it is very crucial for the apparel salesperson to identify the right size for the consumers. It is very important for the apparel salesperson to have the ability to help the consumer choose the right size. It has become more crucial when there is a significant variation in the actual garment dimensions followed for the same size (Webster and Balasubramanian, 2006) . In this situation, selecting the appropriate apparel size for the consumers has some problems. The ability of the apparel salesperson to assess the right size for the consumer would satisfy the customers and also increase the chances of marketing. For selecting the right size, people have to try on multiple garments. This problem is due to lack of an intelligent classification system to help the salesperson in choosing the right size for the customers. In the previous work, a new sizing system was developed for Iranian males using data mining techniques (Esfandarani and Shahrabi, 2012) . The resulting sizing system is appropriate for all body types. The problem of specifying the right size for a customer can thus be seen as a classifier, where the attribute vector describes the customer's body sizes and classes are the available sizes. With the best of our knowledge, there is no research in the literature on the development of an intelligent classifier system for size recommendation.
Classification is a technique from a set of n input patterns p 1 ; p 2 ; . . . ; p n characterized by i attributes a 1 ; a 2 ; . . . ; a i which can include numerical or nominal values, and m classes C 1 ; C 2 ; . . . ; C m have the objective of obtaining a system that automatically assigns a class label C i to each pattern. Therefore, a classifier is a mapping function defined over the patterns, f : A i ! {C 1 ; C 2 ; . . . ; C m } which stands for the set of attributes generated by a learning algorithm.
Classification methods are characterized by training and testing phases. The training phase is the development of classification rules from available knowledge, where the classification rules are acquired from examples and each example belongs to a well-known class. The aim of the testing phase is to produce classification rules for assigning new examples to classes.
Developing a hybrid intelligent model
Recently, there has been a growing interest in using artificial intelligence models in developing classifier systems. Artificial intelligence models such as artificial neural networks (ANNs), fuzzy logic, and genetic algorithms (GAs) are popular research subjects, since they can deal with complex engineering problems which are difficult to solve by classical methods (Konar, 2005) . These techniques have been successfully used in forecasting and classification problems (Hadavandi et al., 2010b (Hadavandi et al., , 2011a Wang, 2010) and textile reseraches (Pan et al., 2011; Babay et al., 2005; Jianli and Baoqi, 2007; Midha, 2011) .
ANNs are one of the strongest AI-based models which can learn the complex nature of the relationship between inputs and outputs. They are rooted in and inspired by the biological network of neurons in the human brain that learn from external experience, handle imprecise information, store the essential characteristics of the external input, and generalize previous experience. ANNs have been widely applied to a variety of problems (Hadavandi et al., 2010a) .
In this paper, a hybrid intelligent model for developing a size recommendation expert system based on data clustering and a probabilistic neural network (PNN) to enable the salesperson to help the consumer in choosing the right size is proposed.
Methodology
A general framework of the proposed model is shown in Figure 1 . In the first stage, a clustering algorithm is used for specifying the sizing chart. In the second stage, the resulting sizing chart is used as a reference to develop a new intelligent classification system by using PNNs. In the last stage, accuracy of the proposed model is evaluated by using testing data.
Defining the classes by using a clustering algorithm
Clustering is finding groups of objects such that the objects in a group are similar (or related) to one another and different from (or unrelated to) the objects in other groups. A good clustering method will produce high quality clusters with high intra-class similarity and low inter-class similarity. In this research, there is a heterogonous population of body size that must be grouped into a more homogenous population.
Agglomerative hierarchical clustering (AHC) is used to determine the number of clusters; it begins with every case being a cluster unto itself. At successive steps, similar clusters are merged. The algorithm ends with everybody in one cluster. In this step, the centroid clustering method is applied on principle component scores, the resulting agglomerative schedule shows that all the data can be grouped into five clusters. Afterwards, the K-mean algorithm is applied to segment the heterogeneous population to actually form five clusters.
The K-means method (Anderberg, 1973 ) is a technique employed for partitioning a set of objects into k groups such that each group is homogeneous with respect to certain attributes based on the specific criterion. The K-means data clustering is used to reduce the effect of data noise and have a better forecasted accuracy. The procedures of the K-means method can be summarized as follows (Hadavandi et al., 2011a) :
Step 1. Randomly select k initial cluster centroids, where k is the number of the clusters.
.
Step 2. Assign each object to a cluster which is the closest based on the distance between the object and the cluster mean. Step 3. Calculate the new mean for each cluster and reassign the objects to the clusters.
Step 4. Stop if the criterion converges. Otherwise go back to Step 2.
Probabilistic neural network
ANNs are flexible computing frameworks for modeling a broad range of nonlinear problems. One significant advantage of the ANN models over other classes of nonlinear model is that ANNs are universal approximators which can approximate a large class of functions with a high degree of accuracy (Asadi et al., 2012) . Their power comes from the parallel processing of the information from the data. No prior assumption of the model form is required in the model building process. Instead, the network model is largely determined by the characteristics of the data.
ANNs consists of an inter-connection of a number of neurons. There are many varieties of connections under study; however, here we will discuss only one type of network which is called PNNs. Developing a hybrid intelligent model
In recent years, PNNs have been used successfully for solving complicated classification problems (Adeli and Panakkat, 2009; Cheng et al., 2010; Kazemi et al., 2013) PNN, introduced by Specht (1990) is a special type of neural network using a kernel-based approximation to form an estimate of the probability density function of categories in a classification problem and an algorithm for approximating the Bayesian decision rule (Fukunaga, 1990) .
For a classification problem with C classes, the structure of PNN that is used in this paper is shown in Figure 2 . The PNN has four layers: an input layer, a pattern layer with m k radial basis function (RBF) units for each class kð1 # k # CÞ (in classical PNNs the pattern layer has as many nodes as the patterns in the training set), a summation layer with C nodes, and an output node. The summation and output nodes are linear.
After receiving an n-dimensional feature vector x ¼ x 1 ; x 2 ; . . . ; x n as input in the input layer, PNN passes them to the neurons in the pattern layer. Here, m k Gaussian kernels are computed for each class 1 # k # C:
n=2 js
wherem k j is the mean of the distribution and s k j is its covariance matrix. The third layer is formed by C summation nodes which compute the approximation of the class probability functions through a combination of the outputs P k j of those pattern units that correspond to either category:
where p k j are non-negative and represent the within-class mixing proportion and for them:
In the output node, class w with maximum class probability function is chosen as: Gorunescu et al. (2005) claim that:
The main advantages of PNN are the fast training process, an inherently parallel structure guaranteed to converge to an optimal classifier as the size of the representative training set increases and that training samples can be added or removed without extensive retraining.
In the classical PNN, each training pattern is stored as one unit of the layer Gaussian, so algorithms that train PNNs are infeasible for large data sets. Berthold and Diamond (1998) proposed the dynamic decay adjustment (DDA) algorithm that allows the automatic construction of PNNs from even large data sets. This algorithm introduces new hidden units whenever necessary and adjusts the shape of already existing units to minimize the risk of misclassifications. They concluded that the proposed algorithm generates PNNs that achieve a comparable classification performance on classification data set benchmarks and lead to smaller networks compared to classical PNNs.
In this paper, the training of PNN is done based on the DDA method on labeled data using constructive training of the PNNs algorithm proposed by Berthold and Diamond (1998) . This algorithm constructs the topology of the network during training and thus determines the number of required neurons automatically. In addition, the shape of each RBF unit is adjusted individually through a local, scalar smoothing parameter s i resulting in the construction of heteroscedastic PNN. Two thresholds are used during training, u þ , u 2 as illustrated in Figure 3 . u þ determines the minimum correct-classification probability for training patterns of the correct class and u 2 is used to avoid misclassifications; that is, the probability for an incorrect class for each training pattern is less than or equal to u 2 . In a geometrical analogy, this leads to an area of conflict where neither matching nor conflicting training patterns are allowed to lie (Berthold and Diamond, 1998) .
Experimental results

Implementing the proposed model for developing an intelligent classification system
In this section, the proposed model is implemented using suit size data for Iranian males. By consulting domain experts, ten effective sizing variables (coat height, Source: Berthold and Diamond (1998) Developing a hybrid intelligent model armhole girth, sleeves height, waist circumference, chest circumference, stomach circumference, thigh circumference, hip circumference, knee girth, trouser height) are determined for producing suits. A large database based on these variables that were recorded in a garment company in Iran, is applied in this paper. This database includes 600 samples. At first, it is necessary to verify and examine all data. In this work, all samples in which data is not limited to^s from the mean are omitted. 21 samples are omitted due to this limitation, and are considered as abnormal and out-layer data. Then the missing data is replaced with a new value by the series mean algorithm, and after these stages, all cleaned and verified data are ready for mining (Esfandarani and Shahrabi, 2010) . The description analysis of these variables is shown in Table I . Then 80 percent (463 samples) were selected randomly for the training process and the remaining 118 records were used as a testing data set for evaluating the model. In the first stage, AHC is used to determine the number of clusters. This algorithm showed that all data can be grouped into five clusters, and then the k-mean algorithm is applied to segment the heterogeneous population to actually form five clusters. The resulted sizing chart is shown in Table II .
By considering Table II and analyzing the results by experts, all five clusters are labeled in five sizing types according to Table III. For evaluating the resulting sizing charts by using testing data, aggregate loss is used as a measure of goodness of fit for the new sizing system. Aggregate loss of fit represents how well the sizing system performs in fitting the population. To determine the aggregate loss of fit, all individual distances from their assigned size are averaged over the validation data and using equation (1) (Ashdown, 1998) , it can be determined:
Consulting with domain experts shows that chest circumference, waist circumference and hip circumference are the most important dimensions for determining size, so the aggregate loss of fit is determined for these dimensions. In equation (5), a i1 , a i2 , a i3 is the value of chest, waist and hip circumference in the population for each person, a 0 i1 , a 0 i2 , a 0 i3 is the value of the assigned chest, waist and hip circumference for this person in the sizing chart, and n j is the number of members in each cluster. The value of loss of fit for all clusters is calculated, and is shown in Table IV .
As Gupta (2004) stated in his work, the ideal value of loss of fit can be calculated allowing 2.54 cm deviations of the sizing chart, so in this research the ideal value is 8, and our results are less, so the resulting sizing chart has a good coverage on Iranian body type, and it is used as a reference for the classification approach.
In the second stage, the obtained sizing chart from stage 1 is used as a target value (class values) and three variables (chest, waist and hip sizes) are used as input variables to develop the hybrid classification system. Consulting with domain experts shows these variables to be the most important dimensions for determining size. The data set is shown in Figure 4 .
By using the training data set and the DDA algorithm, the training of a PNN model is done. In the last stage, the testing data set is used for testing classification accuracy of the proposed model. To meet a robust and accurate model, different features of parameters have been examined and this process is called the tuning process. The tuned features and classification results of the proposed model are shown in Table V Thus, it can be considered as a good size recommendation expert system. By using the proposed model and designing an interface for it, a decision support system was developed as a size recommendation expert system that was used by an apparel sales store. The results were time saving and more satisfying for the customers by selecting the appropriate apparel size for them without trying the numerous items. The implemented size recommendation is shown in Figure 5 . It is mentioned that if we want to use such a system for others with various body structures, we just need the data collection containing appropriate number of their body measurements. After that we can use that collected data to form the clusters and constructing size recommendation expert system. This resulted size recommendation expert system that is constructed based our proposed classification model could be helpful for a large number of people with the same body types to select the appropriate apparel.
Conclusion
In this paper, a hybrid intelligent model for developing a size recommendation expert system based on data clustering and a PNN to enable the salesperson to help the consumer in choosing the right size is proposed. In the first stage, the clustering algorithm is used for specifying the sizing chart. In the second stage, the resulting sizing chart is used as a reference to develop a new intelligent classification system by using a PNN. In the last stage, the accuracy of the proposed model is evaluated by using testing data. Our proposed model achieved an 87.2 percent accuracy rate that is very promising. So it can be considered as a good size recommendation expert system. By using the proposed model and designing an interface for it, a decision support system was developed as a size recommendation expert system that was used by an apparel sales store. The results were time saving and more satisfying for the customers by selecting the appropriate apparel size for them without trying numerous items. Developing a hybrid intelligent model
