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ABSTRACT
Coupled Nonlinear Dynamical Systems
Hongyan Sun
In this dissertation, we study coupled nonlinear dynamical systems that exhibit new
types of complex behavior. We numerically and analytically examine a variety of
dynamical models, ranging from systems of ordinary differential equations (ODE) with
novel elements of feedback to systems of partial differential equations (PDE) that model
chemical pattern formation. Chaos, dynamical uncertainty, synchronization, and
spatiotemporal pattern formation constitute the primary topics of the dissertation.
Following the introduction in Chapter 1, we study chaos and dynamical uncertainty in
Chapter 2 with coupled Lorenz systems and demonstrate the existence of extreme
complexity in high-dimensional ODE systems. In Chapter 3, we demonstrate that chaos
synchronization can be achieved by mutual and multiplicative coupling of dynamical
systems. Chapter 4 and 5 focus on pattern formation in reaction-diffusion systems, and
we investigate segregation and integration behavior of populations in competitive and
cooperative environments, respectively.
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Chapter 1

Introduction
Over the past two decades there has been an enormous increase in the number of studies
of nonlinear dynamics and complexity. Researchers have focused on exploring the
essential conditions for nonlinear dynamical systems to exhibit complex dynamical
behavior, for example, chaos. These studies have primarily utilized low-dimensional
dynamical systems.1-3 Coupled nonlinear dynamical systems have also attracted attention
in many scientific disciplines4-6 because of their potential applications.7-9 Systems that are
structurally coupled typically show dynamical behavior different from that of isolated
low-dimensional

systems.

13-16

synchronization,

For

example,

uncertainty

in

dynamics,10-12

chaos

17

and spatiotemporal chaos all arise from coupled high-dimensional

dynamical systems.

In Chapter 2, we begin with investigations of dynamical complexity in ordinary
differential equation (ODE) systems, namely uncertain destination dynamics. Exploring
complex dynamical behavior related to riddled basins,11 which were recently discovered
in high-dimensional dynamical systems, motivates this study. We present three specific
examples to illustrate that some dynamical systems may have a foliation of attractors in
phase space and the system may evolve to qualitatively different attractors, depending
sensitively on initial conditions.18 The asymptotic dynamical behavior exhibited by the
system can be studied through a reduction of the original high-dimensional dynamical
system to its destination dynamics. Such a reduction introduces a constant in the
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equations describing the destination dynamics, but the value of the constant depends on
the initial conditions of the original system.

Chaos synchronization has been the subject of many recent studies in nonlinear
dynamics, and various schemes and techniques have been developed to achieve it.13
However, systems with mutual and multiplicative coupling schemes have not received as
much attention. In Chapter 3, we describe our studies of chaos synchronization and
spatiotemporal synchronization in mutually and multiplicatively coupled dynamical
systems.19 We have used coupled Lorenz systems to study chaos synchronization and
found two types of phase synchronization: The first type shows that, upon
synchronization, the amplitude of a variable in one subsystem has a translational shift
with respect to that of the corresponding variable in the other subsystem. The second type
shows that the amplitude of a variable in one subsystem is proportional to that of the
corresponding variable in the other subsystem. Moreover, the phase shift and
proportionality depend on the initial conditions of the coupled system. For spatiotemporal
synchronization, we have used a coupled Barkley model20 to demonstrate that spiral
waves in excitable media can synchronize through mutual and multiplicative couplings.

Spatiotemporal systems have an infinite number of degrees of freedom, and it is
generally more difficult to analyze their dynamics than ODE systems. In Chapter 4, we
study the dynamical behavior of species competing for a common resource with a
reaction-diffusion system based on cubic autocatalysis.21 We find that randomly seeded
populations self-segregate to form a complex network of domains separated by distinct
interfaces. In adjacent domains, different species are extinct while the other species
exhibits chaotic oscillations. For chaotic populations in one-dimensional media, the
interfaces exhibit irregular motions on long time scales, due to the uncorrelated chaotic
oscillations on each side of the interfaces. In two-dimensional media, the interface motion
is governed by curvature-induced drift.

The phenomenon of segregation is based on the competition between different
species. However, species can also be cooperative while competing for a common
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resource. In Chapter 5, we add cooperative reaction steps into the model that is analyzed
in the previous chapter, which was found to exhibit the phenomenon of segregation.22 We
find, depending on the relative intensity of the cooperative and the competitive processes,
that the phenomenon of integration may occur in favor of segregation. Specifically, there
is a transition from segregation to integration on increasing the importance of
cooperation. At the critical values of the parameters, the system exhibits chaotic
integration, while uniform integration is exhibited beyond the critical parameter values.
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Chapter 2
Uncertainty in High-Dimensional Chaotic Dynamical
Systems

2.1 Introduction
Recent studies of high-dimensional dynamical systems have revealed many new modes
of complex evolution, such as chaos synchronization,1-7 on-off intermittency,8-13 and
fractal, riddled, and intermingled basins.14-20 Many of these studies have raised
fundamental questions concerning the relationship between model systems and the real
systems they attempt to describe.21-24 Here, the term “high-dimensional” refers to the
topological dimension of phase space, which is larger than the minimum dimension of
phase space that can contain a chaotic attractor. For example, in the theory of dynamical
systems, a chaotic attractor in a discrete mapping system requires at least onedimensional phase space, while a continuous dynamical system requires at least threedimensional phase space.25-27 In this chapter, we study continuous dynamical systems
with the dimension of phase space larger than three.

Low-dimensional dynamical systems can exhibit such asymptotic states as a fixed
point, a limit cycle, a torus, or chaos. Chaos means extreme sensitivity of a dynamical
system to initial conditions: Infinitesimally separated initial conditions result in an
exponential divergence of the neighboring trajectories, although the dynamics is confined
onto an invariant manifold.26 (An invariant manifold is a manifold such that any
trajectory initialized in that manifold remains there for all time.) Most nonlinear
dynamical systems are not solvable analytically, so computation is necessary to obtain a
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solution of the dynamical system. However, in the presence of chaos and inevitable
round-off error, we cannot exactly predict the long-term behavior of a single trajectory,
because of the exponential divergence of neighboring trajectories subject to small
perturbations. That is, chaos essentially induces computational complexity.28

Statistical properties of a dynamical system, however, are characteristic quantities
and, despite chaos, we may still have preserved ergodic measures that are independent of
a particular trajectory or initial conditions. This is analogous to thermodynamics: We do
not need to know the exact motion of the particles in an equilibrium in order to calculate
the pressure, temperature, etc. of the equilibrium system based on the laws of statistical
mechanics.

Another type of uncertainty in deterministic dynamical systems is shown by the
phenomenon of riddled basins,14 which were discovered in the early 1990s, and
demonstrated to occur only in a high-dimensional dynamical system. In the presence of
riddled basins, infinitesimally separated initial conditions may lead to different
asymptotic states of the dynamical system, which have different statistical properties. The
existence of riddled basins was demonstrated to be not only a mathematical “symptom”
in the theory of dynamics but also a reality in physical systems. In 1993, Sommerer and
Ott15,16 provided a mechanical model that exhibits the phenomenon of riddled basins.
Around the same period, several experiments were conducted by different groups of
researchers that proved evidence for the existence of riddled basins. From the point of
view of experimentalists, riddled basins impose a serious challenge to our belief in the
“reproducibility” of experiments. This is also an example among many others showing
that increasing the topological dimension of nonlinear dynamical systems does not
merely induce a quantitative change of computational complexity.

Riddled basins occur in a dynamical system with a finite number of attractors.
Although it is impossible to predict the asymptotic state of a randomly chosen initial
condition inside the riddled basins, one may still have a probability measure to quantify
the occurring frequency of each asymptotic state.22 In this chapter, we present examples

7

that demonstrate a gross uncertainty resulting from initial conditions.29

In these

examples, the number of asymptotic states is infinite; neighboring initial conditions may
evolve to an infinite number of different destinations.

This chapter is organized as follows: In Section 2.2, we review related concepts for
nonlinear dynamical systems by introducing the Lorenz model and the concept of riddled
basins. In Section 2.3, we present specific dynamical systems and an analysis of the
uncertain destination dynamics. In Section 2.4, we draw our conclusions.

2.2 Chaotic Behavior and Riddled Basins

2.2.1 The Lorenz Model
In 1963, Lorenz30,31 presented an analysis of a coupled set of three quadratic ordinary
differential equations (ODEs) representing three modes of the Oberbeck-Boussinesq
equations for fluid convection in a two-dimensional layer heated from below. While the
phenomena displayed by the model have little quantitative similarity to actual phenomena
occurring in convection, the model was extremely important in demonstrating the
existence of chaos in coupled ODEs.

The dimensionless Lorenz model is given by:
x1 = σ ( x 2 − x1 ),
x 2 = rx1 − x 2 − x1 y 3 ,

(2.1)

x 3 = x1 x 2 − bx3 .
The three parameters σ, r, and b, which are all non-negative, correspond to the Prandtl
number, the Rayleigh number, and an aspect ratio in the original sense of the fluid model.
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Figure 2.1. A typical chaotic attractor in the Lorenz model. σ = 10, b =
8/3, and r = 28.
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To study the chaotic phenomena and the bifurcation behavior exhibited by this model, we
can fix the two parameters σ and b, and let r vary. The parametric values chosen by
Lorenz and most other researchers are σ = 10, b = 8/3, but similar dynamical behavior
can be observed for other parameter conditions. This model represents a dissipative
dynamical system, according to the negative trace of the Jacobian, − (σ + 1 + b), and thus
it is possible that the system evolves to an attractor in phase space. (An attractor is a
subset of the phase space of a dissipative dynamical system to which the system state
asymptotically evolves). For r < 1, the origin is a hyperbolic sink and is the only attractor
in the system. At r = 1, a pitchfork bifurcation of the steady state occurs such that for r >
1, the system exhibits two additional fixed points in phase space. When r is further
increased to a critical value rH, the two steady states lose stability and a Hopf bifurcation
occurs, which results in the appearance of periodic oscillations. As r is increased beyond
the critical value, through a series of period-doubling bifurcations, the system can show
chaotic behavior within some parameter ranges. Lorenz numerically demonstrated the
chaotic behavior at r = 28 with the other two parameter values chosen as σ = 10 and b =
8/3 (Fig. 2.1). In fact, within a certain parameter range where chaos appears, there may be
interspersed parameter intervals in which periodic behavior is exhibited. The periodic
“windows” may be dense in the parameter space. The period-doubling bifurcation, chaos,
and periodic windows can be found around r = 160, where a tiny change of the parameter
r can shift the system from a periodic state to another periodic or chaotic state. These
parameter values will be used for our discussion of uncertain destination dynamics in
Section 2.3.

2.2.2 Riddled Basins
We introduce a mechanical model proposed by Sommerer and Ott15 in 1993, which
shows riddled basins:

10

d2
d
r = −γ r − ∇V ( r ) + xˆp sin ωt ,
2
dt
dt

(2.2)

with the scalar potential
V ( x, y ) = (1 − x 2 ) 2 + ( x − x ) y 2 ,

(2.3)

where γ, p, ω and x are parameters. This model describes a unit mass particle moving on
a plane, and the motion is subject to friction, potential, and periodic driving forces. In
terms of dynamics, the system has a five-dimensional phase space, which is spanned by
x, y, vx, vy, and φ = ωt. Owing to the symmetry V(x, y) ≡ V(x, −y), the system has an
invariant subspace at y = vy = 0 and, within the subspace, Eq. (2.2) is just the forced
double-well Duffing equation ( x + γx − ax + bx 3 = p sin ωt ). With suitably chosen
parameter values, the Duffing equation exhibits period-doubling and chaotic behavior.
Sommerer and Ott focused on studying the dynamical behavior of Eq. (2.2) with the
parameter values γ = 0.05, p = 2.3, ω = 3.5 and x = − 1.9. Under these conditions, the
system has a chaotic attractor within the invariant plane and also a pair of periodic
attractors symmetrically located outside this plane. Each of these attractors has its own
basin of attraction, which consists of all the initial conditions attracted to it during the
evolution of the system. Before the discovery of riddled basins, the basins of attractors in
a dynamical system were found to separate regularly or at most with fractal boundaries.
However, with the above chosen parameter values, the system exhibits a new
phenomenon: The basins of those attractors are riddled by each other. If we draw a ball in
phase space around an arbitrary initial condition that belongs to the attraction basin of
one attractor, we can always find initial conditions within the ball, which belong to the
basin of another attractor, no matter how small the ball is (Fig. 2.2). This means that a
tiny perturbation to an initial condition that targets to one attractor may lead the system to
the other attractor, where the two attractors have completely different dynamical
properties. From the point of view of computation, such a perturbation may be round-off
error, which is inevitable in computing.
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Attractor A

r

r→0

Attractor B

Figure 2.2. Illustration of riddled basins in phase space. Small
circles and dots represent initial conditions, which attract to
attractor A and B, respectively. r can be arbitrarily small.
Attractors can be fixed points, limit cycles, tori, or chaos.
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2.3 Uncertain Destination Dynamics
2.3.1 General Description
For many dynamical systems governed by evolution equations of the form

x i = f i ( x 1 ,..., x n ), i = 1,..., n

(2.4)

the long-time evolution can be described by a reduced system,

x i = g i ( x1 ,..., x m ; c1 ,...c k ), i = 1,..., m, k ≤ n − m

(2.5)

along with a series of algebraic relations,
0 = h j ( x 1 ,..., x n ; c j ), j = 1,..., k

(2.6)

where cj are constants. In general, these constants will depend on the initial conditions of
the full system,

c j = c j ( x0i ), i = 1,..., n.

(2.7)

We may refer to the destination dynamics of system (2.4) as being given by the reduced
system (2.5)-(2.7). The specific form for (2.5)-(2.7) may differ for each “attractor” of the
original system, but, apart from the initial fast transients, the evolution of the reduced and
full systems should be equivalent. In experiment, information on the early, fast evolution
may be restricted and the destination dynamics may be all that is available for study.
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2.3.2 Example: Two Coupled Lorenz Systems
We consider two Lorenz systems coupled through the variables in the following form:
x1 = σ ( x 2 − x 4 ),
x 2 = rx1 − x 2 − x1 x3 ,

(2.8)

x 3 = x1 x 2 − bx3 ,
x 4 = σ ( x5 − x 4 ),
x 5 = rx1 − x5 − x1 x6 ,

(2.10)

x 6 = x1 x5 − bx6 ,

(2.13)

( 2 .9 )
(2.11)
(2.12)

The unidirectional coupling of Lorenz systems, with subsystem (x1-x3) driving subsystem
(x4-x6), has been studied by Pecora and Carroll,3 He and Vaidya,5 and Tresser, Worfolk,
and Bass6 in the context of synchronizing chaos. Such coupling has also been used in
schemes for communications. Here, we have also allowed the variable x4 to couple the
second subsystem back to the first through Eq. (2.8).

Figure 2.3 shows the behavior of this system for three different initial conditions, with
parameter values σ = 10, r = 160, and b = 8/3. In each case, the system evolves to a
different state, with different periodic solutions in (a) and (b) and an aperiodic response
in (c). Other initial conditions produce yet different final states for the same parameter
values, and the system may also respond to perturbation with a qualitative change in
behavior. This gross sensitivity to initial conditions appears to be different from that
found in previous studies, where a system exhibits extreme sensitivity in choosing
between a small number of attractors for a given set of parameter values.

Figure 2.4(a) shows the largest Lyapunov exponent of the state resulting from initial
conditions corresponding to the indicated values of x05 and x06. The initial values of the
other variables, as well as the parameters σ, r, and b, were held constant, and the system
was allowed to evolve to its asymptotic state for different x05 and x06 values. The largest
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Figure 2.3. Time evolution of Eqs. (2.8)-(2.13) for identical
parameter values (σ = 10, b = 8/3, r = 160) but for different
initial conditions: (a) period 2, (x05, x06) = (2.0, 0.0), (b) period
8, (x05, x06) = (-1.1, 1.0) (c) chaos, (x05, x06) = (0.0, -1.0). Other
initial conditions: (x01, x02, x03, x04) = (0.1, 0.02, 0.02, 1.0).
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Figure 2.4. (a) Values of the largest Lyapunov exponent corresponding to
the state resulting from different initial values x05 and x06. See side bar for
color coding of exponent values. (b) Values of the amplitude of x6 as a
function of the initial value x05 for the initial value x06 = 0. Color coding
indicates value of the largest Lyapunov exponent. Parameter values and
initial values of other variables as in Fig. 2.3.
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Lyapunov exponent of the corresponding state was then determined and its value was
plotted as a function of x05 and x06 according to the indicated color coding. All periodic
states appear as blue, the color assigned to values equal to or less than zero, and chaotic
states can be seen as the colors corresponding to positive values. Figure 2.4(b) shows the
maximum amplitude of oscillation x6max as a function of the initial value x05 for the same
initial values of the other variables. The plot corresponds to a one-dimensional (1D) cut
at x06 = 0 of the 2D plot in Fig. 2.4(a), with the color coding again giving the value of the
largest Lyapunov exponent.

The dependence on initial conditions shown in Fig. 2.4 suggests that the sixdimensional phase space is foliated with an infinite number of “attractors.” To understand
this behavior, we consider a reduced system derived from the full system to determine the
destination dynamics. Following the method of He and Vaidya5, we construct the
governing equations for the “errors” e1 = x1−x4, e2 = x2−x5, and e3 = x3−x6, giving

e 1 = σ e 2 ,
e 2 = − e 2 − x 1 e 3 ,
e 3 = x 1 e 2 − be 3 .

(2.14)
(2.15)
(2.16)

It follows that the function V = e22+ e32 is a Lyapunov function for this system of
equations. Thus e2 and e3 must tend to zero, with the pairs of variables (x2, x5) and (x3, x6)
becoming absolutely synchronized, independent of the initial conditions. With e2 → 0,
then from Eq. (2.14) we also have e1 = (x1−x4) → c, where c is some constant dependent
on the initial conditions of the full system. The system thus establishes a constant
difference between the remaining pair of variables (x1, x4). Each new set of initial
conditions gives rise to a different value of c for this difference.

The destination dynamics of Eqs. (2.8)-(2.13) can thus be written as
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x1 = σ ( x 2 − x1 + c ),
x 2 = rx1 − x 2 − x1 x 3 ,
x 3 = x1 x 2 − bx 3 ,

(2.17)
(2.18)
(2.19)

With the constraints

x 2 − x 5 = x 3 − x 6 = 0,

(2.20)

x1 − x4 = c.

(2.21)

Compared with the traditional Lorenz system, there is now an additional “parameter,”
namely, the difference c in Eq. (2.17). We can examine the behavior of this system as a
function of c, and the corresponding bifurcation sequence is illustrated in Fig. 2.5. This
sequence is symmetric about c = 0, as Eqs. (2.17)-(2.19) are invariant under the
transformation (x1, x2, c) → (−x1, −x2, −c). For c = 0, the system exhibits a stable period-2
state, but as |c| increases there are various period-doubling and reverse period-doubling
cascades with regions of chaos and periodic windows. For the full six-variable system,
the value of c corresponding to a given set of initial conditions can be obtained as the
long-time limit of the error e1. For any such value, the destination dynamics of the
corresponding three-variable system can also be computed. We find complete correlation
between these two approaches, with only a phase shift remaining at long times.

The change in behavior of the full system with the initial conditions can now be
understood in terms of the role played by c. The system is comprised of effectively
three-dimensional dynamics on invariant manifolds embedded in a four-dimensional
space, which is spanned by the “parameter” c. For a particular value of c, the evolution
on the manifold is governed by the “attractor” associated with that value of c. This can
be clearly seen by comparing the qualitative features of the bifurcation sequence in Fig.
2.5 with the initial conditions sequence in Fig. 2.4(b). Although these sequences do not
match quantitatively, since the plot in Fig. 2.4(b) is a projection of behavior along the “c
direction,” the qualitative correspondence is striking. Perturbing or changing the initial

18

Figure 2.5. Bifurcation sequence of destination dynamics given by Eqs.
(2.17)-(2.19) as a function of parameter c. Other parameter values as in Fig.
2.3.
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conditions of the six-variable system corresponds to shifting the dynamics along the
transverse c direction and hence along the relatively dense bifurcation sequence.

The behavior described above is not unique to the particular model given by Eqs.
(2.8)-(2.13). We can readily construct other systems of equations exhibiting uncertain
destination dynamics by expanding an appropriate set of reduced equations. For example,
as a variation on the Lorenz model, starting with the normal three-variable form [Eqs.
(2.17)-(2.19) without the parameter c], we may replace the term x1x3 with a new variable
x4, which we require to satisfy the condition x4 = x1x3 +c, where c is again some constant.
For the latter, we require d(x4−x1x3)/dt = 0. The resulting four-variable system also
exhibits uncertain destination dynamics.

2.3.3 Example: A Mechanical System
As another example, we present a mechanical system, adapted from that advanced by
Sommerer and Ott to illustrate riddled basins of attraction. We consider a unit-mass
particle moving in 3D space according to

d2
d
r = −γ r + F + p sin ωt ,
2
dt
dt

(2.22)

with ∂F / ∂t = 0, where r = ( x, y, z ) and
F = −(∇V + ∇ × A)

(2.23)

consists of a scalar potential field V and a vortex field A . Taking, as an example,
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V = (1 − x 2 ) 2 ,

(2.24)

A = xˆ x 2 z 2 + yˆ xy 2 z + zˆ xz 3 ,
p = p 0 xˆ ,

(2.25)

F = [4 x(1 − x 2 ) + xy 2 ]xˆ + ( z 3 − 2 x 2 z ) yˆ + (− y 2 z ) zˆ.

(2.27)

(2.26)

then

This then gives the equations

d 2x
dx
= −γ
+ 4 x (1 − x 2 ) + xy 2 + p 0 sin ω t ,
2
dt
dt
d2y
dy
= −γ
+ ( z 2 − 2 x 2 ) z,
2
dt
dt
2
d z
dz
= −γ
− y 2 z.
2
dt
dt

(2.28)

This set of equations can be reduced by noting that z = 0 is a stable manifold, and with z
→ 0 we see from Eq. (2.28) that dy/dt → 0 and therefore y → c, where c is a constant.
This leads to the reduced system

d 2x
dx
= −γ
+ 4 x (1 − x 2 ) + xc 2 + p 0 sin ω t
2
dt
dt

(2.29)

which is of the form of a forced Duffing equation. This is known to have a dense
bifurcation structure for suitable parameter combinations and, as this occurs here with a
“parameter” c dependent on the initial conditions for the full system, it will show
uncertain destination dynamics in a way similar to the coupled Lorenz system, Eqs. (2.8)(2.13). Figure 2.6 shows three examples of the behavior for different initial conditions but
with identical parameter values. Again, this result is not specific to the choice of fields,
such as Eq. (2.27) taken here, so we expect the behavior to be generic to a wide class of
systems.
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Figure 2.6. Time evolution of Eqs. (11) for identical parameter
values (γ = 0.05, p0 = 2.3, ω = 3.5) but with different initial
conditions: (x0, vx0, y0, vy0, z0, vz0, t) = (0.56, 0.0, 0.06, 0.4, 0.3, 0.01,
0.0), (0.56, 0.0, -0.26, 0.0, 0.003, 0.0, 0.0), (0.56, 0.0, 0.05, 0.0,
0.03, 0.0, 0.0) in (a), (b), and (c).
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2.3.3 Example: Chemical Kinetics
It has been reported that chemical reactions can exhibit stochastic phenomena32, which
lead to irreproducibility of experiments no matter how carefully the parameter conditions
are prepared. For example, Epstein and Nagypal33 reported that, under certain conditions,
the chlorite-thiosulfate reaction system exhibits remarkable irreproducibility in the
reaction time. They also observed similar phenomena in the chlorite-iodide reaction,
where the reaction time can not be reproduced under the supposedly same parameter and
initial conditions. In order to explain these experimental observations, Wang et al.34
proposed a modified version of the three-variable autocatalator.35,36

The proposed model describes a chemically reacting system that converts a reactant P
to a final product D through seven steps and five intermediate species A, B, C, X, and Y,
which is given by

P→A

rate = k p ,

(2.30)

P +C → A+C
A→B
A + 2B → 3B

rate = k pc ,
rate = k a ,

(2.31)
(2.32)
(2.33)

B → X +Y
X +Y →C
C→D

rate = k ab ,
rate = k b ,

(2.34)

rate = k xy ,

(2.35)

rate = k c .

(2.36)

This set of reactions is an extension of the three-variable autocatalator model by
introducing two new intermediate species, X and Y, in the reactions (2.34) and (2.35). In
this study, we focus on the case of an open reaction system, in which the chemical
precursor P is supplied continuously to allow stable non-equilibrium states.

The dimensionless rate equations governing the evolution of the five intermediate
reactants are given by
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x = k − x + µz − xy 2 ,

(2.37)

y = σ −1 ( x − y + xy 2 ),

(2.38)

z = δ −1 ( wv − z ),
w = y − k 5 wv,

(2.39)
(2.40)

v = y − k 5 wv,

(2.41)

where k, µ, σ, δ, and k5 are dimensionless parameters derived from the original reaction
equations. From Eqs. (2.40) and (2.41), we notice that the difference between w and v
will be constant during the evolution of the dynamical system. The existence of such a
constant difference allows us to reduce Eqs. (2.37)-(2.41) to a set of closed four-variable
equations by substituting w = v + c in the equations (2.39) and (2.41) and removing Eq.
(2.40):
x = k − x + µz − xy 2 ,

( 2.42)

y = σ ( x − y + xy ),

( 2.43)

z = δ −1 ((v + c)v − z ),
v = y − k 5 v(v + c).

( 2.44)
( 2.45)

−1

2

Here, c represents the constant difference between w and v in the original system (2.37)(2.41) and is a parameter in the system (2.42)-(2.45). Then, a small perturbation to either
w or v may change the constant so that the asymptotic state of the dynamical system may
change accordingly. In this model, under certain parameter conditions, the system
exhibits dense bifurcations with respect to the constant difference between w and v (Fig.
2.7 and 2.8). Consequently, there is a qualitative change of the asymptotic state, for
example, from periodic oscillations to chaos. Therefore, even for two “identical”
experiments with the same parameter conditions, the difference between the initial
conditions will result in different constants in the destination dynamics and thus
qualitatively different asymptotic behavior for the two experiments may occur. This type
of model might explain the observed experimental irreproducibility of certain chemical
systems.
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xmax

v0

Figure 2.7. Bifurcation sequence of values of the amplitude of x as a
function of the initial value v0 for the initial value w0 = 10 (Eqs. (2.37)2.41). k = 10, µ = 500/3, σ = 1/200, δ = 1/50, k5 = 10000/9, and x0 = y0 =
z0 = 10−5.
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Figure 2.8. The largest Lyapunov exponent as a function of the
initial value v0. Other parameters and initial values are the same as
those in Fig. 2.7.
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2.4 Conclusions
In summary, we note that in each example of uncertain destination dynamics, a
“parameter” c can be identified that attains a particular value following the decay of
transient behavior. Different initial conditions or a suitable perturbation give rise to new
dynamical behavior corresponding to a different value of c. While the behavior is fully
dissipative in the manifold corresponding to a particular value of c, the system has neutral
stability to influences that move it transverse to the manifold to a new value of c. It is
this neutral stability in the “c direction” that gives rise to the foliation of “attractors” in
phase space and the corresponding dependence on initial conditions.
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2.5 Appendix: The Largest Lyapunov Exponent
The largest Lyapunov exponent is a measure of dynamical complexity. For a
deterministic dynamical system, if it exhibits chaotic behavior, the largest Lyapunov
exponent is positive.

In the case of a continuous dynamical system defined by a set of ordinary differential
equations,

dx (t )
= F ( x (t )) ,
dt

(A1)

one can differentiate to obtain

du (t )
= ( D x ( t ) F )[u (t )] ,
dt

(A2)

which is linear in u , but with non-constant coefficients. The solution of (A1) yields
x (t ) = f t ( x (0)) ,

(A3)

and the solution of (A2) yields

u (t ) = D x ( 0) f t u (0) .

(A4)

Therefore, one can readily compute the matrices Tx t = D x f t and the largest Lyapunov
exponent by

1
λ L = lim log || Txt u ||
t →∞ t

(A5)
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Chapter 3
Synchronization of Mutually Coupled Dynamical
Systems

3.1 Introduction
Chaos in a nonlinear dynamical system generates disordered behavior, while
synchronization is a mechanism of suppressing the disorder of coupled chaotic systems
because, through synchronization, the number of degrees of freedom of the dynamical
system is reduced.

The study of synchronization can be dated back to year 1673, when Huygens
discovered that two single pendula can couple to oscillate with the same amplitude and
phase.1 In the classical sense, synchronization means adjustment or entrainment of
frequencies of periodic oscillators due to a weak interaction.2-4 This effect has since been
well studied and applied to various fields.5-7 On the other hand, the study of chaos has
developed to a stage where the coupling of chaotic systems has attracted increasing
attention. Consequently, the study of chaos synchronization has become a natural
extension of the theory of dynamics and considerable progress has been made since its
advent in the 1980s.8-10 Because chaos involves extreme sensitivity to initial conditions,
any small perturbation leads to an exponential divergence between trajectories. It
therefore seemed surprising to achieve synchronization of chaotic systems. However, in
1990, Pecora and Carroll11 experimentally demonstrated the existence of chaos
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synchronization, using an electronic circuit coupled unidirectionally to a subsystem made
up of components of the parent system. They also showed theoretically that this process
can be achieved when the sub-Lyapunov exponents for the subsystem to be synchronized
are all negative. After this discovery, Cuomo and Oppenheim further expanded the area
by demonstrating the potential application of chaos synchronization for private
communication.12 In the same period, various experiments besides those in electronics
were conducted by different groups, for example, experiments demonstrating chaos
synchronization in coupled laser systems.13,14 However, coupling schemes with both
mutual and multiplicative character have lacked investigation, despite their broad
existence in dynamical systems.

Beyond the study of chaos synchronization in ODE systems, spatiotemporal
synchronization has recently become an important research focus.15-17 Synchronizing
complex spatiotemporal patterns is extremely challenging because the number of degrees
of freedom of an extended system can be infinite. However, various approximation
methods exist for us to simplify such complex systems. In order to help understand the
methods used in the study of spatiotemporal synchronization, we list the characteristics of
different spatiotemporal systems in the following table:

Table 3.1. Characters of spatiotemporal systems

Dynamical System

Time

Space

State/Variable

Cellular Automata

Discrete

Discrete

Discrete

Coupled Map Lattice

Discrete

Discrete

Continuous

Coupled ODE Lattice

Continuous

Discrete

Continuous

PDE

Continuous

Continuous

Continuous

The above four spatiotemporal systems have been the most studied, although we can have
8 combinations based on the differences in time, space, and state. Among them, cellular
automata (CA) have the least number of degrees of freedom, coupled map lattice (CML)
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and coupled ODE lattice (COL) are next, while a PDE system has the most number of
degrees of freedom, namely infinity. This classification is based on the original forms of
the equations rather than their representations in numerical simulations (with the aid of a
digital computer, all systems are equivalent to CAs or, at best, CMLs). Recently, Roman
et al. conducted numerical studies of spatiotemporal synchronization using CMLs;18
Zanette et al.19 and Braiman et al.16 employed COL; Boccaletti et al.17 presented an
example of a PDE system, namely the complex Ginzburg-Landau equation. Each study
successfully achieved spatiotemporal synchronization and even chaotic spatiotemporal
synchronization. In regard to the coupling schemes used in these studies, we note that
linearly additive couplings rather than multiplicative ones prevail, although mutual
couplings are always used in the spatiotemporal systems.

We focus on investigating synchronous phenomena in coupled dynamical systems
with both mutual and multiplicative couplings existing simultaneously. Following the
introduction, we classify various types of chaos synchronization in Section 3.2. In
Section 3.3 and 3.4, we present our studies in coupled ODE and PDE systems,
respectively. In Section 3.5, we draw our conclusions.

3.2 Classification of chaos synchronization
Chaos synchronization can be classified based on two different criteria, either the
asymptotic state or the coupling scheme. In the following graphs, we list only wellestablished concepts and some closely related concepts. Only representative references
are given rather than an exhaustive bibliography. Synchronization of hyperchaos,20,21
exhibited in systems having at least two positive Lyapunov exponents, can also be
classified in a similar way.
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Chaos Synchronization

Complete
Synchronization11

Phase
Synchronization22

Lag
Synchronization23

Generalized
Synchronization24

Figure 3.1. Classification of chaos synchronization based on asymptotic states.

Master-Slave11

Continuous Feedback25

Occasional Proportional
Feedback26
Chaos
Synchronization

Self-Adaptive27

External Driving28

Noise-Induced29

Mutually Coupled30

Figure 3.2. Classification of chaos synchronization based on coupling schemes.
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3.3 Synchronization in an ODE system
In Chapter 2, we discussed the possibility of uncertainty in high-dimensional nonlinear
dynamical systems. The first example there, the mutually coupled Lorenz systems,31 can
also be regarded as an example showing chaos synchronization. This type of
synchronization has a special feature: Depending on the initial conditions, the asymptotic
synchronization involves one system (x1, x2, x3) undergoing a shift relative to another
system (y1, y2, y3) in the phase space. The distance for such a shift in phase space is
characterized by the “uncertainty constant” c, which depends on the initial conditions
(Fig. 3.3).

Here, we provide another example based on the Lorenz model, which exhibits stable
synchronization and shows that one subsystem is an expansion or contraction of another
subsystem in phase space. The equations are
x1 = σ ( x 2 − x1 ),
x 2 = rx1 − x 2 − x1 y 3 ,
x 3 = x1 x 2 − by 3 ,
y1 = σ ( y 2 − y1 ),
y 2 = ry1 − y 2 − y1 y 3 ,

(3.1)

y 3 = y1 x 2 − by3 ,
where σ, r and b are parameters. Referring to the original Lorenz model, we select x2 and
y3 to be the mutual coupling variables: x2 partially substitutes for y2 in the y-subsystem
and y3 is fed back into the x-subsystem to replace x3. The multiplicative couplings lie in
the two products, x1y3 and y1x2. In this model, x3 is not an essential variable because it is
driven by x1, x2, and y3 but has no feedback couplings to the other variables. We retain x3
in the equations to maintain the symmetry but focus on the evolution of x1, x2, y1, and y2.
The evolution equation of y3 gives rise to the main coupling for the subsystems (x1, x2)
and (y1, y2).
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Figure 3.3. Illustration of the “shift” synchronization in the coupled
Lorenz system (see Chapter 2, Eq. (2.5)). σ = 10, r = 160, b = 8/3. Initial
conditions are (x1, x2, x3) = (0.1, 0.02, 0.02) and (y1, y2, y3) = (1.0, 5.0,
30.0). In (a), x1 and y1 are represented by a solid line and a dotted line,
respectively. The dashed line in (d) corresponds to the diagonal.
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The system can be analyzed based on the following relations derived from Eq. (3.1)

x y − x y
σ ( x 2 y1 − x1 y 2 )
d x1
( )= 1 1 2 1 1 =
,
2
dt y1
y1
y1
( y − r )( x 2 y1 − x1 y 2 )
x y − x y
d x2
( )= 2 2 2 2 2 = 3
.
2
dt y 2
y2
y2

(3.2)

If y1 = cx1 and y2 = cx2 are substituted into the above equations (where c is a constant),
both d(x1/y1)/dt and d(x2/y2)/dt vanish. This demonstrates the existence of synchronous
solutions in the coupled systems, and since c is unspecified, it can take on any value.
Then, how does the system evolve to the synchronous state? We note that the variables of
interest have coupled motion in the phase space, which means d(x1/y1)/dt = 0 at some
instance when x1/y1 reaches an extremum. It follows that x2y1 = x1y2, i.e., x2/y2 = x1/y1,
according to Eq.(3.2). This also explains why the slopes in the plots of x1 vs. y1 and x2 vs.
y2 must be the same to achieve synchronization. Fig. 3.4 (a) shows the evolution of the
variables x1 (solid line) and y1 (dotted line) of Eq. (3.1). In Fig. 3.4 (b), we show the
absolute difference between x1 and y1, which demonstrates that the difference will never
vanish and, in fact, it exhibits chaotic oscillations similar to x1 or y1. However, if we plot
x1−cy1 (c ~ 3.42), as shown in Fig. 3.4 (c), the difference quickly disappears, which
means x1 is a proportional expansion of y1. The off-diagonal straight lines in Fig. 3.4 (d)
and (e) demonstrate that the synchronization is phase synchronization rather than
complete synchronization. Upon synchronization, the coupled subsystems are reduced to
a set of 3-variable equations
y1 = σ ( y 2 − y1 ),
y 2 = ry1 − y 2 − y1 y 3 ,

(3.3)

y 3 = cy1 y 2 − by3 ,
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Figure 3.4. Illustration of the “expansion” synchronization in the coupled
Lorenz system (Eq. (3.1)). σ = 10, r = 28, b = 8/3. Initial conditions are
(x1, x2, x3) = (3.5, 3.5, 0.62) and (y1, y2, y3) = (0.02, 2.3, 0.54). c is
numerically determined to be 3.42. In (a), x1 and y1 is represented by a
solid line and a dotted line, respectively.

38

with the algebraic constraints x1 = cy1 and x2 = cy2. The equations are a modified version
of the Lorenz model and exhibit chaotic behavior under suitable parameter conditions.
The constant c depends on initial conditions of the full system, Eq. (3.1), and determines
the ratio between the amplitudes of the two oscillators.

It is interesting to note that this model can be expanded to multiple coupled chaotic
oscillators as shown in scheme Fig. 3.5, where the central oscillator (y1, y2, y3) can be
considered as a hub for the synchronous network. Upon synchronization, y2 = x2 = z2 = u2
= …, the central oscillator is once again determined by Eq. (3.3), with the constant c
having contributions from all other oscillators. This extension has a potential for
developing multiple-party private communications.

x1 = σ ( x 2 − x1 ),
x 2 = rx1 − x 2 − x1 y 3 .

y 1 = σ ( y 2 − y1 ),
y 2 = ry 1 − y 2 − y1 y 3 ,
y 3 = y1 ( x 2 + z 2 + u 2 + ...) − by 3 .

z1 = σ ( z 2 − z1 ),
z 2 = rz1 − z 2 − z1 y 3 .

u1 = σ (u 2 − u1 ),
u 2 = ru1 − u 2 − u1 y 3 .

Figure 3.5. Illustration of multiple coupled systems for chaos synchronization.
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3.4 Synchronization in a PDE system
3.4.1 The Barkley model
Systems undergoing chemical reactions show numerous pattern forming phenomena
which combine hydrodynamics with the molecular reactions.32 Many spatial patterns
occurring in hydrodynamics and in thermodynamic phase formations are strongly
influenced by chemical processes33 and various types of catalytic reactions.34 In recent
years, there has been a growing interest in the subject of sustained oscillations in
reaction-diffusion systems, which was sparked by the classic Belousov-Zhabotinsky (BZ)
reaction.35,36 This experimental system exhibited excitability in a well-stirred chemical
reactor: Under different experimental conditions (concentrations, temperature, etc.), the
system is stable in either the oxidized state or reduced state and, alternatively, the system
can be bistable, so that for fixed parameter values it can go to either state depending on
initial conditions. In both the stable and bistable cases, the system can be excitable, which
means that certain initial conditions decay rapidly to the stable state, while others lead to
large deviations before the system eventually reaches a stable state.
A classic model describing the BZ system is the Oregonator37, and a dimensionless
version of the model is given by
∂u
= ε −1 f (u , v) + Du ∇ 2 u ,
∂t
∂v
= g (u , v) + Dv ∇ 2 v,
∂t

(3.4)

where ε is a parameter and Du and Dv are the diffusion coefficients of u and v,
respectively. The functions f and g can have different versions, for example, f(u,v) =
u(1−u) – bv(u−a)/(u+a) and g(u,v) = u−v as used by Tyson and Fife.38 However, the time
scale on which the variables change as the system becomes locally excited is typically
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several orders of magnitude faster than the time scale on which interesting behavior
occurs in the extended medium. In 1991, Barkley proposed a new computationally
efficient model for excitable media without sacrificing any essential properties of the
dynamics.39,40 The Barkley model is written as

∂u
= f (u , v) + ∇ 2 u ,
∂t
∂v
= g (u , v),
∂t

(3.5)

where
f (u , v) = ε −1u (1 − u )[u −

v+b
],
a

(3.6)

g (u , v) = u − v,

and a, b, and ε are positive parameters, with ε generally small. Here, the diffusion
coefficient for the u-variable is scaled to unity and, for simplicity, v is assumed not to
diffuse. The variables u and v are known as the excitation and recovery/inhibition
variables, respectively, and the system has a stable but excitable fixed point at the
intersect of the nullclines, f(u,v) = 0 and g(u,v) = 0. In Fig. 3.6, we illustrate the local
dynamics of the system by analyzing the system nullclines. The v nullcline g(u,v) = 0 is
the line v = u, and the u nullcline f(u,v) = 0 consists of three lines: u = 0, u = 1, and u =
(v+b)/a. An excitable fixed point is located at the origin where the u and v nullclines
intersect. u = (v+b)/a is the excitable threshold for the fixed point. Initial conditions near
the fixed point and to the left of the threshold decay directly to the fixed point. Initial
conditions to the right of the threshold experience a large excursion before returning to
the fixed point. The system remains longer near the nullcline branches u = 0 and u = 1,
while it undergoes fast dynamics41 between these branches. This relaxation dynamics of
the Barkley model makes it useful for studying spatial patterns. Fig. 3.7 shows a
simulation of spiral wave behavior with the Barkley model.
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L1

v
L2

Excitable
fixed point
(a)

u

(b)

u=0

u=1

Figure 3.6. Illustration of nullclines in the Barkley model. The nullclines
are u = 0, u = 1, L1: v = u, and L2: v = au – b (1 > a > 0, b > 0). The
evolution of a subthreshold (a) and a superthreshold (b) excitation is
illustrated.
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Figure 3.7. A simulation of counterrotating spiral waves with the
Barkley model. a = 0.4, b = 0.01, and ε = 0.005. L = 40, δL =
0.3, and δt = 0.001.
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3.4.2 Pattern synchronization

We now present a mutual coupling mechanism for synchronizing spatiotemporal
behavior by using a modified Barkley model. The coupled system is given by
∂u
= f (u, v, w) + ∇ 2 u,
∂t
∂v
= g (u, v, w),
∂t
∂w
= h(u, v, w) + ∇ 2 w,
∂t

(3.7)

where

f (u , v, w) = ε −1u (1 − u )[u −

(v − p ( w)) + b
],
a

g (u , v, w) = u + w − v,
h(u , v, w) = ε −1 w(1 − w)[ w −

(3.8)
(v − p (u )) + b
],
a

and p(w) and p(u) can be expanded as polynomials of variables w and u, respectively. For
simplicity, we take them to be linear, that is, p(w) = cuw and p(u) = cwu, where cu and cw
are the coupling coefficients. The coupling is also multiplicative because of the existence
of the products uw, uw2 and u2w. This model can have two scenarios: (1) It implies
competition between u and w for v, and u and w follow similar dynamics but can be
differentiated from each other by either physical or chemical methods. (2) If v splits into
v1 and v2 for isolated subsystems (u, v1) and (w, v2), the coupling terms can be regarded as
perturbations to the media, for example, optical perturbations in a system that is photosensitive. Meanwhile, the perturbation to u (or w) is simply an image of w (or u) under a
proportional modification.
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It is straightforward to prove the existence of synchronization between u and w
provided that cu = cw and, upon the synchronization, the equations can be reduced to a
slightly modified version of the Barkley model with the nullclines u = v being replaced
by v = 2u and v = au – b being replaced by v = (a+cu )u – b as shown on the u-v plane
(Fig. 3.8). The reduced equations are
c
∂u
v+b
= ε −1u (1 − u )[(1 + u )u −
] + ∇ 2 u,
∂t
a
a
∂v
= 2u − v,
∂t

(3.9)

plus an algebraic relation w = u. The equations describe the common dynamics of w and
u upon their synchronization.

In order to examine the stability of the synchronization, we take a variation of Eq.
(3.7) on the difference of d = u – w and let c ≡ cu = cw. This gives
∂d
= −ε −1λd ,
∂t

(3.10)

where

λ=

v+b
v+b
c
− (1 +
)(u + w) + u 2 + (1 + )uw + w 2 .
a
a
a

(3.11)

If λ ≥ 0, d → 0, which means that the synchronization is stable. It is otherwise unstable.
In general, λ depends on the evolution of u, v and w, so we need to integrate Eq. (3.10)
and (3.11) together with the original Eq. (3.7) and (3.8). However, due to the fast
dynamics that causes the system to spend only a very short time during the transition
between the states u (or w) ~ 0 and u (or w) ~ 1, we only need to know whether or not
the synchronous states (u, w) ~ (0, 0) and (u, w) ~ (1, 1) are stable. Clearly, for (u, w) ~
(0, 0), λ ~ (v+b)/a ≥ 0, since a, b, and v are all positive. For (u, w) ~ (1, 1), we have
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L1’
v
L2’

L1

L2

Excitable
fixed point
u,w

u,w = 0

u,w = 1

Figure 3.8. Illustration of the nullclines in the coupled Barkley model. The
original nullclines are u = 0, u = 1, L1: v = u, and L2: v = au – b (1 > a > 0, b
> 0). For synchronization, L1’ (v = 2u) replaces L1 and L2’ (v = (a+c)u – b)
replaces L2. Upon synchronization, the excursion resulting from the
excitation becomes longer than that without synchronization. In the
spatiotemporal case, this means the wave front will broaden.
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λ ~ 1−

v−c+b
.
a

(3.12)

Compared with the nullcline v = (a+cu)u – b, i.e., 1–(v−cu+b)/a = 0, we know that 1–
(v−c+b)/a > 0 before the system turns into the fast-dynamics stage from the state (u, w) ~
(1, 1), which can be represented by the trajectory right below the nullcline v = (a+cu )u –
b on the u,w vs. v plane (Fig. 3.8). Therefore, the u and w can be stably synchronized to
the two states. The ability to consider only the two states arises from the slow manifold
features of the Barkley model. Under other situations and in other models, one must
resort to numerical methods to prove the stability of the synchronization.

In Fig. 3.9, we show a numerical integration of the corresponding ODE equations of
Eq. (3.7) with the initial conditions of u, v, w chosen with the following values: u0 is
above the excitation threshold while w0 is below the threshold but not zero (the nonzero
value can be regarded as an initial seeding or may result from the diffusion of w from the
spatial neighborhood). When w = 0, the local dynamics of the system simply follows the
original Barkley model as given by Eq. (3.5). The figure shows the coupling and
interaction among the variables can lift w very quickly to the synchronous state at (u, w)
~ (1, 1) after it crosses the threshold (note the time scale on the t-axis). After the turning
point to the fast-dynamics stage, u and w maintain the synchronization in the (0, 0) state.
In the ODE simulation, (u, w) = (0, 0) implies the ending state of the excitation.
However, in the PDE simulation of Eq. (3.6), due to diffusion and wave propagation, the
local media can be reexcited.

Fig. 3.10 and 3.11 show the 2D simulated behavior of the system. In Fig. 3.10, a
120×120 lattice (L = 40 and δL = 0.3) is used and the Laplacian is approximated by a
five-point average. u and w are initialized with high concentrations at different spatial
locations as shown by the bright bars in the plot. On one side of the bars, we add an
initial layer of the inhibitor v so that the system can evolve into complex patterns, for
example, spirals. u = v = w = 0 anywhere else. Non-flux boundary conditions and an
explicit Euler method are used for the integration (δt = 0.0002). Along with the evolution
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Figure 3.9. An ODE simulation (local dynamics)
shows the excitation of w due to coupling. u and w
synchronize at states (u, w) = (1, 1) and (0, 0). ε =
0.005, a = 0.4, b = 0.001 and cu = cv = 0.6.
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1
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t=0

t = 2500

t = 3500

t = 5000

Figure 3.10. 2D simulation of the coupled Barkley model. The
left and right panels show the evolution of u and w,
respectively. The initial perturbations are shown as black bars at
t = 0. a = 0.38, b = 0.002, and ε = 0.0048. L = 40, δL = 0.3, and
δt = 0.0002.
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t=0

t = 80

t = 1500

t = 2500

Figure 3.11. 2D simulation of the coupled Barkley model.
The left and right panels show the evolution of u and w,
respectively. The initial perturbations are randomly
distributed, with the initial perturbations in w more dense than
those in u. Parameter conditions are the same as those in Fig.
3.10.
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of the system, both u and w diffuse into the regions where they are initially absent. Before
any overlapping of the occupations of u and w, the system obeys the original Barkley
model. Once the occupations of u and w begin to overlap due to the diffusion and wave
propagation, the system follows the dynamics as determined by the coupling model. The
more highly concentrated species, for example, u, will cause the lower concentrated
species, w, to be excited with synchronization occurring (see Fig. 3.9). The synchronized
wave fronts are apparently broadened compared to the original system, since the duration
of the excitation period should be lengthened upon synchronization. Fig. 3.11 shows
another example of pattern synchronization from spatially random initializations of u, v,
and w, while the other conditions are unchanged. We note that the synchronous patterns
do not last forever because under non-flux boundary condition, the excited waves will
disappear when they reach the boundaries. However, synchronization is achieved very
quickly before the disappearance of the waves. The lifetime of the synchronized system is
closely related to the spatial size of the system.

3.5 Conclusion
In this chapter, we have studied chaos synchronization in an ODE and a PDE system,
using both mutual and multiplicative coupling schemes simultaneously. In the ODE
system, chaos synchronization happens in a way that one subsystem is simply an
expansion (or contraction) of another subsystem in the phase space. The expansion ratio,
however, depends on initial conditions, similar to the uncertainty in a high-dimensional
dynamical system we studied in Chapter 2. In the PDE system, patterns are found to
synchronize each other completely. Specially configured initial conditions and randomly
distributed initial conditions both lead to complete synchronization.
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3.6 Appendix: MatLab programs for the simulations
% Synchronizing Barkley model in 2D PDE
% Reference: D. Barkley, Computer simulation of waves in excitable
% media
Physica D 49 (1991) 61-70
clear all;

%--------------Parameter Block--------------------e
a
b
l

=
=
=
=

0.0048;
0.38;
0.002;
40;

n = 121;
dx = l/(n-1);
dt = 0.0002;

% spatial size

% n*n - number of lattices
% spacing
% or 0.1*(l*l/5/((n-1)^2));

% du = dt/(dx*dx);
%-------------------------------------------------%-------------Initialization-----------------------

% initial background
u = 0.0*ones(n);
v = 0.1*ones(n);
w = 0.0*ones(n);
% initial perturbatioon
u(25:26,21:50) = 0.7*ones(2,30);
v(23:24,21:50) = 0.8*ones(2,30);
w(75:76,61:110) = 0.7*ones(2,50);
v(79:80,61:110) = 0.8*ones(2,50);

figure('Position',[500, 800, 200, 200])
colormap(hot(128));
h = image(128*u);
axis square;
figure('Position',[500, 0, 200, 200])
colormap(hot(128));
g = image(128*w);
axis square;
%-------------------------------------------------total = 5000;
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for i = 1:total
%disp('Time: '), i
uin = u(2:n-1,2:n-1);
vin = v(2:n-1,2:n-1);
win = w(2:n-1,2:n-1);
utemp = shift2(u,-1,0)+shift2(u,1,0)+shift2(u,0,-1)+shift2(u,0,1)-4*u;
nablau = utemp(2:n-1,2:n-1);
wtemp = shift2(w,-1,0)+shift2(w,1,0)+shift2(w,0,-1)+shift2(w,0,1)-4*w;
nablaw = wtemp(2:n-1,2:n-1);
fv = 0;
tempu = nablau/(dx*dx)+uin.*(1-uin).*(uin-(vin-0.5*win+b)/a-fv)/e;
tempw = nablaw/(dx*dx)+win.*(1-win).*(win-(vin-0.5*uin+b)/a-fv)/e;
tempv = (u+w)-v;
uin = uin + dt*tempu;
u(2:n-1,2:n-1) = uin;
u(1,:) = u(2,:);
u(n,:) = u(n-1,:);
u(:,1) = u(:,2);
u(:,n) = u(:,n-1);
win = win + dt*tempw;
w(2:n-1,2:n-1) = win;
w(1,:) = w(2,:);
w(n,:) = w(n-1,:);
w(:,1) = w(:,2);
w(:,n) = w(:,n-1);
v = v + dt*tempv;
sample = 2;
if fix(i/sample)==i/sample
set(h,'CData',128*u);
set(g,'CData',128*w);
end
drawnow
end
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Chapter 4
Self-Segregation of Competitive Chaotic Populations
4.1 Introduction
In the first two chapters, we have studied uncertainty and synchronization in chaotic
systems and have focused on the mechanisms and techniques for generating or reducing
complexity in a dynamical system. In the following two chapters, the complexity of
pattern formation is studied in reaction-diffusion systems, where competition and
cooperation among species play significant roles. These studies are relevant to physics,
chemistry and to population biology.1-5
In natural and social environments, we can notice the interplay of competition and
cooperation. Competition has two main characteristics: 1) two or more species compete
for a common resource, and 2) one species depends on another species, which is
characterized by a predator-prey relationship. Cooperation, on the other hand, typically
embodies characteristics of altruism, which facilitates the coexistence of species.6
Competition may lead to the segregation of species into different spatial domains, while
cooperation between species may result in an integration of populations.

In the following chapter, we discuss pattern formation in competitive environments,
which has been the subject of numerous studies in physics,7-9 chemistry,10,11 ecology,12
and genetics.13 Non-classical phenomena, such as spontaneous cluster formation, reactant
segregation, and depletion-zone formation, have been investigated in diffusion-controlled
chemical reactions.10 Another class of systems, in which two populations compete for a
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common sustaining resource, has yielded the ecologically motivated and controversially
discussed “competitive exclusion principle”,12 where two species with similar
characteristics are unable to coexist. In this context, closed reaction-diffusion systems
exhibit exclusive product selectivity when the species have different diffusivities or
different rates of autocatalysis,11 or in the case of open Lotka-Volterra kinetics (with
equal diffusivities), segregation of steady-state populations.13 Segregation, as the term
suggests, precludes the coexistence of two or more species in a spatial domain, that is, the
survival of one species in a domain incurs the vanishing of another species in the same
domain, despite nonzero initial concentrations for both species.
The dynamics of segregation has been an active research topic in a broad spectrum
of research areas.14-16 The studies range from identifying dynamical premises to
analyzing the segregation structure and studying the motion of domain boundaries or
interfaces. However, segregation of species that exhibit chaotic dynamics within each
domain has not been reported, although it might be common in nature. Here, we present a
reaction-diffusion system with chaotic dynamics that exhibits complex interface patterns
arising from self-segregation behavior.14 We study the evolution of coupled reactions,
each governed by cubic autocatalysis,17 which compete for a common resource.18,19 Selfsegregating domains of uncorrelated chaotic populations, separated by interfaces that
exhibit irregular motions on long time scales, spontaneously arise in one-dimensional
configurations with random initial conditions. Localized interfaces are exhibited for
steady state populations or for correlated chaotic populations arising from symmetric
initial conditions. Curvature-induced interface drift governs the pattern evolution in twodimensional configurations, which develops on a time scale much longer than that of the
population dynamics and yields complex reorganizations at interface junctions in the case
of three or more autocatalytic species.
This chapter is organized as follows: In Section 4.2, we review the relevant features
of the Gray-Scott model, a two-variable reaction-diffusion system, which generates
chaotic population dynamics for a certain parameter range. On the basis of this model, we
construct a competitive reaction-diffusion system and present an analysis of the dynamic
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features. We present numerical results and discuss the novel dynamic features of the
system in Section 4.4. We draw our conclusions in Section 4.5.

4.2 Illustration of Reaction-Diffusion without Competition

In 1984, Gray and Scott17 proposed a reaction-diffusion model with cubic autocatalysis,
which has been extensively studied in the past years. This model exhibits characteristic
features of excitability under conditions of an open reactor. For example, it can show the
existence of wave reflection and spontaneous wave splitting in one spatial dimension,
depending on the relative diffusivities of the variable species. In 1996, Merkin et al.20-22
further showed that the model exhibits spatiotemporal chaos when propagating waves
interact with local instabilities. Our study is based on an extension of this model.

The Gray-Scott model is comprised of an autocatalytic reaction,
A + 2B → 3B (rate = k1ab2)

(4.1)

which is coupled with a single decay step
B → C (rate = k2b),

(4.2)

where a and b are the concentrations of the reactant A and autocatalyst B, respectively.
This reaction is arranged in a continuous-flow unstirred reactor (CFUR) that allows a
continuous supply of fresh reactants in a way that does not disrupt the transport process
of molecular diffusion. A schematic representation for this model is given in Fig. 4.1. The
reaction zone is in contact with reservoirs from which fresh reactants can diffuse through
a permeable membrane into the reaction zone. In addition, reaction products can be
removed from the reaction zone through this membrane.
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a0

A+2B→3B, k1ab2
B→C, k2b

kf
a, b
kf

b0
0

X0
X

Figure 4.1. Schematic representation of the CFUR system (Merkin
et al., J. Chem. Soc. Faraday Trans. 92, 2911 (1996)).

Suppose that in the reservoirs reactant A and species B are maintained at some
constant concentration a0 and b0, respectively. In this case, we can write the following
reaction-diffusion equations:17,21
∂a
= D A ∇ 2 a + k f (a 0 − a ) − k1 ab 2
∂t
∂b
= DB ∇ 2 b + k f (b0 − b) + k1 ab 2 − k 2 b
∂t

(4.3)

For a spatially one-dimensional system, these equations can be transformed into a
dimensionless form by scaling the concentrations as α = a/a0, β = b/a0 and β0 = b0/a0,
time as τ = t/tex where tex = 1/kf, and length as x = X/L where L = √(DBtex). This scaling
leads to:
∂α
= δ∇ 2α + 1 − α − µαβ 2
∂τ
∂β
= ∇ 2 β + β 0 − φβ + µαβ 2
∂τ
60

(4.4)

with µ = k1a02/kf and φ = (kf+k2)/kf. The parameter δ = DA/DB is the ratio of the diffusion
coefficients.

4.2.1 Stability Analysis
To analyze the stability of system (4.4), we first identify its steady states in the spatially
homogenous case, where ∇2α = ∇2β = 0. The local stability of the steady states is directly
relevant to the behavior observed in the full model. Further, we focus on the situation
where β0 = 0. This approximation only shifts the locations of the steady states in phase
space and does not affect the stability analysis. With the above settings, we obtain the
steady states by solving the following set of algebraic equations
1 − α − µαβ 2 = 0,

(4.5)

− φβ + µαβ 2 = 0.

There are three solutions: the “extinguished” steady state (αss,βss) = (1,0) and a pair of
symmetric solutions

±

±

(α ss , β ss ) = (

µ m µ 2 − 4µφ 2 µ ± µ 2 − 4 µφ 2
,
).
2µ
2µφ

(4.6)

Hence, there is a locus in the µ vs φ plane (Fig. 4.2), which is determined by

µ sn = 4φ 2 ,

(4.7)

and (αss±, βss± ) only exist for µ ≥ µsn.
Next, in order to see the stability of the above steady states, we perform a linear
functional analysis on Eq. (4.4) as follows:
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Figure 4.2. Bifurcation diagram showing the dependence of the Hopf
bifurcation and saddle-node bifurcation on the parameter φ and µ as given
by Eqs. (4.7) and (4.11). The curve on which the front velocity, v = 0, is
shown, as are the regions of parameter space in which fronts and pulses
are obtained. The region of chaotic behavior is indicated. (Merkin et al.,
Phys. Rev. Lett. 76, 546 (1996)).
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∂ æ δα ö æ − 1 − µβ 2
ç ÷=ç
∂t çè δβ ÷ çè µβ 2

− 2µαβ öæ δα ö
÷ç
− φ + 2µαβ ÷çè δβ

(4.8)

where δα and δβ are variations on α and β, respectively. Then, the Jacobian matrix
associated with the steady states reads,
æ − 1 − µβ 2
J ss = çç
2
è µβ

− 2µαβ ö
− φ + 2µαβ ss

(4.9)

For the “extinguished” steady state, (αss, βss) = (1, 0), we have two negative eigenvalues

λ1 = −1 and λ2 = −φ (φ > 0), which means that the steady state is globally stable on the
parameter plane. After some algebra, we obtain the eigenvalues for the steady states (αss±,

βss±)
φ − (γ + 1) ± [φ − (γ + 1)] 2 − 4(γ − 1)
λ± =
2

(4.10)

with γ ≡ µ(βss±)2 = (1−αss±)/αss±. For the lower root (αss−, βss−), we get γ < 1, and thus a
pair of real eigenvalues with opposite signs. This shows (αss−, βss−) represents a saddle
point. For the upper root (αss+, βss+), we find γ > 1. Depending on whether φ−(γ+1) is
larger than or less than zero, the real parts of both eigenvalues are either positive or
negative. Thus, we get a second locus in the µ vs φ plane, which corresponds to a Hopf
bifurcation and is determined by φ−(γ+1) = 0. When φ > 2, this equation gives

φ4
µH =
φ −1

(4.11)

When µ > µH, (αss+, βss+) is a stable focus; otherwise, it is an unstable focus. (In fact,
depending on whether [φ−(γ+1)]2−4(γ−1) > 0, we can further discern a node (Im(λ±) = 0)
from a focus (Im(λ±) ≠ 0), but the corresponding asymptotic states are equivalent.) The
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Hopf bifurcation emerges from a double-zero eigenvalue point at µ = 16 and φ = 2,
where both φ−(γ+1) = 0 and [φ−(γ+1)]2−4(γ−1) = 0. The two loci intersect at this
emerging point. In summary, the first locus, where a saddle-node bifurcation occurs,
gives the critical condition for the existence of the steady states (αss±, βss±); the second
locus, where a Hopf bifurcation occurs, gives the critical condition for the stability of the
steady state (αss+, βss+). Furthermore, by analyzing the periodic solution and its stability
for the ODE in eq. (4.4), Merkin et al.21 derived a detailed picture about the Hopf
bifurcation: For 2 < φ < 4, the Hopf bifurcation is subcritical; an unstable limit cycle
emerges when µ > µH. For φ > 4, a stable limit cycle emerges when µ > µH.

4.2.2 Traveling Waves
Besides the analysis of the local dynamics of system (4.3), a detailed analysis of traveling
waves in the system has been carried out by Merkin and Needham.20-22 They showed that
there are two types of constant form wave solutions. One is the front that takes the system
from its initial (1, 0) state to the (αss+, βss+) state (Fig. 4.3(a)). Another is the pulse for
which the system is in the (1, 0) state both ahead and behind the propagating reactiondiffusion event (Fig. 4.3(b)). When µ > µsn such that the (αss+, βss+) state exists and is not
affected by the local stability of this state, the front connection exists for all parameter
values. In Fig. 4.2, we show the zero-velocity locus for the front. Only above this locus,
where the front velocity is positive, may we expect the front-type structure. Below this
locus, we observe the pulse as the long-time behavior. This continues to be true until µ is
decreased to µ = µsn, after which no traveling waves exist and the system always tends to
the (1, 0) state.22 Therefore, in order to achieve spatiotemporal chaos (Fig. 4.3(c)), the
parameter values need to be chosen near or above the zero-velocity locus. In this chapter,
we study the phenomenon of chaotic segregation.
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Figure 4.3. Typical instantaneous plots of the α-profiles for (a) a
traveling front, with φ = 2.8, µ = 35; (b) a pulse, with φ = 2.8, µ =
32.8 and (c) a chaotic response, with φ = 2.8, µ = 33.15. (Merkin et
al., J. Chem. Soc. Faraday Trans. 92, 2911 (1996)).
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4.3 The Autocatalator Model with Competition
Following the review of the two-variable model in Eq. (4.4), we now examine the
dynamics of a three-variable model with two autocatalytic species, B and C, which
compete for a common sustaining resource, A, and then decay to products, P and Q:
A + 2B → 3B (rate = k1ab2),

(4.13)

A + 2C → 3C (rate = k2ac2),

(4.14)

B→P

(rate = kpab2),

(4.15)

C→Q

(rate = kqab2 ).

(4.16)

Dimensionless reaction-diffusion equations for the system in an open spatial reactor are
derived following the previous studies described in Section 4.2. The equations read,
∂α
= δ∇ 2α + 1 − α − µα ( β 2 + γ 2 )
∂τ
∂β
= ∇ 2 β + β 0 − φβ + µαβ 2
∂τ
∂γ
= ∇ 2γ + γ 0 − φγ + µαγ 2
∂τ

(4.17)

where α, β, and γ represent the dimensionless concentrations, and φ and µ are bifurcation
parameters of the system, determined by the flow rate and concentrations of the species
in the reservoir (see Section 4.2). Throughout this study, we assume equal diffusivities, δ
= DA/DB = DA/DC = 1, where Di represents the scaled diffusivity of species i, and equal
growth rates for autocatalysis in B and C, in order to focus on behavior arising from
competitive species with similar characteristics. For simplicity, we also assume there is
no supply of the autocatalysts from the reservoir, β0 = γ0 =0.
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Within the parameter range of interest, where the dynamics of the single autocatalyst
system (either β ≡ 0 or γ ≡ 0) in Eqs. (4.17)) exhibits chaotic behavior as discussed
before, the coupled system is characterized by the steady states:
SA = (1,0,0); S±B = (a±, h±, 0); S±C = (a±, 0, h±)

(4.18)

where a± is equivalent to αssϒ in Eq. (4.6) with

a ± = (1 ± 1 − 4φ 2 / µ ) / 2

(4.19)

h± = φ /( µa ± )

S±B,C only exist for µ above the saddle node bifurcation as denoted by Eq. (4.7). (Another

pair of steady states, arising for µ > 8φ2, are exhibited but are not relevant to this study.)
As stated in Section 4.2, SA is a stable node for all parameter values, S+B,C are saddle
points, and S-B,C are unstable foci that become stable for µ > µH determined by Eq. (4.11).
Compared to the single autocatalyst system, we note that the additional, third eigenvalue for each
steady state is −φ. The particular symmetry and stability of these states imply that the system is
characterized by either an extinct state, SA, or an exclusive state, S±B,C, where one competing

species survives and the other becomes extinct. From the analysis of the bifurcation
structure of the single-autocatalyst system shown in Fig. 4.2, it follows that a traveling
wave solution with a positive velocity exists only for µ above a critical value, µc ~ 33 for

φ = 2.8, which restricts the parameter space of interest to [µc µH] in the current study.
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4.4 Numerical Simulations and Analyses
Numerical simulations are performed on one-dimensional (1D) and two-dimensional
(2D) grids. In the 1D simulations, a 3-point approximation of the Laplacian operator and
an explicit Euler method are adopted. In the 2D simulations, a 5-point approximation of
the Laplacian operator is used.

4.4.1 Self-segregation in One-dimensional Media

The spatiotemporal evolution of Eq. (4.17) is shown in Fig. 4.4. After a brief transient
period, spatially localized domains develop from randomly distributed perturbations
initiating autocatalysis in B and C. Species B is restricted to domains where species C is
extinct, while species C exists only in domains where species B is extinct. The relative
location of the interfaces between the domains is robust with respect to changes in the
parameters, as long as traveling wave solutions exist and both autocatalystic species have
the same growth rates and diffusivities. The particular location of the interfaces, however,
is a consequence of the initial perturbation distribution. The chaotic populations in each
of the domains are uncorrelated except for symmetries between domains. The local
perturbations must exceed a concentration threshold to initiate autocatalyst, as well as
cover a sufficiently large region (Fig. 4.5). Once autocatalysis is initiated, the local
trajectory approaches the extinct state, SA. Such transient activity appears in the
spatiotemporal pattern as triangular white zones below the initial seeds, where the
reactant concentration α = 1. Waves propagating with constant velocity into the nonreaction zones give rise to domain interfaces when two different autocatalystic species
collide. There is, however, a minimum domain size below which a species cannot
survive, which depends on the particular parameter values. With these considerations, it
is possible to predict the location of the segregation interfaces for different known initial
seed configurations.
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Figure 4.4. Spatiotemporal pattern of reactant concentration α (top), and
autocatalyst β (middle) and γ (bottom) of Eq. (4.17) for δ = 1, φ = 2.8 and µ =
33.15. A concentration of 1 (0) is represented in white (black). The reactant A is
initially distributed homogeneously, α = 1, over the entire domain. Species B
and C are randomly seeded, indicated by the white (β = 1) and gray (γ = 1)
rectangles at the top of the figure, with the following constraints: the seeds are
each 20 grid points, they are separated by a minimum of 60 grid points, and
there is a total of 200 occupied grid points per species. δt = 0.0003 and L = 600
(total 2400 grid points). Each panel consists of 5000 layers, with each layer
plotted every 200δt. Time increases from top to bottom in each panel.
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Figure 4.5. Transient spatiotemporal dynamics (300 layers) of reactant
α (top), and autocatalysts β (middle) and γ (bottom) for a random
distribution of initial seeds with b = 1 and c = 1, respectively, and a
seed length of 10 grid points. The other parameters are the same as in
Fig. 4.4. (R. Wackerbauer, H. Sun, and K. Showalter, unpublished.)
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Fig. 4.6 shows representative concentration profiles of reactant A and autocatalysts B
and C from Fig. 4.4. We see the transitions between domains as well as excursions away
from the unstable focus S−B,C within the domains. The domain interfaces are characterized
by a high concentration of A and low concentration of B and C as the wave fronts of each
species intersect. While the exact profile at the interface depends on the system
parameters and the behavior in adjacent domains, small fluctuations are typically
observed around a state determined by continuity constraints of the neighboring steady
states S−B,C (Fig. 4.7). Within a domain, the dynamical behavior can range from regular to
chaotic, depending on the domain size and configuration of the initial local perturbations.
For example, limit cycle behavior is exhibited for a periodic distribution of the initial
perturbations and a relatively small domain size (65 grid points and µ = 33.15). In
contrast, the behavior in Fig. 4.4, arising from random initial perturbations, gives rise to
the chaotic trajectory shown in Fig. 4.7, which displays frequent excursions from the
unstable focus S−B,C to approach the SA state. This spatiotemporal chaos is much like that
observed in the two-variable, single-autocatalyst system.17,20

Even though the domain boundaries appear to be completely localized on the time
scale of the local dynamics within a domain, Fig. 4.4, the long-time behavior reveals
irregular motions of these interfaces, as shown in Fig. 4.8. These motions, which occur
only for chaotic populations, are most pronounced when the system is close to the wave
propagation threshold where large-scale pulse structures are exhibited, such as in Figs.
4.4 and 4.8. The interfaces are characterized by a state that moves closer to the SA state as
the parameter µ is decreased. Concentration fluctuations at the interface are larger and
injections of the trajectory to the neighborhood of the unstable focus are consequently
more likely at the interface for smaller µ. In contrast, steady-state behavior above the
Hopf bifurcation point, µ > µH, is accompanied by interfaces that are completely
localized (spatially stationary) with constant concentrations (α, β, γ) for any random
initial seeding. We also note that interface boundaries are always localized for
symmetrical initial perturbations, even for chaotic populations, when the neighboring
populations are dynamically in phase. Randomly seeded autocatalyst populations, on the
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Figure 4.6. Representative concentration profile from Fig. 4.4 for reactant
A (upper full line) and autocatalysts B (lower full line) and C (dotted line)
taken at the final time step of Fig. 4.4. Horizontal lines show the
concentrations α (upper), β, γ (lower) at the unstable focus. Domains with B
(C) activities are indicated by white (black) bars at top. (R. Wackerbauer, H.
Sun, and K. Showalter, Phys. Rev. Lett, 84, 5018 (2000).)
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Figure 4.7. Characteristic phase portraits of the dynamics at a domain
interface (full line localized near α = 0.9) and within a chaotic domain
(dotted line) of Fig. 4.4. (R. Wackerbauer, H. Sun, and K. Showalter, Phys.
Rev. Lett, 84, 5018 (2000).)
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Figure 4.8. Long-term spatiotemporal dynamics of reactant concentration α for the
dynamical system in Fig. 4.4. The panel consists of 2500 layers, with each layer
plotted every 20000δt. Other parameters are the same as in Fig. 4.4. (R.
Wackerbauer, H. Sun, and K. Showalter, Phys. Rev. Lett, 84, 5018 (2000).)
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other hand, yield domains of neighboring populations with out-of-phase oscillations that
generate spatially asymmetric perturbations to the interface.

The qualitative features of the self-segregation and domain interfaces are not
dependent on the boundary conditions or the numerical method, although quantitative
differences appear for no-flux and periodic boundary conditions. Furthermore, the
qualitative features of the behavior are preserved when inputs of each autocatalyst are
provided from outside reservoirs (β0 ≠ 0, γ0 ≠ 0). In this case, however, a very low
concentration of the “minor” species is always present in the domains. Additional
considerations arise for predicting the appearance of segregation interfaces if we abandon
the requirement of non-overlapping perturbations initiating autocatalysis. In this case, the
autocatalytic species with the larger concentration survives at sites where overlapping
perturbations have different concentrations. For equal initial concentrations, however, the
reaction-diffusion waves of both species die out (even when β + γ < 1). These results
point to the existence of a planar separatrix in the phase space, defined by β = γ, which
partitions the orthogonal manifolds of the competing autocatalysis subsystems.
Trajectories starting on this separatrix move to the stable steady state SA. When the
autocatalytic species have different diffusivities (DB ≠ DC, Di ≤ DA), the interfaces
become less irregular and domains with the faster diffusing autocatalyst shrink, with the
interfacial motion dependent on the difference in the diffusivities. An increase of the
parameter µ for the inferior species, however, can compensate for the disadvantage in the
diffusivity. Finally, we note that a significant qualitative change in behavior occurs when
the reaction kinetics in Eq. (4.17) is modified from cubic to quadratic autocatalysis. The
self-segregation is replaced by a coexistence of the two species (when they are governed
by the same kinetics and diffusivities) throughout the medium.
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4.4.2 Self-segregation in Two-dimensional Media

Competitive autocatalysis can readily be generalized to two-dimensional media with two,
three, or more species. As shown in Fig. 4.9, self-segregating populations are also found
in two-dimensional media for the case of three competing autocatalytic species. The
appearance of chaotic behavior and more ordered behavior in smaller domains, as well as
the local concentration profiles at interfacial boundaries, are similar to those observed in
the one-dimensional case, Fig. 4.6. A new feature appearing in two-dimensional media is
the drift of domain boundaries such that convex curvature is reduced. For a closed
interface this yields the collapse of a convex domain following a curve-shortening
mechanism.15,16 Approximately circular domains obey a parabolic-like decrease in radius
with time for chaotic as well as steady state (µ > µH) behavior. The interface drift occurs
on a much slower time scale than that of the chaotic behavior within a domain.

Interface junctions, which occur with three or more competing species, as well as
isolated interface loops and domains connected to the medium boundaries, can be seen in
the segregation patterns shown in Fig. 4.9. The evolution shown in successive panels
reveals curvature-induced shrinking and the ultimate extinction of domains, giving rise to
the local breakup and reorganization of the interface junctions. Domains of the same
species merge (sometimes only after a long and complex transient period) and small
domains diminish in number during such reorganizations. The counterpart to the irregular
interface motions for chaotic populations in one-dimensional media is not readily
apparent in two-dimensional media, although slight motions in nearly linear interfaces are
observed. For interfaces with significant curvature, however, interfacial drift dominates
the behavior and the irregular interface motions are suppressed. Although the evolution
of the interface reorganization varies with the parameter µ, the qualitative features of the
asymptotic states are very similar. Finally, we note that similar interface evolution has
been found for competitive steady state populations.15
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Figure 4.9. Spatiotemporal evolution of concentration α when three autocatalytic
species compete for the reactant. From upper left: t = 41, 176, 239, 364, 655, and
1154. The white patches within the domains correspond to local reaction dynamics
close to the extinct state. Initial conditions: 20 seeds of each species (B, C, D) with
a cell size of 20 × 20 grid points were randomly distributed on the array of L × L =
200 × 200 (800 × 800 grid points) with a uniform reactant concentration α =1. δt =
0.0052. Other parameters are the same as in Fig. 4.4. (R. Wackerbauer, H. Sun,
and K. Showalter, Phys. Rev. Lett, 84, 5018 (2000).)
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4.5 Conclusions
In summary, the n species of reaction-diffusion systems such as Eq. (4.17) compete for a
common sustaining resource and segregate into domains of uncorrelated, chaotic
populations over a range of parameter values. Irregular motions of the interfaces occur
due to the influence of out of phase oscillatory behavior of neighboring populations,
while completely localized interfaces are observed for adjacent steady-state populations
or in-phase oscillatory populations arising from symmetrical initial perturbations. In twodimensional media, curvature-induced interface drift gives rise to shrinking and,
ultimately, extinction of domains as well as domain reorganizations arising from the
breakup of interface junctions.

The self-segregation behavior found in this study is relevant to systems composed of
species with similar characteristics, and we have focused on the case of identical
diffusivities and growth rates of autocatalysis. Examples of such systems include
competing populations in biological ecologies as well as isomers or isotopically labeled
species in competing chemical reactions. As the diffusivities and rate constants are
allowed to differ, the self-segregation behavior is retained only transiently, with the
lifetime of the transient dependent on the similarity of the competing species.

Ever more complicated self-segregation behavior, with topological features
determined by domain interface motions and the stability of interface junctions, should be
found in the generalization of Eq. (4.17) to n > 3 chaotic populations.
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4.6 Appendix: The C Program for the Simulations
#include <stdio.h>
#include <stdlib.h>
#include <math.h>

/* parameters for gray-scott */
/*---------------------------*/
#define
#define
#define
#define
#define
#define
#define
#define
#define

DELTA
DELTAB
DELTAC
UB
UC
PHIB
PHIC
B0
C0

1 /* for determination of dt */
.8
.8
33.2
33.2
2.8
2.8
0.00
0.00

#define LENGTH
#define N
#define BETA

300
1200
48

#define CELL
#define NB
#define NC

50
150
150

/* 10 */
/* number of cells with b=1 */

#define TOTAL
10000000
#define PRINT_SPACE
800
float ran3(long *);
/*****************************************************************/
void main ()
{
int
i,ii,j,i1,i2,period,dim,ort,width;
float
a[N],b[N],c[N],a2[N],b2[N],c2[N],ww[N];
float
dt,delta,dx,lam1,lam2,lam3,lam4,lam5,lam6;
float
aij,bij,cij,a_lap,b_lap,c_lap;
float
as,bs,cs,hh,what;
FILE
*pfilesa,*pfilesb,*pfilesc;
long
t;
long
*idum,seed;
seed=1234567899;
idum=&seed;
pfilesa=fopen("a.data","w");
pfilesb=fopen("b.data","w");
pfilesc=fopen("c.data","w");
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/* initial state */
for (i=0; i<N; i++) {
a[i]=1;
b[i]=0;
c[i]=0;
}

/* initial perturbation - random seeding
other initial seeding replaces the following */
dim=0;
while(dim<NB){
ort=ran3(idum)*N;
if (b[ort]==0){
b[ort]=1;
dim=dim+1;
j=1;
while(ort+j<N && j<CELL && b[ort+j]==0){
b[ort+j]=1;
j=j+1;
dim=dim+1;
}
}
}
dim=0;
while(dim<NC){
ort=ran3(idum)*N;
if (c[ort]==0 && b[ort]==0){
c[ort]=1;
dim=dim+1;
j=1;
while(ort+j<N && j<CELL && b[ort+j]==0 && c[ort+j]==0){
c[ort+j]=1;
j=j+1;
dim=dim+1;
}
}
}

/* write initial configuration in matrix */
for (i=0; i<N; i++) {
ww[i]=.0;
if(b[i]>0) ww[i]=1.;
if(c[i]>0) ww[i]=.5;
}

for (ii=0;ii<300;ii++){
for (i=0; i<N; i++) {
fprintf(pfilesa, " %f\n", ww[i]);
/* fprintf(pfilesb, " %f\n", ww[i]);*/
/* fprintf(pfilesc, " %f\n", ww[i]);*/
}
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dx=((float) LENGTH)/((float) N);
delta=DELTA;
dt=dx*dx/4./delta/((float) BETA);

/*stability criterion*/

lam1=dt;
lam2=dt/(dx*dx);
lam3=dt;
lam4=dt*DELTAB/(dx*dx);
lam5=dt;
lam6=dt*DELTAC/(dx*dx);

/* no flux boundary conditions */
a[0]=a[1];
b[0]=b[1];
c[0]=c[1];
a[N-1]=a[N-2];
b[N-1]=b[N-2];
c[N-1]=c[N-2];
for (t=0; t<TOTAL; t++) {
/* iteration (given time step) */
for (i=1; i<N-1; i++) {
a_lap=a[i+1]+a[i-1]-2.*a[i];
b_lap=b[i+1]+b[i-1]-2.*b[i];
c_lap=c[i+1]+c[i-1]-2.*c[i];
aij=1.-a[i]-UB*a[i]*b[i]*b[i]-UC*a[i]*c[i]*c[i];
bij=B0-PHIB*b[i]+UB*a[i]*b[i]*b[i];
cij=C0-PHIC*c[i]+UC*a[i]*c[i]*c[i];
/* euler */
a2[i]=a[i]+lam1*aij+lam2*a_lap;
b2[i]=b[i]+lam3*bij+lam4*b_lap;
c2[i]=c[i]+lam5*cij+lam6*c_lap;
}
for (i=0; i<N; i++) {
a[i]=a2[i];
b[i]=b2[i];
c[i]=c2[i];
}

/* again: no flux boundary conditions */
a[0]=a[1];
b[0]=b[1];
c[0]=c[1];
a[N-1]=a[N-2];
b[N-1]=b[N-2];
c[N-1]=c[N-2];

if (!(t%PRINT_SPACE)){
for (i=0; i<N; i++) {

81

fprintf(pfilesa, " %f", a[i]);
/*fprintf(pfilesb, " %f", b[i]);*/
/*fprintf(pfilesc, " %f", c[i]);*/
}
fprintf(pfilesa,"\n");
/*fprintf(pfilesb,"\n");*/
/*fprintf(pfilesc,"\n");*/
}

}

/* time-loop */

fclose(pfilesa);
fclose(pfilesb);
fclose(pfilesc);
}

/*==============================================
==============================================*/
/* numerical recipes */
#define
#define
#define
#define

MBIG 1000000000
MSEED 161803398
MZ 0
FAC (1.0/MBIG)

float ran3(long *idum)
{
static int inext,inextp;
static long ma[56];
static int iff=0;
long mj,mk;
int i,ii,k;
if (*idum < 0 || iff == 0) {
iff=1;
mj=MSEED-(*idum < 0 ? -*idum : *idum);
mj %= MBIG;
ma[55]=mj;
mk=1;
for (i=1;i<=54;i++) {
ii=(21*i) % 55;
ma[ii]=mk;
mk=mj-mk;
if (mk < MZ) mk += MBIG;
mj=ma[ii];
}
for (k=1;k<=4;k++)
for (i=1;i<=55;i++) {
ma[i] -= ma[1+(i+30) % 55];
if (ma[i] < MZ) ma[i] += MBIG;
}
inext=0;
inextp=31;
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*idum=1;
}
if (++inext == 56) inext=1;
if (++inextp == 56) inextp=1;
mj=ma[inext]-ma[inextp];
if (mj < MZ) mj += MBIG;
ma[inext]=mj;
return mj*FAC;
}
#undef
#undef
#undef
#undef
/* (C)

MBIG
MSEED
MZ
FAC
Copr. 1986-92 Numerical Recipes Software 765. */
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Chapter 5
Transition from Segregation to Integration of Chaotic
Populations
5.1 Introduction
In physical and chemical areas,1-7 nonlinear generation-recombination processes are very
common and often produce cooperative effects such as chaotic oscillations among all
participating particles, carriers or various field quantities. Examples for such behavior
have been found in semiconductor,4 plasma,5 optics,6 and other systems.2,7-9 For example,
chaotic oscillations in a two-carrier (electron-hole) plasma have been reported in Ge at
77 K in parallel electric and magnetic fields,10 where the oscillation of one carrier affects
that of the other carrier and they together contribute to the chaotic character of the
measured signals in discharge current and spatially dependent potential.

In general, the chaotic oscillations of various quantities in a given system will be out
of phase. As we have discussed in the previous chapter, the chaotic oscillations of a given
component may be accompanied by the extinction of another component, i.e., the system
may exhibit the phenomenon of segregation as a result of a competition between different
species. Moreover, it has been observed in a variety of social and physical systems that
cooperation and competition can coexist, and, hence, in such systems a transition from
segregation to integration might be expected if the parameters are varied in a suitable
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way. Here, integration means that two or more species can coexist everywhere, although
one species may be dominant at a particular time and place. This is in contract to the
phenomenon of segregation as discussed in Chapter 4, where species cannot coexist
within any local domain and thus segregate with domain walls separating them.1 As
already mentioned in Chapter 4, homogenous coexistence can be found in a system with
quadratic competitive reactions, but the integration of species with chaotic dynamics or a
transition from segregation to integration is not observed. Here we present a model that
exhibits both phenomena. Our study is also relevant to biology and ecology, because
different species may rely on each other in other ways than the prey-predator relation, for
example, by mating to proliferate subsequent generations.11-13

In Chapter 4, we discussed the phenomenon of segregation based on competition.
The organization of this chapter is similar: In Section 5.2, we introduce the model and we
perform a linear stability analysis of the homogeneous solutions in Section 5.3. In Section
5.4, numerical results are presented and discussed and we summarize and draw our
conclusions in Section 5.5.

5.2 The Model
In addition to the competing processes of self-replication as expressed by A+2B→3B and
A+2C→3C,

we

introduce

the

cooperative

processes,

A+B+C→2B+C

and

A+B+C→B+2C. Here, B and C together consume A and produce more B or C, and thus

each of the new reactions implies cooperation between B and C.

However, the

cooperative relations, A+B+C→2B+C and A+B+C→B+2C, also have a competitive
aspect: While the former reaction favors the production of B, the latter favors C. This is
in fact a selective process, and it contributes to the imbalance between the equilibrium
concentrations of species if the two steps have different reaction rates.
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Following the discussion, the central reaction steps can be summarized as
follows:

A + 2 B → 3B

rate = k B ab 2 ,

A + 2C → 3C
A + B + C → 2B + C

rate = k C ac 2 ,
rate = k BC abc ,

A + B + C → B + 2C

rate = k CB abc .

(5.1)

These four reactions form the competition-cooperation processes and, because they are
cubic in character, the reactions provide sufficient nonlinearity for the system to exhibit
nontrivial complex behavior. These reactions keep their symmetry from the point of view
of qualitative description because one reaction will not dominate over the others without
incorporating other factors that affect the symmetry. Quantitatively, we expect that any
imbalance among the concentrations can be attributed to the relative variation of the rates
of these reactions. For example, if the process of A+B+C→B+2C has a larger rate than
that of A+B+C→2B+C at a particular place and time, C may be produced in a larger
quantity in comparison to the species B.

Besides the four central reaction steps, we note, as addressed in the previous chapter,
that there exist independent exchanges of reactants A, B, and C between the reaction zone
and the reservoirs. The exchange or flow rate is denoted by a constant kf, which is
controllable in experiments. B and C decay as B→P and C→Q, where P and Q are
inertial products and will eventually be removed from the reaction zone. For simplicity,
we assume that the decay processes have identical rate constants kd. These auxiliary steps
provide linear terms in the corresponding reaction-diffusion equations and are also
necessary in supporting the complex dynamics of the system.

Based on the above reaction steps, we can obtain a set of partial differential
equations (PDEs). Introducing dimensionless space and time and rescaling the variables
and parameters, we can express the PDEs as follows:
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∂α
= δ ∇ 2α + 1 − α − α ( µ B β 2 + µ C γ 2 ) − ( v B + v C )αβγ
∂τ
∂β
= σ ∇ 2 β − φβ + µ Bαβ 2 + v Bαβγ
∂τ
∂γ
= ∇ 2 γ − φγ + µ C αγ 2 + v C αβγ
∂τ

(5.2)

where α = a/a0, β = b/a0, γ = c/a0, τ = t/tex with tex = 1/kf, x = X/L with L = √(DCtex), µB =
kBa02/kf, µC = kCa02/kf, vB = kBCa02/kf, vC = kCBa02/kf , φ = (kf+kd)/kf, δ = DA/DC and σ = DB/DC

(see Section 4.2 and 4.3). For the sake of simplicity, we assume equal diffusivities for A,
B and C as well as identical rates for the autocatalytic and the decay processes. These

simplifications can be justified in certain biological or chemical contexts but do not
necessarily apply to all possible situations. Here, Eqs. (5.2) simplify to:

∂α
= ∇ 2α + 1 − α − µα ( β 2 + γ 2 ) − ( v B + v C )αβγ
∂τ
∂β
= ∇ 2 β − φβ + µαβ 2 + v B αβγ
∂τ
∂γ
= ∇ 2 γ − φγ + µαγ 2 + v C αβγ
∂τ

(5.3)

Within the focus of the study, the difference between the parameter vB and vC implies an
imbalance of the selective processes, which directly results in a difference of the
equilibrium concentrations of B and C. We point out that the extinction of one species,
either B or C, reduces the system to the Gray-Scott model,15-17 in which chaotic
spatiotemporal behavior can be found over a certain range of parameters. This is
important because the underlying chaos of the Gray-Scott model will result in a system
with chaotic populations.18 In order to extend the analysis of the simplified model (5.3),
we will briefly discuss the more general case involving different diffusivities as well as
different µB and µC the end of this chapter.
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5.3 Linear Stability Analysis
We first determine the homogenous steady states of Eq. (5.3) and their stabilities for
various values of parameters. Three sets of steady states coincide with those discussed in
Section 4.3: SA = (1, 0, 0), S±B = (a±, h±, 0) and S±C = (a±, 0, h±), where a± =
(1 ± 1 − 4φ 2 / µ ) / 2 and h± = φ/(µa±). SA represents the “extinguished” steady state,

which is locally stable with respect to homogeneous perturbations in the entire parameter
space. Although the existence of S±B and S±C is independent of vB and vC (or v when v ≡ vB
= vC), their stability does depend on these two parameters. The stability of each steady
state is determined by the solution of the characteristic equation for the Jacobian matrix
for the homogeneous system of Eq. (5.3),
æ −[1+ µ(β 2 + γ 2 ) + (vB + vC )βγ ] −[2µαβ+ (vB + vC )αγ] −[2µαγ + (vB + vC )αβ]ö
ç
Jss = ç
µβ2 + vBβγ
vBαβ
−φ + 2µαβ+ vBαγ
ç
2
µγ + vC βγ
vCαγ
−φ + 2µαγ + vCαβ
è
ss

(5.4)

When vB = vC = 0, S±B,C exist for µ above the saddle-node bifurcation µsn = 4φ2. S+B,C are
saddles and S−B,C are nodes or foci when viewed in the plane perpendicular to the
attracting eigen-direction, which is associated with the negative eigenvalue λ⊥ = −φ. S−B,C
experiences a Hopf bifurcation at µH = φ4/(φ-1) when φ > 2. Depending on φ, the Hopf
bifurcation can be either supercritical or subcritical (see Section 4.3). As we have
discussed in Chapter 4, the coexistence of S−B and S−C causes the segregation of species B
and C, because the solutions of S−B and S−C imply the mutual exclusion of species B and
C. Besides SA, S±B and S±C, other steady states S±I exist which are determined by
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1 ± 1 − 4[ µ (k β2 + k γ2 ) + (v B + vC )k β k γ ]

α =
±

2

β ± = kβ /α ± ,

,
(5.5)

γ ± = kγ / α ±

where kβ and kγ are given by:

kβ =

φ (µ − vB )
,
µ 2 − v B vC

(5.6)

kγ =

φ ( µ − vC )
.
µ 2 − v B vC

(5.7)

A simplified analysis for the existence of S±I can be performed: For v = vB = vC we
have

α

±

=

1±

1 − 8 φ 2 /( µ + v )
,
2

(5.8)

so the existence of S±I (correspondingly, α± , β± and γ±) is determined by the condition (cf.
Fig. 5.1)

0<8

φ2
<1
µ +v

(5.9)

For φ ~ 2.8 and µ ~ 34, we have v ≥ 29. In this study, we mainly focus on the
spatiotemporal evolution of the spatially extended system around v = 34, where a critical
transition from segregation to integration occurs.
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v

µ

φ

Figure 5.1. The critical surface determining the existence
of S±I in the case of v = vB = vC: S±I only exist under the
parametric conditions above the surface.
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Figure 5.2. Real part R(λ) of the largest eigenvalue for the
homogeneous steady states (a) S−I and (b) S−B,C with v = vB = vC. R(λ)
represents the real part of the largest eigenvalue. k is the wave number
of a spatial mode. Here, µ = 33.9 and φ = 2.8, and the critical value vc
appears around 34.1 for k = 0.
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Figure 5.3. The existence and stability of S−I in the 2D
parameter plane vB vs. vC. No solutions exist in the black area.
Regions where S−I is unstable and stable are marked by I and
II, respectively. Inside I, chaotic segregation is dominant,
while in region II, the system relaxes to the steady state
corresponding to homogenous integration. Chaotic integration
is found in the vicinity of the gray dot.
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The steady state S+I is a saddle within the parameter range of interest and is not
relevant to asymptotic dynamics. As we see from the solution of S−I, both β− and γ− do not
vanish, which implies the coexistence of B and C in that steady state, i.e., it corresponds
to homogeneous integration. Fig. 5.2(a) shows the real part of the largest eigenvalue of
S−I for the case v = vB = vC, and we see that S−I becomes stable as the parameter v crosses

the critical value vc ≈34.1. Fig. 5.2(b) shows the real part of the largest eigenvalue for the
homogeneous steady states S−B,C: These states are unstable for all values of v, however
the real part of the largest eigenvalue begins to increase as vc is crossed.

In Fig. 5.3, a two-dimensional (2D) plot displays the parameter ranges for the
existence and stability of S−I. As we find in one-dimensional simulations of the PDE (as
discussed in the next section), in region II, the system always relaxes to the homogeneous
steady state S−I, i.e., to stationary homogenous integration. For the case v = vB = vC, we
find chaotic integration in the vicinity of the gray dot (corresponding to v = vc) shown in
Fig. 5.3, i.e., the system relaxes to a spatiotemporally chaotic state and, specifically,
every spatial element exhibits chaotic oscillations in both species B and C. In general,
however, different elements oscillate out of phase. As v is further decreased below vc in
the symmetric case, the system relaxes to spatial segregation as described in Chapter 4.
Hence, we find a transition from segregation to integration when v passes the critical
value vc.

In the asymmetric case vB ≠ vC, we observe a direct transition from the segregated
state to homogeneous stationary integration at the lower boundary of region II, i.e., no
chaotic integration is found far enough away from the point marked by the gray dot in
Fig. 5.3. Note that in the black areas shown in this figure, where S−I does not exist, the
system always relaxes to a segregated state, except for a small range of initial conditions
for which both species become extinct.
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The linear stability analysis we have performed so far for Eqs. (5.3) was limited to
homogenous perturbations. It can be generalized to non-uniform perturbations with
~
spatial period λ k = 2π / k : Setting α = α ss + δαe ikx , β = β ss + δβe ikx , γ = γ ss + δγe ikx ,
and linearizing around the homogenous steady state, we obtain the following Jacobian:

æ − k 2 −[1+ µ(β 2 +γ 2 ) + (vB + vC )βγ] −[2µαβ+ (vB + vC )αγ] −[2µαγ+ (vB + vC )αβ]ö
ç
(5.10)
µβ2 + vB βγ
J k ss = ç
vBαβ
− k 2 −φ + 2µαβ+ vBαγ
ç
2
2
µγ + vC βγ
vCαγ
− k −φ + 2µαγ+ vCαβ
è
ss

This implies the following relationship between the eigenvalues of Eqs. (5.10) and those
of Eqs. (5.4):

λ k = λ k =0 − k 2

(5.11)

Hence, the stability of homogeneous steady state S−I will in general depend on the wave
number k of a given spatial periodic infinitesimal perturbation. In the symmetric case for
example, as the parameter v is decreased beyond vc, S−I first becomes unstable with
respect to homogeneous perturbations and only later undergoes an instability with respect
to spatially periodic perturbations characterized by a certain wave number k.

5.4 Numerical Simulation and Analysis
5.4.1 One-dimensional Simulation
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One-dimensional numerical simulations were performed in a system with size L = 200,
using 800 grid points (see Fig. 5.4). The integration step is δt = 0.01 and the total
evolution time t = 50000δt. We choose φ = 2.8 and µ = 33.9 throughout this study, and
no-flux boundary conditions were used. Initially, we set the concentration of the resource

α = 1 everywhere and for each of the species B and C we seeded more than half of the
sites, setting β = 1 and γ = 1 at the seeded site. Numerical simulations show that such
choices of boundary and initial conditions are representative and alternative choices do
not change the qualitative dynamic behavior except for a very narrow range of initial
conditions, for which the system relaxes to the extinguished homogeneous stationary
state.

Segregation occurs in the case of low values of v and is characterized by the mutual
exclusion of species in separated spatial domains [see Fig. 5.4 (c)]. As discussed in
Chapter 4, the existence of the separated spatial domains reflects the coexistence of
steady states S−B and S−C and their mutual exclusion of the two species B and C. The
domain walls representing high concentration of α (~0.9) do not change in magnitude,
however their position in space varies. This variation is induced by the instant phase
asymmetry of the chaotic oscillations on each side of a domain wall. However, it is
important to note that the domain walls do not disappear, provided that v is sufficiently
smaller than its critical value vc ~ 34. It is integration that removes the tendency of mutual
exclusion and allows the coexistence of species anywhere in the system.

Close to but below vc, the domain walls eventually disappear, despite their initial
formation. Following a transient period, the system relaxes to spatiotemporal chaotic
dynamics with both species coexisting in the entire system [chaotic integration, cf. Figs.
5.4 (a) and (b)]. As v exceeds the critical value vc with k = 0, S−I becomes stable with
respect to arbitrary perturbations and any initially non-uniform distribution of species
quickly evolves to the homogeneous integrated state after a short transient period.

The parameter region where the state of chaotic integration exists can be estimated
from Fig. 5.5, where we have plotted the time needed for the disappearance of initially
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Figure 5.4. One-dimensional simulations of Eq. (5.3) with no-flux boundary conditions. Here
φ = 2.8, µ = 33.9, L = 200, δL= 0.25, t = 50000, and δt = 0.01. (a) shows the final profiles of
the concentrations at ν = 34.1 ≈ νc. (b) shows the spatiotemporal evolution of the system,
which is represented by the concentration of α (high concentration has darker color). (c)
shows the phenomenon of segregation when ν = 30.5 < νc. (d) shows homogeneous
integration when ν = 40.5 > νc.
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formed domain walls versus the parameter v. The domain walls begin to disappear for vc′
< v < vc and, as vc is approached, the time needed for this transient decreases. Note that
for v > vc, the system relaxes to stationary integration instead of chaotic integration. The
gradual decrease of the transient time upon increasing v can be rationalized from the fact
that as v increases more and more spatial modes are excited (cf. Eq. 5.11).

5.4.2 Two-dimensional Simulation
In the two-dimensional simulations, we set the system size to be 100 × 100 and finegrained the system into a square array of lattices with the size 200 × 200. The system was
integrated for 20000 time steps with δt = 0.02, using the five-point Laplacian
approximation and the explicit Euler method. Initially, the lattice points are initialized
with uniform α = 1 and randomly distributed β and γ (βt=0 = 1.0 and γt=0 =1.0 at seeded
lattice point; otherwise βt=0 = 0 and γt=0 = 0). In addition, the initial distribution of β and γ
was chosen in such a way that the sites where β ≠ 0 and γ ≠ 0 do not overlap, in order to
monitor the disappearance of the boundaries between β and γ. We chose no-flux
boundary conditions and φ = 2.8, µ = 33.92, and v = vB = vC = 34.2.
Fig. 5.6 shows the distribution of α at times t = 2000 and t = 20000. At t = 2000, the
system is still in the transient regime. Hence, we still observe the domain boundaries. Fig.
5.7 shows the initial and final patterns of β and γ at t = 0 and t = 20000, respectively. The
2D results are consistent with the 1D behavior: Although species B and C are initially
segregated, they tend to evolve to an asymptotic state where they coexist throughout the
spatial domain, i.e., the populations are integrated. For this choice of the parameters, the
final patterns are spatiotemporally chaotic. Thus, the curvature-induced drift of domain
boundaries, as discussed in the study of the phenomenon of segregation, only plays a role
in the transient process.

100

Figure 5.6. The upper panel shows a snapshot of the
distribution of resource A at t = 2000, while the system is
still relaxing to the final distribution. The lower panel
shows the corresponding snapshot at t = 20000. φ=2.8, µ =
33.92, v = vB = vC = 34.1.
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Figure 5.7. Upper two panels show the initial distribution of the
species B (left) and C (right) for the case shown in Fig. 5.6.
Lower panels show the corresponding patterns after 20000
integration steps.
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For other values of the parameters, we also found similar phenomena as in the onedimensional simulations. For example, when φ = 2.8, µ = 33.92, and v = vB = vC = 30.2,
the system exhibits segregation in a similar way as in Chapter 4. When φ = 2.8, µ =
33.92, and v = vB = vC = 38.2, the system relaxes to the homogenous steady state, which
corresponds to uniform integration.

5.4.3 Discussion of the General Case
If we take into account of different diffusivies, reaction rates, and decay rates as well as
nonzero concentrations of β and γ in the reservoirs, i.e., β0 ≠ 0 and γ0 ≠ 0, the dimension
of the entire parametric space would be as large as 10. It has not been possible in our
study to explore the detailed behavior in the parametric space; however, we conclude
from a limited series of calculations that close to the parametric conditions we studied
above, the system exhibits similar dynamical behavior. For example, if we choose
slightly different values for vB and vC, we can find that in the homogenous steady state,
the concentrations of B and C are different but close to each other (see Fig. 5.8).
Moreover, we also observed chaotic integration when vB ≈ vC ~ vc. However, if vB >> vC
or vice versa, only one of the species can survive because of the asymmetry. On the other
hand, if we also break the symmetry of the parameter µ and thus have µB ≠ µC, the system
can still exhibit the behavior observed in absence of broken symmetry, provided that the
change is not too dramatic. The same holds as other parameters are varied. Thus, we can
draw the conclusion that the phenomena discovered in this chapter are structurally stable.
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Figure 5.8. A one-dimensional demonstration of the case with
symmetry broken (vB ≠ vC): φ = 2.8, µ = 33.92, vB = 34.5 and
vC = 35. (a) shows the concentration profiles at t = 50000. (b)
shows the evolution of the concentration of α.
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5.5 Conclusion
Dynamical systems with both competitive and cooperative processes are ubiquitous in
nature. While in spatiotemporal systems competition may lead to the segregation of
different species into separated spatial domains, cooperation can lead to the appearance
of an integrated dynamics where multiple species coexist in the entire system. The LotkaVolterra model is a classical example of a system exhibiting segregation phenomena as a
result of similar species competing for a common resource. However, models such as this
do not include cooperative process among different species. Here, we have proposed a
reaction-diffusion model incorporating both competitive and cooperative mechanisms.
Analytical and numerical results show that the segregation of populations gives way to
the integration of populations as the cooperation between the species becomes
sufficiently strong. In addition, we note, according to this study, that chaotic integration
only occurs close to certain critical conditions, although chaotic fluctuations of
populations are generally observed in nature and have thus been the focus of many
theoretical investigations.18 On one hand, this may imply some limitations of the model
for explaining ecological systems and physical phenomena; on the other hand, it suggests
that in population dynamics competition may be dominant as compared to cooperation.
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5.6 Appendix:
5.6.1 Exact solutions of the eigenvalues
In the system described in Chapter 4, the third eigenvalue is always −φ, and therefore the
other eigenvalues are formed as solutions of a characteristic equation of second order. For
the system described in this Chapter, such a situation does not exist, and thus we must
find the solutions from a third-order characteristic equation.

Starting from the Jacobian matrix J (Eq. (5.4) or (5.10)), we have the following form
of characteristic equation,
aλ3 + bλ2 + cλ + d = 0

(a≠0)

(A1)

where the coefficients can be expressed as
a = −1,
b = J 11 + J 22 + J 33
c = −( J 11 J 22 + J 22 J 33 + J 33 J 11 ) + ( J 12 J 21 + J 23 J 32 + J 31 J 13 )

(A2)

d = J 11 ( J 22 J 33 − J 23 J 32 ) − J 12 ( J 21 J 33 − J 23 J 31 ) + J 13 ( J 21 J 32 − J 22 J 31 )

and Jij (i, j = 1, 2, 3) are the corresponding matrix elements in Eq. (5.4) or (5.10). Divide
Eq. (A1) by a and let

λ = λ '−

b
3a

(A3)

Eq. (A1) then transforms into Cardan’s equation:

λ '3 + pλ '+ q = 0

(A4)
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Its three roots can be written as

λ '1 =

3

−

q
+
2

λ '2 = ω 3 −

q
p
( )2 + ( )3 +
2
3

q
+
2

λ '3 = ω 2 3 −

q
+
2

3

−

q
p
( )2 + ( )3 + ω
2
3

q
−
2
−

23

q
p
( )2 + ( )3 + ω
2
3

q
p
( )2 + ( )3
2
3

3

q
−
2

−

q
−
2

q
p
( )2 + ( )3
2
3
q
p
( )2 + ( )3
2
3

where ω = (−1+i√3)/2, i2 = −1. Accordingly, we obtain λI = λi-b/(3a), i = 1,2,3.
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(A5)

5.6.2 MatLab Programs for the Simulations
1. One-dimensional Simulation
Here, shift.m and shift2d.m are used for 1D and 2D
simulations, respectively.

%-------------------------- Program Start Here ------------------clf;
clear all;
%---------------------------parameter----------------------------d = 1;
mu = 33.92;
fi = 2.8;
vB = 34.1;
vC = 34.1;
x = 100;
size = 100;
dx = x/size;
dt = 0.01;
t = 100000;
l = dt/dx/dx;

% replace ?? with specific values

% 200
% 800 high resolution

%-----------------------------------------------------------------

%---------------------------initial conditions-------------------a = ones(t,size);
b = zeros(1,size);
c = zeros(1,size);
b = rand(1,size)>0.9;
c = rand(1,size)>0.9;
bini = b;
cini = c;

h = plot(1:size,a(1,:),'r-');
axis([0 size 0 1])
hold on
g = plot(1:size,b,'g-');
f = plot(1:size,c,'b-');
hold on
%---------------------------Computation--------------------------for i = 2:t
na = shift(a(i-1,:),1)+shift(a(i-1,:),-1)-2*a(i-1,:);
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atp = a(i-1,2:size-1);
btp = b(2:size-1);
ctp = c(2:size-1);
a(i,2:size-1) = atp+d*l*na(2:size-1)+dt*(1-atp \
-mu*atp.*(btp.*btp+ctp.*ctp)-(vB+vC)*atp.*btp.*ctp);
nb = shift(b,1)+shift(b,-1)-2*b;
b(2:size-1) = btp+l*nb(2:size-1)+ \
dt*(-fi*btp+mu*atp.*btp.*btp+vB*atp.*btp.*ctp);
nc = shift(c,1)+shift(c,-1)-2*c;
c(2:size-1) = ctp+l*nc(2:size-1)+ \
dt*(-fi*ctp+mu*atp.*ctp.*ctp+vC*atp.*btp.*ctp);
a(i,1) = a(i,2); a(i,size) = a(i,size-1);
b(1) = b(2); b(size) = b(size-1);
c(1) = c(2); c(size) = c(size-1);
%-----------------------------Plotting---------------------------if (fix(i/10)==i/10)
set(h,'xdata',1:size,'ydata',a(i,:));
set(g,'xdata',1:size,'ydata',b);
set(f,'xdata',1:size,'ydata',c);
drawnow
end
end
figure
image(64*a)

------------------------------------------- End of 1D Simulation -------------------------2. Two-dimensional Simulation
clear all;
clf
time = clock;
%---------------------------parameter---------------------------d = 1.0;
mu = 33.92;
fi = 2.8;
vB = 34.1
vC = 34.1
x = 100;
size = 400;
dx = x/size;
dt = 0.01;
t = 20000;
l = dt/dx/dx;

% mu = 47.5 important
% fi = 3.0

%----------------------------------------------------------------
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%---------------------------initial conditions------------------col
a =
b =
c =
b =
c =
c =

= ones(1,size)';
ones(size);
zeros(size);
zeros(size);
rand(size)>0.85;
rand(size)>0.85;
c.*(b==0);

% no overlap

bini = b;
cini = c;
cutline = size/2;
startrec
endrec =
increc =
relrec =

= 10000;
t;
2000;
0;

%---------------------------plot setting----------------------h = plot(1:size,a(cutline,:),'r-');
hold on
axis([1 size 0 1]);
g = plot(1:size,b(cutline,:),'color','g');
f = plot(1:size,c(cutline,:),'color','b');
hold on
%---------------------------------------------------------------------%---------------------------computation-------------------------------for i = 2:t
set(h,'xdata',1:size,'ydata',a(cutline,:));
set(g,'xdata',1:size,'ydata',b(cutline,:));
set(f,'xdata',1:size,'ydata',c(cutline,:));
drawnow
natemp = shift2(a,-1,0)+shift2(a,1,0)+shift2(a,0,1)+shift2(a,0,-1)-4*a;
na = natemp(2:size-1,2:size-1);
nbtemp = shift2(b,-1,0)+shift2(b,1,0)+shift2(b,0,1)+shift2(b,0,-1)-4*b;
nb = nbtemp(2:size-1,2:size-1);
nctemp = shift2(c,-1,0)+shift2(c,1,0)+shift2(c,0,1)+shift2(c,0,-1)-4*c;
nc = nctemp(2:size-1,2:size-1);
atp = a(2:size-1,2:size-1);
btp = b(2:size-1,2:size-1);
ctp = c(2:size-1,2:size-1);
ta = atp+d*l*na+dt*(1-atp-mu*atp.*(btp.*btp+ctp.*ctp)- \
(vB+vC)*atp.*btp.*ctp);
tb = btp+l*nb+dt*(-fi*btp+mu*atp.*btp.*btp+vB*atp.*btp.*ctp);
tc = ctp+l*nc+dt*(-fi*ctp+mu*atp.*ctp.*ctp+vC*atp.*btp.*ctp);
a(2:size-1,2:size-1) = ta;
b(2:size-1,2:size-1) = tb;
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c(2:size-1,2:size-1) = tc;
% -----------------Non-flux BC---------------------------------------a(1,2:size-1) = a(2,2:size-1); a(size,2:size-1) = a(size-1,2:size-1);
a(2:size-1,1) = a(2:size-1,2); a(2:size-1,size) = a(2:size-1,size-1);
b(1,2:size-1) = b(2,2:size-1); b(size,2:size-1) = b(size-1,2:size-1);
b(2:size-1,1) = b(2:size-1,2); b(2:size-1,size) = b(2:size-1,size-1);
c(1,2:size-1) = c(2,2:size-1); c(size,2:size-1) = c(size-1,2:size-1);
c(2:size-1,1) = c(2:size-1,2); c(2:size-1,size) = c(2:size-1,size-1);
% --------------------------------------------------------------------if (i>=(startrec+relrec*increc))&(i<endrec)
img = [img;a b c];
relrec = relrec +1;
end
end
figure
image(64*a);
etime(clock,time)
% ----------------------------end of 2D program------------------------
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