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1. INTRODUCTION 
The knapsack problem is to find integers x, > 0, j = 1, 2,..., n, that 
maximize z, where 
,;, c/x, = z, 
,I 
c up, < h, 
,: I 
(1) 
and the c,, u, and h are given positive integers. 
Since the knapsack problem is in the class NP-complete [ 11, there is a 
continuing interest in finding rapid algorithms. The current methods for 
solving the knapsack problem rely on branch-and-bound techniques and 
dynamic programming recursions. See [2, 31 for a review of the various 
methods. 
In the dynamic programming solution to (1 ), 6 is replaced by a variable 
x and a functional recursion in x is evaluated for values of x d b in order of 
increasing values. The solution to (1) is then produced when x = h is 
reached. If b is sufficiently large, a periodicity is noted in the solution and 
the computation may be stopped before b is reached. (See [2] for this 
approach.) This periodicity is noticed during the computation when 
uk = max a, successive values of x have x, > 0. (e.g., see [3].) Hence, the 
periodicity is determined as an indirect consequence of the computation. 
Inherent in the method is the occurrence of excessive computations because 
of the need to wait for the repeating solutions. 
In this paper we find the periodic solutions directly and the values of b 
for which the computation is valid. This eliminates the excessive com- 
putations which accompany the methods in [2, 31. Our new approach 
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shows that problems are solvable, using the periodic solutions, with smaller 
values of b than those found in [2] or [3]. We expand on the group knap- 
sack method in [3]; there the knapsack problem is solved for suitably 
large values of b, but the valid values of b are not produced. We actually 
find all the values of b for which the computation is valid and those values 
of b for which the periodic solutions do not hold. 
2. THE PERIODIC SOLUTIONS 
We shall assume without loss of generality that the greatest common 
divisor of a,, a, ,..., a,, is one. If d = gcd(a, , CI? ,..., a,) > 1, then we divide the 
constraint of (1) by rl and replace b by [b/cl], where [.I is the greatest 
integer symbol. We also assume that all x, are nonnegative integers and 
that the indices are ordered so that cl/a, > cz/a2 3 . . 3 c,,/a,. Moreover, if 
cl/a, =c,/ai, index 1 is for a, <ai. 
In order to solve (1) we introduce a function F(x) by defining 
with 
F(x) = max 2 L’,.Y,, 
/=I 
(2) 
If a,x, + x,, + , = .K, 
/=I 
integer x 3 0. 
For general x we have the dynamic programming recursive relation [3] 
F(x) = max (c, + F(.K - a,)), 
,ES(‘I) 
(3) 
where F(O) =O, c,,+, =O, a,,, , = 1, S(X) = {,jla,dx, j= 1, 2 ,..., n + 1). 
Algorithms for determining F(l), F(2),..., F(b) successively are given in 
[4, 51. The knapsack problem is then solved by F(b). Here, instead, we 
define the new function G(x), 
G(x) = 2 x - F(x), 
and make a change in (3), replacing F(x) to obtain G(0) = 0 and 
G(X) = ,~j(t, (dj + G(-x - Q.,))> (5) 
(4) 
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where d,= (cl/a,) a,-ci. G(x) is also given by 
ntl 
G(x)=min c dixj 
‘1 
j=2 
with (6 
n+ I 
c a,x, = x. 
/=I 
When G(x) is found from (5) for x= 1, 2,..., h, we have the solution F(x 
(8) 
for (3) from (4). G(x) is used in [Z] to obtain the periodic solutions by 
observing when G(x) repeats for two successive intervals of size a,. 
G(x) can be found by considering the recursion 
H(x) = min (d,+ H(x - a,)), (7) 
Z<j<n+l 
where H(O) = 0 and the argument of H(x) (and H(x - a,)) is taken modulo 
a,. H(x) is also 
with 
n+ I 
H(x) = min c d,x, 
/=2 
n+ I 
,;? uixj = x mod a, . 
We shall determine H(x) for x= 1, 2,..., a, - 1. In calculating H(x) we also 
find the smallest value of x;=+i aix, that produces the H(x) (for xyti 
CI,X, E x mod a, ). Calling y(x) = Cyzi six, the smallest such value, we have 
Jo > x and y(x) E x mod a,. Hence, supposing we know H(x) and y(x) 
for x = 1, 2 ,..., U, - 1, we then have the 
THEOREM. Given any value of’ h, we calculate n = h - [h/a, ] a,. [f 
h 2 y(x), then G(b) = H(x). 
Pro$ Given h and then x, H(x) as seen from (8) will have solution 
2;;zb j=2,3 ,..., II+ 1, where C,= “+d ajx~=y(x)db. We have C;z, 
where Integer XT = (b - y(x))/u, > 0. 
sati&ies &:,I 
Since XT, x: ,..., xd,, 
c(,.xj = h, from (6) G(b) < H(x). Suppose G(b) has solution 
0 0 -VI > -~z,-, 0 . thus we have xy, xy ,..., xf + , satisfying En_+: a x E x 
mod a,. He&e: ‘H(x) d G(b) and the theorem is proven; G(b)‘= H(i).’ 
Algorithm ,ftir H(x) 
If u, E a, mod a, and dj < d,, eliminate the j term. If a, = uj mod a,, di = d, 
and u, < a,, eliminate the j term. If a, 3 0 mod a,, i > 1, eliminate the i term. 
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We use C(j), D(.j) and E(j) to reduce storage requirements. C(j) locates 
each j= x value such that H(x) is a minimum, D(j) indicates thej-index of 
X, and E(j) gives the .Y value at location .j. Suppose terms j = 2, 3,..., m 
remain. 
1. Initialize. Form of, = (cl/u,) a,--‘,, ui=u,-[~,/a,] a,, H(a;)=d,, 
y(u: = a,, D(uj) =j, C(ul) =,j, E(j) = al for ,j= 2, 3 ,..., m. Set H(k) = a for 
k = 1, 2 ,..., U, - 1, k # u;. Set .j = 1 and go to 2. 
2(a). Setj=,j+ 1. Ifj>m, go to 3. Otherwise, go to 2(b). 
(b). Set i= E(j). If C(i) #j, go to 2(a). Otherwise, set k = 1 and go 
to 2(c). 
(c). Set k = k + 1. If k P=- D(i), go to 2(a). Otherwise, calculate 
d=H(i)+d,,y=y(i)+u,, x=y-[y/u,]u,. Go to2(d). 
(d). If x=0 or d> H(x) or both d= N(x) and ~3 y(x), go to 2(c). 
Otherwise, set m = m + 1, D(.u) = k, C’(.u) = m, E(m) =s, H(x) = d, 
y(x) = J’. Go to 2(c). 
3. To solve the knapsack problem for a value of h, set x = h - [h/u,] a, 
and x1 = (b - y(x))/ui. If x1 < 0, H(x) does not produce the knapsack 
solution. Otherwise, initialize X, = 0 and go to 3(a). 
(a). Setj=D(.r), .Y,=.Y,+ 1, u=?(s)-U, and go to3(b). 
(b). If a>O, set .r=u-[u/u,] u, and go to 3(a). Otherwise, stop; 
the X, values are as calculated. 
The computational advantage of the algorithm over the published 
periodic solution methods lies in the calculation of J(X), H(X) and the use 
of the theorem to produce the conditions for the periodicity. 
3. EXAMPLE 
Consider the problem 123: lind integers x, > 0, i = 1, 2, 3,4 that 
maximize Z, where 18x, + 14x, + 8x, +4x, = Z, 15x, + 12x,+7x, + 
4x,< h. We have successively where x,30, d,=2/5, d,= 21.5, d4=4/5, 
d, = 615. 
D(x) 2 345 2 3 342 4 5 3 3 2 
H(x) 2 3 4 5 ; 4 5 $ $ y y 9 1! lo 
Y(X) 12 7 4 1 24 14 11 8 13 5 2 21 l’s ;s 
X 12 7 4 1 9 14 11 8 13 5 2 6 3 10 
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The periodic solution applies for all values of b except for b = 3, 6, 9, 10 
(whereas the claim in [2] is that the periodic solution does not apply in 
addition for 18, 21, 24, 25). If b= 25, then x= 10, ~(10) =25 - the 
periodic solution applies. G(25) = H( 10) = 10/5. Max z = F(25) = (18/15) 
25 - 10/S = 28. xi = (25 - 25)/15 = 0 and backtracking from x = 10 
produces x2 = 2, xg = 1, x3 =O, x,=0. If b = 325, then x = 10. G(325) = 
H( 10) = 10/5. Max z=F(325)=(18/15) 325-10/5=388; x, =(325 - 
25)/15=20 and, as before, x2=2, x,=1, x3=0, x,=0. 
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