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An algebraic formula for the index of a 1-form
on a real quotient singularity
Wolfgang Ebeling and Sabir M. Gusein-Zade ∗
Abstract
Let a finite abelian group G act (linearly) on the space Rn and thus
on its complexification Cn. Let W be the real part of the quotient
Cn/G (in general W 6= Rn/G). We give an algebraic formula for the
radial index of a 1-form on the real quotient W . It is shown that this
index is equal to the signature of the restriction of the residue pairing
to the G-invariant part ΩGω of Ωω = Ω
n
Rn,0/ω ∧Ωn−1Rn,0. For a G-invariant
function f , one has the so-called quantum cohomology group defined
in the quantum singularity theory (FJRW-theory). We show that, for
a real function f , the signature of the residue pairing on the real part
of the quantum cohomology group is equal to the orbifold index of the
1-form df on the preimage pi−1(W ) of W under the natural quotient
map.
1 Introduction
For an analytic map F : (Rn, 0) → (Rn, 0) such that F−1C (0) = 0 (FC :
(Cn, 0)→ (Cn, 0) is the complexification of F ) one has the famous Eisenbud–
Levine–Khimshiashvili algebraic formula for its local degree: [11, 19]. Let
F = (f1, . . . , fn) and let QF := ERn,0/〈f1, . . . , fn〉, where ERn,0 is the ring of
germs of analytic functions on (Rn, 0). One has a natural residue pairing on
QF . In [11, 19] it is shown that the degree of F is equal to the signature of
the residue pairing. This can also be interpreted as a formula for the index
of the singular point of the vector field
∑
fi
∂
∂xi
or of the 1-form ω =
∑
fidxi.
Moreover, the choice of a volume form permits to identify the algebra QF (as
a vector space) with the space Ωω = Ω
n
Rn,0/ω ∧ Ωn−1Rn,0.
There exist notions of indices of vector fields and of 1-forms on singular
varieties (see e.g. [2, 6]). One of them is the so-called radial index which
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is defined for a 1-form on an arbitrary singular variety. X. Go´mez-Mont and
P. Mardesˇic´ gave an analogue of the signature formula for the index of a vector
field on an isolated (real) hypersurface singularity: [13, 14]. Some formulae
expressing the index of a 1-form on a real isolated complete intersection singu-
larity were given in [4, 5]. However, the pairing in [4] was defined in topological
terms and the one in [5] was defined in non-local terms on a deformation of
the singularity. Thus one can say that an algebraic signature formula for the
index of a 1-form on a real singular variety (say on a hypersurface singularity)
which can be considered as an analogue of those in [11, 19, 13, 14] does not
exist. In the framework of attempts to find such a formula, there were defined
(canonical) quadratic forms on analogues of the spaces QF and Ωω for 1-forms
on isolated complete intersection singularities [7]. However, these quadratic
forms appeared to be in general degenerate and relations of their signatures
with indices remained unclear.
Equivariant (with respect to the action of a finite group G) versions of in-
dices of G-invariant 1-forms were introduced in [8] as elements of the Burnside
ring A(G) of the group G. In particular, there was defined the equivariant
radial index. There was also introduced the notion of an orbifold index of a
G-invariant 1-form.
Let a finite abelian group G act (linearly) on the space Rn and thus on its
complexification Cn. Let W be the real part of the quotient Cn/G. Note that
in general W 6= Rn/G. A (real) 1-form η on W defines a G-invariant (real)
1-form ω = π∗η on Cn (π : Cn → Cn/G is the quotient map). The radial index
of the 1-form η is equal to the reduction under the group homomorphism r(0) :
A(G)→ Z (see [8]) of the equivariant (radial) index of the G-invariant 1-form
ω on the preimage of W . Here we give an algebraic formula for the indicated
reduction of the equivariant index of a G-invariant 1-form on π−1(W ) and thus
an algebraic formula for the radial index of a 1-form on the real quotient W .
It is shown that this index is equal to the signature of the restriction of the
residue pairing to the G-invariant part ΩGω of Ωω.
For a germ f of a quasihomogeneous function on (Cn, 0) with an isolated
critical point at the origin invariant with respect to an appropriate action of a
finite abelian groupG, H. Fan, T. Jarvis, and Y. Ruan [12] defined the so-called
quantum cohomology group. This group is considered as the main object of
the quantum singularity theory (FJRW-theory). An analogue of this group
can be defined for an arbitrary G-invariant function germ f . Let us denote it
by Hf,G. The vector space Hf,G is the direct sum of the spaces (ΩCdfg )G over
the elements g of the group G, where f g is the restriction of the function f
to the fixed point set of g, (ΩCdfg )
G is the G-invariant part of the module ΩCdfg .
One has the residue pairing on each of the summands (ΩCdfg )
G and thus on
the space Hf,G. If the function f is real, one has a natural real part HRf,G of
the space Hf,G and the residue pairing is real on it. We derive from the main
result of the paper that the signature of the residue pairing on HRf,G is equal
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to the orbifold index of the 1-form df on π−1(W ).
2 Equivariant index of a 1-form
The Burnside ring A(G) of a finite group G is the Grothendieck ring of finite
G-sets, see, e.g., [20]. As an abelian group, A(G) is generated by the classes
[G/H ] for subgroups H of the group G. For a topological space X with a
G-action, let χ(0)(X) := χ(X/G) be the Euler characteristic of the quotient
and let χ(1)(X) = χorb(X,G) be the orbifold Euler characteristic of the G-
space X (see, e.g., [1, 17]). Applying χ(0) and χ(1) to finite G-sets one gets
group homomorphisms r(0) : A(G) → Z and r(1) : A(G) → Z. For an element
a =
∑
H⊂G
aH [G/H ] ∈ A(G) one has r(0)a =
∑
H⊂G
aH . For an abelian group G,
one has r(1)[G/H ] = |H|. One has a natural ring homomorphism r : A(G) →
RC(G) from the Burnside ring to the ring of (complex) representations of G
(sending a finite G-set to the vector space of functions on it).
Let (V, 0) ⊂ (RN , 0) be a germ of a (real) subanalytic space with an action
of a finite group G on it, and let ω be a G-invariant 1-form on (V, 0) (that is,
the restriction of a 1-form on (RN , 0)) with an isolated singular point at the
origin. In [8] there was defined the equivariant (radial) index indG(ω;V, 0) as
an element of the Burnside ring A(G).
Definition: The orbifold index of the G-invariant 1-form ω is
indorb(ω;V, 0) := r(1)indG(ω;V, 0).
Let (V/G, 0) be the quotient of V under the G-action and let η be a 1-form
on (V/G, 0) with an isolated singular point at the origin.
Proposition 1 One has
ind (η;V/G, 0) = r(0)ind G(π∗η;V, 0). (1)
Proof. For a point x ∈ V , let Gx := {g ∈ G : gx = x} be the isotropy
subgroup of x, for a conjugacy class [H ] ∈ ConjsubG of subgroups of G, let
V ([H]) := {x ∈ V : Gx ∈ [H ]}. The result [8, Proposition 4.9] says that
ind G(π∗η;V, 0) =
∑
[H]∈ConjsubG
ind (η;V ([H])/G, 0)[G/H ],
where ∑
[H]∈ConjsubG
ind (η;V ([H])/G, 0) = ind (η;V/G, 0).
(the statement in [8, top of p. 290]). ✷
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Let Rn (and thus its complexification Cn) be endowed with a linear action
of the group G. For a G-invariant analytic germ f : (Cn, 0) → (C, 0) with an
isolated critical point at the origin, its Milnor fibre is
Mf,ε = f
−1(ε) ∩ B2nδ ,
where 0 < ‖ε‖ ≪ δ are small enough, B2nδ is the ball of radius δ centred at the
origin in Cn. It has the homotopy type of a bouquet of (n − 1)-dimensional
spheres.
Let the germ f be real, that is, it takes real values on (Rn, 0) ⊂ (Cn, 0). In
this case one can define the real Milnor fibre (or rather fibres) of the germ f .
For ε real (small enough) let
MRf,ε = f
−1(ε) ∩ B2nδ ∩ Rn
be the real part of the Milnor fibre Mf,ε. It is a C
∞-manifold of real dimen-
sion (n − 1) with boundary. One can see that, as C∞-manifolds, the mani-
folds MRf,ε are the same for positive ε and also the same for negative ε. Thus
there exist essentially two real Milnor fibres: M+f and M
−
f . The Milnor fibres
M±f carry actions of the group G. One can show that the equivariant index
indG(df ;Rn, 0) of the differential df is equal to minus the reduced equivariant
Euler characteristic χG(M−f ) = χ
G(M−f ) − 1 of the “negative” Milnor fibre:
[8, Proposition 4.11]. The function f induces an analytic function fˇ on Cn/G
such that f = fˇ ◦ π.
Proposition 1 gives
ind (dfˇ ;Rn/G, 0) = r(0)ind G(df ;Rn, 0). (2)
3 Real quotient singularities
For a G-invariant analytic 1-form ω =
∑n
i=1Ai(x)dxi (x := (x1, . . . , xn)) on
(Rn, 0), let
Ωω := Ω
n
Rn,0/ω ∧ Ωn−1Rn,0
and let
ΩCω := Ω
n
Cn,0/ω ∧ Ωn−1Cn,0 .
The residue pairing
BCω : Ω
C
ω ⊗C ΩCω → C
is defined by
BCω (ζ1, ζ2) = Res
[
ϕ1(x)ϕ2(x)dx
A1 · · ·An
]
=
1
(2πi)n
∫
ϕ1(x)ϕ2(x)
A1 · · ·An dx,
where dx := dx1 ∧ · · · ∧ dxn, ζi = ϕi(x)dx for i = 1, 2 and the integration is
along the cycle given by the equations ‖Ak(x)‖ = δk with positive δk small
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enough. If the 1-form ω is real, the restriction of the pairing BCω to Ωω gives
the (real) residue pairing
Bω : Ωω ⊗R Ωω → R .
Let BGω : Ω
G
ω ⊗R ΩGω → R be its restriction to the G-invariant part ΩGω of Ωω.
It is non-degenerate as well.
Note that the index of a complex valued 1-form ω on (V, 0) differs by the
sign (−1)n from the index of its real part Reω on (V, 0) [10, Remark 2.3] (see
also [9]). Therefore, the (complex) equivariant index indG(ω;Cn, 0) is (−1)n
times the index indG(Reω;Cn, 0). It is possible to show that the image of the
index indG(ω;Cn, 0) under the map r : A(G) → RC(G) is equal to the class
[ΩCω ] of the G-module Ω
C
ω : [16]. Therefore, for the G-invariant part
(
ΩCω
)G
of
ΩCω , one has
dim
(
ΩCω
)G
= r(0)indG(ω;Cn, 0) .
Taking into account relations between dimensions of modules in the complex
case and signatures of quadratic forms in the real case in the Eisenbud–Levine–
Khimshiashvili theory, one might expect that
sgnBGω = r
(0)indG(ω;Rn, 0) .
However, in general this is not the case.
Example 1 Let ω = df , where f(x) = x21+ · · ·+x2n is a Z2-invariant function
on Rn considered with the action σx = −x (σ is the generator of Z2). One
can see that r(0)indZ2(ω;Rn, 0) = 1 (since the 1-form ω is radial at the origin).
The module Ωω is generated by the 1-form dx which is not Z2-invariant for n
odd. Therefore, in this case ΩGω = 0 and sgnB
G
ω = 0.
A reason for the difference between sgnBGω and r
(0)indG(ω;Rn, 0) is the
fact that a computation of sgnBGω embraces singular points of a deformation
of the 1-form ω which are not real, but become real after factorization by the
group G. The latter means that the G-orbit of such a point is mapped into
itself by the complex conjugation.
Example 2 For the action of Z2 on R
n given by σx = −x, the quotient Rn/Z2
is the semialgebraic variety defined by
u2ij = uii · ujj for 1 ≤ i < j ≤ n, uii ≥ 0 for 1 ≤ i ≤ n,
(here uij = xixj). Its Zariski closure is the cone u
2
ij = uii · ujj (without the
inequalities). It is the image under the quotient map Cn → Cn/Z2 of the
subset Rn ∪ iRn ⊂ Cn (a union of vector subspaces).
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Let us describe the Zariski closure Rn/G of Rn/G, or rather its preimage
under the quotient map Cn → Cn/G. It is shown in [18, Section 2], that, if
the order of G is odd, then Rn/G = Rn/G. Otherwise, for an element g ∈ G
of even order, let Rng± := {x ∈ Rn | gx = ±x}. The subspace Rng± can also
be described in the following way. Let Rn =
⊕
αR
n
α be the decomposition
of the G-module Rn into the submodules corresponding to the different irre-
ducible representations α of the group G. Then Rng± is the direct sum of the
components Rnα over representations α such that α(g) is the multiplication by
(±1).
Proposition 2 One has
π−1(Rn/G) =
⋃
g∈G
g of even order
(Rng+ ⊕ iRng−) .
Proof. Let p ∈ Cn be such that Gp = Gp, that is, the complex conjugate p
of p satisfies p = gp for a certain g ∈ G (in this case g is of even order). The
vector u = 1
2
(p+ p) is real and satisfies the condition gu = u, that is, u ∈ Rng+.
The vector v = 1
2i
(p− p) is also real and gv = −v, that is, v ∈ Rng−. Therefore
p = u+ iv ∈ Rng+ ⊕ iRng−. ✷
If ω is a real analytic G-invariant 1-form on Cn (that is, it is real on Rn),
it is real on π−1(Rn/G) as well. We are now ready to state the main result of
the paper.
Theorem 1 For a real analytic G-invariant 1-form ω one has
sgnBGω = r
(0)indG(ω; π−1(Rn/G), 0) . (3)
In particular, for a G-invariant analytic function f on Rn and for its push-
forward fˇ on Cn/G one has
sgnBGdf = ind(dfˇ ,R
n/G, 0) . (4)
The proof will be given in Sections 4–6 and starts from the following state-
ment.
Proposition 3 There exists a real G-invariant deformation ω˜ of the 1-form ω
such that ω˜ has only non-degenerate singular points in Cn (in a neighbourhood
of the origin).
Proof. Let j : Cn/G→ CN be a real embedding of the quotient into the affine
space with the coordinates z1, . . . , zN . (It is given by zj = ϕj(x), where ϕj
are generators of the algebra of G-invariant functions on Cn.) For generic real
λ1, . . . , λN the 1-form ω˜ = ω+t·
(∑N
j=1 λjdzj
)
possesses the required property.
✷
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4 Laws of conservation of numbers
Let ω˜ b a real deformation of the 1-form ω (not necessarily given by Propo-
sition 3). The set Sing ω˜ of singular points of the 1-form ω˜ is a G-set. For a
singular point p ∈ Sing ω˜ let Gp be its isotropy subgroup.
The equivariant index satisfies the following law of conservation of number
(see [8, p. 295]).
Proposition 4 One has
indG(ω; π−1(Rn/G), 0) =
∑
[p]∈Sing ω˜/G
IGGp(ind
Gp(ω˜; π−1(Rn/G), p)) ,
where the sum is over all the orbits of G on Sing ω˜, p is a representative of the
orbit [p], IGGp is the induction map A(Gp)→ A(G) (sending [Gp/H ] to [G/H ]).
Since r(0)IGGp = r
(0), one has the following statement.
Corollary 1 One has
r(0)indG(ω; π−1(Rn/G), 0) =
∑
[p]∈Sing ω˜/G
r(0)indGp(ω˜; π−1(Rn/G), p) .
One has a similar law of conservation of number for the signature of the
residue pairing on the G-invariant part of Ωω.
Theorem 2 One has
sgnBGω =
∑
[p]∈Sing ω˜/G
sgnB
Gp
ω˜,p ,
where the signature in a summand on the right hand side is computed at the
point p.
Proof. The possibility to deform the 1-form ω˜ to a one with only non-degenerate
singular points permits us to assume that already ω˜ has this property. It is
known that the bilinear form Bω is the limit (when the deformation parameter
tends to zero) of the following bilinear form Bω˜ on the space LSing ω˜ of n-forms
of the form ϕ(x)dx where dx = dx1 ∧ · · · ∧ dxn and ϕ is a real function on
Sing ω˜. (A function ϕ on Sing ω˜ is called real if ϕ(z) = ϕ(z) for all z ∈ Sing ω˜.)
For two real functions ϕ and ψ, the value of Bω˜ is defined by
Bω˜(ϕ(x)dx, ψ(x)dx) =
∑
z∈Sing ω˜
ϕ(z)ψ(z)
Jω˜(z) , (5)
where Jω˜ is the Jacobian of the 1-form ω˜: if ω˜ =
∑n
i=1Ai(x)dxi, then Jω˜(x) =
det
(
∂Ai(x)
∂xj
)
.
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Consider the action of the complex conjugation on Sing ω˜. It commutes
with the action of G. Let G be the group generated by G and by the complex
conjugation (the direct product of G and Z2). The set Sing ω˜ is the disjoint
union of the orbits Gp for representatives of the classes [p] ∈ Sing ω˜/G. Each
orbit Gp either coincides with Gp (if p ∈ Gp) or is the disjoint union of Gp
and Gp (if p 6∈ Gp). The bilinear form Bω˜ is the direct sum of its restrictions
to the corresponding subspaces LGp ⊂ LSing ω˜ for [p] ∈ Sing ω˜/G and the action
of G preserves these spaces. Let det : G → Z2 be the natural (determinant)
homomorphism. (The action of an element g ∈ G belongs to SL(n;R) if and
only if det g = 1.) Let K be the kernel of det.
Let Gp = Gp ⊔ Gp. If the isotropy subgroup Gp of the point p is not
contained in K, then LGGp = 0 and thus the signature of the corresponding
summand is equal to zero. If Gp ⊂ K, the space LGGp is two-dimensional
and is generated by the forms ϕRedx and ϕImdx where the function ϕRe has
values ±1 on the points of Gp (so that ϕRe(p) = 1, ϕRe(gz) = (det g)ϕRe(z),
ϕRe(z) = ϕRe(z)) and the function ϕIm has values ±i (so that ϕIm(p) = i,
ϕIm(gz) = (det g)ϕIm(z), ϕIm(z) = −ϕIm(z)). Equation 5 gives the following
matrix of the pairing Bω˜ on these elements(
m(J −1 + J −1) m(J −1 − J −1)i
m(J −1 − J −1)i m(J −1 + J −1)
)
,
where m is the number of elements in the orbit Gp, J := J (p). The signature
of this matrix is equal to zero and therefore pairs of complex conjugate G-orbits
do not contribute to sgnBGω˜ .
Let G = Gp. If Gp 6⊂ K, then LGGp = 0 as above and thus it gives zero impact
to sgnBGω˜ . The isotropy group Gp acts non-trivially on 1dx and therefore
sgnBGω˜,p = 0.
Assume now that G = Gp and Gp ⊂ K. Let p = g0p, g0 ∈ G, that
is, p ∈ iRng0− ⊕ Rng0+ in terms of Proposition 2. The space Rng0− is even-
dimensional if det g0 = 1 and is odd-dimensional if det g0 = −1. The space
LGGp is one-dimensional. If det g0 = 1 (or det g0 = −1), then the space LGGp is
generated by the n-form ϕdx, where the (real) function ϕ on Gp is such that
ϕ(gz) = (det g)ϕ(z) for g ∈ G and it has values ±1 (or ±i) on the points
of Gp so that ϕ(p) = 1, ϕ(p) = 1 (or ϕ(p) = i, ϕ(p) = −i respectively). If
det g0 = 1, then the value of the quadratic form Bω˜ on ϕ is equal to
m
J (p)
, where
m = |Gp|. Otherwise (if det g0 = −1) it is equal to − mJ (p) . Real coordinates
on π−1(Rn/G) at the point p are ix1, . . . , ixk, xk+1, . . . , xn, where x1, . . . xk are
the coordinates on Rng0− and xk+1, . . . , xn are the coordinates on R
n
g0+. The
value of the Jacobian of ω˜ in these coordinates differs from the value of the
Jacobian in the coordinates x1, . . . , xn by the sign (−1)k. Thus the value of the
quadratic form Bω˜,p on the (Gp-invariant!) n-form dx is equal to (−1)k 1J (p) .
Thus in this case the impact of LGGp to the signature of Bω˜ also coincides with
the signature of Bω˜,p. ✷
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5 Reduction to one-dimensional representations
Due to Theorem 2, the statement of Theorem 1 can be verified for G-invariant
1-forms which are non-degenerate at the origin. Deforming the 1-form in the
class of non-degenerate (and G-invariant) ones, we can assume that the 1-form
ω has the shape
ω =
n∑
i,j=1
ℓijxjdxi.
(We shall call 1-forms of this type linear ones.)
Assume that
Rn =
⊕
α
Rnα (6)
is the decomposition of the G-module Rn into parts corresponding to different
irreducible representations α of the group G. (Each representation α is either
one- or two-dimensional.)
Proposition 5 The 1-form ω is the direct sum of 1-forms ωα on R
n
α.
Proof. Assume that
∑
x2i is a G-invariant quadratic form on R
n. Then the
mapping Rn → Rn defined by
(x1, . . . , xn) 7→ (
∑
ℓ1jxj , . . . ,
∑
ℓnjxj)
is a G-invariant operator. According to Schur’s lemma, this operator is the
direct sum of operators on the subspaces Rnα. ✷
Proposition 6 The space of G-invariant non-degenerate linear 1-forms on the
subspace Rnα is connected if dimα = 2 and has two components if dimα = 1
and Rnα 6= 0.
Proof. We shall identify linear 1-forms with operators as in Proposition 5. If
the representation α is one-dimensional, then all operators Rnα → Rnα are G-
equivariant. Thus the space of non-degenerate G-invariant linear 1-forms on
Rnα can be identified with GL(s,R), where s = dimR
n
α and it has two connected
components if s 6= 0. The complexification of a two-dimensional representation
α is the sum of two one-dimensional complex representations β and β. A G-
equivariant operator from the space of the representation α to itself splits into
operators from β to itself (given by the multiplication by z1) and from β to
itself (given by the multiplication by z2). The fact that the operator is real
yields that z2 = z1. Therefore the space of operators from α to itself can be
identified with C and the space of non-degenerate G-invariant 1-forms on Rnα
can be identified with GL(s,C) (s = dimRnα/2) which is connected. ✷
Propositions 5 and 6 imply that it is sufficient to verify the statement of
Theorem 1 for a 1-form ω such that its restriction to Rnα is d(
∑
x2i ) if α is
9
two-dimensional and is d(
∑±x2i ) if α is one-dimensional. (In the latter case
one can assume that the number of minus signs is ≤ 1.)
Let, as above, ω =
⊕
α ωα, where ωα is of type d(
∑±x2i ) (with only plus
signs for two-dimensional representations). Let ω′ be the direct sum of the
1-forms ωα with one-dimensional α (defined on the direct sum (R
n)′ of the
subspaces Rnα with dimα = 1).
Proposition 7 One has
sgnBGω′ = sgnB
G
ω , (7)
r(0)indG(ω′; π−1((Rn)′/G), 0) = r(0)indG(ω; π−1(Rn/G), 0) . (8)
Proof. Equation (7) is obvious.
To show (8), we shall prove a somewhat stronger statement:
indG(ω′; π−1((Rn)′/G), 0) = indG(ω; π−1(Rn/G), 0) .
The complement π−1(Rn/G) \ π−1((Rn)′/G), 0) is the disjoint union of (G-
invariant) strata of the form
Ξ =
∏
some β:
dimβ=2
(Rnβ)
∗ ×
∏
some β:
dimβ=2
(iRnβ)
∗ ×
∏
someα:
dimα=1
(Rnα)
∗ ×
∏
someα:
dimα=1
(iRnα)
∗ ,
where (Rn• )
∗ := Rn• \ {0}.
We have the equality
indG(ω; π−1(Rn/G), 0) = indG(ω′; π−1((Rn)′/G), 0) +
∑
Ξ
indG(ω; Ξ, 0) .
We shall prove that indG(ω; Ξ, 0) = 0 for each Ξ. Assume that this is already
proven for strata of lower dimensions. The equivariant index indG(ω; Ξ, 0) on
the closure
Ξ =
∏
some β:
dimβ=2
Rnβ ×
∏
some β:
dimβ=2
iRnβ ×
∏
someα:
dimα=1
Rnα ×
∏
someα:
dimα=1
iRnα
of the stratum Ξ satisfies the equality
indG(ω; Ξ, 0) = indG(ω; Ξ
′
, 0) +
∑
Σ(Ξ
indG(ω; Σ, 0) + indG(ω; Ξ, 0) , (9)
where
Ξ
′
=
∏
someα:
dimα=1
Rnα ×
∏
someα:
dimα=1
iRnα
and the sum is over all strata of lower dimensions inside Ξ. This sum is
assumed to be equal to zero. The latter summand is equal to k[G/GΞ], where
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k is an integer and GΞ is the isotropy group of each point of Ξ. The natural
homomorphism A(G)→ Z sends the class of a G-set to its number of elements.
The number of elements of indG(ω; Ξ, 0) or of indG(ω; Ξ
′
, 0) is the usual (integer
valued) index of ω on Ξ or on Ξ
′
respectively. These two (usual) indices
coincide since the 1-form ω on
∏
Rnβ ×
∏
iRnβ is the differential of a quadratic
function with even numbers of plus and minus signs. Therefore k = 0 and
indG(ω; Ξ, 0) = 0. ✷
Proposition 7 permits to verify the statement of Theorem 1 for the space Rn
with only one-dimensional irreducible representations of G. We shall show that
one can assume in addition that Rn does not contain the trivial representation
1. Let
(Rn)′′ :=
⊕
dimα=1
α6=1
Rnα
and let ω′′ := ω|(Rn)′′ .
Proposition 8 If ω1 = d(
∑
x2i ), then one has
sgnBGω′′ = sgnB
G
ω , (10)
r(0)indG(ω′′; π−1((Rn)′′/G), 0) = r(0)indG(ω; π−1(Rn/G), 0) . (11)
Proof. Again (10) is obvious.
The equation
indG(ω′′; π−1((Rn)′′/G), 0) = indG(ω; π−1(Rn/G), 0)
follows from the fact that π−1((Rn)′/G) = π−1((Rn)′′/G)×Rn
1
and the 1-form
ω1 on R
n
1
is radial. ✷
Proposition 9 Let ω1 = d(−x21 +
∑
i>1 x
2
i ) (that is, it is the differential of a
quadratic function with one minus sign), let ω′
1
:= d(
∑
i>1 x
2
i ) and let ω
′ :=
ω′
1
⊕⊕α6=1 ωα. Then one has
sgnBGω = −sgnBGω′ , (12)
r(0)indG(ω; π−1(Rn/G), 0) = −r(0)indG(ω′; π−1(Rn/G), 0) , (13)
and therefore
sgnBGω = r
(0)indG(ω; π−1(Rn/G), 0) .
Proof. Equation (12) is obvious.
To prove that
indG(ω; π−1(Rn/G), 0) = −indG(ω′; π−1(Rn/G), 0) ,
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let us consider the family ω(t) of 1-forms defined by
ω(t) = d(x
3
1 − tx1 +
∑
i>1
x2i )⊕
⊕
α6=1
ωα .
For t > 0, the 1-form ωt has no singular points on π
−1(Rn/G). For t < 0 it
has one (non-degenerate) singular point of type ω and one of type ω′. In both
cases the equivariant indices of the singular points sum up to the equivariant
index of ω(0). ✷
6 The case of one-dimensional non-trivial rep-
resentations
Propositions 7, 8, and 9 permit to verify the statement of Theorem 1 for the
space Rn with only non-trivial one-dimensional representations and
ω = d(
∑
±x2i ). (14)
The first idea would be to compute both sides of Equation (3) for the
forms of the described type and to compare the results. The left hand side
(the signature) is easily computed: it is equal to 0 if the representation of G
is not in SL(n;R) and to ±1 = ind(ω,Rn, 0) if the representation is inside
SL(n;R). The problem is that the computation of the right hand side (namely
of indG: we do not know how it is possible to compute r(0)indG directly)
is not complicated for a particular case, however it leads to rather involved
combinatorial relations for certain functions on the set of subgroups which we
could not understand.
The difficulty to compute indG(ω; π−1(Rn/G), 0) is related to the fact that
the function f such that ω = df takes both positive and negative values
on π−1(Rn/G). If ω = df where f(x) > 0 for x ∈ π−1(Rn/G) \ {0}, then
indG(ω; π−1(Rn/G), 0) = 1.
Proposition 10 Let ω0 := d(
∑
x4i ). Then one has
sgnBGω0 = r
(0)indG(ω0; π
−1(Rn/G), 0) = 1 .
Proof. The equation
indG(ω0; π
−1(Rn/G), 0) = 1
follows from the fact that the function
∑
x4i is positive on π
−1(Rn/G) \ {0}
(and therefore ω0 is radial on π
−1(Rn/G)).
A basis of the space Ωω0 consists of the n-forms x
kdx, where xk := xk11 · · ·xknn
with 0 ≤ ki ≤ 2. The Jacobian Jω0 of ω0 is 2n
∏n
i=1 x
2
i . It is known that the
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pairing Bω0 (at least up to an automorphism of Ωω0 defined by the multipli-
cation by an invertible function) can be computed in the following way. Let ℓ
be a G-invariant linear function on Ωω0 such that ℓ(Jω0) > 0. Then
Bω0(ϕdx, ψdx) = ℓ(ϕ, ψ) .
Let us take the function ℓ to be equal to zero on all the elements of the basis
except x2dx (2 = (2, . . . , 2)) where it is equal to 1. We have to consider the
pairing on the subspace generated by G-invariant basis (monomial) n-forms.
The n-form x1dx (1 = (1, . . . , 1)) is G-invariant and one has Bω0(x
1dx, x1dx) =
1. If a basis element xkdx, k 6= 1, is G-invariant, then the element x2−kdx is
G-invariant as well and we have
Bω0(x
kdx, xkdx) = Bω0(x
2−kdx, x2−kdx) = 0, Bω0(x
kdx, x2−kdx) = 1 .
Therefore sgnBGω0 = 1. ✷
Now we can finish the poof of Theorem 1. If G = {e} (the trivial group)
Theorem 1 is just the Eisenbud–Levine–Khimshiashvili theorem. Assume that
Theorem 1 is proved for all groups of order smaller than the order of G. Let
ω be as in (14).
Proposition 11 Under the assumptions above, one has
sgnBGω = r
(0)indG(ω; π−1(Rn/G), 0) .
Proof. Let us consider the family ω(t) = ω0 + tω. For t > 0 the 1-form ω(t) has
a non-degenerate singular point at the origin of type ω. Theorem 2 gives
sgnBGω0 = sgnB
G
ω +
∑
p 6=0
sgnBGpω(t),p (15)
and
r(0)indG(ω0; π
−1(Rn/G), 0)
= r(0)indG(ω; π−1(Rn/G), 0) +
∑
p 6=0
r(0)indGp(ω(t); π
−1(Rn/G), p) . (16)
By Proposition 10, the left hand sides of (15) and (16) are equal to each other.
By the assumption
sgnBGpω(t),p = r
(0)indGp(ω(t); π
−1(Rn/G), p) .
Therefore
sgnBGω = r
(0)indG(ω; π−1(Rn/G), 0) .
✷
13
7 Quantum cohomology group and pairings
Let (Cn, 0) be endowed with an action of a finite abelian group G. Without
loss of generality we can assume that the action is linear, that is, it is induced
by a representation of G. Let f : (Cn, 0)→ (C, 0) be a germ of a G-invariant
holomorphic function with an isolated critical point at the origin. For g ∈ G,
let (Cn)g be the fixed point set (a vector subspace) {x ∈ Cn | gx = x} and let
ng be the dimension of (C
n)g. The restriction of f to (Cn)g will be denoted
by f g. The germ f g : ((Cn)g, 0) → (C, 0) has an isolated critical point at the
origin. Let Mfg := Mfg,ε (ε small enough) be the Milnor fibre of the germ f
g.
The group G acts on Mfg and thus on its homology and cohomology groups.
Definition: (cf. [12]) The quantum cohomology group of the pair (f,G) is
Hf,G =
⊕
g∈G
Hg ,
where Hg := Hng−1(Mfg ;C)G = Hng−1(Mfg/G;C) is the G-invariant part of
the vanishing cohomology group Hng−1(Mfg ;C) of the Milnor fibre of f
g. If
ng = 1, this means the cohomology group H˜
0(Mfg ;C) reduced modulo a point.
If ng = 0, one assumes H
−1(Mfg ;C) to be one dimensional with the trivial
action of G. (This means that the “critical point” of the function of zero
variables is considered as a non-degenerate one and thus has Milnor number
equal to one.)
Remark 1 In [12] the space Hg is defined as
Hg := Hng(B2nδ ,Mfg ;C)G.
However this space is canonically isomorphic to Hng−1(Mfg ;C)
G with the con-
ventions for ng = 0, 1 in the definition above.
Let ΩCfg := Ω
ng
Cng ,0/df
g ∧ Ωng−1Cng ,0. One has a canonical isomorphism between
ΩCfg and H
ng−1(Mfg ;C) (for ng = 0, 1 as well). (A differential ng-form η on
(Cng , 0) gives a well-defined (ng − 1)-form ηdfg on Mfg which corresponds to
an element of Hng−1(Mfg ;C).) This isomorphism respects the action of the
group G on both spaces and thus defines an isomorphism between (ΩCfg)
G and
Hng−1(Mfg ;C)
G. One also has the residue pairing BCfg := B
C
dfg on the space
ΩCfg .
Assume that the function f is quasihomogeneous, that is, there exist posi-
tive integers (the weights) w1, . . . , wn and d (the quasidegree) such that
f(λw1x1, . . . , λ
wnxn) = λ
df(x1, . . . , xn) .
The classical monodromy transformation of f is a map φf from the Milnor
fibre Mf = Mf,ε to itself induced by rotating the value ε around the the
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origin in C counterclockwise. For a quasihomogeneous f , the monodromy
transformation can be chosen as the restriction to the Milnor fibre of the
(linear) transformation
Jf(x1, . . . , xn) = (exp(2πi · w1/d)x1, . . . , exp(2πi · wn/d)xn) .
The transformation J := Jf preserves the function f . Assume that J ∈ G.
(This is the condition on the (abelian) group G to be admissible: see [12,
Proposition 2.3.5].) In this situation one also has the following pairing on
the space Hn−1(Mf ;Z) ∼= Hn(Cn,Mf ;Z). Let Mf = Mf+ := f−1(ε) and
Mf− := f
−1(−ε). One has a well-defined pairing 〈 ◦ 〉 : Hn(Cn,Mf+;Z) ⊗
Hn(C
n,Mf−;Z) → Z defined by the ”intersection number”. Let I =
√
J be
the linear transformation
I(x1, . . . , xn) = (exp(πi · w1/d)x1, . . . , exp(πi · wn/d)xn) .
The transformation I sends Mf+ to Mf− and thus defines a map
I∗ : Hn(C
n,Mf+;Z)→ Hn(Cn,Mf−;Z) .
For A,B ∈ Hn(Cn,Mf ;Z) let
〈A,B〉 := 〈A ◦ I∗B〉 .
This is a (non-degenerate) pairing (neither symmetric, nor skew-symmetric)
on Hn(C
n,Mf ;Z). It defines a pairing on the dual space H
n(Cn,Mf ;Z) and
thus on its subspace Hn(Cn,Mf ;Z)
G ∼= Hn−1(Mf ;Z)G.
In [12] this pairing is identified with the residue pairing on (ΩCf )
G ∼=
Hn−1(Mf ;C)
G. However this seems not to be the case. The residue pair-
ing is symmetric, whereas the pairing 〈 , 〉 on Hn−1(Mf ;C)G described above
is either symmetric or skew-symmetric depending on the number of variables.
Indeed,
〈A,B〉 := 〈A ◦ I∗B〉 = 〈I∗A ◦ I2∗B〉 = 〈I∗A ◦ J∗B〉 .
If the (relative) cycle B is J∗-invariant (this is the case when J ∈ G), then one
has
〈A,B〉 = 〈I∗A ◦B〉 = (−1)n〈B ◦ I∗A〉 = (−1)n〈B,A〉 .
Thus the pairing 〈 , 〉 is symmetric if n is even and skew-symmetric if n is odd.
8 Orbifold index and quantum cohomology group
Let (V, 0) ⊂ CN be a germ of a complex analytic n-dimensional variety with
an action of a finite group G on it. In Section 2, we defined the orbifold index
indorb(ω;X, 0) for a G-invariant 1-form on (X, 0), where (X, 0) is a germ of
a (real) subanalytic space and ω has an isolated singular point at the origin.
It can be defined in the same way in the case of a complex valued 1-form on
(V, 0) with an isolated singular point at the origin.
From [16, Theorem 2] one can derive the following result.
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Theorem 3 One has
ind(ω;Cn/G, 0) = dim(ΩCω)
G .
Proof. This follows from [16, Theorem 2] since the G-invariant part corre-
sponds to the trivial representation. ✷
Let (Cn, 0) be endowed with a linear action of a finite abelian group G and
let f : (Cn, 0)→ (C, 0) be a germ of a G-invariant holomorphic function with
an isolated critical point at the origin as in Sect. 7. Let fˇ be the corresponding
function on (Cn/G, 0) (f = fˇ ◦ π, where π is the quotient map Cn → Cn/G)
and let
QCf,G :=
⊕
g∈G
(ΩCfg)
G .
Definition: The orbifold dimension of QCf,G is
dimorbQCf,G :=
∑
g∈G
(−1)ng dim(ΩCfg)G .
Theorem 4 One has
dimorbQCf,G = (−1)nindorb(df ;Cn, 0) = −χorb(Mf) ,
where χorb(Mf ) is the reduced orbifold Euler characteristic of the Milnor fibre
of f .
Proof. One has
indorb(Re df ;Cn, 0) =
∑
g∈G
ind(Re dfˇ g; (Cn)g/G, 0) . (17)
For the index of the complex 1-form df this implies (taking into account that
the index of a complex valued 1-form differs by the sign (−1)n from the index
of its real part):
(−1)nindorb(df ;Cn, 0) =
∑
g∈G
(−1)ng ind(dfˇ g; (Cn)g/G, 0) .
By Theorem 3 and the definition of the orbifold dimension of QCf,G, we get the
first equality. The second equality follows from the equality
indG(df ;Cn, 0) = (−1)n−1χG(Mf )
(see [8, p. 297]) by applying the homomorphism r(1) to both sides of the equa-
tion. ✷
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Now let f be real and let
Qf,G :=
⊕
g∈G
ΩGfg , Bdf :=
⊕
g∈G
BGdfg .
Then Theorem 1 implies the following corollary.
Corollary 2 One has
sgnBdf = indorb(df ; π−1(Rn/G), 0) .
From [8, Proposition 4.11] one can derive that
indorb(df ; π−1(Rn/G), 0) = −χorb(M−fR, G) ,
where fR is the restriction of f to π
−1(Rn/G) (a real valued function), M−fR is
the “negative” Milnor fibre f−1R (−ε) ∩ Bδ of the function fR (ε > 0 is small
enough).
9 G-signature and the equivariant index
If ω is a real analytic G-invariant 1-form on (Cn, 0) with an isolated singular
point at the origin (in Cn), the pairing Bω on Ωω = Ω
n
Rn,0/ω ∧ Ωn−1Rn,0 is also
G-invariant. In this situation one has a notion of its G-signature sgnGBω as
an element of the ring RR(G) of (real) representations of the group G: see,
e. g., [15], [3]. One can show that if the order of the group G is odd, the
reduction rRind
G(ω;Rn), 0 of the equivariant index of the 1-form ω under the
natural map rR : A(G) → RR(G) is equal to the G-signature sgnGBω of the
quadratic form Bω. This is essentially proved in [15], [3]. (In these papers
the statement is formulated in terms of a G-degree of a map.) Together with
Theorem 1 this permits to conjecture that, for a finite abelian group G, the
G-signature sgnGBω might be equal to the reduction of the equivariant index
ind G(ω; π−1(Rn/G), 0). This is not the case.
Example 3 Let the group G = Z2 act on R
2 by σ(x, y) = (−x,−y) and let
ω = df , where f(x, y) = x2 − y2. One has sgnGBω = −1. The preimage
π−1(Rn/G) is R2 ∪ iR2. The equivariant index ind G(ω; π−1(Rn/G), 0) is equal
to 1+ind G(ω;R2 \{0}, 0)+ indG(ω; iR2 \{0}, 0), where ind G(ω;R2 \{0}, 0) =
c1[Z2/(e)], ind
G(ω; iR2 \ {0}, 0) = c2[Z2/(e)], 1 + 2c1 = ind (ω;R2, 0) = −1,
1+2c2 = ind (ω; iR
2, 0) = −1. Thus ind G(ω; π−1(Rn/G), 0) = 1−2[Z2/(e)] and
rRind
G(ω; π−1(Rn/G), 0) = 1− 2(1 + σ) = −1− 2σ, where σ is the non-trivial
one-dimensional representation of the group Z2.
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