Abstract
Introduction
Super-resolution (SR) image reconstruction is a very active area of research recently, because it can overcome the inherent resolution limitation of low cost imaging sensors such as cell phone, medical imaging equipment, surveillance cameras and so on. Take medical imaging for example, a high-resolution medical image is very helpful to make a correct diagnosis. The task of super-resolution image reconstruction is to produce a high-resolution image from one or a set of low-resolution images of the desired scene. In the last decades, lots of approaches to solve the SR problem have been proposed [1] , such as Projection onto Convex Sets (POCS) [2] , structure-adaptive normalized convolution (NC) [3] , Bayesian Maximum a Posteriori (MAP) [4] , Iterative Back-projection(IBP) [5] and so on.
There are two kinds of approaches: single-based super-resolution and sequence-based super-resolution. The sequence-based SR produces a high-resolution image by fusing a set of low-resolution images based on some prior knowledge such as generation model or some assumptions. It is a severely ill-posed problem because the number of low-resolution images is insufficient and image registration in the first step is ill-conditioned. Numerous regularization approaches have been proposed to stabilize this ill-posed problem, such as [6] . The single-based SR is another approach that generates a high-resolution image from only one low-resolution image. Early single-based SR method is based on interpolation such as Bilinear or Bicubic interpolation. These interpolations always generate overly smooth images with jagged artifacts and ringing. A lot of improved approaches are proposed, such as exploring the gradient profile prior [7] , structural information and Markov random fields [8] , autoregressive (AR) models and non-local self-similarity [9] , and using the background/foreground descriptors [10] and so on. However, for natural images with fine textures, these methods tend to produce artifacts because the real images with visual complexity are hard to model. Recently a theory of compressed sensing is appeared that provides a new framework to single-based SR problem [11] . Under this framework, the high-resolution image can be precisely reconstructed from the low-resolution projections. Yi Ma et al. [12, 13] using the low-resolution patches or their features from training images, recover a super-resolution image from a given single low-resolution image based on learning dictionary method.
Single-based SR based on learning dictionary can make full use of self-information such as the image local correlation and the non-local similarity while sequence-based SR can exploit the information among the low-resolution images by fusing these images. In this paper, we propose a novel two-stage SR approach which can combine these two kinds of advantages together.
In the first stage, each image of the input low-resolution image sequence is magnified by using sparse representation super-resolution which based on learning dictionary. Therefore we get a high-resolution intermediate image sequence from the input image sequence. Then, in the second stage, a higher resolution image is obtained by fusing the intermediate high-resolution image sequence based on POCS method. In this manner, we can increase image magnification while keeping good effectiveness.
The rest of this paper is organized as follows. Our two-stage super-resolution method is presented in Section 2. Section 2.1 introduces image resolution enhancement based on learning dictionary. And in Section 2.2, an improved POCS method is introduced. Experimental results are provided in Section 3. Finally, Section 4 concludes the paper.
Two-stage super-resolution
The method proposed follows the pattern of two-step SR methods. Firstly, two sparse representation dictionaries are trained from low and high resolution training image patches. Then, for each low-resolution image, a relative high-resolution intermediate image is generated using sparse representation of these low-resolution image patches based on learning dictionary method. Finally, after a set of high-resolution intermediate images are obtained, we use an improved multi-frame POCS method to fuse these images and generate the final higher resolution image. The diagram of the process is presented in Figure 1 . 
Resolution enhancement based on learning dictionary
Recently dictionary learning techniques [14] [15] [16] have been proposed and have been successfully applied to many inverse problems in image processing. It learns an over-complete dictionary of atoms and exploits the dictionary to sparsely represent the image patches.
Inspired by Lee et al. [17] , we learn two over-complete dictionaries for the low-resolution and high-resolution training image patches in a probabilistic model. For a input low-resolution image patch, we firstly get its sparse representation with respect to the low-resolution over-complete dictionary by adaptively selecting the most relevant bases to best represent the input image patch like [9] . And then combined with the high-resolution over-complete dictionary, a high-resolution image patch is generated.
Denote [14] . In our work, we exploit an efficient sparse coding algorithm by solving an L1-regularized least squares problem and an L2-constrained least squares problem. Our dictionary training method is described in Figure 2 . The joint dictionary training problem can be written as follows:
where M and N are the dimensions of low-resolution and high-resolution image patches in vector form, the L1 norm 1 W is to enforce sparsity, and the L2 norm constraints remove the scaling ambiguity, the parameter  balances sparsity and fidelity. 
where F is a feature extraction operator and R is the operator of extracting the overlap region, parameter u contains the values of the previously generated high resolution image on the overlap, and the parameter  balances the sparsity and the L2 norm constraints. We exploit LASSO method to solve problem (2) in our work. After the sparsest representation 
Super-resolution based on POCS
For each low-resolution image
, we get its corresponding high-resolution
in the first stage. Among these images i Y , a lot of useful information is not exploited fully. So by fusing these high-resolution images [18] , we can enhance the resolution again to get a higher resolution image. In our work, we exploit an improved POCS method to fuse the information among these high resolution images like [19] . This process is presented in Figure 4 . Y as SHR (secondary-high-resolution) images, and denote the desired target image Z as HR (higher-resolution) image. Firstly we build the degradation model that describes the relationship between ideal HR image and acquired SHR images. Generally the degradation model can be expressed as the following formula: N represents additive noise matrix. While it is not easy to calculate sub-sampling matrix, blurring matrix and warping matrix, this process from ideal HR image to SHR images can be regarded as a black-box operator. We simulate this degradation process as one point spread function (PSF), and ignore the additive noise. Generally, a normalized linear-shift-invariant (LSI) PSF is assumed. In our work, we take a regularizing PSF based on Gaussian model. Then the formula (3) can be expressed as:
where
represents combined PSF based on Gaussian model.
In our work, bilinear interpolation method is used to generate a reference HR frame from the corresponding reference SHR image. The additional pixels of HR grid can be inferred by using the information from the successive SHR images. In order to use the information hidden in the successive SHR images, motion estimation between these images and reference image must be accurate. In this work, we exploit Keren's image registration algorithm to estimate shift and rotation parameters [20] . The initial estimate is projected by using Gaussian model to SHR image grid, and to generate a simulated image. The current values of all HR grid points are multiplied by the PSF value at the grid point. Then a value at the position (m, n) can be inferred:
The next step is to update the provisional result exploiting the relationship between SHR image and the simulated image. The residual that calculate the simulated error of the two images is defined as: Then add the residual to the current HR image estimate as follows:
This process is repeated for every pixel until completing the pre-determined iterative times. And the final higher resolution image * Z is produced.
Experiment results
In our experiment, we create a sequence of low-resolution images from each test high-resolution image by applying a Gaussian blur kernel and down-sampling operation. The blur kernel in our simulations is a 5*5 Gaussian filter with standard deviation of 1.0. The shift operation is a 2  n random matrix ( n is the needed low-resolution number) along both the x and y axis. Twenty low-resolution images are generated by a down-sampling factor of 6.
In this section, we present experiment results to demonstrate the effectiveness of our two-stage super-resolution method. And we compare our method with other state-of-the-art image super-resolution methods such as Bicubic interpolation, structure-adaptive normalized convolution (NC) and the standard POCS method. 
where X and Y are the original image and reconstructed image respectively, and N is the number of image pixels. SSIM is defined by For color images, our method is applied to the luminance component only, and Bicubic interpolator is used for the color layers (Cb, Cr). Two dictionaries for high-resolution and low-resolution image patches are trained from 300,000 patch pairs sampled from natural images. The size of low-resolution patches is 3*3, with overlap of 1 between adjacent patches. In our work, we use a Matlab package developed in [15] to train the two dictionaries. The sparsity parameter  in (2) influences the reconstructed results. The existing noise requires that  must be large enough. As is shown in Figure  5 , we can see that the larger parameter  is, the smoother the reconstructed image gets. In our experiment, we set the parameter  to 0.1. In the first stage, we magnify each low-resolution image by a factor of 3. And the enhancement factor is set to 2 in the second stage. The visual results are presented through Figure 6 to Figure 8 , and the comparison is presented in Table 1 and Table 2 . In Figure 6 , the NC method introduces undesired smoothing and the result from POCS has many jagged effects on the edge. As it is shown in Table 1 , we can see that the PSNR values by our method are much higher than other methods. The SSIM values of Girl image and Lena image by our method shown in Table 2 are much closer to 1, and the SSIM value of Butterfly image by our method is much higher than Bicubic and POCS method. 
Conclusions
In this paper, we present a novel two-stage super-resolution algorithm based on learning dictionary and POCS. In the first stage, we first jointly train two dictionaries for the high-and low-resolution image patches. Then we seek a sparse representation for each low-resolution image patch, and correspondingly generate a high-resolution intermediate image by exploiting the high-resolution dictionary and low-resolution dictionary. In the second stage, a higher resolution image is produced based on POCS by fusing the relatively high resolution intermediate images generated in the first stage. Simulation results demonstrate the effectiveness of our method and the improved performance over other SR algorithms. The future work is to find a more efficient algorithm to fuse the images in the second stage and reduce the consuming time. 
Acknowledgment

References
[1]S.C. Park, M.K. Park, and M.G. Kang, "Super-resolution image reconstruction: a technical
