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Abstrat
The purpose of this artile is to introdue projetive geometry over om-
position algebras : the equivalent of projetive spaes and Grassmannians over
them are dened. It will follow from this denition that the projetive spaes
are in orrespondane with Jordan algebras and that the points of a projetive
spae orrespond to rank one matries in the Jordan algebra. A seond part
thus studies properties of rank one matries. Finally, subvarieties of projetive
spaes are disussed.
AMS mathematial lassiation : 14N99, 14L35, 14L40.
Key-words : omposition algebras, projetive spaes, Grassmannians, Jordan
algebras.
Introdution
This paper initiates a wider study of geometry over omposition algebras.
The general philosophy of this study is to disuss to what extent lassial alge-
brai geometry onstrutions generalize over omposition algebras. Let k be a
ommutative eld. Let Rk,Ck,Hk,Ok denote the four split omposition alge-
bras [Ja 58℄.
The usual projetive algebrai varieties over k are thought of varieties over
Rk, and I want to understand analogs for Ck,Hk and even Ok. For example, in
this artile, I study projetive spaes over omposition algebras.
In general, in the otonioni ase, we nd varieties homogeneous under an
exeptional algebrai group. For example, the Ok-generalization of the usual
projetive plane P
2
k is homogeneous under a group of type E6 over k. The
analogy between this somewhat mysterious E6-variety and a well-understood
projetive plane allows one to understand better the geometry of this variety, as
well as some representations of this group, whih an be thought as SL3(Ok).
I plan to show that we an similarly think of E7 as Sp6(Ok).
Along with this geometri and representation-theory motivation for studying
varieties dened over omposition algebras, there is an algebrai one. Namely,
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the varieties that we will meet in this ontext an be dened in terms of algebrai
strutures (suh as Jordan algebras, struturable algebras, and exeptional Lie
algebras). As I want to show, the produts on these algebras orrespond to
maps dened naturally in terms of geometries over a omposition algebra. This
gives new insight on these algebras.
I thank Laurent Manivel for many disussions and Laurent Bonavero for
omments on a previous version of this artile. I also thank Niolas Ressayre
and Mihel Brion for disussions relative to the fth part.
This paper is organised as follows : the rst setion realls well-known fats
about omposition algebras. A short geometri proof of the triality priniple
is given. In the seond setion, Grassmannians over omposition algebras are
dened : dierent denitions of GA(r, n) as sets of A-submodules of A
n
with
some properties are ompared.
Any projetive spae GA(1, n) is then seen to live in the projetivisation of
a Jordan algebra : we have naturally, as algebrai varieties over k, GA(1, n) ⊂
PV , where V is a Jordan algebra. Moreover, GA(1, n) is the variety of rank one
elements in the Jordan algebra. This is the topi of the third setion : dierent
possible denitions of rank one elements in a Jordan algebra are ompared
(see theorem 3.1), and the onnetion with the struture group of the Jordan
algebra is desribed.
In the fourth setion, I introdue the notion of A-subvarieties of a proje-
tive spae GA(1, n). I show that there are very few of them.
Finally, setion ve deals with the otonioni projetive plane. This plane is
dened and its automorphism group is shown to be a simple group of type E6
in all harateristis (see theorem 5.1). The projetive plane over the otonions
with real oeients OR has been studied extensively [Tit 53, Fre 54℄. Here,
I onsider the dierent ase of the algebra Ok ontaining zero-divisors, and
explain the new point of view of the generalized Veronese map (theorem 5.2).
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1 Bakground on omposition algebras
The split omposition algebras have a model over Z [Ja 58℄ : the ring
Hk is the ring of 2 × 2-matries with integral entries. The norm of a matrix
A is Q(A) = detA and the onjugate of A =
(
a1,1 a1,2
a2,1 a2,2
)
is the matrix
A =
(
a2,2 − a1,2
− a2,1 a1,1
)
. The rings CZ and RZ are respetively the subrings
of diagonal and homotheti matries. The ring OZ may be onstruted via
Cayley's proess : it is the ring of ouples (A,B) of matries with produt
(A,B) ∗ (C,D) = (AC − DB,BC + DA), onjugation (A,B) = (A,−B) and
norm Q(A,B) = Q(A) + Q(B). Therefore, RZ and CZ are ommutative. For
k a eld and A ∈ {R,C,H,O}, we set Ak = AZ ⊗Z k. We note 〈x, y〉 =
Q(x+ y)−Q(x)−Q(y) and Re(z) = 〈z, 1〉 (therefore Re(1) = 2).
Notation 1.1. A omposition algebra over a unital ommutative ring R is one
of the following algebras : RR,CR,HR,OR.
In the sequel, many arguments will use the fat that the isotropi linear
spaes for Q an be desribed using the algebra; namely, for z ∈ A, we denote
L(z) (resp. R(z)) the image of the left (resp. right) multipliation by z in A,
denoted Lz (resp. Rz).
Proposition 1.1. Let k be any eld and let A be a omposition algebra over k
dierent from Rk. Let z, z1, z2 ∈ A− {0} with Q(z1) = Q(z2) = 0.
• If Q(z) 6= 0, then L(z) = R(z) = A.
• If Q(z) = 0, then L(z) and R(z) are maximal (ie of dimension dimkA/2)
isotropi linear subspaes of A. They belong to dierent onneted om-
ponents of the variety of maximal isotropi subspaes.
• z2 ∈ L(z1)⇐⇒ z1 ∈ L(z2)⇐⇒ z1z2 = 0.
For example, this proposition implies that if 0 6= z1, z2 ∈ Hk and Q(z1) =
Q(z2) = 0, then the dimension of L(z1)∩L(z2) is either 2 (ie L(z1) = L(z2)) or
0, depending on the fat that z2 ∈ L(z1) (or equivalently z1 ∈ L(z2)) or not.
Proof : Let α = dimA/2. The omposition algebras are alternative [Sh 66℄,
whih means that ∀x, z ∈ A, z(zx) = (zz)x. Therefore, z(zx) = Q(z).x, or
Lz ◦ Lz = Q(z).Id.
Thus, Q(z) 6= 0 if and only if Lz is invertible if and only if Rz is. Moreover,
the kernel of Lz are elements t suh that Rt is not invertible; therefore it is
inluded in the quadri {Q = 0}. Sine Q(zx) = Q(z).Q(x), if Q(z) = 0, then
we have also L(z) ⊂ {Q = 0}. Sine dimL(z) + dim kerLz = dimA = 2α
and an isotropi subspae has maximal dimension α, it follows that dimL(z) =
dimkerLz = α. The rest of the proposition is easy.
The otonioni ase is related to the triality priniple. The following propo-
sition was proved in [BS 60℄ using a desription of Spin8 involving otonions.
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Proposition 1.2. If A = Ok, the maps L and R indue isomorphisms from the
projetive 6-dimensional quadri dened by Q and the two onneted omponents
of the Grassmannian of maximal isotropi spaes. Let x, y ∈ Ok suh that
Q(x) = Q(y) = 0.
• dim(L(x) ∩ L(y)) ≥ 2⇐⇒ dim(R(x) ∩R(y)) ≥ 2⇐⇒ 〈x, y〉 = 0.
• If dimL(x) ∩ L(y) = 2, then L(x) ∩ L(y) = Lx[L(y)] = Ly[L(x)], and
R(x) ∩R(y) = Rx[R(y)] = Ry[R(x)].
• xy = 0⇐⇒ dimL(x) ∩R(y) = 3.
Proof : Let G±(4,Ok) denote the two onneted omponents of the variety of
maximal isotropi subspaes of {Q = 0} in Ok.
First, let x0 =
((
1 0
0 0
)
,
(
0 0
0 0
))
. We have L(x0) =
((
∗ ∗
0 0
)
,
(
∗ 0
∗ 0
))
and
R(x0) =
((
∗ 0
∗ 0
)
,
(
0 ∗
0 ∗
))
. We thus have L(x0) ∩ R(x0) = k.x0. Sine for any
x, z ∈ {Q = 0} with x 6= 0 and z 6= 0, dim(L(x) ∩ R(z)) ∈ {1, 3}, for generi
x, z ∈ {Q = 0}, one has dim(L(x) ∩R(z)) = 1, so L(x) ∩R(z) = k.xz.
Let x ∈ {Q = 0} be suh that for generi z ∈ {Q = 0}, L(x) ∩R(z) = k.xz.
By the following lemma 1.1, if y is suh that L(x) = L(y), then there exists
λ ∈ k suh that Lx = λ.Ly, and so x = λ.y.
Therefore, the ber of [L] : P{Q = 0} → G+Q(Ok) over L(x) is only {[x]} :
[L] is generially injetive. It follows that it is surjetive, and the same holds
for [R].
The previous argument is therefore valid for any [x] ∈ P{Q = 0}, and [L] and
[R] are injetive. We will now show that [L] is an isomorphism. If x, y ∈ {Q = 0}
and y ∈ L(x), [y] 6= [x], then L(x) ∩ L(y) = V ect(x, y). Therefore, given
L(x) = Λ, the point [x] ∈ POk may be onstruted as the intersetion of the
projetive lines Λ ∩ L(y), for y ∈ Λ. This desribes the inverse of [L], whih is
therefore algebrai.
I have shown that [L] and [R] are isomorphisms. If dim (L(x) ∩R(y)) = 3,
then xy = 0, beause otherwise the rational map
G+(4,Ok)×G
−(4,Ok) → POk
(Λ+,Λ−) 7→ Λ+ ∩ Λ−
would be dened at (L(x), R(y)). Fixing x, {y : dim (L(x) ∩ R(y)) = 3} and
{y : xy = 0} are isomorphi with P3k, so they are equal, proving the third point.
If 0 6= z ∈ L(x) ∩ L(y), and λ, µ ∈ k, then z(λx + µy) = 0. Therefore,
Q(λx + µy) = 0 and 〈x, y〉 = 0. Sine the variety Qx = {y ∈ {Q = 0} :
dim(L(x) ∩ L(y)) ≥ 2} is a hyperplane setion of the quadri {Q = 0}, we
dedue Qx = {y : Q(y) = 0 and 〈x, y〉 = 0}.
Finally, the identity z(zt) = Q(z)t yields x(yt) = 〈x, y〉t − y(xt), whih
implies that Lx(L(y)) = Ly(L(x)) = L(x) ∩ L(y), if 〈x, y〉 = 0.
Lemma 1.1. Let V,W be k-vetor spaes, X ⊂ V a variety and f, g : V → W
linear maps. Assume :
• ∀x ∈ X − ker f, ∃λ ∈ k : g(x) = λf(x).
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• No quadri of rank four vanish on X.
• f has rank at least 2.
Then, ∃λ ∈ k : g = λf .
Proof : Choose a basis of W and let f1, . . . , fn, g1, . . . , gn be linear forms suh
that f = (fi), g = (gi). Then the minors figj − fjgi vanish along X , so they
vanish on V . The lemma follows.
2 Grassmannians over omposition algebras
2.1 Denition
An element in the Grassmannian of r-planes on k(= Rk) is a k-vetor spae
of dimension r. But if dimkA ≥ 2, A is not a eld, and this denition does not
make sense anymore. However, we an dene GA(r, n) as the set of all free right
A-submodules of An of rank r, that is the set of submodules M of the form:
M := {
r∑
t=1
vtλt, λt ∈ A},
with dimension dimA.r over k ((vt) is a r-uplet of elements in A). The freeness
ondition generalizes the fat that the zero vetor in kn has no image in Pn−1.
Another possible denition, whih gives a struture of losed variety, on-
siders right A-submodules of An of the right dimension:
G˜A(r, n) = {E ⊂ A
n : dimk E = dimA.r and ∀λ ∈ A, E.λ ⊂ E}.
We shall now study properties of these two sets. If V is a k-vetor spae and r
an integer, I denote G(r, V ) the Grassmannian of r-subspaes of V . Let G(r, n)
denote G(r, kn). I want to show the following propositions:
Proposition 2.1. GH(r, n) = G˜H(r, n) ⊂ G(4r,H
n
k ) is a smooth subvariety
isomorphi with the usual Grassmannian G(2r, 2n).
Proposition 2.2. The subvariety GC(r, n) of G(2r,C
n
k ) is isomorphi with
G(r, n) × G(r, n). Moreover, G˜C(r, n) is the union of min{n + 1 − r, r + 1}
onneted omponents whih are irreduible, one of whih is GC(r, n).
First, let us show the following lemma (If x is a real number, I denote [x]+ the
least integer greater or equal to x):
Lemma 2.1. Let E ⊂ Hnk suh that ∀λ ∈ Hk, E.λ ⊂ E. Then there exist
c = [dimE4 ]
+
vetors v1, . . . , vc ∈ H
n
k suh that E = ⊕{vi.λ, λ ∈ Hk}.
Remark : Assuming the result, let 1 ≤ t ≤ c be an integer and (vt,u)1≤u≤n the
oordinates of the vetor vt. The kernel of the map Hk → H
n
k , λ 7→ vt.λ is trivial
if one of the vt,u is invertible, and is ∩jL(vi,j) otherwise, by proposition 1.1.
Thus, it has even dimension by proposition 1.1, and the rank theorem shows
that {vt.λ : λ ∈ Hk} has also even dimension. Thus, proposition 2.1 shows that
the dimension of suh an E is even.
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Proof : A large part of this proof holds for Ck; for the moment A stands for
Ck or Hk, and aordingly we set α equals 1 or 2. I will preise whih argument
needs A = Hk.
Let pit : A
n → A be the projetion on the t-th fator, and pt the restrition
of pit to E. If T is a subset of {1, . . . , n}, let pT denote the produts of the pt's
for t ∈ T .
If there exists t suh that pt has maximal rank 2α, then, hoosing a vetor
v in E suh that vt = 1, we get an isomorphism
s : Hk ⊕ (E ∩ {xt = 0}) → E
(λ, x) 7→ v.λ+ x,
so that we are done by an indutive argument. We thus suppose that no proje-
tion pt has maximal rank. Sine Im(pt) is preserved by right multipliation by
A, by proposition 1.1, it has rank 0 or α. In the rst ase, we an also use an
indutive argument, therefore, we an suppose that any projetion pt has rank
α.
This implies that for any ouple (t, u) ∈ {1, . . . n}2, F = p{t,u}(E) has
dimension α or 2α. In fat, pt|F has rank α and its kernel is preserved by
right multipliation. If t and u are suh that p{u,t} has rank α, then pu|p{u,t}(E)
is bijetive, so that if ι denotes {1, · · · , n} − {i}, pι is injetive, and again we
onlude by an indutive argument.
It is therefore suient to onsider the ase where any projetion p{t,u} has
rank 2α. Let t and u be arbitrary. Sine F = p{t,u}(E) is preserved by right
multipliation, and sine eah projetion has rank α, there exist x, y ∈ A suh
that F ⊂ L(x)× L(y); sine dimF = 2α, we have equality.
The following argument works only for A = Hk. If z ∈ L(y), then L(z) =
L(y), sine we have L(z) ⊂ L(y) by assoiativity. Moreover, sine A = Hk,
we an hoose z ∈ L(y) suh that z and y are not proportional; this implies
R(z) 6= R(x). Thus, eventually replaing y by z, we an assume R(y) 6= R(x).
This implies by onjugation L(y) 6= L(x). Thus these spaes are supplementary
and the mapping A → F, λ 7→ (x, y).λ is injetive, proving that (x, y) is a
generator of F . It is enough to onsider a vetor whih projetion under p{t,u}
is (x, y).
Proof of proposition 2.2: Let E ⊂ Cnk be preserved by right-multipliation.
Let us onsider the base e =
(
1 0
0 0
)
, f =
(
0 0
0 1
)
of Ck. If v = (v1, . . . , vn) =
(v+1 e + v
−
1 f, . . . , v
+
n e + v
−
n f) ∈ E, then v
+ = (v+1 e, . . . , v
+
n e) = v.e ∈ E, and
v− = (v−1 f, . . . , v
−
n f) = v.f ∈ E. If E
+
(resp. E−) denotes E ∩ (Cnk .e) (resp.
E ∩ (Cnk .f)), then E = E
+ ⊕ E−.
If r+ and r− are integers between 0 and n with sum 2r, let G˜r+(r, n) denote
the set of linear spaes of the form E = E+⊕E−, with E+ ⊂ Cnk .e, E
− ⊂ Cnk .f
and dimE± = r±. Suh a linear spae is preserved by mulipliation by e and
f , thus it is an element of G˜C(r, n). The variety Gr+(r, n) is isomorphi to
G(r+, n)×G(r−, n).
On the other hand, we have seen that G˜C(r, n) = ∪G˜r+(r, n). To prove that
the G˜r+(r, n) are the onneted omponents of G˜C(r, n), I reall that for d ∈ N,
{E : dim(E ∩ (Cnk .e)) ≥ d} and {E : dim(E ∩ (C
n
k .f)) ≥ d} are losed subsets of
G(2r,Cnk ).
It remains to hek that G˜r(r, n) = GC(r, n). If (v
±
1 , . . . , v
±
r ) is a basis of
E±, then (v+t e+ v
−
t f)t is a family of vetors whih generates E.
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Proof of proposition 2.1: Lemma 2.1 says that GH(r, n) = G˜H(r, n). In the
same way as proposition 2.2, one proves that any E ∈ GH(r, n) may be written
as E+ ⊕ E−, with E+ ⊂ Hnk .e and E
− ⊂ Hnk .f . Moreover, let h =
(
0 1
1 0
)
;
right-multipliation with h is an involutive linear automorphism of E whih
exhanges E+ and E−. Therefore, they have the same dimension 2r.
Moreover, it implies that giving E is equivalent to giving E+, and thus the
map E 7→ E+ is the desired isomorphism between HH(r, n) and G(2r, 2n).
2.2 Duality
In this paragraph, I show an analog of the well-known fat that
G(r, V ) ≃ G(dimV − r, V ∗).
Denition 2.1. Let V and W be right (resp. left) A-modules. A right-linear
(resp. left-linear) map from V to W is a map f : V → W suh that ∀x, y ∈
V, ∀λ, µ ∈ A, f(x.λ + y.µ) = f(x).λ + f(y).µ (resp. f(λ.x + µ.y) = λ.f(x) +
µ.f(y).
A right- (resp. left-)form on V is a right- (resp. left-)linear map from An to A.
A map f : An → Am is right-linear (resp. left linear) if and only if there
exists a matrix (at,u) suh that f((xu)) = (
∑
u at,uxu)t (resp. f((xu)) =
(
∑
u xtat,u)t). Therefore, if V is a free right A-module of rank n, so is the
set of left-linear forms on V , whih I will denote by V ∗.
Generalizing the onstrution of the previous setion, if V is a free right A-
module of rank n, let GA(r, V ) denote the algebrai variety parametrizing the
free right A-submodules of V of rank r. This is obviously a variety isomorphi
with GA(r, n). Moreover, we have the following :
Proposition 2.3. Let V be a free right A-module of rank n. There is a anon-
ial isomorphism GA(r, V ) ≃ GA(n− r, V
∗).
Proof : If Y ⊂ V is any set, then Y ⊥ := {l ∈ V ∗ : ∀y ∈ Y, l(y) = 0} is a k-linear
subspae of V ∗, preserved by right multipliation by A. If Y is an element in
GA(r, n), then it is generated by r vetors, and a form vanishes on Y if and
only if it vanishes on the generators. Therefore, Y ⊥ is of dimension at least
dimkA.(n − r). Sine the pairing A
n × Anr
∗ : (x, l) 7→ 〈1, l(x)〉 is perfet, the
dimension of Y ⊥ is exatly dimkA.(n− r).
If A = Ck, then dim(Y
⊥ ∩ (Cnk .e)) = dim(Y
⊥ ∩ (Cnk .f)) = n − r. We thus
have Y ⊥ ∈ G(n − r,Anr
∗). Sine the map L 7→ L⊥ is an isomorphism, the
proposition is proved.
3 Properties of rank one matries and
generalized Veronese map
This setion is onerned with the partiular ase r = 1 of the previous
setion, namely, I want to study projetive spaes. We will see that there is a
losed onnetion between these spaes, Jordan algebras, and a partiular map
whih generalizes alltogether the Veronese map and the quotient rational map
kn+1 99K Pn.
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3.1 Bakground on quadrati Jordan algebras
The satisfatory notion of Jordan algebras over a unital ommutative ring
A whih inludes the harateristi two ase is the notion of quadrati Jordan
algebras. They are by denition the free A-modules V of nite type with a non-
zero distinguished element denoted 1 and equipped with a map R : V → End(V )
whih satises the following ve axioms [Ja 69, denition 3,p.1.9℄ :
• R is quadrati.
• R(1) = IdV .
• R(a) ◦R(b) ◦R(a) = R[R(a).b].
• Va,b ◦ Ub = Ub ◦ Vb,a, if Va,b(x) = R(x+ b).a−R(x).a −R(b).a.
• The two last identites hold after any extension of the base ring A.
Let AZ be a omposition algebra over Z, let r be an integer, and onsider the
Z-module Hr(AZ) of hermitian matries with entries in AZ. If AZ is assoiative,
set R(A).B = ABA, for any A,B ∈ Hr(AZ). If AZ = OZ, then R an be dened
as the unique quadrati map suh that R(A).B = ABA if all the oeients of
A and B belong to an assoiative subalgebra of OZ.
By [Ja 69, theorem 5,p.1.45℄, if AZ is assoiative or r ≤ 3, then the triple
(Hr(AZ), Id, R) is a quadrati Jordan algebra over Z. If k is any eld, set
Hr(Ak) = Hr(AZ) ⊗Z k; it is a quadrati Jordan algebra over k. Refering to
the seond struture theorem [Ja 69, p.3.59℄, it is seen that these examples
of quadrati Jordan algebras play a major role in the theory of Jordan algebras.
Now, let, for a = 1, 2, 4, V na be the vetor spae dened by
V na =


Sn(k) if a = 1
Mn(k) if a = 2
AS2n(k) if a = 4,
where S,M,AS respetively stand for the set of symmetri, arbitrary, and
skew-symmetri with zero diagonal entries matries. We hoose any invertible
I ∈ V na , and set
R(A).B = AI−1BI−1A. (1)
It is well-known that the algebra V na is isomorphi with Hn(A) (if dimA = a);
the following orollary 3.3 gives a geometri understanding of this isomorphism
when a = 4. In the sequel, I will be hosen to be the usual identity ma-
trix for a = 1, 2, and the blo-diagonal matrix with non-vanishing oeients(
0 − 1
1 0
)
for a = 4.
We note P
n
A := GA(1, n+ 1). First, we remark that P
n−1
C
≃ Pn−1 × Pn−1 ⊂
PV n2 and P
n−1
H
≃ G(2, 2n) ⊂ PV n4 are naturally embedded in the projetivisa-
tions of quadrati Jordan algebras. The same holds for P
n−1
R
, whih embeds
via the seond Veronese embedding in PV n1 . As we shall see in the last setion,
the exeptional quadrati Jordan algebra H3(Ok) orresponds to the otonioni
projetive plane. The aim of this setion is to give several equivalent arateri-
zations of the elements in PV na whih orrespond to points of P
n−1
A .
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3.2 Denition of Jordan rank one matries
I start with a pure Jordan-algebra denition whose geometrial meaning will
beome learer in the next subsetions. In Hr(Ak), set
〈A,B〉 =
∑
1≤i<j≤r
〈Ai,jBi,j〉+
∑
i
Ai,iBi,i and tr(A) =
∑
i
Ai,i = 〈1, A〉.
Denition 3.1. Let V = Hr(Ak) and 0 6= A ∈ V . We will say that the Jordan
rank of A is one if ∀B ∈ V,R(A)B = 〈A,B〉A.
Remark : Sine tr and 〈., .〉 an be dened in any quadrati Jordan algebra,
the above denition makes sense not only in Hr(Ak), but in any (quadrati)
Jordan algebra.
Eah element B ∈ V determines dimV quadrati equations given by the
oordinates of R(A)B − 〈A,B〉A. It is lear that a quadrati Jordan algebra
isomorphism indues an isomorphism of varieties of rank one elements.
Notation 3.2. Let Q2 denote the spae of quadris generated, for all B ∈ V ,
by the oordinates of the equation on A: R(A)B − 〈A,B〉A = 0.
Before explaining what Jordan rank one elements are in V na , I want to show
that this denition is well-behaved with respet to a big algebrai group.
The struture group of a Jordan algebra V , denoted Str(V ) is dened as the
group of g ∈ GL(V ) suh that ∀B ∈ V,R(g.A) = g ◦R(A)◦ tg, the transposition
being taken with respet to the salar produt 〈., .〉. This denition may seem
rather abstrat to a reader not used to Jordan algebras, so I reall that the on-
neted omponent of Str(V na ) is GLn, (GLn ×GLn)/k
∗, or GL(2n), aording
to a = 1, 2, 4, where k∗ is diagonaly embedded in GLn × GLn and the ations
on V na are the natural ones.
Lemma 3.1. The algebrai variety of rank one elements is preserved by Str(V ),
as well as the vetor spae of quadris Q2.
Therefore, a straightforward omputation shows that the set of Jordan rank
one matries is the losed orbit of Str(V na ) in PV
n
a , namely the set of (usual) rank
one matries if a = 1 or 2 and the set of rank 2 matries if a = 4. Moreover,
the equations Q2 are, respetively, the two by two minors, and the Plüker
equations of the Grassmannian. Realling propositions 2.1 and 2.2, the variety
of rank one elements is thus P
n−1
A ⊂ PV
n
a .
Proof : Let f ∈ Q2; we an assume that there exist B,C ∈ V suh that
f(A) = 〈R(A).B − 〈A,B〉A,C〉. From the denition of Str(V ), it follows that
∀g ∈ Str(V ),
(g−1.f)(A) = 〈R(g.A).B − 〈gA,B〉gA,C〉
= 〈g[R(A).(tgB)]− 〈A, tgB〉gA,C〉
= 〈R(A).(tgB)− 〈A, tgB〉A, tgC〉.
Therefore this is a quadri in the vetor spae Q2. Thus this vetor spae, and
the variety it denes, are preserved by Str(V ).
3.3 Jordan rank and generalized Veronese maps
In this paragraph, I give an analog of the map kn+1 99K Pn for PnA in terms
of a map whih generalizes the usual Veronese map in the ase A = Rk.
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Following F.L. Zak [Zak 93, th. 4.9℄, let's onsider the following map:
ν2 : A
n
99K PHn(A)
(zi) 7→ (zizj).
As I will show, this map an be interpreted as the rational map An 99K PAn−1:
Proposition 3.1. Let λ ∈ A with Q(λ) 6= 0 and (zi) suh that ν2(zi) is well-
dened. Then ν2((zt.λ)) is also well-dened and equals ν2((zt)).
Proof : In fat, ((ztλ)).(λzu) = Q(λ)ztzu.
Now, let us see that the image of this map is P
n−1
A :
Proposition 3.2. The image of ν2 : A
n
99K PHn(A) is the set of Jordan rank
one elements.
The image of this rational map is the set-theoretial one, namely the set of all
the matries whih may be written as ν2(zt). The proposition shows that this
set is losed.
Proof : First, a diret omputation shows
A = (at,u) and B =
(
1 0
0 0
)
=⇒ ABA = (at,1a1,u)t,u. (2)
If A = (ztzu) is in the image of ν2, then for B =
(
1 0
0 0
)
, ABA = Q(z1)A,
thus is equal to 〈A,B〉A, by (2). We an also make a similar omputation for
B =


(
0 x
x 0
)
0
0 0


. In fat, if A = (ztzu), then ABA = ([ztz1][x(z2zu)]+
[ztz2][x(z1zu)])t,u. Using assoiativity, this equals
(ztRe(z1xz2)zu)t,u = (ztRe(xz2z1)zu)t,u = 〈A,B〉(ztzu)t,u.
Using the permutations and linearity, A has Jordan rank one.
In the other way, if there exists a diagonal matrix B suh that 〈A,B〉 6= 0,
then if for example B =
(
1 0
0 0
)
, we see from (2) that A is ollinear with
ν2(a1,t). If suh a B does not exist, then for all diagonal B, ABA = 0. Thus,
using (2)
∀t, u, v, av,tav,u = 0.
Then we an assume there exists B of the form B =


(
0 x
x 0
)
0
0 0


suh
that 〈A,B〉 6= 0; we dedue that A is proportional to ν2(a1,t + a2,tx).
Let X ⊂ PHn(Hk) be the variety of rank one elements in the Jordan algebra
Hn(Hk). Reall that e =
(
1 0
0 0
)
∈ Hk. Any z ∈ Hk indues, by left multiplia-
tion, a linear morphism R(e)→ R(e). Chosing the basis
{
e,
(
0 0
1 0
)}
of R(e), we
an assoiate to z a two-by-two matrixM(z) representing Lz. This map yields a
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map M˜ : Hn(Hk) →M2n, given by M˜((at,u)t,u) = (M(at,u))t,u. Reall that I
is the 2n×2n blo-diagonal matrix with diagonal entries
(
0 1
− 1 0
)
. Let φ˜ de-
note the map Hn(Hk) →M2n, A 7→ I.M˜(A). We also dene, for A ∈ Hn(Hk),
the map LA : H
n
k → H
n
k dened, if A = (at,u), by LA(zu) = (
∑
u at,uzu)t.
The following orollary gives a geometri understanding of the isomorphism
Hn(Hk) ≃ V
n
4 .
Corollary 3.3. The map
φ : X ⊂ P(Hn(Hk)) → G(2, k
2n) ⊂ P(Λ2k2n)
A 7→ (ImLA) ∩R(e)
n
is indued by the linear isomorphism φ˜.
Proof : The proof is a omputation left to the reader (the details are written
in my thesis [Cha 03℄).
It is easily heked that, for the Jordan produt on V n4 given by (1), the map
φ˜ is also a Jordan algebra isomorphism. This should not ome as a surprise, as
the following proposition shows.
Proposition 3.4. Let V1 and V2 be quadrati Jordan algebras isomorphi with
some algebra Hr(Ak), I1 and I2 their units and X1 ⊂ PV1 and X2 ⊂ PV2 the
orresponding varieties of rank one elements. Let f : V1 → V2 be a linear map
suh that f(I1) = I2. The following onditions are equivalent:
1. f indues an isomorphism of varieties between X1 and X2.
2. f is a Jordan algebra isomorphism between V1 and V2.
Proof : This result will not be used in the sequel, so this proof, whih uses a lit-
tle of Jordan algebra theory, ould be skipped. Of ourse, (2) implies (1), sine
the varietiesXi are dened using only the Jordan algebra struture. Now, in the
quadrati Jordan algebras I onsider, there is a well-dened polynomial alled
the norm [Ja 63℄. In V na with a = 1, 2, it is the usual determinant of matries
and in V na , it is the pfaan. In the exeptional ase H3(Ok), the norm is dened
by formula (3) in subsetion 5.3. Moreover, I use the fat that the hypersurfae
dened by the norm is the losure of the set of sums of r− 1 rank one elements.
In fat, for the lassial Jordan algebras, this is just an easy result of linear al-
gebra, whereas for the exeptional algebra, it follows from proposition 5.2. De-
noting det1 and det2 the norms of the Jordan algebras V1 and V2, we therefore
have det1(A1) = det2[f(A1)]. Sine the salar produt is the seond logarith-
mi dierential of the determinant at the identity (〈A,B〉 = D2I log det(A,B))
[MC 65℄, it follows that 〈A1, B1〉1 = 〈f(A1), f(B1)〉2. Moreover, sine the
quadrati produt itself is also the seond logarithmi derivative of the deter-
minant (〈R(A)−1.B, C〉 = −D2A log det(B,C)), we dedue that f is an algebra
morphism.
We now relate two other possible denitions of rank one matries to the pre-
vious denition. In the ase n = 3, the following proposition shows that Jordan
rank one matries are dened by minors (whih is not the ase in general).
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Proposition 3.5. A Hermitian matrix (at,u)1≤t,u≤3 with value in A has Jordan
rank one if and only if
a1,1a2,2 −Q(a1,2) = a1,1a3,3 −Q(a1,3) = a2,2a3,3 −Q(a2,3) = 0 and
a1,1a2,3 − a2,1a1,3 = a3,2a2,1 − a3,1a2,2 = a2,1a3,3 − a2,3a3,1 = 0.
Proof : To prove this result, I use the orresponding one onerning the exep-
tional Jordan algebras (proposition 5.2, whih proof is self-ontained). If (at,u)
has rank one, it equals ν2((zt)) and these minors vanish. If these minors vanish,
onsidering this matrix as a matrix with oeients in Ok, it has rank one by
proposition 5.2 whih means that ∀B ∈ H3(Ok), R(A)B = 〈A,B〉A. Thus this
equality holds for B ∈ H3(A), and A has rank one.
Reall that for A a matrix of order n with oeients in A, we dened the map
LA : A
n → An by LA((zu)) = (
∑
u at,uzu)t. This is a k-linear map. If A were
a eld, it would be lear that dimkA would divide dimk ImLA. Here, it is not
the ase, take for example A =
(
z 0
0 0
)
with z a zero divisor. However, this
is true for Hermitian matries:
Proposition 3.6. Let A ∈ Hn(A). Then dimkA divides dimk ImLA.
Proof : Suppose rst that A = Hk. Reall that I denote e =
(
1 0
0 0
)
and
f =
(
0 0
0 1
)
. Under the ismoorphism of proposition 3.3, a matrix A ∈ Hn(Hk)
identies with I.M˜(A), where I stands for the blo diagonal matrix with entries(
0 1
− 1 0
)
, and M˜(A) is the matrix of the restrition of LA to R(e)
n
. Sine
I.M˜(A) is skew-symmetri, M˜(A) has even rank, and sine by assoiativity
R(f)n = R(e)n.
(
0 1
1 0
)
, the rank of LA is a multiple of 4.
Considering a matrix with entries in Ck as a matrix with entries in Hk, we
dedue the ase A = Ck from the ase A = Hk, sine for a matrix A with
oeients in Ck, we have LA(H
n
k ) = LA(C
n
k )⊕ LA(C
n
k ).
(
0 1
1 0
)
.
Proposition 3.7. A ∈ Hn(A) has Jordan rank one if and only if LA has rank
dimkA.
Proof : I thank Laurent Manivel for the simpliation of the argument he
suggested to me. Using the same argument as for the previous proposition, it
is enough to onsider the ase when A = Hk.
Sine for A = ν2(zt), ImLA ⊂ {(zt.λ), λ ∈ A} and sine this rank is a multiple
of dimA, we have equality and one impliation is proved. For the reverse
impliation, we may by an indutive argument, left to the reader, suppose that
A has order three. If a1,1 6= 0, the hypothesis implies that all the olumns of
A are right-multiple of the rst, whih implies that A has rank one. Therefore,
we may assume that the diagonal of A vanishes.
Moreover, if A has a vanishing row, sine it is Hermitian, we in fat have to
study a matrix of the form
(
0 z
z 0
)
, with z ∈ A suh that Q(z) = 0, and this
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matrix has rank one by proposition 3.5. We therefore assume that no row of A
vanishes.
Let Cu denote the olumns of A; I laim that all vetor spaes {Cu.λ, λ ∈
A} ⊂ A3 have dimension dimA/2. In fat, if {Cu.λ, λ ∈ A} has dimension
dimA, then the hypothesis implies that all the olumns of A belong to this
vetor spae; sine au,u = 0, A would have a vanishing row.
Let u be xed. Sine {Cu.λ, λ ∈ A} has dimension dimA/2, there exists a
vetor spae Ku of dimension two suh that ∀t, kerLau,t ⊃ Ku. Sine Ku is of
the form L(zu), we have ∀t, au,t ∈ R(zu). Sine A is Hermitian, au,t therefore
belongs to L(zt) ∩ R(zu), so it is of the form zt.bt,u.zu. The proposition 3.5
shows that A has rank one.
Finally, I would like to mention the following result, whih makes a link
between my denition of rank one and another denition that we nd in the
litterature [Har 90, p.290℄:
Proposition 3.8. Let A ∈ H3(A). Then A has Jordan rank one if and only if
A2 = (trA).A.
Proof : Using denition 3.1 with B = Id, we see that if A has rank one, then
A2 = (trA).A (even if we are in Hn(A) with n > 3).
Conversly, a diret omputation shows that trLA = (dimA)(trA). To prove
the proposition, we an assume A = Hk. If trA = 0, A
2 = 0, so L2A = 0, and so
LA has rank at most 6. By propositions 3.6 and 3.7, A has Jordan rank one. If
trA = 1, A2 = A, so L2A = LA. So LA has eigenvalue 1 with multipliity 4 and
eigenvalue 0 with multipliity 8 (trLA = 4). Therefore, the rank of LA is four
and proposition 3.7 applies.
3.4 Summary of properties of rank one matries
Let's summarize some of the results of the preeeding subsetion:
Theorem 3.1. Let V be a quadrati Jordan algebra isomorphi with Hn(A)
and 0 6= A ∈ V . The following onditions are equivalent :
1. A has Jordan rank one.
2. The lass of A in PV belongs to the losed orbit of Str(V ).
3. For any isomorphism ϕ : V ≃ Sn(C) (resp. Mn(C), AS2n(C)), ϕ(A) has
minimal rank 1 (resp. 1,2).
4. For any isomorphism ϕ : V ≃ Hn(A), ϕ(A) is the Veronese image of a
n-uple of elements in A.
5. For any isomorphism ϕ : V ≃ Hn(A), Lϕ(A) has rank dimA.
Proposition 3.1 shows that the map ν2 : A
n
99K P
n−1
A is exatly the analog of
the map kn 99K Pn−1. Let us understand better this map. In the ase A = Ck,
any vetor z ∈ (Ck)
n
an be written uniquely as x + y, with x ∈ R(e)n and
y ∈ R(f)n. If x and y don't vanish, then ν2(z) identies via PHn(Ck) ≃ PV
n
2
with ([x], [y]) ∈ PR(e)n × PR(f)n ≃ Pn−1 × Pn−1. Similarly, let h =
(
0 1
1 0
)
; a
vetor z ∈ (Hk)
n
an be written uniquely as x + y.h, with x, y ∈ R(e)n. The
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map Hnk 99K G(2, R(e)
n) orrresponding to ν2 sends z = (x+ y.h), x, y ∈ R(e)
n
on the line (x, y) ∈ G(2, R(e)n).
Any vetor z ∈ An yields a k-linear map A → An, λ 7→ z.λ. Let I denote
the losed subset of An where this map is not injetive; we have:
Proposition 3.9. The indeterminay lous of the rational map ν2 : A
n
99K
PAn−1 is exatly I. For z 6∈ I, ν−12 [ν2(z)] = {z.λ ∈ A : Q(λ) 6= 0} ≃ {λ ∈ A :
Q(λ) 6= 0}.
Therefore, we are as lose as possible to the situation of a usual projetive spae.
In fat, if we onsider the usual map pi : kn+1 99K Pn (ase A = Rk), then pi(z)
is dened if and only if z 6= 0, whih is equivalent to z 6∈ I. Moreover, if pi(z) is
dened, then pi−1[pi(z)] = {z.λ : λ 6= 0}.
Proof : If (zt) ∈ A
n
is suh that ∀t, u, ztzu = 0, then ∀t, Q(zt) = 0, and if for
example z1 6= 0, then ∀t, zt ∈ R(z1). Therefore, (zt).z1 = 0 and (zt) ∈ I. Thus
this indeterminay lous is inluded in I.
In the ase A = Ck, from the preeeding desription of the map ν2, it is
lear that this map annot extend to a point z in R(e) or R(f). Similarly, let
A = Hk and suppose z ∈ H
n
k is suh that λ 7→ z.λ is not injetive. If we write as
before z = x + y.h, with x, y ∈ R(e), we dedue that x and y are proportional,
beause dim{z.λ, λ ∈ Hk} = 2 implies dim({z.λ, λ ∈ Hk} ∩ R(e)) = 1 (proof
of proposition 3.3). Therefore, again, we annot extend the rational map ν2 to
z.
As we will see in the nal setion, things are not so well behaved as far as
otonions are onerned.
4 Subvarieties of projetive spaes
In this setion, we assume k has harateristi 0. I dene and lassify sub-
varieties of projetive spaes: as we shall see, this lassiation is a little dis-
appointing, beause there are very few suh subvarieties. I hope that further
investigations will explain this fat.
If X ⊂ PAn is a subvariety, I denote X˜ the losure of its preimage by ν2
(this preimage is a subset of An+1).
From the theorem of Newlander and Nirenberg, it follows that a real sub-
variety of a usual omplex variety is a omplex subvariety if and only if eah
tangent spae (whih is a real subspae) is stable by the multipliation by om-
plex numbers. Therefore, it seems natural to me to introdue the following
Denition 4.1. A subvariety X ⊂ PAn is an A-variety if the orresponding
ane one X˜ ⊂ An+1 has the property that ∀x ∈ X˜, TxX˜ ⊂ A
n+1
is preserved
by right multipliation by any element in A.
Sine X˜ itself is preserved by right multipliation by A, this ondition is
equivalent to the fat that TxX˜ = Tx.λX˜.
Let us disuss what A-varieties are.
Proposition 4.1. Let X ⊂ Pn
C
= Pn×Pn be a losed subvariety. The following
onditions are equivalent:
1. X is a Ck-variety.
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2. There exist P1, . . . , Pa ∈ Ck[X0, . . . , Xn] suh that
x ∈ X˜ ⇐⇒ ∀1 ≤ t ≤ a, Pt(x) = 0.
3. There exist X1, X2 ⊂ P
n
ordinary varieties suh that
X = X1 ×X2 ⊂ P
n × Pn.
Proof : I will show that (1) and (2) are equivalent to (3). Let us show that
(3) implies (1) and (2). If X = X1 ×X2, and if X˜i ⊂ k
n+1
is the usual ane
one of Xi, then X˜ ≃ X˜1 ⊕ X˜2, under the isomorphism (Ck)
n+1 = R(e)n+1 ⊕
R(f)n+1 ≃ kn+1 ⊕ kn+1. Let us denote by p1 and p2 the two projetions
on kn+1, whih orrespond to the multipliations by e and f . We have that
T(x1,x2)X˜ = Tx1X1 ⊕ Tx2X2 is preserved by pi. We thus have (1).
Let (ft) and (gu) be dening equations of X1 and X2 in P
n
. The inlusion
of algebras k ⊂ Ck indues an inlusion ϕ of k[X0, . . . , Xn] in Ck[X0, . . . , Xn].
If we set Pt = eϕ(ft) and Qu = fϕ(gu), then it is lear that ∀(av, bv) ∈ C
n+1
,
Pt[(av(e)+bv(f))v] = 0 if and only if ft(av) = 0, and similarlyQu[(ave+bvf)v] =
0 if and only if gu(bv) = 0. Therefore, the polynomials (Pt, Qu) dene the variety
X˜1 ⊕ X˜2, and (2) is true. Note that we an reverse this omputation : if (2) is
true, then X is a produt and we have (3).
The last thing to be proved is that (1) implies (3). If T(x1,x2)X˜ is stable by the
two projetions p1 and p2, aording to the more general following proposition,
X˜ is the sum of two varieties.
Proposition 4.2. Let Vt, 1 ≤ t ≤ a be vetor spaes over k and X ⊂
⊕
Vt =: V
an irreduible ane variety suh that ∀(λt) ∈ k
a, (xt) ∈ X ⇒ (λt.xt) ∈ X and
∀x ∈ X,TxX is the sum of its intersetions with Vt ⊂ V .
Then there exist irreduible ane varieties Xi ⊂ Vi suh that X =
⊕
Xi.
Proof : By indution, we an assume that a = 2. Let us onsider the restritions
p1,2 to X of the projetions on V1,2. Let ni be the generi dimension of TxX∩Vi
and Xi = pi(X). Let x = (x1, x2) ∈ X be a smooth generi point. Then
TxX = (TxX ∩ V1) ⊕ (TxX ∩ V2) has dimension n1 + n2, so dimX = n1 + n2.
Moreover, the kernel of dp1 is TxX ∩ V2, of dimension n2, and also the kernel
of dp2 has dimension n1. It follows that dimXi = ni. Thus ∀x2 ∈ X2, p
−1
2 (x2)
has dimension at least n1. Sine the restrition of p1 to this preimage is an
isomorphism on its image whih is a subvariety of X1, we dedue that p
−1
2 (x2) =
{(x1, x2) : x1 ∈ X1}. Therefore X = X1 ⊕X2.
We now onsider the quaternioni ase:
Proposition 4.3. Let X ⊂ PHnk = G(2, 2n + 2) be a losed subvariety. The
following onditions are equivalent:
1. X is a Hk-variety.
2. There exist l1, . . . , la right-linear forms suh that x ∈ X˜ ⇐⇒ ∀1 ≤ t ≤
a, lt(x) = 0.
3. There exists a linear subspae L ⊂ k2n+2 suh that X = G(2, L) ⊂
G(2, k2n+2).
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This proposition, though a little disappointing, does not really ome as a
surprise, at least from a heuristi point of view. In fat, due to the lak of
ommutativity of Hk, the ondition that a polynomial on Hk vanishes is well-
dened on a quaternioni projetive spae only if this polynomial is linear.
Proof : If X ⊂ G(2, k2n+2) is the subgrassmannian G(2, L), then X˜ ⊂ (Hk)
n+1
is a sublinear spae preserved by right mutipliation by Hk (in fat L ⊂ R(e)
n+1
is preserved by right multipliation by 1 and e, and so L⊕ L.h is preserved by
right multipliation by Hk). Therefore (3) implies (1). By proposition 2.3, any
linear spae in (Hk)
n
preserved by right-multipliation by Hk is given by linear
equations, so (3) and (2) are equivalent.
To prove that (1) implies (3), I suggest two proves, one studying X˜ and
one studying X . For the rst proof, we note that X˜ ⊂ Hn+1k is stable by right
multipliation by Ck ⊂ Hk and all the tangent spaes TxX˜ also. Therefore,
by proposition 4.1, there exists X1 ⊂ R(e)
n+1
and X2 ⊂ R(f)
n+1
suh that
X˜ = X1 ⊕ X2. Sine X˜.h = X˜, X2 = X1.h. Moreover, if x1, x2 ∈ X1, then
(x1, x2.h) ∈ X˜ and the fat that T(x1,x2)X˜ is preserved by multipliation by h
implies that Tx2X2 = Tx1X1.h. Thus Tx1X1 does not depend on x1 and X1 is
a linear spae.
For the seond proof, we remark that if for x˜ ∈ X˜ ∩ (Hnk − I), Tx˜X˜ is a Hk-
linear spae of dimension 4 dimX orresponding to M ∈ G(2 dimX,R(e)n+1),
then for x = ν2(x˜), T[x]X is inluded in (and thus equal to by dimension
ount) L∗x ⊗ M/Lx, where Lx stands for the linear spae parametrized by
x ∈ G(2, R(e)n+1). This will imply that X is a subgrassmannian by the fol-
lowing more general proposition.
Proposition 4.4. Let r ≥ 2 and X ⊂ G(r, V ) a subvariety of a Grassmannian
suh that ∀x ∈ X there exists a linear subspae M of V suh that TxX =
L∗x ⊗ (M/Lx) ⊂ L
∗
x ⊗ V/Lx = TxG(r, V ). Then there exists a linear subspae
L ⊂ V suh that X = G(r, L).
Proof : The hypothesis implies that dimX is a multiple of r, so let d suh that
dimX = rd. Consider the total spae T of the restrition of the tautologial
bundle to X , and the natural projetion p : T → V . Let L = p(T ); if 0 6= v ∈
p(T ), then p−1(v) ≃ {x ∈ X : v ∈ Lx}. Therefore, the tangent spae to this
ber is the set of ϕ ∈ L∗x ⊗ (V/Lx) suh that ϕ(v) = 0. The hypothesis implies
that this has dimension r(d−1), thus p(T ) has dimension rd+r−r(d−1) = r+d.
If v ∈ p(T ), let Xv = {x ∈ X : v ∈ Lx}, and let Tv be the restrition of T to
Xv. Again, a ber of the projetion p : Tv → V has dimension r(d−2) and thus
p(Tv) is also of dimension r + d. So, we have that p(Tv) = p(T ) and it follows
that p(T ) is a linear spae, and by dimension ount X = G(r, p(T )).
5 The exeptional ase
In this setion, I give a study of the otonioni projetive plane similar to
that of the projetive spaes over Rk,Ck,Hk. First, I have to understand the
struture group of the exeptional Jordan algebra. It has been known for very
long that the exeptional Lie groups of types F4 and E6 an be dened in terms
of Jordan algebras. Here however, I will desribe the Chevalley group of type
E6 (over the integers) using the inidene geometry of the 27 lines on a smooth
ubi surfae. This idea omes from [Fau 01℄ and [Lur 01℄. First, I onsider a
degree three polynomial, dened using the geometry of smooth ubi surfaes. I
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show that the group of elements preserving it is simple of type E6 without using
any results on Jordan algebras (theorem 5.1). Then I show that this polynomial
is equivalent to the determinant of the exeptional Jordan algebra (proposition
5.1). Finally, using the known representation theory of E6(k), I desribe the
otonioni plane (theorem 5.2).
5.1 Preliminary fats on smooth ubi surfaes
Let S ⊂ P3
C
be a smooth ubi surfae and let P denote the set of lines in
S. Let L denote the set of tritangent planes. If p ∈ P and l ∈ L, I write p ∈ l
whenever the line lies in the plane. It is well known ([Har 77, setion V.4.℄ or
[DV 04, setion 10℄) that there are 27 lines on S and 45 tritangent planes, eah
of whih ontaining three lines.
Following J.R. Faulkner [Fau 01℄, let us all a 3-grid a ouple of triples of
planes [(l1, l2, l3), (m1,m2,m3)] suh that the intersetion of li and mj is a line
in S (the inidene relation of the 9 orresponding lines looks like a 3×3-grid).
5.2 Denition of the Chevalley group of type E6
Following J.R. Faulkner, let θ : L → {−1, 1} be a funtion with the property
that for any 3-grid [(l1, l2, l3), (m1,m2,m3)] of (P ,L), one has
θ(l1)θ(l2)θ(l3) + θ(m1)θ(m2)θ(m3) = 0
(theorem 5 in [Fau 01℄ exhibits suh a funtion).
Let V = ZP and let α be the following form on this module:
α(f) =
∑
l∈L
θ(l)
∏
p∈l
f(p).
We have the following:
Theorem 5.1. The group-sheme of elements preserving α is isomorphi with
the simply-onneted Chevalley group of type E6. Its projetivisation is the ad-
joint group. Moreover, if k is algebraially losed, then the losed orbit of G(k)
ating on P(V ⊗ k) is the singular lous of the ubi hypersurfae dened by α.
Proof : Let G be this group-sheme. Let k be an innite eld; let us rst show
that G(k) is split redutive of type E6.
First of all, there is an expliit formula for α, omputed as formula (7) in
[Fau 01℄: let V1 be the Z-module of 3× 3-matries with integer oeients and
W = V1 ⊕ V1 ⊕ V1. Let β be the ubi form
β(A,B,C) = det(A) + det(B) + det(C)− tr(ABC).
Then (V, α) is isomorphi with (W,β).
I an exhibit a maximal torus in G: let M,N,P ∈ SL3(k). Then the
ation (M,N,P ).(A,B,C) = (MAN−1, NBP−1, PCM−1) denes an element
in G(k). Taking diagonal matries, we thus have a torus T ⊂ G of rank 6
(dened over Z). Let us show that it is a maximal torus in G. Let g ∈ G(k)
be an element ommuting with T (k). Sine g preserves the eigenlines of T (k),
it is of the form (g.f)(p) = λ(g)f(p). Therefore, it preserves the three spaes
V1 ⊕ {0} ⊕ {0}, {0} ⊕ V1 ⊕ {0} and {0} ⊕ {0} ⊕ V1. Sine α(A, 0, 0) = det(A),
there exist M1, N1 suh that g.(A, 0, 0) = (M1AN
−1
1 , 0, 0). Moreover, sine g
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ats diagonaly,M1 and N1 are diagonal. Similarly, we prove that g.(A,B,C) =
(M1AN
−1
1 , N2BP
−1
1 , P2CM
−1
2 ). The fat that g preserves tr(ABC) implies
M1 =M2, N1 = N2 and P1 = P2 and so g ∈ T (k).
I now show that the Weyl group of G(k) is the Weyl group of type E6. Let g
be in the normalizer of T (k). Then g permutes the eigenlines of T (k); therefore
it indues a bijetion of P . Sine g preserves α, this bijetion orresponds to a
bijetion of the inidene (P ,L). Sine the isomorphism group of this geometry
is W (E6) [Man 74, th. 23.9℄, we therefore have a map W (G) → W (E6). We
have already seen that this map is injetive. Let us argue for its surjetivity.
Let w be an isomorphism of (P ,L).
Consider the funtion ψ : L → {−1, 1}
l 7→ θ(l)/θ(w.l)
. It has the property that
ψ(l1)ψ(l2)ψ(l3) = ψ(m1)ψ(m2)ψ(m3) for any 3-grid [(l1, l2, l3), (m1,m2,m3)].
By lemma 4 in [Fau 01℄, there exists x ∈ {−1, 1}P suh that ψ(l) =
∏
p∈l x(p).
Therefore, we an set (g.f)(p) = x(p)g(w.p) to get an element g ∈ NG(T ) whih
is equivalent to w modulo T .
From this it follows that V ⊗ k is an irreduible representation of G(k). In
fat, let U ⊂ V ⊗ k be any sub-representation. If U ontains a vetor dierent
from 0, sine k is innite, U ontains an eigenvetor for T ⊗ k. Using the above
ation of the Weyl group of G(k), U ontains all the eigenvetors and therefore
equals V ⊗ k. Thus, G(k) is redutive.
Let G(k)0 be the onneted omponent of the identity element in G(k). I
have to show that the image of NG(k)0(T ) is also W (E6). Sine this image is a
normal subgroup of the group W (E6) whih has a normal simple subgroup of
index 2, it is enough to exhibit an odd element of this image. This is easy, on-
sidering the ation (A,B,C) 7→ (MAN−1, NBP−1, PCM−1) with (M,N,P ) in
the onneted variety SL3(k)
3
. Note that onsidering these elements of G(k),
one heks that G(k) and G(k)0 have the same enter, namely {j.Id : j3 = 1}.
I therefore have shown that G(k)0 is a split redutive group of type E6. To
show that G(k) is in fat onneted, I rst prove the result about the singular
lous.
Assume that k is algebraially losed. Let X ′ ⊂ P(V ⊗ k) denote the losed
G(k)0-orbit and let X be the singular lous of the hypersurfae dened by
α. Sine X is a non-empty losed invariant subvariety of P(V ⊗ k), we have
X ⊃ X ′. Let K and K ′ be the spaes of quadris whih vanish along X and
X ′: K ⊂ K ′. We have a G(k)0-equivariant map ϕ : (V ⊗ k) → K given by
v 7→ (u 7→ Duα(v)). It is easy to hek that ϕ is not identially 0. Sine V
is irreduible, by Shur's lemma, this is an injetion and dimϕ(V ⊗ k) = 27.
Moreover, sine X ′ ⊂ P(V ⊗ k) is projetively normal [RR 85, theorem 1℄, the
restrition map yields an exat sequene
0→ K ′ → Q(V ⊗ k)→ H0(X ′,O(2))→ 0.
(Q(V ⊗ k) denotes the spae of quadrati forms on V ⊗ k). The dimensions
of the vetor spaes involved in this exat sequene are the same in positive
harateristi as in zero harateristi (the middle dimension is obviously the
same and the others ould only eventually be larger, sine X ′ an be realized as
a at sheme over Z); therefore, dimK ′ = 27. We thus have ϕ(V ) ⊂ K ⊂ K ′
and these vetor spaes have dimension 27, so ϕ(V ) = K = K ′. Sine the ideal
of X ′ is generated by quadris [Ram 87, th 3.8, p.86℄, X = X ′.
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Let P the stabilizor in G(k)0 of a point in X . We have X = G(k)0/P . It
follows from [Dem 77, Théorème 1℄ that G(k)0 → Aut(X) is surjetive. Sine
X is the singular lous of {α = 0}, we have exat sequenes (C(k) denotes the
ommon enter of G(k) and G(k)0)
1→ C(k)→ G(k)→ Aut(X)→ 1
1→ C(k)→ G(k)0 → Aut(X)→ 1.
Thus we have: G(k) = G(k)0.
The enter of G(k) ontains {j.Id : j3 = 1} whih in any harateristi is a
sheme of length three. Therefore G(k) is simply-onneted.
Hene for all algebraially losed elds k, G(k) is the simply-onneted simple
group of type E6. Moreover, it is proved in [Lur 01, Theorem 5.5.1℄ that the
dimension of the Lie algebra of G over Z/pZ is allways 78 (it does not depend
on p). It follows therefore from the proof of [Har 77, proposition III 10.4℄ that G
is smooth over Z. From the uniqueness result [SGA 3, exposé XXIII, orollaire
5.4℄, the theorem follows.
5.3 E6 and the exeptional Jordan algebra
The following result makes the link between the preeeding subsetion and
the rest of the artile. Reall that the determinant of the exeptional Jordan
algebra is dened by the equation [Ja 63, (18), p.37℄ :
det

 r1 x3 x2x3 r2 x1
x2 x1 r3

 = r1r2r3+2〈x1x2, x3〉−r1Q(x1)−r2Q(x2)−r3Q(x3). (3)
Proposition 5.1. The previous form α is isomorphi with the determinant of
the exeptional Jordan algebra det.
Therefore, the group of elements preserving det is also the simple simply-
onneted group of type E6.
Proof : If ai,j , bi,j , ci,j , 1 ≤ i, j ≤ 3, are integers, a ourageous reader will hek
that the determinant of the hermitian matrix H =

 b1,3 x3 x2x3 c3,1 x1
x2 x1 −a1,1


with
x1 =
(
a2,1 − c3,3
a3,1 c3,2
)
+
(
b3,1 − b2,1
− b3,2 b2,2
)
e ;
x2 =
(
a1,2 a1,3
− b3,3 b2,3
)
+
(
c2,2 − c2,3
− c1,2 − c1,3
)
e ;
x3 =
(
− a3,3 a3,2
a2,3 − a2,2
)
+
(
b1,2 c1,1
b1,1 c2,1
)
e
is detA+detB +detC − tr(ABC), if A = (ai,j), B = (bi,j) and C = (ci,j).
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Here is the explanation how I found this formula. A Shäi's double-six is
by denition [Har 77, p.403℄ a ouple (Ei, Fi) of sextuples of lines in S suh
that Ei don't meet Ej if i 6= j, and Ei meets Fj if and only if i 6= j. Suh
double-sixes exist and label uniquely the other lines in S, sine there is a unique
line meeting Ei and Fj when i 6= j.
Now, let us say that a linear form l ∈ {ai,j , bi,j , ci,j} meets another lin-
ear form m if lm divides a monomial appearing in the expression of α. It is
easily seen that ((a1,1, a2,1, a3,1, b2,1, b2,2, b2,3), (a1,2, a2,2, a3,2, b1,1, b1,2, b1,3)) is
a Shäi's double-six for this inidene relation. Playing the same game with
det, one sees that we an start lling a hermitian matrix of oordinates with
the following forms :


b1,3 x3 x2
x3 =
(
0 a3,2
0 a2,2
)
+
(
b1,2 0
b1,1 0
)
e c3,1 x1 =
(
a2,1 0
a3,1 0
)
+
(
0 b2,1
0 b2,2
)
e
x2 =
(
a1,2 0
0 b2,3
)
x1 a1,1

 .
Then, using the fat that a Shäi's double-six labels all the lines, one an nish
lling the above matrix. One gets the matrix H up to signs; the determinant of
this matrix involves the 45 expeted monomials, but with wrong signs. These
signs may be orreted using the algorithm desribed in the proof of [Fau 01,
lemma 4℄.
5.4 The otonioni projetive spae
Let L be the set of all the projetive lines in the spae P{Re = 0} ⊂ P(Ok),
on whih the restrition of the otonioni produt vanishes identially. Let X0
be the set of matries of the form

 0 a ba 0 c
b c 0


, with a, b, c otonions whih
generate a line in L. Let X1 be the set-theoreti image by ν2 of triples of
elements in Ok generating an assoiative subalgebra.
Proposition 5.2. Let X ⊂ PH3(Ok) be the variety of rank one elements in the
exeptional Jordan algebra. Then
• X = X0 ∐X1.
• X is the losed orbit of Str(H3(Ok)).
• X is the singular lous of the hypersurfae {det = 0}.
• X is dened by the following quadris:
a1,1a2,2 = Q(a1,2), a1,1a3,3 = Q(a1,3), a2,2a3,3 = Q(a2,3)
a1,1a2,3 = a2,1a1,3, a3,2a2,1 = a3,1a2,2, a2,1a3,3 = a2,3a3,1.
• The hypersurfae dened by the determinant is the losure of the set of
sums of two rank one elements.
Remark : This variety is not, aording to [Zak 93, th.4.9, p.90℄, the image of
all otonioni triples. In fat, the oeients of a matrix in X belong to an
assoiative subalgebra of Ok, whih is not the ase in general if we take the
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image of any triple. Moreover, all the elements of X are not images of ν2. The
laim of F.L. Zak, that ν2(z.λ) = ν2(z) for any invertible otonion λ, is also
wrong, due to the lak of assoiativity.
J. Roberts [Rob 88℄ has shown that the singular lous of the hypersurfae dened
by det is a Severi variety (f [Zak 93, Cha 02℄ for the denition and study of
Severi varieties).
If A ∈ PH3(OC) is in fat in PH3(OR) and annihilates the quadris of the
proposition, its diagonal annot vanish; therefore it is easy to see that it is the
image by ν2 of a vetor in O
3
R
with one oordinate equal to 1. We thus see the
link with the set of matries onsidered by Freudenthal or Tits [Fre 54, Tit 53℄.
Proof :We already know that the losed orbit is the singular lous of {det = 0}.
A diret omputation using the expliit formula (3) shows that the equations of
this lous are
a1,1a2,2 = Q(a1,2), a1,1a3,3 = Q(a1,3), a2,2a3,3 = Q(a2,3)
a1,1a2,3 = a2,1a1,3, a3,2a2,1 = a3,1a2,2, a2,1a3,3 = a2,3a3,1. (4)
One an hek that an element of rank one annihilates these quadris; therefore
X is the losed orbit.
Computing the number of roots of the paraboli subgroup stabilizing a high-
est weight vetor, it is easily seen that dimX = 16.
If X01 is the image by ν2 of vetors of the form (1, z1, z2), it is lear that
the preeeding quadris vanish on X01 , therefore X
0
1 ⊂ X . Sine dimX
0
1 =
16, equality holds. Sine Ok is an alternative algebra (meaning that every
subalgebra generated by two elements is assoiative), all oeients of a matrix
in X ′ belong to an assoiative algebra. This explains why we onsider images
by ν2 of triples of otonions generating an assoiative algebra.
If A and B belong to X , then det vanishes at order two on the line (AB)
at the points A and B. Therefore, all the points of the line (AB) are with van-
ishing determinant. Now, if A =

 1 0 00 0 0
0 0 0


and B =

 0 0 00 1 0
0 0 0


, then
TAX ∩ TBX =



 0 ∗ 0∗ 0 0
0 0 0



 . Therefore, the losure of the set of sums of
two elements of X is at least an hypersurfae in H3(Ok). So, this is exatly the
hypersurfae dened by the determinant.
To nish the proof of the proposition, we have to understand the imageX1 of
ν2. Let A ∈ X . If A has non-vanishing rst diagonal oeient, we an suppose
that this oeient equals one, and then A = ν2(1, a2,1, a3,1) belongs to X
0
1 and
thus X1. The same holds for any matrix whih diagonal does not vanish. If
Re(a2,1) 6= 0, we an argue as in proposition 3.2 with the matrix

 0 1 01 0 0
0 0 0


.
It is therefore suient to onsider matries of the form

 0 a ba 0 c
b c 0


with
Re(a) = Re(b) = Re(c) = 0. In this ase, the quadris (4) show that Q(a) =
Q(b) = Q(c) = 0 and ab = ba = ac = ca = bc = cb = 0 (sine a = −a, b = −b
and c = −c). Thus the otonions a, b, c are in a subalgebra where the produt
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vanishes identially. This subalgebra has dimension at most 2 (in fat if a and
b are not ollinear, then sine ac = bc = 0, c ∈ L(a) ∩ L(b) = V ect(a, b)). If it
has dimension 2, then A ∈ X0. If it has dimension 1, then all oeients of A
are salar multiple of some otonion with vanishing norm; sine we an put this
otonion in a subalgebra of Ok isomorphi with Hk, proposition 3.2 shows that
A ∈ X1.
The last thing to prove is that X0 and X1 are disjoint.
Let A =

 0 a ba 0 c
b c 0

 ∈ X0, with a, b, c otonions as before, and suppose there
exist z1, z2, z3 suh that ν2(z1, z2, z3) = A, or:


Q(z1) = Q(z2) = Q(z3) = 0.
z1z2 = a
z1z3 = b
z2z3 = c.
Suppose rst that no element in {a, b, c} is zero.
If a and b, b and c, and c and a are not ollinear, we dedue from the system
that z1 ∈ L(a) ∩ L(b) = (a, b), and similarly z2, z3 ∈ (a, b). We therefore have a
ontradition, beause this implies z1z2 = 0.
If for example a and b are ollinear, but not a and c, then, the system implies
z2, z3 ∈ L(a) ∩ L(c) = (a, c). We therefore have z2z3 = 0, a ontradition.
If for example c = 0 and a, b 6= 0, we still have z1 ∈ (a, b), but only z2 ∈ L(a)
and z3 ∈ L(b). If we had z2 ∈ L(b), we would have z2 ∈ (a, b) and a = z1z2 = 0,
a ontradition. Thus, z2 6∈ L(b) and so bz2 6= 0. This shows that L(b)∩R(z2) =
〈bz2〉 (proposition 1.2). Sine z3 ∈ L(b)∩R(z2), it is propotionnal to bz2. But in
that ase, sine z2 ∈ L(a), z3 is in Rb[R(a)] = R(a)∩R(b) = (a, b) by proposition
1.2. This in turn would imply that z1z3 = 0, and a ontradition.
Referenes
[Cha 02℄ P.E. Chaput, Severi varieties. Math. Z. 240 (2002), no. 2, 451459.
[Cha 03℄ P.E. Chaput, thesis, available at
http://www.math.sienes.univ-nantes.fr/˜haput
[DV 04℄ I.V. Dolgahev, A Verra, Topis in lassial algebrai geometry, avail-
able at http://www.math.lsa.umih.edu/˜idolga/
[Fre 54℄ H. Freudenthal, Beziehungen der E7 und E8 zur Oktavenebene, Inda-
gat. Math. 16 (1954) 218230 and 636638, 17 (1955) 151157 and 277285,
25 (1963) 457487.
[SGA 3℄ Grothendik, A.,Demazure, M. Shémas en groupes. III: Struture des
shémas en groupes rédutifs. Séminaire de Géométrie Algébrique du Bois
Marie 1962/64 (SGA 3). Leture Notes in Mathematis 153.
[Dem 77℄ Demazure, M. Automorphismes et déformations des variétés de Borel.
Invent. Math. 39 (1977), no. 2, 179186.
22
[Fau 01℄ Faulkner, J.R. Generalized quadrangles and ubi forms. Comm. Alge-
bra 29 (2001), no. 10, 46414653.
[Gar 01℄ Garibaldi, R.S. Struturable algebras and groups of type E6 and E7. J.
Algebra 236 (2001), no. 2, 651691.
[Har 90℄ F.R. Harvey, Spinors and alibrations. Perspetives in Mathematis,
9. Aademi Press, In., Boston, MA, 1990.
[Har 77℄ Hartshorne, R. Algebrai geometry. Graduate Texts in Mathematis,
52. Springer-Verlag, 1977.
[Ja 58℄ N. Jaobson, Composition algebras and their automorphisms. Rend.
Cir. Mat. Palermo (2) 7 (1958), 5580.
[Ja 59℄ N. Jaobson, Some groups of transformations dened by Jordan alge-
bras. I. J. Reine Angew. Math. 201 (1959) 178195.
[Ja 63℄ N. Jaobson, Generi norm of an algebra. Osaka Math. J. 15 (1963)
2550.
[Ja 68℄ N. Jaobson, Struture and representations of Jordan algebras. Am.
Math. So. Coll. Publ. vol XXXIX (1968).
[Ja 69℄ N. Jaobson, Letures on quadrati Jordan algebras. Tata Institute of
Fundamental Researh Letures on Mathematis, No. 45. Tata Institute of
Fundamental Researh, Bombay, 1969
[Ja 85℄ N. Jaobson, Some projetive varieties dened by Jordan algebras. J.
Algebra 97 (1985), no. 2, 565598.
[LM 99℄ J.M. Landsberg, L. Manivel, The projetive geometry of Freudenthal's
magi square. J. Algebra 239 (2001), no. 2, 477512.
[Lur 01℄ Lurie, J. On simply laed Lie algebras and their minusule representa-
tions. Comment. Math. Helv. 76 (2001), no. 3, 515575.
[Man 74℄ Manin, Y.I. Cubi forms. Algebra, geometry, arithmeti. Seond edi-
tion. North-Holland Mathematial Library, 4.
[MC 65℄ K. MCrimmon, Norms and non-ommutative Jordan algebras. Pa-
i J. Math 15(1965) 925-956.
[RR 85℄ S. Ramanan, A. Ramanathan, Projetive normality of ag varieties
and Shubert varieties. Invent. Math. 79 (1985), no. 2, 217224.
[Ram 87℄ A. Ramanathan, Equations dening Shubert varieties and Frobenius
splitting of diagonals. Inst. Hautes Études Si. Publ. Math. 65, (1987),
6190.
[Rob 88℄ J. Roberts, Projetive embeddings of algebrai varieties. Monografías
del Instituto de Matemátias, 19. Universidad Naional Autónoma de Méx-
io, Méxio, 1988.
[Sh 66℄ R.D. Shafer, An introdution to nonassoiative algebras. Correted
reprint of the 1966 original. Dover Publiations, In., New York, 1995
23
[BS 60℄ F. van der Blij, T.A. Springer, Otaves and triality. Nieuw Arh. Wisk.
(3) 8 1960 158169.
[Tit 53℄ J. Tits, Le plan projetif des otaves et les groupes de Lie exeptionnels.
Aad. Roy. Belgique. Bull. Cl. Si. 39(5), (1953). 309329.
[Zak 93℄ F. L. Zak, Tangents and Seants of Algebrai Varieties. Amerian
Mathematial Soiety, Providene, RI (1993).
24
