Abstract-We develop a new framework of multitree dictionaries which include many previously proposed dictionaries as special cases. We show how to efficiently find the best object in a multitree dictionary using a recursive dynamic programming algorilhm. We apply our framework Io find the best rectangular tiling of an image domain.
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INTRODUCTION.
Over the last ten years, a number of research efforts have concentrated on developing adaptive algorithms for representing and approximating signals in overcomplete dictionaries. Some examples are best basis search in dyadic wavelet packet trees and dyadic local cosine trees [3] , matching pursuit [I41 and its variants, and basis pursuit [Z] . The applications of such algorithms include compression [IS] , extraction of time-frequency features [4] , [6] , [20] and geometric features [IO] , noise removal [Ill, [12] , [16] , [17] , and others. The ultimate objective of these efforts is to adaptively compute a parsimonious representation at a low computational cost.
Among the aforementioned methods, the best basis search algorithms have the lowest complexity. The original paper on best basis search [3] considered the wa\'elet packet bases and bases of local cosines on dyadic intervals. In each of these two cases, all the bases in the dictionary can be organized using a single tree: a dyadic tree in I-D and a quadtree in 2-D. This organization was exploited in [3] to devise a fast dynamic programming algorithm to find the best basis for any additive cost function.
Since then, a number of efforts have sought to lift the restrictions that a fixed dyadidquadtree structure imposes on the underlying dictionary. Search .methods for various dictionm'es that correspond to different sets of possible timefrequency tilings have been proposed, such as the double-tree algorithm [7] , time-frequency trees [ 191, [ZI] , space-frequency trees [E] , adaptive Haar-Walsh tilings [13] , anisotropic wavelet packets [I] , [5] , anisotropic cosine packets [I] , and mixed isotropicianisotropic packets [I] .
The main contribution of the present paper is a new framework of multitree dictionaries which include many previously proposed dictionaries as special cases. We show how to efficiently find the best object in a multitree dictionary using (d) Another sequence af splits that leads to the tiling in (a).
a recursive dynamic programming algorithm. This is done in Section 111. We lead into that discussion with a specific example, namely, optimal rectanplar tiling algorithms which are presented in Section 11. We argue in Section 111 that the algorithms of Sections I1 are special cases of a general dynamic programming algorithm for finding the best object in a multitree dictionary. We moreover show in Section IV that another special case is a recursive version of the algorithm from [I] , [5] to find the best 2-D anisotropic wavelet packet basis. Yet another special case of our algorithm is the best multitree local cosine basis [9].
OPTIMAL RECTANGULAR TILINGS.
We consider all images supported on a rectangular domain Q c 2 ' . Suppose we are given an image f and would like to segment it into rectangular regions P I , P?, . . . ~ Pd so as to minimize a cost which is equal to the sum of the costs of the individual rectangles:
where e is a cost function which is application specific. We restrict our choice of tilings, and only consider those tilings that can be obtained by a recursive binary splitting process:
. start with a tiling which consists of a single rectangle . for every rectangle in the tiling, namely, the whole image domain; either keep it and do not split it ever again, or split it into hvo rectangles;
. continue until all the rectangles in the tiling are labeled A rectangular tiling which can be obtained through this procedure is called an acceptable tiling. We will use A to denote the set of all acceptable tilings of the image donlain Q. An acceptable tiling is illustrated in Fig. I(a) . The rectangular tiling depicted in Fig. I(b) cannot be obtained through the binary splitting process described above, even though every region in the tiling is a rectangle. This tiling is therefore not an acceptable tiling.
The binary splitting process is conveniently visualized as a tree, with every node of the tree corresponding to a rectangular region of the image, as shown in Fig. l(c) . In our diagrams, we draw a vertical line through a node in the tree if the corresponding region is split along a vertical line, and a horizontal line if the corresponding region is split along a horizontal line. The yield' of the binary tree is then the tiling of the image domain. The set of all such trees will give us the set of all acceptable tilings (however, several different trees may correspond to the same tiling, as shown in Fig. l(c,d) ). Our optimal tiling problem is therefore equivalent to searching for a tree with the least costly yield.
We now show that this problem can be solved efficiently, using a polynomial-complexity algorithm. Let C; be the optimal cost for a rectangle P. Our algorithm starts from the entire image domain Q, and makes the following recursive call:
"never split again".
C; = min{e(P), niin{C;, + Cb,,}]>
(1)
where the inner minimization is done over all ordered pairs of rectangles (P'. P") which partition the rectangle P :
We always assume that, if the split it horizontal, then P' is on top of P", and if the split is vertical, then P' is to the left of PI'. The recursive call ( I ) terminates at the pixels:
if P is a pixel, then c ' , = e ( P ) . (2) To avoid repetitive calculation, we store tbe optimal cost and the optimal split for each rectangle in a global 
("i,"?)EP which results in the following overall segmentation cost:
where f(nl,nz) is the pixel value at the location ( n l , n z ) ;
fp, is the average of the image f over the rectangle P,;
d is the number of rectangles in the segmentation; c is a weighting parameter. The first term in this cost penalizes excessive variability of the image within each rectangle of the tiling. If the second term did not exist-is., if we had c = &then a best solution would be to segment the image domain into 1 x 1 rectangles. The second term penalizes the number of rectangles in the tiling.
For this paiticular cost function (3), computing e ( P ) for every rectangle P can be done very efficiently by defining the following two statistics:
and noticing that, if we know these two statistics for a pair of rectangles (PI, P") which partition a rectangle P , we can calculate e(P) in O(1) time as follows: Pl(f.P) = P l ( f .~) + P l ( f , P " ) Pdf, P ) = P d f , P') + P?(f: P") e(P) = P~U , p) -P:(s, p ) /~i i + c. This is used to compute all the costs in a bottom-up fashion, with both time and space complexity O(N:N?N,?) .
Tbe overall time complexity of the algorithm-i.e., the computation of the costs and the recursive search combinedis O(N?N,2(Ni + N z ) ) . The overall space complexity is O(N,?.V?N,?) . In some situations, the computation of the costs may be more complex and in fact may dominate the computational complexity of the overall algorithm.
Note that reducing the number of acceptable rectangular tilings may result in a lower computational complexity of the algorithm. For example, we can restrict the search space if we only allow a rectangle to be split into two congruent rectangles, as was done in, e.g., [SI. In other words, we can impose that during our recursive binary splitting process, an n., x n2 rectangle may only be split either into two n1/2 x nz rectangles, or into two nl x nz/2 rectangles. This scenario is similar to the anisotropic wavelet packets [I] for a square image with N pixels, :VI = Nz = q%.
'The scenario which is similar to the classical wavelet packets resnlts from imposing that, furthermore. any honrontal split must he followed by a venical one. and vice versa In other words, if an nl x nz rectangle resulted from a horizontal split, it is only allowed to be split into two nl x nz12 rectangles:
and if it resulted from a vertical split, it is only allowed to be split into huo n1J2 x n2 rectangles. 'The yield of a tree is the set of all leaves of the tree.
are labeled with the elements of a, left to right. We let T(G) be the set of all trees that can be produced-' by the grammar G. For each tree t E T(G), we let the yield Y ( t ) o f t be the unordered set of the labels of the leaves o f t .
Note that in the rectangular tiling example, the splitting process was binary and led to dyadic trees. Here, we allow splits into an arbitrary finite number of atomic objects.
We let T,(G) be the set of all trees in T ( G ) whose root is labeled a . We say that a grammar G = ( A , S ) isfinire-depth if, for even a E A, T,(G) is a finite set. 
('IU)
1 V [ i I ' ) .
"'=L1
\ \ e uould like to find the he<t obiect in the dictionan 'D, . one of no more than three options: horizontal split or vertical split or nu split. Therefore, both the time and space complexity of the search is O ( N I N~) , which is also the overall complexity of the algorithm-i.e., the computation of the costs and the recursive search combined. In this case, the complexity is linear in the number of pixels.
Our rectangular tiling algorithms are illustrated in Fig. 2 .
MULTITREE DICTIONARIES.
The rectangular tiling process described above is a splitting process which recursively builds an ordered collection of objects, starling with a single object. A tree is consbucted whose yield (i.e., the set of leaves) is a representation of the data. Such processes are conveniently described using the formalism of grammars. We define a groinmar G = (Al S) to be a pair of two sets: a set A of afornic objects, and a set S of allowed splits (also called producrions) of the form a -a where a E A, and a is a finite sequence of elements of A. Depending on the application, the elements of A can be orthogonal bases, rectangular tiles, segments of the time axis, or something else. By starting with a single element of A, we can generate various sequences of elements of A via recursive splitting. This process can he visualized as a tree where each split a + a is depicted as a node labeled a whose children . .
i.e., the object U; whose cost is the smallest:
U: = arg min C(t?).
We denote the corresponding cost by C:: C: = C(U;). We let S, be the set of all allowed splits of a fixed atomic object a. To illustrate our fast recursive algorithm for best object search, we first suppose that Sa = { a -b c}. There is a single tree in T,(G) which consists of one node labeled a, and whose yield is therefore { a } , with cost C ( { n } ) = e ( o ) .
For any other tree t E T,(G), its left subtree t l , f t is in Tb(G),
and its right subtree trlght is in T, (G) . Therefore, Y ( t ) = I'(fraft) U Y(tright). and, since the cost is additive,
BEV.

C ( Y ( t ) ) = C(Y(f1,ft)) + C(Y(tright)).
. -Consequently, the optimal object is: a, -0:
a; -a: ua;:
. The globally optimal search algorithm is a repeated, recursive use of Eqs. (5) and (6). A branch of the recursion terminates when Sa = 0: in this case. B; = {h). The termination is guaranteed to happen in a finite number of steps for a finitedepth grammar. To avoid repetitive calculation, we store the optimal cost C: and the optimal splits; for each atomic object a in a global table:
The pseudocode for the recursive calculation of C, : and s; is given in Fig. 3(a) . Once this recursive call is done, the best object can he generated from the global data structure using the pseudocode in Fig. 3(b) . The most significant computational burden is in computing and storing the best costs and best splits. To analyze this procedure, we let A ( a ) he the union of { a } and the set of all atomic objects which can he descendants of a. We let he the set of all allowed splits of elements of A(h). For each atomic object b E A(a), there is exactly one recursive call to the subroutine bestsplit of Fig. 3(a) . During this call, the costs of all possible splits of h are compared. The number of such comparisons is ISbl. Therefore, the overall time complexity of the algorithm is O(lSA<o)l). As we have seen in the rectangular tiling example, however, this may he an overestimate: sometimes, the redundancy associated with searching over multiple trees which have the same yield may he eliminated leading to a lower time complexity.
The overall space complexity is O(IA(a)l) since we need to store two numbemthe best cost and the best split-for each atomic object in A(a). The key to controlling the time and space complexity is therefore keeping the sizes of the sets SA,,, and A(a) low. In addition, as we have remarked before, the computation of the costs e(a) could actually dominate the time complexity of the overall algorithm, and therefore another important guideline to a successful application of our algorithm is to use tractable cost functions.
Iv. OTHER EXAMPLES O f MULTITREE DICTIONARIES.
A. Anisotmpic Wavelet Packets.
Recall that a single I-D suhband decomposition operation which is a hasic building block of wavelet transforms and wavelet packet transforms takes any I-D discrete sequence u and transforms it into two other I-D discrete sequences u1 and u2 via: d ( n ) = 11% h(2n) and u2(n) = ZI *g(2n): (7) where the lowpass filter h and the highpass filter g form a pair of conjugate mirror filters. When the sequence u is viewed as a sequence of coefficients of a signal with respect to an orthogonal scaling basis B, the sequences zll and u2 can be interpreted as the sequences of coefficients of the same signal with respect to a coarser-scale orthogonal scaling basis B1 and a coarser-scale orthogonal wavelet basis U' , respectively. The I-D wavelet transform is obtained by recursively decomposing only the lowpass part-i.e., growing the tree on the left only. If we recursively decompose both parts, we grow a full I-D wavelet packet tree. Two-dimensional wavelet packets alternate the decomposition (7) on the rows and the columns of an image, thereby producing a quadtree. The best basis search algorithm [3] is a bottom-up algorithm for pruning the full wavelet packet tree. An additive cost function is defined, and at every nonleaf node of the tree, a decision is made as to whether it is more costly to keep the children of the node or to prune them. Once the whole tree is traversed, the leaf nodes of the pruned tree correspond to the best basis.
A more flexible framework called anisotropic 2-D wavelet
, allows for any sequence of rowwise and columnwise applications of the decomposition operation (7), and is therefore a generalization of the classical wavelet packets.
Assuming that we consider Nl x N2 images where Nl = 2L' and N 2 = 2La, we define an otornic basis BP,;" for every scale 2' along the rows, 0 5 i 5 L1, for every scale 2' along the columns, 0 5 j 5 L2, and for every p = 0, I, 2, . . . ,2' -1 and q = 0,1,2,. . . ~ 21 ~ 1. These atomic bases are defined recursively as follows. An anisotropic wavelet packet basis is defined to be any basis which can be obtained using the following recursive binary splitting process.
. Stan with a representation R = {E:,"} consisting of a single basis U : ' .
For each basis UP, ;' in the current representation R, Continue until all the bases in R are labeled "do not decompose ever again." One full run of this binary splitting process can be visualized as a binary tree whose every node is associated with an atomic basis Up.;". The union of the atomic bases at the leaves of such a tree is called an anisotropic wavelet packet basis. A fast algorithm for finding the best anisotropic wavelet packet basis for an additive cost was provided in [I] , [5] . It is easy to see that a specialization of our algorithm of Fig. 3 to the anisotropic wavelet packet dictionary is a restatement of the algorithm of [I] 
V. CONCLUSIONS
We presented a general framework of multitree dictionaries and provided a recursive dynamic programming metaalgorithm for finding the best object in a multitree dictionary. We showed how to use our framework to find the best rectangular tiling, and demonstrated that several previously proposed dictionaries and best basis methods (such as anisotropic wavelet packets and multitree local cosine dictionaries) are special cases of our framework.
In the future we plan to funher explore the flexibility of our framework and design various multitree dictionaries which allow a fast selection ofthe best representation in contexts such as time-frequency analysis, approximation, and compression. 'A minor difference i s that the pseudocode of [I] .
[5] i s bonom-up while our pseudocode is recursive.
