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Abstract
Stability version of the Pre´kopa-Leindler inequality for log-concave
functions on Rn is established.
1 Introduction
For X ⊂ Rn, we write convX to denote the convex hull of X , and say that
X is homothetic to Y ⊂ Rn if Y = γX+z for γ > 0 and z ∈ Rn. Writing |X|
to denote Lebesgue measure of a measurable subset X of Rn (with |∅| = 0),
the Brunn-Minkowski inequality (Schneider [52]) says that if α, β > 0 and
X, Y, Z are bounded measurable subsets of Rn, then
|Z| 1n ≥ α|X| 1n + β|Y | 1n provided αX + βY ⊂ Z, (1)
and in the case |X|, |Y | ≥ 0, equality holds if and only if convX and conv Y
are homothetic convex bodies with |(convX)\X| = |(conv Y )\Y | = 0 and
convZ = α(convX)+β(convY ). We note that even ifX and Y are Lebesgue
measurable, the Minkowski linear combination αX + βY may not be mea-
surable.
Because of the homogeneity of the Lebesgue measure, it is an equivalent
form of (1) that if λ ∈ (0, 1), then
|Z| ≥ |X|1−λ|Y |λ provided (1− λ)X + λY ⊂ Z. (2)
∗Supported by NKFIH grants KH 129630, K 132002
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In the case |X|, |Y | ≥ 0, equality in (2) implies that convX and conv Y are
translates.
For convex X and Y , the first stability forms of the Brunn-Minkowski in-
equality were due to Minkowski himself (see Groemer [32]). If the distance of
the convex X and Y is measured in terms of the so-called Hausdorff distance,
then Diskant [19] and Groemer [31] provided close to be optimal stability ver-
sions (see Groemer [32]). However, the natural distance is in terms volume
of the symmetric difference, and the optimal result is due to Figalli, Maggi,
Pratelli [25, 26]. To define the “homothetic distance” A(K,C) of convex
bodies K and C, let α = |K|−1n and β = |C|−1n , and let
A(K,C) = min {|αK∆(x+ βC)| : x ∈ Rn} .
In addition, let
σ(K,C) = max
{ |C|
|K| ,
|K|
|C|
}
.
THEOREM 1.1 (Figalli, Maggi, Pratelli) For γ∗ = ( (2−2
n−1
n )
3
2
122n7
)2, and
any convex bodies K and C in Rn,
|K + C| 1n ≥ (|K| 1n + |C| 1n )
[
1 +
γ∗
σ(K,C)
1
n
· A(K,C)2
]
.
Here the exponent 2 of A(K,C)2 is optimal, see Figalli, Maggi, Pratelli
[26]. We note that prior to [26], the only known error term in the Brunn-
Minkowski inequality was of order A(K,C)η with η ≥ n, due to Diskant
[19] and Groemer [31] in their work on providing stability result in terms
of the Hausdorff distance (see Groemer [32]), and also to a more direct ap-
proach by Esposito, Fusco, Trombetti [22]; therefore, the exponent depended
significantly on n.
If the X , Y and Z in (1) are only assumed to be measurable and may be
possibly not convex, then only much weaker estimates are known. Figalli,
Jerison [23, 24] managed to prove that if
| |X| − 1|+ | |Y | − 1|+ | |Z| − 1| < ε and 1
2
X + 1
2
Y ⊂ Z
for small ε > 0, then there exist some convex body (compact convex sets
with non-empty interior) K and z ∈ Rn such that
X ⊂ K, Y + z ⊂ K and |K\X|+ |K\(Y + z)| < c0εη (3)
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where c0, η > 0 depend on n and η < n
−3n . If X = Y , then an essentially
optimal version is provided by P. van Hintum, H. Spink, M. Tiba [34].
Our main theme is the generalization Pre´kopa-Leindler inequality of the
Brunn-Minkowski inequality. The inequality itself, due to Pre´kopa [45] and
Leindler [38] in dimension one, was generalized in Pre´kopa [46] and [47], C.
Borell [13], and in Brascamp, Lieb [15]. Various applications are provided
and surveyed in Ball [1], Barthe [6], and Gardner [29]. The following mul-
tiplicative version from [1] is often more useful and is more convenient for
geometric applications.
THEOREM 1.2 (Pre´kopa-Leindler) If λ ∈ (0, 1) and h, f, g are non-
negative integrable functions on Rn satisfying h((1−λ)x+λy) ≥ f(x)1−λg(y)λ
for x, y ∈ Rn, then ∫
Rn
h ≥
(∫
Rn
f
)1−λ
·
(∫
Rn
g
)λ
. (4)
It follows from Theorem 1.2 that the Pre´kopa-Leindler inequality has a
following multifunctional form which resembles Barthe’s Reverse Brascamp-
Lieb inequality [5]. If λ1, . . . , λm > 0 satisfy
∑m
i=1 λi = 1 and f1, . . . , fm are
non-negative integrable functions on Rn, then∫ ∗
Rn
sup
z=
∑m
i=1 λixi
m∏
i=1
f(xi)
λi dz ≥
m∏
i=1
(∫
Rn
fi
)λi
(5)
where ∗ stands for outer integral in the case the integrand is not measurable.
We say that a function f : Rn → [0,∞) have positive integral if f is
measurable and 0 <
∫
Rn
f < ∞. For a convex subset Γ ⊂ Rn, we say that a
function f : Γ → [0,∞) is log-concave, if for any x, y ∈ Γ and α, β ∈ [0, 1]
with α + β = 1, we have f(αx+ βy) ≥ f(x)αg(y)β. The case of equality in
Theorem 1.2 has been characterized by Dubuc [20].
THEOREM 1.3 (Dubuc) If λ ∈ (0, 1) and h, f, g : Rn → [0,∞) have
positive integral, satisfy h((1 − λ)x + λy) ≥ f(x)1−λg(y)λ for x, y ∈ Rn and
equality holds in (4), then f, g, h are log-concave up to a set of measure zero,
and there exist a > 0 and z ∈ Rn such that
f(x) = aλ h(x− λz)
g(x) = a−(1−λ)h(x+ (1− λ)z)
for almost all x.
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Our goal is to prove a stability version of the Pre´kopa-Leindler inequality
Theorem 1.2 at least for log-concave functions.
THEOREM 1.4 For some absolute constant c > 1, if τ ∈ (0, 1
2
], τ ≤ λ ≤
1 − τ , h, f, g : Rn → [0,∞) are integrable such that h((1 − λ)x + λ y) ≥
f(x)1−λg(y)λ for x, y ∈ Rn, h is log-concave and∫
Rn
h ≤ (1 + ε)
(∫
Rn
f
)1−λ(∫
Rn
g
)λ
for ε ∈ (0, 1], then there exists w ∈ Rn such that for a = ∫
Rn
f/
∫
Rn
g, we
have ∫
Rn
|f(x)− aλh(x− λw)| dx ≤ cnnn 19
√
ε
τ
·
∫
Rn
f∫
Rn
|g(x)− a−(1−λ)h(x+ (1− λ)w)| dx ≤ cnnn 19
√
ε
τ
·
∫
Rn
g.
Remark According to Lemma 7.3 (i), if f and g are log-concave, then
h(z) = sup
z=(1−λ)x+λy
f(x)1−λg(y)λ
is log-concave, as well, and hence Theorem 1.4 applies.
Let us present a version of Theorem 1.4 analogous to Theorem 1.1. If f, g
are non-negative functions on Rn with 0 <
∫
Rn
f < ∞ and 0 < ∫
Rn
g < ∞,
then for the probability densities
f˜ =
f∫
Rn
f
and g˜ =
g∫
Rn
g
,
we define
L˜1(f, g) = inf
v∈Rn
∫
Rn
|f˜(x− v)− g˜(x)| dx. (6)
COROLLARY 1.5 If τ ∈ (0, 1
2
], λ ∈ [τ, 1 − τ ] and f, g are log-concave
functions with positive integral on Rn, then∫
Rn
sup
z=(1−λ)x+λy
f(x)1−λg(y)λ dz ≥
(
1 + γ · τ · L˜1(f, g)19
)(∫
Rn
f
)1−λ(
·
∫
Rn
g
)λ
where γ = cn/n19n for some absolutute constant c ∈ (0, 1).
4
We also deduce a stability version of (5) from Theorem 1.4 (see Corol-
lary 9.1 for the log-concavity of the h in Theorem 9.4).
THEOREM 1.6 For some absolute constant c > 1, if τ ∈ (0, 1
m
], m ≥ 2,
λ1, . . . , λm ∈ [τ, 1 − τ ] satisfy
∑m
i=1 λi = 1 and f1, . . . , fm are log-concave
functions with positive integral on Rn such that∫
Rn
sup
z=
∑m
i=1 λixi
m∏
i=1
fi(xi)
λi dz ≤ (1 + ε)
m∏
i=1
(∫
Rn
fi
)λi
for ε ∈ (0, 1], then for the log-concave h(z) = supz=∑mi=1 λixi
∏m
i=1 f(xi)
λi,
there exist a1, . . . , am > 0 and w1, . . . , wm ∈ Rn such that
∑m
i=1 λiwi = o and
for i = 1, . . . , m, we have∫
Rn
|fi(x)− aih(x+ wi)| dx ≤ cnnnm5 19
√
ε
mτ
·
∫
Rn
fi.
Remark ai =
(
∫
Rn
fi)
1−λi
∏
j 6=i(
∫
Rn
fj)
λj
for i = 1, . . . , m in Theorem 9.4.
A statement similar to Theorem 1.4 was proved by Ball, Bo¨ro¨czky [4] in
the case of even functions.
Recently, various breakthrough stability results about geometric func-
tional inequalities have been obtained. Fusco, Maggi, Pratelli [28] proved
an optimal stability version of the isoperimetric inequality (whose result
was extended to the Brunn-Minkowski inequality by Figalli, Maggi, Pratelli
[25, 26]). Concerning stability versions of the Brunn-Minkowski inequality,
see also Eldan, Klartag [21]. Stonger versions of the functional Blaschke-
Santalo´ inequality is provided by Barthe, Bo¨ro¨czky, Fradelizi [7], of the
Borell-Brascamp-Lieb inequality is provided by Ghilli, Salani [30] and Rossi,
Salani [48], of the Sobolev inequality by Figalli, Neumayer [27], Nguyen [43]
and Wang [53], and of some related inequalities by Caglar, Werner [16].
2 Known stability versions of the one dimen-
sional Pre´kopa-Leindler inequality
If n = 1, then Ball, Bo¨ro¨czky [3] provided the following stability version of
the Prekopa-Leindler inequality Theorem 1.2 in the logconcave case.
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THEOREM 2.1 There exists an positive absolute constant c with the fol-
lowing property: If h, f, g are non-negative integrable functions with positive
integrals on R such that h is log-concave, h( r+s
2
) ≥ √f(r)g(s) for r, s ∈ R,
and ∫
R
h ≤ (1 + ε)
√∫
R
f ·
∫
R
g,
for ε > 0, then there exist a > 0, b ∈ R such that∫
R
|f(t)− a h(t + b)| dt ≤ c · 3√ε| ln ε| 43 ·
∫
R
f(t) dt∫
R
|g(t)− a−1h(t− b)| dt ≤ c · 3√ε| ln ε| 43 ·
∫
R
g(t) dt.
Remark If f and g are log-concave probability distributions then a = 1
can be assumed, and if in addition f and g have the same expectation, then
even b = 0 can be assumed.
As it was observed by C. Borell [13], and later independently by K.M. Ball
[1], assigning to any function H : [0,∞]→ [0,∞] the function h : R → [0,∞]
defined by h(x) = H(ex)ex, we have the version Theorem 2.2 of the Pre´kopa-
Leindler inequality. We note that if H is log-concave and decreasing, then h
is log-concave.
THEOREM 2.2 If H,F,G : [0,∞] → [0,∞] integrable functions satisfy
H(
√
rs) ≥√F (r)G(s) for r, s ≥ 0, then∫ ∞
0
H ≥
√∫ ∞
0
F ·
∫ ∞
0
G.
Therefore we deduce the following statement by Theorem 2.1:
COROLLARY 2.3 There exists a positive absolute constant c0 > 1 with
the following property: If H,F,G : [0,∞] → [0,∞] are integrable functions
with positive integrals such that H is log-concave and decreasing, H(
√
rs) ≥√
F (r)G(s) for r, s ∈ [0,∞], and∫ ∞
0
H ≤ (1 + ε)
√∫ ∞
0
F ·
∫ ∞
0
G
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for ε ∈ [0, c−10 ), then there exist a, b > 0, such that∫ ∞
0
|F (t)− aH(b t)| dt ≤ c · 3√ε| ln ε| 43 ·
∫ ∞
0
F (t) dt∫ ∞
0
|G(t)− a−1H(b−1t)| dt ≤ c · 3√ε| ln ε| 43 ·
∫ ∞
0
G(t) dt.
Remark If in adddition, F and G are decreasing log-concave probability
distributions then a = b can be assumed. The condition thatH is log-concave
and decreasing can be replaced by the one that H(et) is log-concave.
Unfortunately, no stability version of the Pre´kopa-Leindler inequality for
general measurable functions is known. However, at least the stability of the
one-dimensional Brunn-Minkowski inequality has been clarified by Christ [17]
(see also Theorem 1.1 in Figalli, Jerison [24]).
THEOREM 2.4 If X, Y ⊂ R are measurable with |X|, |Y | > 0, and |X +
Y | ≤ |X| + |Y | + δ for some δ ≤ min{|X|, |Y |}, then there exist intervals
I, J ⊂ R such that X ⊂ I, Y ⊂ J , |I\X| ≤ δ and |J\Y | ≤ δ.
3 Idea of the proof of Theorem 1.4
For Theorem 1.4, the main goal is to prove Theorem 3.1 which is essentially
the case λ = 1
2
of Theorem 1.4 for log-concave functions and for small ε, and
then the general case is handled in Sections 7 and 8.
THEOREM 3.1 If h, f, g : Rn → [0,∞) are log-concave, f, g are probabil-
ity distributions, h(x+y
2
) ≥√f(x)g(y) for x, y ∈ Rn, and∫
Rn
h ≤ 1 + ε
where 0 < ε < (cn)−n, then there exists w ∈ Rn such that∫
Rn
|f(x)− h(x− w)| dx ≤ c˜n8 · 18√ε · | log ε|n∫
Rn
|g(x)− h(x+ w)| dx ≤ c˜n8 · 18√ε · | log ε|n
where c, c˜ > 1 are an absolute constants.
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Our proof of the stability version Theorem 3.1 of the Pre´kopa-Leindler
inequality stems from the Ball’s following argument (cf [1]) proving the
Pre´kopa-Leindler inequality based on the Brunn-Minkowski inequality.
Let f, g, h : Rn → [0,∞] have positive integrals and satisfy that h(x+y
2
) ≥√
f(x)g(y) for x, y ∈ Rn, and for t > 0, let
Φt = {x ∈ Rn : f(x) ≥ t} and F (t) = |Φt|
Ψt = {x ∈ Rn : g(x) ≥ t} and G(t) = |Ψt|
Ωt = {x ∈ Rn : h(x) ≥ t} and H(t) = |Ωt|.
As it was observed by Ball [1], the condition on f, g, h yields that if Φr,Ψs 6= ∅
for r, s > 0, then
1
2
(Φr +Ψs) ⊂ Ω√rs.
Therefore the Brunn-Minkowski inequality implies that
H(
√
rs) ≥
(
F (r)
1
n +G(s)
1
n
2
)n
≥
√
F (r) ·G(s)
for all r, s > 0. In particular we deduce the Pre´kopa-Leindler inequality by
Theorem 2.2, as∫
Rn
h =
∫ ∞
0
H(t) dt ≥
√∫ ∞
0
F (t) dt ·
∫ ∞
0
G(t) dt =
√∫
Rn
f ·
∫
Rn
g.
We will need a stabilitiy version of the product form of the Brunn-
Minkowski inequality. Since
1
2
(
|K| 1n + |C| 1n
)
= |K| 12n |C| 12n
[
1 +
1
2
(
σ(K,C)
1
4n − σ(K,C)−14n
)2]
≥ |K| 12n |C| 12n
[
1 +
(σ(K,C)− 1)2
32n2σ(K,C)
4n−1
2n
]
,
using the notation σ = σ(K,C) = max{ |C||K| , |K||C|}, we conclude from the
stability version Theorem 1.1 of the Brunn-Minkowski inequality by Figalli,
Maggi, Pratelli [26] that∣∣1
2
(K + C)
∣∣ ≥√|K| · |C| [1 + (σ − 1)2
32nσ2
+
nγ∗
σ
1
n
· A(K,C)2
]
. (7)
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We observe that the volume of the symmetric difference |K∆C| of convex
bodies K and C is a metric on convex bodies in Rn. We use this fact in the
following consequence of Theorem 1.1:
LEMMA 3.2 If η ∈ (0, 1
122n7
) and K,C.L are convex bodies in Rn such that
|C| = |K|, |L| ≤ (1 + η)|K| and 1
2
K + 1
2
C ⊂ L, then there exists w ∈ Rn
such that
|K∆(L− w)| ≤ 245n7√η |K| and |C∆(L+ w)| ≤ 245n7√η |K|.
Proof: We may assume that |C| = |K| = 1. According to Theorem 1.1, there
exists z ∈ Rn, such that
|K ∩ (C − z)| ≥ 1−
√
η
γ∗
> 1− 122n7√η.
It follows from z + [K ∩ (C − z)] ⊂ C that M = 1
2
z + [K ∩ (C − z)] ⊂ L,
and hence |L| ≤ 1 + η implies |L∆M | < η + 122n7√η < 123n7√η. Writing
w = 1
2
z, we have
|K∆(L− w)| ≤ |K∆(M − w)|+ |(M − w)∆(L− w)| < 245n7√η,
and similar argument yields |C∆(L+ w)| < 245n7√η. ✷
4 Some properties of log-concave functions
First, we characterize a log-concave function ϕ on Rn with positive integral;
namely, if 0 <
∫
Rn
ϕ <∞. For any measurable function ϕ on Rn, we define
Mϕ = supϕ.
LEMMA 4.1 Let ϕ : Rn → [0,∞) be log-concave. Then ϕ has positive
integral if and only if ϕ is bounded, Mϕ > 0, and for any t ∈ (0,Mf), the
level set {ϕ > t} is bounded and has non-empty interior.
Proof: If ϕ has positive integral, then Mϕ > 0, and there exists some t0 ∈
(0,Mϕ) such that the n-dimensional measure of {ϕ > t0} is positive. As
{ϕ > t0} is convex, it has non-empty interior. It follows from the log-
concavity of ϕ that the level set {ϕ > t} has non-empty interior for any
9
ϕ ∈ (0,Mf ). In turn, we deduce that ϕ is bounded from the log-concavity of
ϕ and
∫
Rn
ϕ <∞.
Next we suppose that that there exists t ∈ (0,Mϕ) such that the level
set {ϕ > t} is unbounded and seek a contradiction. As {ϕ > t} is convex,
there exists a u ∈ Sn−1 such that x+ su ∈ int{ϕ > t} for any x ∈ int{ϕ > t}
and s ≥ 0. We conclude that ∫
Rn
ϕ = ∞, contradicting the assumption∫
Rn
ϕ <∞. Therefore the level set {ϕ > t} is bounded for any t ∈ (0,Mϕ).
Assuming that the conditions of Lemma 4.1 hold, we readily have
∫
Rn
ϕ >
0. To show
∫
Rn
ϕ < ∞, we choose x0 ∈ Rn such that f(x0) > 0, and
let B be an n-dimensional ball of centered x0 and radius ̺ > 0 containing
{ϕ > 1
e
ϕ(x0)}. Let us consider
ψ(x) = ϕ(x0)e
− ‖x−x0‖
̺ .
It follows from the log-concavity of ϕ that ϕ(x) ≤ ψ(x) if ‖x− x0‖ ≥ ̺, and
hence ∫
Rn
ϕ ≤
∫
B
ϕ+
∫
Rn\B
ψ <∞,
verifying Lemma 4.1. ✷
For a measurable bounded function ϕ on Rn and for t ∈ R, let
Ξϕ,t = {x ∈ Rn : ϕ(x) ≥ t}.
If ϕ is log-concave with positive integral, then we consider the symmetric
decreasing rearrangement ϕ∗ : Rn → R where
|Ξϕ,t| = |Ξϕ∗,t|
for any t > 0, and if |Ξϕ,t| > 0, then Ξϕ∗,t is a Euclidean ball centered at the
origin o, and
Mϕ = max
x∈Rn
ϕ(x) = max
x∈Rn
ϕ∗(x) = ϕ∗(o).
It follows from Lemma 4.1 that ϕ∗ is well-defined. We deduce that ϕ∗ is also
a log-concave, and∫
Rn
ϕ =
∫ ∞
0
|Ξϕ,t| dt =
∫ ∞
0
|Ξϕ∗,t| dt =
∫
Rn
ϕ∗.
We write Bn to denote the unit Euclidean ball in Rn centered at the origin,
and κn = |Bn|, and hence the surface area of Sn−1 is nκn. For log-concave
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functions, a useful property of the symmetric decreasing rearrangement is
that if ̺Bn = Ξϕ∗,sMϕ and s = e
−γ ̺ for γ, ̺ > 0, then
ϕ∗(x) ≥ Mϕe−γ‖x‖ provided ‖x‖ ≤ ̺
ϕ∗(x) ≤ Mϕe−γ‖x‖ provided ‖x‖ ≥ ̺. (8)
For s = e−γ ̺, we have
|Ξϕ,sMϕ| = |Ξϕ∗,sMϕ| = κn̺n. (9)
As a related integral, it follows from induction on n that∫ ∞
0
e−γrrn−1 dr = (n− 1)! · γ−n. (10)
LEMMA 4.2 If ϕ is a log-concave probability density on Rn, n ≥ 2, then
|Ξ(1−τ)Mϕ | ≥ 1n!+1 τnM−1ϕ for τ ∈ (0, 1). (11)
Proof: To prove (11) based on (8), let γ, ̺ > 0 be such that ̺Bn =
Ξϕ∗,(1−τ)Mϕ and 1 − τ = e−γ ̺. Here e−γ ̺ > 1 − γ ̺ yields γ ̺ ≥ τ , thus
it follows from (9) and (10) that
1 =
∫
Rn
ϕ∗(x) dx ≤ |̺Bn| ·Mϕ +
∫
Rn\̺Bn
ϕ∗(x) dx
≤ |Ξϕ,(1−τ)Mϕ | ·Mϕ +
∫
Rn
Mϕe
−γ ‖x‖ dx
= Mϕ · |Ξϕ,(1−τ)Mϕ |+Mϕnκn
∫ ∞
0
e−γrrn−1 dr
= Mϕ · |Ξϕ,(1−τ)Mϕ |+Mϕn!κn · γ−n
≤ Mϕ · |Ξϕ,(1−τ)Mϕ |+Mϕn!κn ·
̺n
τn
= Mϕ · |Ξϕ,(1−τ)Mϕ |
(
1 +
n!
τn
)
,
proving (11). ✷
We note that the estimate in (11) is close to be optimal because if the
probability density is of the form ϕ(x) = Mfe
−γ‖x‖ for suitable γ > 0, then
|Ξϕ,(1−τ)Mϕ | = | ln(1−τ)|
n
n!Mϕ
< eτ
n
n!Mϕ
if τ ∈ (0, 1
n
).
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For a log-concave probability density ϕ, let µϕ be the probability measure
associated to ϕ; namely, dµϕ(x) = ϕ(x) dx. According to Lemma 5.16 in
Lova´sz, Vempala [39], if s ∈ (0, e−4(n−1)), then
µϕ(ϕ < sMϕ) ≤ e
n−1
(n− 1)n−1 · s · | ln s|
n−1 ≤ s · | ln s|n. (12)
But what we really need is the following estimate.
LEMMA 4.3 If s ∈ (0, e−4(n−1)) and ϕ is a log-concave probability density
on Rn, n ≥ 2, then
|Ξϕ,sMϕ| <
2| ln s|n
n!Mϕ
, (13)∫ sMϕ
0
|Ξϕ,t| dt <
(
1 +
1
Mϕ
)
s · | ln s|n. (14)
Proof: To prove (14) based on (8), let γ, ̺ > 0 be such that ̺Bn = Ξϕ∗,sMϕ
and s = e−γ ̺. Since s ∈ (0, e−4(n−1)), we deduce that
γ̺ > 4(n− 1). (15)
It follows from (10) and integration by parts that∫ ∞
̺
e−γrrn−1 dr = e−γ̺
∫ ∞
0
e−γrrn−1 dr ·
n−1∑
k=0
(γ̺)k
k!
. (16)
Here the well-known estimate (n−1)! > (n−1)n−1
en−1
implies that if k = 1, . . . , n−
1, then
(n− 1) · . . . · (n− k) > (n− 1)
k
ek
. (17)
In addition, 1 + e · s < e 34 s holds for s ≥ 4. Combining this with (17) yields
that if t > 4(n− 1), then
n−1∑
k=0
tk
k!
<
n−1∑
k=0
(
n− 1
k
)(
et
n− 1
)k
=
(
1 +
et
n− 1
)n−1
< e
3
4
t. (18)
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Therefore, we deduce from (15), (16) and (18) that∫ ∞
̺
e−γrrn−1 dr < e−γ̺
∫ ∞
0
e−γrrn−1 dr · e 34 γ̺ = e− 14 γ̺
∫ ∞
0
e−γrrn−1 dr
<
1
2
∫ ∞
0
e−γrrn−1 dr. (19)
In particular, using (8), (19) and later (9), we have
1 ≥
∫
̺Bn
ϕ∗(x) dx ≥
∫
̺Bn
Mϕe
−γ‖x‖ dx
= nκnMϕ
∫ ̺
0
e−γrrn−1 dr
≥ nκnMϕ · 1
2
∫ ∞
0
e−γrrn−1 dr =
n!Mϕκn̺
n
2γn̺n
=
n!Mϕ
2
· |Ξϕ,s|| ln s|n .
We conlude that if s ∈ (0, e−4(n−1)), then
|Ξϕ,s| ≤ 2| ln s|
n
n!Mϕ
.
Combining the last inequality with (12), we deduce that if s ∈ (0, e−4(n−1)),
then∫ sMϕ
0
|Ξϕ,t| dt = |Ξϕ,s| · s+ µϕ(ϕ < sMϕ) < e
(
1 +
1
Mϕ
)
s · | ln s|n,
proving (14). ✷
We note that the estimate in (13) is close to be optimal because if again
the probability density is of the form ϕ(x) = Mfe
−γ‖x‖ for suitable γ > 0,
then |Ξϕ,sMϕ| = | ln s|
n
n!Mϕ
.
5 The area of the level sets in Theorem 3.1
Let f, g, h as in Theorem 3.1. We may assume that
f(o) = max{f(x) : x ∈ Rn} and g(o) = max{g(x) : x ∈ Rn}. (20)
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According to Lemma 4.1, for t > 0, we may consider the bounded convex
sets
Φt = {x ∈ Rn : f(x) ≥ t} and F (t) = |Φt|
Ψt = {x ∈ Rn : g(x) ≥ t} and G(t) = |Ψt|
Ωt = {x ∈ Rn : h(x) ≥ t} and H(t) = |Ωt|
where (20) yields
o ∈ Φt ∩Ψt, (21)
and we have∫ ∞
0
F =
∫ Mf
0
F =
∫
Rn
f = 1 and
∫ ∞
0
G =
∫ Mg
0
G =
∫
Rn
g = 1. (22)
As it was observed in K.M. Ball [1], the condition on f, g, h yields that if
Φr,Ψs 6= ∅ for r, s > 0, then
1
2
(Φr +Ψs) ⊂ Ω√rs. (23)
Therefore the Brunn-Minkowski inequality yields that
H(
√
rs) ≥
(
F (r)
1
n +G(s)
1
n
2
)n
≥
√
F (r) ·G(s) (24)
for all r, s > 0.
Let c0 > 1 be the absolute constant of Corollary 2.3, and if 0 < ε < 1/c0,
then let
ω(ε) = c0 · 3
√
ε| ln ε| 43 (25)
be the error estimate in Corollary 2.3.
The main goal of this section is to prove
LEMMA 5.1 If 0 < ε < 1
c n4
for suitable absolute constant c > 1, then∫∞
0
| |Φt| − |Ωt| | dt ≤ 97√n
√
ω(ε)∫∞
0
| |Ψt| − |Ωt| | dt ≤ 97
√
n
√
ω(ε).
(26)
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Proof: The absolute constant c > 1 is defined by (36) below.
We observe that Φt,Ψt,Ωt are convex bodies, and F (t), G(t), H(t) are
decreasing and log-concave, and F,G are probability distributions on [0,∞)
by (22). Since
∫∞
0
H =
∫
Rn
h ≤ 1+ε, it follows from Corollary 2.3 that there
exists some b > 0 such that∫∞
0
|bF (bt)−H(t)| dt ≤ ω(ε)∫∞
0
|b−1G(b−1t)−H(t)| dt ≤ ω(ε). (27)
We may assume that b ≥ 1.
For t > 0, let
Φ˜t = b
1
nΦbt if Φ˜t 6= ∅
Ψ˜t = Ψ˜t = b
−1
n Ψb−1t if Ψ˜t 6= ∅.
These sets satisfy |Φ˜t| = bF (bt) and |Ψ˜t| = b−1G(b−1t)∫ ∞
0
| |Φ˜t| −H(t)| dt ≤ ω(ε) (28)∫ ∞
0
| |Ψ˜t| −H(t)| dt ≤ ω(ε). (29)
In addition, (23) yields that if Φ˜t 6= ∅ and Ψ˜t 6= ∅; therefore, for t > 0, then
1
2
(b
−1
n Φ˜t + b
1
n Ψ˜t) ⊂ Ωt. (30)
We dissect [0,∞) into I and J , where t ∈ I, if 3
4
H(t) < |Φ˜t| < 54 H(t)
and 3
4
H(t) < |Ψ˜t| < 54 H(t), and t ∈ J otherwise. For J , since ε < 1c n4 and
we choose c > 1 in a way such that (36) holds, (28) and (29) yield that∫
J
H(t) dt ≤ 4
∫
J
(
| |Φ˜t| −H(t)|+ | |Ψ˜t| −H(t)|
)
dt ≤ 8ω(ε) < 1
2
. (31)
Turning to I, it follows from the Pre´kopa-Leindler inequality and (31)
that ∫
I
H(t) dt ≥ 1−
∫
J
H(t) dt >
1
2
. (32)
For t ∈ I, we define α(t) = |Φ˜t|/H(t) and β(t) = |Ψ˜t|/H(t), and hence
3
4
< α(t), β(t) < 5
4
, and (28) and (29) imply∫ ∞
0
H(t) · (|α(t)− 1|+ |β(t)− 1|) dt ≤ 2ω(ε). (33)
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In addition, let
σ(t) = σ
(
b
−1
n Φ˜t, b
1
n Ψ˜t
)
= max
{
b2β(t)
α(t)
,
α(t)
b2β(t)
}
η(t) =
(σ(t)− 1)2
32nσ(t)2
+
nγ∗
σ(t)
1
n
· A(Φ˜t, Ψ˜t)2,
where γ∗ comes from Theorem 1.1 and (7). It follows from α(t), β(t) > 3
4
,
(7) and (30) that if t ∈ I, then
H(t) ≥ H(t) ·
√
α(t) · β(t)(1 + η(t))
≥ H(t) · (1−max{0, 1− α(t)} −max{0, 1− β(t)}) (1 + η(t))
≥ H(t) · (1− |α(t)− 1| − |β(t)− 1|+ 1
2
η(t)).
In particular, (33) yields ∫
I
H(t) · η(t) dt ≤ 4ω(ε). (34)
Next we estimate b ≥ 1 from above (see (37)). First we claim that if
t ∈ I, then
|α(t)− 1|+ |β(t)− 1|+ η(t) ≥ (b− 1)
2
32nb2
. (35)
If α(t) < bβ(t), then σ(t) > b, and hence
η(t) >
(b− 1)2
32nb2
.
Thus let α(t) ≥ bβ(t) in (35). If β(t) ≥ 1/b, then
|α(t)− 1|+ |β(t)− 1| ≥ bβ(t)− 1 + |β(t)− 1| ≥ b− 1
b
,
and if β(t) ≤ 1/b, then
|α(t)− 1|+ |β(t)− 1| ≥ |β(t)− 1| ≥ b− 1
b
,
completing the proof of (35).
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We deduce from (32), (33), (34) and (35) that
(b− 1)2
64nb2
≤
∫
I
H(t) · (b− 1)
2
32nb2
dt
≤
∫ ∞
0
H(t) · (η(t) + |α(t)− 1|+ |β(t)− 1|) dt ≤ 6ω(ε).
We choose c > 1 in the condition ε < 1
c n4
large enough such that
1
64n
· 1
4
> 6ω(ε) (36)
(compare (25)).
Since b−1
b
> 1
2
if b > 2, we conclude that
b− 1 ≤ 48√n
√
ω(ε). (37)
Next we claim that∫∞
0
∣∣∣ |Φt| − |Φ˜t| ∣∣∣ dt ≤ 96√n√ω(ε)∫∞
0
∣∣∣ |Ψt| − |Ψ˜t| ∣∣∣ dt ≤ 96√n√ω(ε). (38)
Since |Φbt| ≤ |Φt|, we have∫ ∞
0
∣∣∣|Φt| − |Φ˜t|∣∣∣ dt = ∫ ∞
0
||Φt| − b|Φbt|| dt
≤
∫ ∞
0
||Φt| − b|Φt|| dt+ b
∫ ∞
0
||Φt| − |Φbt|| dt
= (b− 1) + b
∫ ∞
0
|Φt| − |Φbt| dt
= 2(b− 1) ≤ 96√n
√
ω(ε).
Similarly, |Ψt| ≤ |Ψb−1t|, and hence∫ ∞
0
∣∣∣|Ψt| − |Ψ˜t|∣∣∣ dt = ∫ ∞
0
∣∣|Ψt| − b−1|Ψb−1t|∣∣ dt
≤
∫ ∞
0
∣∣|Ψt| − b−1|Ψt|∣∣ dt+ b−1 ∫ ∞
0
||Ψt| − |Ψb−1t|| dt
= (1− b−1) + b−1
∫ ∞
0
|Ψb−1t| − |Ψt| dt
= 2(1− b−1) ≤ 96√n
√
ω(ε),
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proving (38).
We conclude (26) from combining (28), (29) and (38). ✷
As a first consequence of (26), we verify the following.
COROLLARY 5.2 There exists an absolute constant c > 1 such that if
0 < ε < (cn)−n, then 1
2
< Mf/Mg < 2 and
1
2
< Mf/Mh < 2.
Proof: First we prove the estimate about Mg using that (26) yields∫ ∞
0
| |Φt| − |Ψt| | dt ≤ 194
√
ω(ε). (39)
We may assume that 1 =Mf ≥Mg. Since |Ψt| = 0 if t > Mg, we deduce
first from (39), and then from (11) and k! < (k
e
)k
√
2π(k + 1) that
194
√
ω(ε) ≥
∫ 1
Mg
|Φt| dt ≥ 1
2 · n!
∫ 1
Mg
(1− t)n dt
=
1
2 · n!
(1−Mg)n+1
n+ 1
>
en+1
2(n+ 1)n+1
√
2π(n+ 2)
· (1−Mg)n+1,
and hence
1−Mg < c1nω(ε)
1
2(n+1)
for an absolute constant c1 > 0. In particular, we deduce from (25) that for
some absolute constant c > 1, if 0 < ε < (cn)−n, then Mg > 12 .
The proof of 1
2
< Mf/Mh < 2 is analogous based directly on (26). ✷
6 Proof of Theorem 3.1
We use the notation set up in Section 5 with the additional assumption
f(o) = 1, and hence
f(o) =Mf = 1 and g(o) =Mg. (40)
First we assume that
ε < c−nn−n (41)
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for suitably large absolute constant c > 1. According to (40), (41) and
Corollary 5.2, we have
1
2
< g(o) =Mg < 2
1
2
< Mh < 2.
(42)
We write u0 to denote the (n + 1)th basis vector in R
n+1 orthogonal to
R
n. We set
ξ =
6
√
ω(ε)
| lnω(ε)| 12 (43)
where (41) ensures that
ξ <
e−4(n−1)
2
and 6eξ · | ln ξ|n < 1
2
. (44)
We observe that Φt = {x ∈ Rn : x + w ln t ∈ K} for ξ ≤ t ≤ f(x), etc. In
particular, using the substitution s = ln t, it follows from Mf = 1 (see (40)),
1
2
< Mg,Mh < 2 (see (42)) and (14)) and (44) that∫ 1
ξ
|Φt| dt =
∫ Mf
ξ
|Φt| dt > 1− 2e · ξ · | ln ξ|n > 1
2
(45)∫ 2
ξ
|Ψt| dt =
∫ Mg
ξ
|Ψt| dt > 1− 3e · ξ
Mg
·
∣∣∣∣ln ξMg
∣∣∣∣n (46)
> 1− 6eξ · | ln ξ|n > 1
2∫ 2
ξ
|Ωt| dt =
∫ Mh
ξ
|Ωt| dt > 1− 6eξ · | ln ξ|n > 1
2
(47)
We consider the following convex bodies in Rn+1:
K = {x+ u0 ln t : x ∈ Φξ and ξ ≤ t ≤ f(x)} (48)
C = {x+ u0 ln t : x ∈ Ψξ and ξ ≤ t ≤ g(x)} (49)
L = {x+ u0 ln t : x ∈ Ωξ and ξ ≤ t ≤ h(x)}. (50)
We write V (·) to denote volume ((n+1)-dimensional Lebesgue measure)
in Rn+1. It follows from (45) and (46) that
V (K) =
∫ 0
ln ξ
|Φes| ds =
∫ 1
ξ
|Φt| · 1t d ≥
∫ 1
ξ
|Φt| dt > 12 ,
V (C) =
∫ ln 2
ln ξ
|Ψes| ds =
∫ 2
ξ
|Ψt| · 1t dt ≥
∫ 2
ξ
|Ψt| · 12 dt > 14 .
(51)
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Since K is contained in a right cylinder whose base is a translate of Ξf,ξ
and height is | ln ξ|, and C is contained in a right cylinder whose base is a
translate of Ξg,ξ and height is | ln ξ|+ln 2 < 2| ln ξ|, we deduce from (13) that
V (K) ≤ 2
n!
· | ln ξ|n+1,
V (C) ≤ 4
n!
· | ln ξ|n+1. (52)
It follows from (26), f(o) = 1, (42) and using the substitution s = ln t
that
|V (K)− V (L)| =
∣∣∣∣∫ ln 2
ln ξ
(|Φes| − |Ωes |) ds
∣∣∣∣ = ∣∣∣∣∫ 2
ξ
(|Φt| − |Ωt|) · 1
t
dt
∣∣∣∣
≤ 1
ξ
∫ 2
ξ
||Φt| − |Ωt|| dt ≤ 97
√
n
√
ω(ε)
ξ
, (53)
and similarly
|V (C)− V (L)| ≤ 97√n
√
ω(ε)
ξ
. (54)
Combining (53) and (54) leads to
|V (C)− V (K)| ≤ 194√n
√
ω(ε)
ξ
. (55)
The condition h(x+y
2
) ≥√f(x)g(y) for x, y ∈ Rn in Theorem 3.1 implies
that
1
2
K + 1
2
C ⊂ L. (56)
LEMMA 6.1 Assuming the condition ε < c−nn−n as in (41), there exist
w ∈ Rn and absolute constant γ > 1 such that
V (K∆(L− w)) ≤ γn8 ·
4
√
ω(ε)√
ξ
· | ln ξ|n+12
V (C∆(L+ w)) ≤ γn8 ·
4
√
ω(ε)√
ξ
· | ln ξ|n+12 .
Proof: First we verify a slightly weaker statement; namely, we allow to choose
the translation vectors from Rn+1, not only from Rn. More precisely, we claim
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that there exist w˜ ∈ Rn+1 and absolute constant γ > 1 such that
V (K∆(L− w˜))| ≤ γn
8
3
·
4
√
ω(ε)√
ξ
· | ln ξ|n+12 (57)
V (C∆(L+ w˜))| ≤ γn
8
3
·
4
√
ω(ε)√
ξ
· | ln ξ|n+12 . (58)
To prove (57) and (58), let us consider a homothetic copy K0 ⊂ K of K and
homothetic copy C0 ⊂ C of C with V (K0) = V (C0) = min{V (K), V (C)},
and hence either K = K0 or C = C0, and
1
2
K0 +
1
2
C0 ⊂ L. (59)
It also follows from (53) and (54), and from the fact that either K = K0 or
C = C0, that
V (L)− V (K0) ≤ 97
√
n ·
√
ω(ε)
ξ V (K0)
· V (K0) (60)
where (41) (provided c˜ is large enough), (51) and ξ = 6
√
ω(ε)/| lnω(ε)| 12 yield
that
√
ω(ε)
ξ V (K0)
< 2ω(ε)
1
3 | lnω(ε)| 12 is small enough to apply Lemma 3.2 to K0,
C0 and L. In particular, we deduce from (59), (60) and Lemma 3.2 that
there exist w˜ ∈ Rn+1 and an absolute constant γ0 > 1 such that
V (K0∆(L− w˜))| ≤ γ0n8 ·
4
√
ω(ε)√
ξ V (K0)
· V (K0) = γ0n8
4
√
ω(ε)√
ξ
·
√
V (K0)
V (C0∆(L+ w˜))| ≤ γ0n8 ·
4
√
ω(ε)√
ξ
·
√
V (K0).
In turn, it follows from (51), (55) and the properties of K0 and C0 that
V (K∆(L− w˜))| ≤ (γ0 + 1)n8 ·
4
√
ω(ε)√
ξ
·
√
V (K)
V (C∆(L+ w˜))| ≤ (γ0 + 1)n8 ·
4
√
ω(ε)√
ξ
·
√
V (K).
Therefore, (52) implies (57) and (58).
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Next we verify that if w ∈ Rn satisfies that w˜ = w+ pu0 for p ∈ R, then,
then we have
V (K∆(L− w)) ≤ 3V (K∆(L− w˜)) (61)
V (C∆(L+ w)) ≤ 3V (C∆(L+ w˜)). (62)
For (61), we may assume that p 6= 0, and we distinguish two cases.
If p < 0, then let
K(p) = {x ∈ K : ln ξ ≤ 〈x, u0〉 < |p|+ ln ξ} ⊂ K\(L− w˜).
Using the fact that Φt is decreasing as a set as t > 0 increases and the Fubini
theorem, we have
V (K∆(K + |p|u0)) = 2V (K(p)) ≤ 2V (K∆(L− w˜));
therefore, the triangle inequality for the symmetric difference metric implies
V (K∆(L− w)) = V ((K + |p| u0)∆(L− w˜))
≤ V ((K + |p| u0)∆K) + V (K∆(L− w˜))
≤ 3V (K∆(L− w˜)).
Similarly, if p > 0, then we consider
L(p) = {x ∈ L : ln ξ ≤ 〈x, u0〉 < p+ ln ξ}
satisfying
L(p) + w˜ ⊂ (L+ w˜)\K.
Using that Ωt is decreasing as a set as t > 0 increases, we deduce
V ((L+ w˜)∆(L+ w)) = 2V (L(p)) ≤ 2V (K∆(L+ w˜));
therefore, the triangle inequality for the symmetric difference metric implies
V (K∆(L+w)) ≤ V (K∆(L+ w˜))+V ((L+ w˜)∆(L+w)) ≤ 3V (K∆(L+ w˜)),
completing the proof of (61). The argument for (62) is similar.
In turn, combining (57), (58), (61) and (62) yields Lemma 6.1. ✷
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Proof of Theorem 3.1 We may assume that f and g are log-concave prob-
ability distributions satisfying
f(o) = Mf = 1 and g(o) = Mg.
In particular, (42) implies 1
2
< Mg,Mh < 2. We consider the convex bodies
K,C, L ⊂ Rn+1 defined by (48), (49) and (50), and let w ∈ Rn be provided
by Lemma 6.1.
For (14), we have 1
2
< Mf ,Mh < 2, and hence
ξ
Mf
, ξ
Mg
< 2ξ and both
1 + 1
Mf
and 1 + 1
Mh
are at most 3. For the functions f, g, h, it follows from
n ≥ 2, (14) (compare the condition (44)), Lemma 6.1, ξ = 6√ω(ε)/| lnω(ε)| 12
and the γ of Lemma 6.1 that∫
Rn
|f(x)− h(x− w)| dx =
∫ 2
0
|Φt∆(Ωt − w)| dt
≤
∫ 2
ξ
|Φt∆(Ωt − w)| dt+
∫ ξ
0
|Φt| dt+
∫ ξ
0
|Ωt| dt
≤ 2
∫ 2
ξ
|Φt∆(Ωt − w)| · 1
t
dt+
∫ ξ
0
|Φt| dt+
∫ ξ
0
|Ωt| dt
= 2V (K∆(L− w)) +
∫ ξ
0
|Φt| dt+
∫ ξ
0
|Ωt| dt
≤ γn8 ·
4
√
ω(ε)√
ξ
· | ln ξ|n+12 + 2 · 3 · (2ξ) · | ln(2ξ)|n
≤ 2γn8 · 6
√
ω(ε) · | lnω(ε)|n− 14 .
Similarly, we have∫
Rn
|g(x)− h(x+ w)| dx ≤ 2γn8 · 6
√
ω(ε) · | lnω(ε)|n− 14 .
Since ω(ε) = c0 3
√
ε| ln ε| 43 for an absolute constan c0 > 1 (cf. (25)), we
conclude that∫
Rn
|f(x)− h(x− w)| dx ≤ γ0n8 · 18
√
ε · | log ε|n∫
Rn
|g(x)− h(x+ w)| dx ≤ γ0n8 · 18
√
ε · | log ε|n
for an absolute constant γ0 > 1, proving Theorem 3.1. ✷
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7 A version of Theorem 1.4 when ε is small
The goal of this section is to prove the following version of Theorem 1.4.
THEOREM 7.1 For some absolute constant c > 1, if τ ∈ (0, 1
2
], τ ≤ λ ≤
1 − τ , h, f, g : Rn → [0,∞) are integrable such that h((1 − λ)x + λ y) ≥
f(x)1−λg(y)λ for x, y ∈ Rn, h is log-concave and∫
Rn
h ≤ (1 + ε)
(∫
Rn
f
)1−λ(∫
Rn
g
)λ
for ε ∈ (0, τε0) for ε0 = c−nn−n, then there exists w ∈ Rn such that for
a =
∫
Rn
f/
∫
Rn
g, we have∫
Rn
|f(x)− aλh(x− λw)| dx ≤ cn8 18
√
ε
τ
·
∣∣∣log ε
τ
∣∣∣n ∫
Rn
f∫
Rn
|g(x)− a−(1−λ)h(x+ (1− λ)w)| dx ≤ cn8 18
√
ε
τ
·
∣∣∣log ε
τ
∣∣∣n ∫
Rn
g.
For a bounded measurable function f : Rn → [0,∞), the log-concave hull
f˜ : Rn → [0,∞) of is
f˜(z) = sup
z=
∑k
i=1
αixi
∑k
i=1
αi=1, ∀αi≥0
k∏
i=1
f(xi)
αi .
To show that f˜ is log-concave, it is equivalent to prove that if ε, α, β ∈ (0, 1)
and x, y ∈ Rn, then
f˜(αx+ βy) ≥ (1− ε)f˜(x)αf˜(y)β. (63)
We observe that there exist x1, . . . , xk, y1, . . . , ym ∈ Rn and α1, . . . , αk, β1, . . . , βm ≥
0 with
∑k
i=1 αi = 1,
∑m
j=1 βj = 1, x =
∑k
i=1 αixi and y =
∑k
i=1 βjxj such
that
(1− ε)f˜(x) ≥
k∏
i=1
f(xi)
αi and (1− ε)f˜(y) ≥
m∏
j=1
f(yj)
βj .
Since
αx+ βy =
k∑
i=1
m∑
j=1
(αiβjαxi + αiβjβyj) where
k∑
i=1
m∑
j=1
(αiβjα + αiβjβ) = 1,
(64)
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we deduce that
f˜(αx+ βy) ≥
k∏
i=1
m∏
j=1
f(xi)
αiβjαf(yj)
αiβjβ
=
(
k∏
i=1
f(xi)
αi
)α( m∏
j=1
f(yj)
βj
)β
≥ (1− ε)αf˜(x)α(1− ε)β f˜(y)β = (1− ε)f˜(x)αf˜(y)β,
proving that f˜ is log-concave via (63).
We note that if a0 > 0 and z0 ∈ Rn and f0(z) = a0f(z − z0), then
f˜0(z) = a0f˜(z − z0). (65)
We prepare the proof of Theorem 7.1 by the three technical statements
Lemma 7.2, Lemma 7.3 and Lemma 7.4 about log-concave functions.
LEMMA 7.2 If λ ∈ (0, 1), h is a log-concave function on Rn with positive
integral, and f, g : Rn → [0,∞) are measurable satisfying ∫
Rn
f > 0,
∫
Rn
g >
0 and h((1 − λ)x + λy) ≥ f(x)1−λg(y)λ for x, y ∈ Rn, then f and g are
bounded, and their log-concave hulls f˜ and g˜ satisfy that h((1− λ)x+ λy) ≥
f˜(x)1−λg˜(y)λ for x, y ∈ Rn.
Remark The Pre´kopa-Leindler inequality yields
∫
Rn
f˜ <∞ and ∫
Rn
g˜ <∞.
Proof: To show that f is bounded, we choose y0 ∈ Rn with g(y0) > 0. For
any x ∈ Rn, we have h((1− λ)x+ λy0) ≥ f(x)1−λg(y0)λ; therefore,
f(x) ≤ h((1− λ)x+ λy0)
1
1−λ
g(y0)
λ
1−λ
≤ M
1
1−λ
h
g(y0)
λ
1−λ
.
Similar argument yields that g is bounded.
For x, y ∈ Rn, it is sufficient to prove that for any ε ∈ (0, 1), we have
h((1− λ)x+ λy) ≥ (1− ε)f˜(x)1−λg˜(y)λ. (66)
We choose x1, . . . , xk, y1, . . . , ym ∈ Rn and α1, . . . , αk, β1, . . . , βm ≥ 0 with∑k
i=1 αi = 1,
∑m
j=1 βj = 1, x =
∑k
i=1 αixi and y =
∑k
i=1 βjxj such that
(1− ε)f˜(x) ≥
k∏
i=1
f(xi)
αi and (1− ε)f˜(y) ≥
m∏
j=1
f(yj)
βj .
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It follows from (64) and the log-concavity of h that
h((1− λ)x+ λy) = h
(
k∑
i=1
m∑
j=1
αiβj((1− λ)xi + λyj)
)
≥
k∏
i=1
m∏
j=1
h((1− λ)xi + λyj)αiβj ≥
k∏
i=1
m∏
j=1
f(xi)
(1−λ)αiβjg(yj)λαiβj
=
(
k∏
i=1
f(xi)
αi
)1−λ( m∏
j=1
f(yj)
βj
)λ
≥ (1− ε)1−λf˜(x)1−λ(1− ε)λg˜(y)λ = (1− ε)f˜(x)1−λg˜(y)λ,
proving (66). ✷
LEMMA 7.3 Let f, g : Rn → [0,∞) be log-concave and have positive inte-
gral.
(i) For λ ∈ [0, 1], the function hλ : Rn → [0,∞) defined by
hλ(z) = sup
z=(1−λ)x+λy
f(x)1−λg(y)λ
is log-concave, has positive integral, and satisfies h0 = f and h1 = g.
(ii) The function λ 7→ ∫
Rn
hλ is log-concave for λ ∈ [0, 1].
Proof: For (i), readily h0 = f and h1 = g. Next let λ ∈ (0, 1). To show the
log-concavity of hλ, it is sufficient to prove that if z1, z2 ∈ Rn, α, β > 0 with
α + β = 1 and ε ∈ (0, 1), then
hλ(αz1 + βz2) ≥ (1− ε)hλ(z1)αhλ(z2)β. (67)
We choose x1, x2, y1, y2 ∈ Rn such that z1 = (1−λ)x1+λy1, z2 = (1−λ)x2+
λy2 and
f(x1)
1−λg(y1)λ ≥ (1− ε)hλ(z1) and f(x2)1−λg(y2)λ ≥ (1− ε)hλ(z2).
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It follows that αz1 + βz2 = (1 − λ)(αx1 + βx2) + λ(αy1 + βy2), and the
log-concavity of f and g yields
hλ(αz1 + βz2) = hλ
(
(1− λ)(αx1 + βx2) + λ(αy1 + βy2)
)
≥ f(αx1 + βx2)1−λg(αy1 + βy2)λ
≥ f(x1)α(1−λ)f(x2)β(1−λ)g(y1)α(λ)g(y2)β(λ)
=
(
f(x1)
1−λg(y1)λ
)α(
f(x2)
1−λg(y2)λ
)β
≥ (1− ε)αhλ(z1)α(1− ε)βhλ(z2)β = (1− ε)hλ(z1)αhλ(z2)β,
proving (67), and in turn the log-concavity of hλ.
Readily,
∫
Rn
hλ > 0. If follows from Lemma 4.1 that 0 < Mf ,Mg < ∞,
and hence
M =Mhλ = M
1−λ
f M
λ
g .
If t ∈ (0,M) and hλ(z) > t, then there exist x, y ∈ Rn such that
z = (1− λ)x+ λy (68)
and f(x)1−λg(y)λ > t. It follows that
f(x) >
(
t
Mλg
) 1
1−λ
and g(y) >
(
t
M1−λf
) 1
λ
. (69)
We conclude from (68), (69) and Lemma 4.1 that hλ(z) > t is bounded;
therefore, hλ has positive integral by Lemma 4.1.
Finally, to verify that the function λ 7→ ∫
Rn
hλ is log-concave for λ ∈ [0, 1],
it is enough to prove that if λ1, λ2 ∈ [0, 1] and α, β > 0 with α+ β = 1, then
for λ = αλ1 + βλ2, we have∫
Rn
hλ ≥
(∫
Rn
hλ1
)α(∫
Rn
hλ2
)β
. (70)
According to the Pre´kopa-Leindler inequality Theorem 1.2, it is sufficient to
show that if z = αz1 + βz2, z1, z2 ∈ Rn, then
hλ(z) ≥ hλ1(z1)αhλ2(z2)β.
In turn, (70) is a consequence of the claim that if z = αz1+βz2 for z1, z2 ∈ Rn
and ε ∈ (0, 1), then
hλ(z) ≥ (1− ε)hλ1(z1)αhλ2(z2)β. (71)
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For i = 1, 2, there exist xi, yi ∈ Rn such that
zi = (1− λi)xi + λiyi (72)
f(xi)
1−λig(yi)λi ≥ (1− ε)hλi(zi). (73)
As λ = αλ1 + βλ2 and z = αz1 + βz2, we observe that 1 − λ = α(1− λ1) +
β(1− λ2) and
z = αz1 + βz2 = α
[
(1− λ1)x1 + λ1y1
]
+ β
[
(1− λ2)x2 + λ2y2
]
(1− λ) ·
(
α(1− λ1)
1− λ · x1 +
β(1− λ2)
1− λ · x2
)
+ λ ·
(
αλ1
λ
· y1 + βλ2
λ
· y2
)
.
It follows from the log-concavity of f and g and later from (73) that
hλ(z) ≥ f
(
α(1− λ1)
1− λ · x1 +
β(1− λ2)
1− λ · x2
)1−λ
g
(
αλ1
λ
· y1 + βλ2
λ
· y2
)λ
≥ f(x1)α(1−λ1)f(x2)β(1−λ2)g(y1)αλ1g(y2)βλ2
=
(
f(x1)
1−λ1g(y1)
λ1
)α (
f(x2)
1−λ2g(y2)
λ2
)β
≥ (1− ε)αhλ1(z1)α(1− ε)βhλ2(z2)β = (1− ε)hλ1(z1)αhλ2(z2)β,
proving (71), and in turn (70). ✷
LEMMA 7.4 If λ ∈ (0, 1), η ∈ (0, 2 ·min{1− λ, λ}) and ϕ is a log-concave
function on [0, 1] satisfying ϕ(λ) ≤ (1 + η)ϕ(0)1−λϕ(1)λ, then
ϕ
(
1
2
) ≤ (1 + η
min{1− λ, λ}
)√
ϕ(0)ϕ(1)
Proof: We may assume that 0 < λ < 1
2
, and hence λ = (1 − 2λ) · 0 + 2λ · 1
2
,
ϕ(λ) ≤ (1 + η)ϕ(0)1−λϕ(1)λ and the log-concavity of ϕ yield
(1 + η)ϕ(0)1−λϕ(1)λ ≥ ϕ(λ) ≥ ϕ(0)1−2λϕ (1
2
)2λ
.
Thus (1 + η)
1
2λ ≤ e η2λ ≤ 1 + η
λ
implies
ϕ
(
1
2
) ≤ (1 + η) 12λ√ϕ(0)ϕ(1) ≤ (1 + η
λ
)√
ϕ(0)ϕ(1). ✷
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Proof of Theorem 7.1 based on Theorem 3.1: For the λ in Theo-
rem 7.1, we may assume that 0 < λ ≤ 1
2
, and hence min{1− λ, λ} = λ.
For suitable d, e > 0 and w ∈ Rn, we may replace f(z) by d · f(z − w),
g(z) by e · g(z + w) and h(z) by d1−λeλh(z + (2λ− 1)w) where e and d will
be defined by (75) below, and w will be defined by (78) and (79).
Let f˜ and g˜ be the log-concave hulls of f and g; therefore, Lemma 7.2
yields
h((1− λ)x+ λy) ≥ f˜(x)1−λg˜(y)λ for x, y ∈ Rn. (74)
We may assume by (65) that∫
Rn
f˜ =
∫
Rn
g˜ = 1. (75)
It follows from Lemma 7.3 that
ht(z) = sup
z=(1−t)x+ty
f˜(x)1−tg˜(y)t
satisfies that
ϕ(t) =
∫
Rn
ht
is log-concave on [0, 1]. In particular, (75) implies that
ϕ(0) = ϕ(1) = 1. (76)
It follows from (74), (75), the Pre´kopa-Leindler inequality Theorem 1.2
and the conditions in Theorem 7.1 that
1 =
(∫
Rn
f˜
)1−λ(∫
Rn
g˜
)λ
≤
∫
Rn
hλ ≤
∫
Rn
h ≤ (1 + ε)
(∫
Rn
f
)1−λ(∫
Rn
g
)λ
≤ (1 + ε)
(∫
Rn
f˜
)1−λ(∫
Rn
g˜
)λ
= 1 + ε. (77)
On the other hand, (77), Lemma 7.4 and finally (76) yield that∫
Rn
h1/2 = ϕ
(
1
2
)
≤
(
1 +
ε
λ
)√
ϕ(0)ϕ(1) = 1 +
ε
λ
.
In turn, we deduce from Theorem 3.1 that there exists w ∈ Rn such that∫
Rn
|f˜(z)− h1/2(z + w)| dz ≤ c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n , (78)∫
Rn
|g˜(z)− h1/2(z − w)| dz ≤ c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n . (79)
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Replacing f(z) by f(z−w) and g(z) by g(z+w) (cf. (65)), the function h1/2
does not change, and we have∫
Rn
|f˜ − h1/2| ≤ c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n , (80)∫
Rn
|g˜ − h1/2| ≤ c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n . (81)
To replace h1/2 by h in (80) and (81), we claim that∫
Rn
|h− h1/2| ≤ 5c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n . (82)
To prove (82), we consider
X− = {x ∈ Rn : h(x) ≤ h1/2(x)}
X+ = {x ∈ Rn : h(x) > h1/2(x)}.
It follows from (74) that for any x ∈ X−, we have
h(x) ≥ f˜(x)1−λg˜(x)λ ≥ min{f˜(x), g˜(x)},
or in other words, if x ∈ X−, then
0 ≤ h1/2(x)− h(x) ≤ |h1/2(x)− f˜(x)|+ |h1/2(x)− g˜(x)|.
In particular, (80) and (81) imply∫
X−
|h− h1/2| =
∫
X−
(h1/2 − h) ≤
∫
X−
(|h1/2 − f˜ |+ |h1/2 − g˜|)
≤ 2c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n . (83)
On the other hand,
∫
Rn
h < 1+ ε and
∫
Rn
h1/2 ≥ 1 by (77), thus (83) implies∫
X+
|h− h1/2| =
∫
X+
(h− h1/2) =
∫
Rn
h−
∫
Rn
h1/2 +
∫
X−
(h1/2 − h)
≤ ε+
∫
X−
(h1/2 − h) ≤ 3c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n . (84)
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We conclude (82) by (83) and (84).
To replace f˜ and g˜ by f and g in (80) and (81), we claim that∫
Rn
|f − f˜ | ≤ ε and
∫
Rn
|g − g˜| ≤ ε. (85)
Readily f˜ ≥ f and g˜ ≥ g. It follows from (77) and ∫
Rn
g ≤ ∫
Rn
g˜ = 1 that∫
Rn
|f − f˜ | =
∫
Rn
f˜ −
∫
Rn
f ≤ 1− 1
1 + ε
< ε,
and similar argument for g and g˜ completes the proof of (85).
We conclude from (80), (81), (82) and (85) that∫
Rn
|f − h| dx ≤ 7c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n ,∫
Rn
|g − h| dx ≤ 7c˜n8 18
√
ε
λ
·
∣∣∣log ε
λ
∣∣∣n ,
proving Theorem 7.1. ✷
8 Proof of Theorem 1.4 and Corollary 1.5
First we verify a simple estimate.
LEMMA 8.1 If ̺ > 0, t > 1 and n ≥ 2, then
(log t)n ≤
(n̺
e
)n
t
1
̺ .
Proof: We observe that for s = log t, differentiating the function s 7→ n log s−
s
̺
yields
log
(log t)n
t
1
̺
= n log s− s
̺
≤ n(log(n̺)− 1) = n log n̺
e
.
In turn, we conclude Lemma 8.1. ✷
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Proof of Theorem 1.4 and Corollary 1.5: We may assume that f and
g are probability densities.
For Theorem 1.4, we deduce from Theorem 7.1 and Lemma 8.1 the fol-
lowing statement: For some absolute constants c1, c2 > 1, if ε < c
−n
1 n
−n · τ ,
then there exists w ∈ Rn such that∫
Rn
|f(x)− h(x− λw)| dx ≤ cn2nn 19
√
ε
τ
(86)∫
Rn
|g(x)− h(x+ (1− λ)w)| dx ≤ cn2nn 19
√
ε
τ
, (87)
settling Theorem 1.4 if ε < c−n1 n
−n · τ .
On the other hand, if ε ≥ c−n1 n−n · τ , then we use that the left hand sides
of (86) and (87) are at most 2 + ε ≤ 3; therefore both (86) and (87) readily
hold for suitable absolute constant c2 > 1. This proves Theorem 1.4.
For Corollary 1.5, the functions f and g are log-concave probability den-
sities on Rn. In this case, we define
h(z) = sup
z=(1−λ)x+λy
f(x)1−λg(y)λ,
which is log-concave on Rn according to Lemma 7.3 (i). For the w in (86)
and (87), we deduce that
L˜1(f, g) ≤
∫
Rn
|f(x+ w)− g(x)| dx ≤ 2cn2nn 19
√
ε
τ
,
yielding Corollary 1.5. ✷
9 Proof of Theorem 9.4
We deduce from Lemma 7.3 (i) and induction on m the following corollary.
COROLLARY 9.1 If λ1, . . . , λm > 0 satisfy
∑m
i=1 λi = 1 and f1, . . . , fm
are log-concave functions with positive integral on Rn, then
h(z) = sup
z=
∑m
i=1 λixi
m∏
i=1
f(xi)
λi
is log-concave and has positive integral.
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The first main step towards proving Theorem 9.4 is the case when each
λi in Theorem 9.4 is
1
m
.
THEOREM 9.2 Let c > 1 be the absolute constant in Theorem 7.1, let
γ0 = cn
8 and ε0 = c
−nn−n. If f1, . . . , fm, m ≥ 2 are log-concave probability
densities on Rn such that∫
Rn
sup
mz=
∑m
i=1 xi
m∏
i=1
fi(xi)
1
m dz ≤ 1 + ε
for 0 < ε < ε0/m
4, then for the log-concave h(z) = supmz=
∑m
i=1 xi
∏m
i=1 f(xi)
1
m ,
there exist w1, . . . , wm ∈ Rn such that
∑m
i=1wi = o and∫
Rn
|fi(x)− h(x+ wi)| dx ≤ m4 · γ0 18
√
ε · |log ε|n .
Proof: Instead of Theorem 9.2, we prove that if 0 < ε < ε0/4
⌈log2m⌉, then
there exist w1, . . . , wm ∈ Rn such that
∑m
i=1wi = o and∫
Rn
|fi(x)− h(x+ wi)| dx ≤ 4⌈log2m⌉ · γ0 18
√
ε · |log ε|n . (88)
Since 4⌈log2m⌉ < 42 log2 m = m4, (88) yields Theorem 9.2.
We prove (88) by induction on ⌈log2m⌉ ≥ 1. If ⌈log2m⌉ = 1, and hence
m = 2, then
h(z) = sup
z=λ1x1+λ2x2
f1(x1)
λ1f2(x2)
λ2
is log-concave by Lemma 7.3 (i). Therefore, the case m = 2 of (88) follows
from Theorem 7.1.
Next, we assume that ⌈log2m⌉ > 1, and let k = ⌈m/2⌉, and hence
⌈log2(m− k)⌉ ≤ ⌈log2 k⌉ = ⌈log2m⌉ − 1. We consider the coefficient
λ =
m− k
m
satisfying
1
3
≤ λ ≤ 1
2
,
and the functions
h(z) = sup
mz=
∑m
i=1 xi
m∏
i=1
fi(xi)
1
m (89)
f(z) = sup
kz=
∑k
i=1 xi
k∏
i=1
fi(xi)
1
k (90)
g(z) = sup
(m−k)z=∑mi=k+1 xi
m∏
i=k+1
fi(xi)
1
m−k , (91)
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which are log-concave by Corollary 9.1. In particular, we have
h(z) = sup
z=λx+(1−λ)y
f(x)1−λg(y)λ.
It follows from the Pre´kopa-Leindler inequality that∫
Rn
f ≥ 1 (92)∫
Rn
g ≥ 1 (93)∫
Rn
h ≥
(∫
Rn
f
)1−λ(∫
Rn
g
)λ
≥ 1. (94)
(95)
Since
∫
Rn
h < 1 + ε, we deduce on the one hand, that∫
Rn
f ≤ (1 + ε) 11−λ ≤ (1 + ε)3 ≤ 1 + 4ε (96)∫
Rn
g ≤ 1 + 4ε, (97)
and on the other hand, Theorem 7.1 yields that for a =
∫
Rn
g/
∫
Rn
f , there
exists w ∈ Rn such that∫
Rn
|f(x)− aλh(x− λw)| dx ≤ γ0 18
√
ε
1/3
· | log ε|n
∫
Rn
f
≤ 2γ0 18
√
ε · | log ε|n (98)∫
Rn
|g(x)− a−(1−λ)h(x+ (1− λ)w)| dx ≤ γ0 18
√
ε
1/3
· | log ε|n
∫
Rn
g
≤ 2γ0 18
√
ε · | log ε|n. (99)
We deduce from (92), (93), (96), (97) that 1 + 4ε > a, a−1 > 1
1+4ε
> 1 − 4ε;
therefore, 1
3
≤ λ ≤ 2
3
,
∫
Rn
h < 1 + ε, (98) and (99) yield∫
Rn
|f(x)− h(x− λw)| dx ≤ 4γ0 18
√
ε · | log ε|n (100)∫
Rn
|g(x)− h(x+ (1− λ)w)| dx ≤ 4γ0 18
√
ε · | log ε|n. (101)
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Since ⌈log2(m − k)⌉ ≤ ⌈log2 k⌉ = ⌈log2m⌉ − 1, induction and (91), (90)
and (89) yield that there exist w˜1, . . . , w˜m ∈ Rn such that
k∑
i=1
w˜i =
m∑
j=k+1
w˜j = o, (102)
and if i = 1, . . . , k and j = k + 1, . . . , m, then∫
Rn
|fi(x)− f(x+ w˜i)| dx ≤ 4⌈log2 k⌉γ0 18
√
4ε · | log ε|n, (103)∫
Rn
|fj(x)− g(x+ w˜j)| dx ≤ 4⌈log2(m−k)⌉γ0 18
√
4ε · | log ε|n. (104)
Combining (100), (101), (103) and (104) shows the existence of w1, . . . , wm ∈
R
n such that if i = 1, . . . , m, then∫
Rn
|fi(x)−h(x+wi)| dx ≤ 4·4⌈log2 m⌉−1γ0 18
√
ε·| log ε|n = 4⌈log2m⌉γ0 18
√
ε·| log ε|n;
namely,
wi = −λw − w˜i for i = 1, . . . , k,
wj = (1− λ)w − w˜j for j = k + 1, . . . , m.
Since λ = m−k
m
and 1− λ = k
m
, we have
m∑
i=1
wi = −k · λw −
(
k∑
i=1
w˜i
)
+ (m− k)(1− λ)w −
(
m∑
j=k+1
w˜j
)
= o,
proving (88). ✷
For m ≥ 2, we consider the (m− 1)-simplex
∆m−1 = {p = (p1, . . . , pm) ∈ Rm : p1 + . . .+ pm = 1}.
The proof of Lemma 7.3 readily extends to verify he following statement.
LEMMA 9.3 Let f1, . . . , fm, m ≥ 2 be log-concave probability densities with
positive integral on Rn, n ≥ 2. For p = (p1, . . . , pm) ∈ ∆m−1, the function
hp(z) = sup
z=
∑m
i=1 pixi
m∏
i=1
fi(xi)
pi
is log-concave on Rn, and the function p 7→ ∫
Rn
hp is log-concave on ∆
m−1.
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THEOREM 9.4 For some absolute constant γ˜ > 1, if τ ∈ (0, 1
m
], m ≥ 2,
λ1, . . . , λm ∈ [τ, 1 − τ ] satisfy
∑m
i=1 λi = 1 and f1, . . . , fm are log-concave
functions with positive integral on Rn such that∫
Rn
sup
z=
∑m
i=1 λixi
m∏
i=1
fi(xi)
λi dz ≤ (1 + ε)
m∏
i=1
(∫
Rn
fi
)λi
for 0 < ε < τ ·γ˜−nn−n/m4, then for the log-concave h(z) = supz=∑mi=1 λixi
∏m
i=1 f(xi)
λi,
there exist a1, . . . , am > 0 and w1, . . . , wm ∈ Rn such that
∑m
i=1 λiwi = o and
for i = 1, . . . , m, we have∫
Rn
|fi(x)− aih(x+ wi)| dx ≤ γ˜m5n8 18
√
ε
mτ
·
∣∣∣log ε
mτ
∣∣∣n ∫
Rn
fi.
Remark ai =
(
∫
Rn
fi)
1−λi
∏
j 6=i(
∫
Rn
fj)
λj
for i = 1, . . . , m in Theorem 9.4.
Proof: Let τ ∈ (0, 1
m
], let λ1, . . . , λm ∈ [τ, 1 − τ ] with λ1 + . . . + λm = 1
and let f1, . . . , fm be log-concave with positive integralral as in Theorem 9.4.
In particular, λ = (λ1, . . . , λm) ∈ ∆m−1. We may assume that f1, . . . , fm
are probability densities, λ1 ≥ . . . ≥ λm and λm < 1m (as if λm = 1m , then
Theorem 9.2 implies Theorem 9.4).
Let p˜ = ( 1
m
, . . . , 1
m
), and for i = 1, . . . , m, let v(i) ∈ Rm be the vector
whose ith coordinate is 1, and the rest is 0, and hence v(1), . . . , v(m) are the
vertices of ∆m−1, and λ =
∑m
i=1 λiv(i). For p = (p1, . . . , pm) ∈ ∆m−1, we
write
hp(z) = sup
z=
∑m
i=1 pixi
m∏
i=1
fi(xi)
pi,
and hence hv(i) = fi. According the conditions in Theorem 9.4,∫
Rn
hλ < 1 + ε. (105)
Since λi − λm ≥ 0 for i = 1, . . . , m− 1 and mλm < 1, it follows that
q =
m−1∑
i=1
λi − λm
1−mλm · v(i) ∈ ∆
m−1,
and Corollary 9.3 and
∫
Rn
hv(i) =
∫
Rn
fi = 1 yield that
∫
Rn
hq ≥ 1. Since
λ = mλmp˜+
m−1∑
i=1
(λi − λm)v(i) = mλmp˜+ (1−mλm)q,
36
(105) and Corollary 9.3 imply that
1 + ε >
∫
Rn
hλ ≥
(∫
Rn
hq
)1−mλm (∫
Rn
hp˜
)mλm
≥
(∫
Rn
hp˜
)mλm
;
therefore, ε ≤ mτ ≤ mλm yields∫
Rn
hp˜ < (1 + ε)
1
mλm < e
ε
mλm < 1 +
2ε
mλm
.
According to Theorem 9.2, there exist w1, . . . , wm ∈ Rn such that
∑m
i=1wi =
o and ∫
Rn
|fi(x+ wi)− hp˜(x)| dx ≤ m4 · γ0 18
√
2ε
mλm
·
∣∣∣∣log 2εmλm
∣∣∣∣n
for i = 1, . . . , m. Replacing fi(x) by fi(x + wi) for i = 1, . . . , m does not
change hp˜ by the condition
∑m
i=1wi = o; therefore, we may assume that∫
Rn
|fi(x)− hp˜(x)| dx ≤ m4 · γ0 18
√
2ε
mλm
·
∣∣∣∣log 2εmλm
∣∣∣∣n (106)
for i = 1, . . . , m.
To replace hp˜ by hλ in (106), we claim that∫
Rn
|hλ − hp˜| ≤ 3m5 · γ0 18
√
2ε
mλm
·
∣∣∣∣log 2εmλm
∣∣∣∣n . (107)
To prove (107), we consider
X− = {x ∈ Rn : hλ(x) ≤ hp˜(x)}
X+ = {x ∈ Rn : hλ(x) > hp˜(x)}.
It follows from the definition of hλ that for any x ∈ X−, we have
hλ(x) ≥
m∏
i=1
fi(x)
λi ≥ min{f1(x), . . . , fm(x)},
or in other words, if x ∈ X−, then
0 ≤ hp˜(x)− hλ(x) ≤
m∑
i=1
|fi(x)− hp˜(x)|.
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In particular, (106) implies∫
X−
|hλ − hp˜| =
∫
X−
(hp˜ − hλ) ≤
m∑
i=1
∫
X−
|fi(x)− hp˜(x)|
≤ m5 · γ0 18
√
2ε
mλm
·
∣∣∣∣log 2εmλm
∣∣∣∣n . (108)
On the other hand,
∫
Rn
hλ < 1 + ε and the Pre´kopa-Leindler inequality
yields
∫
Rn
hp˜ ≥ 1, thus (108) implies∫
X+
|hλ − hp˜| =
∫
X+
(hλ − hp˜) =
∫
Rn
hλ −
∫
Rn
hp˜ +
∫
X−
(hp˜ − hλ)
≤ ε+
∫
X−
(hp˜ − hλ) ≤ 2m5 · γ0 18
√
2ε
mλm
·
∣∣∣∣log 2εmλm
∣∣∣∣n .(109)
We conclude (107) by (108) and (109).
Finally, combining (106) and (107) prove Theorem 9.4. ✷
Proof of Theorem 1.6 We may assume that
∫
Rn
fi = 1 for i = 1, . . . , m
in Theorem 1.6 for the log-concave functions f1, . . . , fm on R
n.
Let τ ∈ (0, 1
m
] form ≥ 2, and let λ1, . . . , λm ∈ [τ, 1−τ ] satisfy
∑m
i=1 λi = 1
such that ∫
Rn
sup
z=
∑m
i=1 λixi
m∏
i=1
fi(xi)
λi dz ≤ 1 + ε
for ε ∈ (0, 1].
For the absolute constant γ˜ > 1 of Theorem 9.4, if
0 < ε < τ · γ˜−nn−n/m4, (110)
then for the log-concave h(z) = supz=
∑m
i=1 λixi
∏m
i=1 f(xi)
λi, there exist w1, . . . , wm ∈
R
n such that
∑m
i=1 λiwi = o and for i = 1, . . . , m, we have∫
Rn
|fi(x)− h(x+ wi)| dx ≤ γ˜m5n8 18
√
ε
mτ
·
∣∣∣log ε
mτ
∣∣∣n .
We deduce from Lemma 8.1 that∫
Rn
|fi(x)− h(x+ wi)| dx ≤ γ˜n0nnm5 19
√
ε
mτ
(111)
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for i = 1, . . . , m and some absolute constant γ˜0 ≥ max{γ˜, 3}, proving Theo-
rem 1.6 if (110) holds. Finally if ε ≥ τ · γ˜−nn−n/m4, then (111) readily holds
as the left hand side is at most 2 + ε ≤ 3. ✷
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