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ABSTRACT. – The Cauchy problem for weakly hyperbolic equations is generally not
C∞ well posed without assuming conditions on lower order terms: this is well known
since the famous E.E. Levi paper [7], generalized many years later by several authors.
Here we want to study the same problem in nonlinear framework, hence it is natural
to impose “Levi conditions” on the linearized operator. We shall confine ourselves to
consider equations with constant multiplicity for which Levi conditions are plain (see for
example J. Chazarian [2], H. Flascka and G. Strang [3], S. Mizohata and Y. Ohya [9],
J. Vaillant [12]) and several applications to Mathematical Physics are possible.
As far as we know, the only result of this type is proved by D. Gourdin [4], where he
treats, with different methods, a class of equations having small intersection with the one
we consider here. Ó Elsevier, Paris
1. Main results
We shall study local solvability for the quasilinear Cauchy problem:
∑
|α|6m
aα
(
t, x,Dm
′
u
)
Dαt,xu= f
(
t, x,Dm
′
u
)
,
Djt u|t=0 = gj , 06 j < m,
(1.1)
1 E-mail: cicognan@dm.unibo.it.
2 E-mail: zan@dns.unife.it.
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where t ∈ [−T ,T ], T > 0, x ∈M,M a compact manifold of dimension
n, and
Dm
′
u := (Dαt,xu; |α|6m′), m′ <m.
The initial data gj are assumed in C∞(M) or, more generally, in Sobolev
spaces Hµ−j (M) for a sufficiently large µ whereas aα and f are smooth
functions of their arguments (t, x,w) ∈ [−T ,T ]×M×W,W a compact
neighborhood of the set{
Dβx gj (x): x ∈M, 06 j < m, |β|6m′ − j
}
.
For the differential operator:
P(t, x,w,Dt,Dx)=Pm(t, x,w,Dt,Dx)
+Pm−1(t, x,w,Dt,Dx)+ · · · + P0(t, x,w),
Pj (t, x,w,Dt,Dx)=
∑
|α|=j
aα(t, x,w)D
α
t,x
we shall assume weak hyperbolicity with characteristic roots of constant
multiplicity, that is
(H) Pm(t, x,w, τ, ξ)=
s∏
j=1
(
τ − λj (t, x,w, ξ))mj ,
where
∑s
j=1mj =m and λj are real functions satisfying λh(t, x,w, ξ) 6=
λk(t, x,w, ξ) for every (t, x,w, ξ) if h 6= k.
We are interested in the case where r :=max{mj : 16 j 6 s} is greater
or equal to 2 since r = 1 means that problem (1.1) is strictly hyperbolic
and in this case local existence and uniqueness in the C∞ framework and
in Sobolev spaces is well known. Nevertheless, for r > 2, assumption (H)
is not sufficient, as we can see already in the linear case, i.e., aα and f
independent of w (e.g., [3,9] and [1]). In addition to it we assume
m′ 6m− r(1.2)
and, for every u ∈ C∞ such that (t, x,Dm′u(t, x)) ∈W , we require that
the linear operator
P (u)(t, x,Dt ,Dx) := P(t, x,w,Dt ,Dx)|w=Dm′u(t,x)
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with characteristic roots
λ
(u)
j (t, x, ξ) := λj (t, x,w, ξ)|w=Dm′u(t,x),
satisfies the Levi condition according to [3]; that is for every solution of
∂tϕ = λ(u)j (t, x,∇xϕ)
we have
(L) e−i%ϕP (u)(ei%ϕ)=O(%m−mj ), %→+∞, j = 1, . . . , s.
Under hypothesis (H), condition (L) is necessary and sufficient in order
that the linear Cauchy problem
P (u)v = 0,
Djt v|t=0 = gj , 06 j <m,
with data gj ∈ C∞(M) has a unique global solution v ∈C∞([−T ,T ] ×
M), as it is proved in [1–3,9].
Such conditions are clearly independent of the terms Pj(t, x,w,Dt ,
Dx) of P(t, x,w,Dt,Dx) of degree j 6m− r and this fact allows us to
write (1.1), with m′ =m− r , in the form∑
m−r<|α|6m
aα
(
t, x,Dm−ru
)
Dαt,xu= f
(
t, x,Dm−ru
)
,
Djt u|t=0 = gj , 06 j < m.
(1.3)
We shall prove the following result of local existence and uniqueness for
the solution.
THEOREM 1.1. – Assume that conditions (H) and (L) are fulfilled. For
arbitrary gj ∈ C∞(M) there is then T0 6 T such that problem (1.3) has
a unique solution u ∈C∞ ([−T0, T0] ×M).
Remark 1.2. – In fact we shall prove that there exists an index µ0 =
µ0(m,n) such that, given gj ∈ Hµ−j (M) with µ > µ0, problem (1.3)
has a unique local solution u ∈⋂m−1j=0 Cj([−T0, T0];Hµ−r−j (M)).
BULLETIN DES SCIENCES MATHÉMATIQUES
416 M. CICOGNANI, L. ZANGHIRATI
In the semilinear case (see Example 1.3 below) it is µ0 = n2 +m.
Example 1.3. – Let us consider a linear operator
P(t, x,Dt ,Dx)=
∑
|α|6m
aα(t, x)D
α
t,x
satisfying conditions (H) and (L) where, obviously, P (u) = P ; that is, let
us consider an hyperbolic operator with constant multiplicity for which
the linear Cauchy problem
Pv = 0,
Djt v|t=0 = gj , 06 j <m,
(1.4)
is C∞-wellposed. Then Theorem 1.1 applies to all semilinear equations∑
m−r<|α|6m
aα(t, x)D
α
t,xu= f
(
t, x,Dm−ru
)
,
so proving that (local) existence and uniqueness of the solution of (1.4)
is stable under nonlinear perturbations of the terms of order smaller or
equal to m− r .
Example 1.4. – In the case r = 2, if we consider the subprincipal
symbol
Q
(u)
m−1(t, x, τ, ξ) : =P (u)m−1(t, x, τ, ξ)−
1
2
Dt∂τP
(u)
m (t, x, τ, ξ)
− 1
2
n∑
j=1
Dxj ∂ξjP
(u)
m (t, x, τ, ξ),
then condition (L) is equivalent to Q(u)m−1 ≡ 0 on the variety τ =
λ
(u)
j (t, x, ξ) for all the indices j such that mj = 2 (see [9]). Thus for
P
(u)
4 + P (u)3 =
(
τ 2 − a2ξ 2)2 + bτ 3 + cξ 3 (n= 1),
with a real and never zero, condition (L) becomes:
b=−4
a
Dta, c= 4a3Dxa.
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Hence, for a = eu, an equation to which Theorem 1.1 applies is:
D4t u− 2e2uD2t D2xu+ e4uD4xu− 4DtuD3t u+ 4e4uDxuD3xu
= f (t, x,D2u).
Example 1.5. – The Kirchhoff equation
∂2t u− γ ∂2t 1xu+12xu= f
(t, x) ∈ [0, T ] × Rn, n = 1,2,3, γ > 0, occurs in the theory of plates
(e.g., [11]).
For n= 1, we can treat the quasilinear Kirchhoff equation
∂2t u− γ
(
t, x,D2u
)
∂2t ∂
2
xu+ ∂4xu= f
(
t, x,D2u
)
since it satisfies conditions (H) and (L) with respect to the x-axis.
Theorem 1.1 yields unique solvability for 0 6 x 6 X0, given arbitrary
smooth Cauchy data ∂jx u(t,0), 06 j < 4.
Example 1.6. – Consider a strictly hyperbolic operator H(t, x,w,Dt,
Dx) of order h and define H(u): H(t, x,w,Dt,Dx)|w=Dh1u(t,x). Then,
examples of problems of type (1.3) satisfying assumptions of Theorem
1.1 are obtained by taking
∑
m−r<|α|6m aα(t, x,Dm−ru)Dαt,x equal to
the sum of terms of order greater than m − r in the composition
H(u) ◦H(u) ◦ · · · ◦H(u)︸ ︷︷ ︸
r t imes
with m= rh, h1 6m− 2r + 1.
2. Factorization and system form
Given a function
u ∈
m−r⋂
j=0
Cj
([−T ,T ];Hµ+m−r−j (M)) with µ> n/2,
the coefficients of the linear operator
∑
|α|6m aα(t, x,Dm−ru)Dαt,x belong
to C([−T ,T ];Hµ(M)). If µ is sufficiently large, conditions (H) and (L)
make sense also in this case, so the aim of this section is the study the
related linear Cauchy problem. The following symbol classes with less
than C∞ regularity will be useful.
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DEFINITION 2.1. – We say p(x, ξ) ∈HµSm1,0 provided∥∥Dαξ p(·, ξ )∥∥Hµ(M) 6 c(1+ |ξ |)m−|α|, for |α|6µ.
One needs only finitely such differentiability of a symbol for continuity
on Sobolev spaces and to perform any finite number of operations.
We state some results of this type, referring to [10] Chapter IV, for
more details.
PROPOSITION 2.2. – If p(x, ξ) ∈HµSm1,0 and µ> (n/2)+ µ˜, then
p(x,D) :Hs(M)→Hs−m(M)
for |s|6 µ˜.
PROPOSITION 2.3. – For every µ,m1,m2 there is a µ′ such that, if
pj(x,D) ∈ OPHµ′Smj1,0, then p1(x,D)p2(x,D) ∈ OPHµSm1+m21,0 ,
p1(x,D)
∗ ∈OPHµSm11,0 and [p1(x,D),p2(x,D)] ∈OPHµSm1+m2−11,0 .
Provided this, one can prove the following result, concerning a
factorization of a linear operator under conditions (H) and (L), with minor
modifications with respect to the case of C∞ coefficients considered in
[6] and [8].
PROPOSITION 2.4. – Assume that the linear operator
P = ∑
|α|6m
aα(t, x)D
α
t,x,
with coefficients
aα ∈
k0⋂
j=0
Cj
([−T ,T ];Hµ0−j (M)),
satisfies conditions (H) and (L).
For every µ there are k1 = k1(µ,m,n) and µ1 = µ1(µ,m,n) such
that, if k0 > k1 and µ2 > µ1, then
P = Ps ◦ · · · ◦ P1 +R,
where
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Pj = (Dt − λj (t, x,Dx))mj
+a(j)1 (t, x,Dx)
(
Dt − λj(t, x,Dx))mj−1 + · · · + a(j)mj (t, x,Dx),
λj (t, x, ξ) ∈
m−1⋂
k=0
Ck
([−T ,T ];Hµ−kS11,0),
a
(j)
` (t, x, ξ) ∈
m−1⋂
k=0
Ck
([−T ,T ];Hµ−kS01,0),
(2.1)
and
R =
m∑
`=1
r`(t, x,Dx)D
m−`
t ,
r`(t, x, ξ) ∈ C([−T ,T ];HµS`−m1,0 ).
(2.2)
The symbols λj (t, x, ξ) coincide with the characteristic roots of
P after a modification in a neighborhood of ξ = 0, so we use the
same notation. Assuming the sole condition (H) one can perform the
factorization of P with
% :=max (orda(j)` )/(mj − `) < 1
invariant with respect to the disposition of the λj ’s; condition (L) implies
%6 0.
Under such hypotheses, we can reduce the equation
Pu= f(2.3)
to a suitable system form. Without loss of generality but only to
have simpler notation, hereafter we consider an operator P with two
characteristic roots (i.e., s = 2). We have:
P = P2 ◦ P1 +R,
P = P˜1 ◦ P˜2 + R˜,
(2.4)
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with Pj and P˜j defined by (2.1) with respective coefficients a(j)` and a˜(j)`
of order zero while R and R˜ are of the type (2.2). Then, let us set:

u0 = u,
u1 = (Dt − λ1)u,
...
um1−1 = (Dt − λ1)m1−1u,
um1 = P1u,
um1+1 = (Dt − λ2)P1u,
...
um−1 = (Dt − λ2)m2−1P1u,

um = u,
um+1 = (Dt − λ2)u,
...
um+m2−1 = (Dt − λ2)m2−1u,
um+m2 = P˜2u,
um+m2+1 = (Dt − λ1)P˜2u,
...
u2m−1 = (Dt − λ1)m1−1P˜2u.
(2.5)
Eq. (2.3) is equivalent to:
(Dt − λ1)uj = uj+1, (06 j 6m1 − 2),
(Dt − λ1)um1−1 =−a(1)m1u0 − a(1)m1−1u1 − · · · − a(1)1 um1−1 + um1 ,
(Dt − λ2)uj = uj+1, (m1 6 j 6m− 2),
(Dt − λ2)um−1 =−a(2)m2um1 − a(2)m2−1um1+1
− · · · − a(2)1 um−1 −Ru+ f,
(Dt − λ2)um+j = um+j+1, (06 j 6m2 − 2),
(Dt − λ2)um+m2−1 =−a˜(2)m2um − a˜(2)m2−1um+1
− · · · − a˜(2)1 um+m2−1 + um+m2 ,
(Dt − λ1)um+j = um+j+1, (m2 6 j 6m− 2),
(Dt − λ1)u2m−1 =−a˜(1)m1um+m2 − a˜(1)m1−1um+m2+1
− · · · − a˜(1)1 u2m−1 − R˜u+ f.
(2.6)
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We can handle the terms Ru and R˜u by means of the following lemma
which can be proved in the same way as Lemma 5, p. 77 in [8] since only
finitely many products are involved.
LEMMA 2.5. – Assume that the hypotheses of Proposition 2.4 are
satisfied. For every µ there are k2 > k1 and µ2 > µ1 such that, if k0 > k2
and µ0 > µ2, then
Djt u=
j∑
`=1
c
(j)
` (t, x,Dx)uj−` + uj ,
Djt u=
j∑
`=1
c˜
(j)
` (t, x,Dx)um+j−` + um+j , 06 j 6m− 1,
(2.7)
with
c
(j)
` (t, x, ξ), c˜
(j)
` (t, x, ξ) ∈ C
([−T ,T ];HµS`1,0).
Thus, from Lemma 2.5 and (2.2) it follows that:
Ru=
m−1∑
j=0
bj (t, x,Dx)uj , R˜u=
m−1∑
j=0
b˜j (t, x,Dx)um+j ,(2.8)
with bj (t, x, ξ), b˜j (t, x, ξ) ∈ C([−T ,T ];HµS01,0) provided that k0 >
k3 > k2, µ0 > µ3 > µ2, k3 and µ3 depending only on µ,m,n.
Eqs. (2.6), taking (2.8) into account, show that Pu = f is equivalent
to a symmetric hyperbolic system of size 2m× 2m:(
Dt −K(t, x,Dx))U = F,(2.9)
where:
U = (u0, . . . , u2m−1)t , uj defined by (2.5),
F = (0, . . . ,0, f,0, . . . ,0, f )t .
(2.10)
K has diagonal principal part given by the λj ’s each one repeated
2mj times and, if k0 > k4 > k3 and µ0 > µ4 > µ3, it is K(t, x, ξ) ∈
C([−T ,T ];HµS11,0), K(t)−K∗(t) ∈ OPHµS01,0 with k4 = k4(µ,m,n),
µ4 =µ4(µ,m,n).
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We shall need the following proposition which gives a link between U
and the derivatives of u.
PROPOSITION 2.6. – Assume that the operator P satisfies the hy-
potheses of Proposition 2.4, let U be defined by (2.10) and let N0 be
the number of multiindices α ∈ Zn+1+ of length |α|6m− r. For every µ
there are k5 > k4 and µ5 > µ4 depending only on µ,m, r, n such that, if
k0 > k5 and µ0 > µ5, then(
∂αt,xu(t, x); |α|<m− r
)t =Q(t, x,Dx)U(t, x)(2.11)
with Q a N0 × 2m matrix,
Q(t, x, ξ) ∈ C([−T ,T ];HµS01,0).
Proof. – Condition (H) implies∣∣λ1(t, x, ξ)− λ2(t, x, ξ)∣∣> c|ξ |, c > 0,
so, for 06 k 6m− 1, we can write
τ k =
(
τ − λ1
λ2 − λ1 −
τ − λ2
λ2 − λ1
)m−1−k(
τ − λ1
λ2 − λ1λ2 −
τ − λ2
λ2 − λ1λ1
)k
and, by Newton’s formula, this gives
τ k =
m−1−k∑
k1=0
k∑
k2=0
a
(k)
k1,k2(τ − λ1)k1+k2(τ − λ2)m−1−k1−k2 ,
where orda(k)k1,k2 6 k + 1 − m. In this sum, let us substitute (τ −
λ2)
m−1−k1−k2 with (τ −λ2)m2[(τ −λ1)+ (λ1−λ2)]m1−1−k1−k2 when k1+
k2 <m1, and (τ −λ1)k1+k2 with (τ −λ1)m1[(τ −λ2)+ (λ2−λ1)]k1+k2−m1
when k1 + k2 >m1.
Then, applying Newton’s formula to the powers into square brackets,
we obtain
τ k =
m1−1∑
j=0
b
(k)
1,j (τ − λ1)j (τ − λ2)m2 +
m2−1∑
j=0
b
(k)
2,j (τ − λ2)j (τ − λ1)m1
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with
ord b(k)i,j 6 k−m+mi − j 6 k −m+ r.
Thus, from (2.5) we have:
Dkt u=
m1−1∑
j=0
b
(k)
1,j (t, x,Dx)um+m2+j +
m2−1∑
j=0
b
(k)
2,j (t, x,Dx)um1+j
+
m−1∑
`=0
c
(k)
` (t, x,Dx)D
`
t u, ord c
(k)
` 6 k − `− 1.
(2.12)
In the third sum we can substitute D`t u with the expression given by
(2.12) itself with k replaced by ` and, repeating this process k + 2m −
r − 1 times, we can write
Dkt u=
m1−1∑
j=0
b˜
(k)
1,j (t, x,Dx)um+m2+j
+
m2−1∑
j=0
b˜
(k)
2,j (t, x,Dx)um1+j +
m−1∑
`=0
c˜
(k)
` (t, x,Dx)D
`
t u
with
ord b˜(k)i,j 6 k−m+ r, ord c˜ (k)` 6−2m+ r + 1.
We can now apply Lemma 2.5 to D`t u to obtain
Dkt u=
2m−1∑
j=0
q
(k)
j (t, x,Dx)uj ,
ordq(k)j 6 k −m+ r, 06 k 6m− 1.
(2.13)
We get the equality (2.11) applying Dαx to both sides in (2.13) with
06 k 6m− r and |α|6m− r − k.
As it concerns the regularity of the symbols q(k)j (t, x, ξ), it is sufficient
to note that we have performed a finite number of products, depending
only on m, r, n, and to apply Proposition 2.3 to complete the proof. 2
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We can now state a result of well posedness in Sobolev spaces of the
Cauchy problem
{
Pu= f,
D
j
t u|t=0 = gj , 06 j <m.(2.14)
THEOREM 2.7. – Let the operator
P = ∑
|α|6m
aα(t, x)D
α
t,x
satisfy the hypotheses of Proposition 2.4. For every µ there are k6 > k5
and µ6 > µ5 depending on µ,m, r, n such that, if k0 > k6 and µ0 > µ6,
then the problem (2.14) has a unique solution u ∈ ⋂m−1j=0 Cj([−T ,T ];
Hµ+m−r−j (M)) for any given f ∈ C([−T ,T ];Hµ(M)), and gj ∈
Hµ+m−1−j (M).
The solution satisfies
m−1∑
j=0
∥∥Djt u(t, ·)∥∥µ+m−r−j
6 (1+ c|t|)
(
m−1∑
j=0
‖gj‖µ+m−1−j +
∣∣∣∣∣
t∫
0
‖f (s, ·)‖µ ds
∣∣∣∣∣
)
,
(2.15)
where the constant c depends on the norms ‖Djt aα(t, ·)‖µ6−j , 0 6 j 6
k6, |α|6m.
Proof. – According to (2.9) and (2.10), we can reduce the problem
(2.14) to an equivalent one for a symmetric hyperbolic system
{
(Dt −K(t, x,Dx))U = F,
U|t=0 =G,(2.16)
with F ∈C([−T ,T ];Hµ(M)), G ∈Hµ(M).
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From Propositions 2.2, 2.4 and Lemma 2.5, taking enough large k0 and
µ0, we have continuous operators
K(t) :Hs+1(M)→Hs(M),
K(t)−K∗(t) :Hs(M)→Hs(M), |s|6 |µ| + 1,
so that (2.16) has a unique solution U ∈ C([−T ,T ];Hµ(M))∩C1([−T ,
T ];Hµ−1(M)) which satisfies
‖U(t, ·)‖µ 6 (1+C|t|)
(
‖G‖µ +
∣∣∣∣∣
t∫
0
‖F(s, ·)‖µ ds
∣∣∣∣∣
)
with C depending on a finite number of seminorms of K and K−K∗ (cf.
Proposition 5.4, p. 83 in [10]). To end the proof, let us take k0 and µ0 in
order to have continuous operators
q
(k)
j (t) :H
µ(M)→Hµ+m−r−k(M)
in (2.13) obtaining thus the inequality (2.15). 2
We note that inequality (2.15) is well known in the strictly hyperbolic
case r = 1 (e.g., [5]) and fits the results of [1,2] when r > 2.
Besides the equality (2.11), that gives an useful representation of
the derivatives ∂αt,xu, |α| 6 m − r , we shall need to consider all the
commutators [∂βt,x,P ]u with |β|6M, M a fixed positive integer.
Let us denote u(β)j , 06 j 6 2m−1, the functions defined by (2.5) with
∂
β
t,xu in place of u and set
U˜ = (u(β)j ; |β|6M, 06 j 6 2m− 1)t .(2.17)
We have:
PROPOSITION 2.8. – Assume that the operator P satisfies the hy-
potheses of Proposition 2.4. Let U˜ be defined by (2.17) and let N1 be the
number of multiindices β ∈ Zn+1+ of length |β| 6M . For every µ there
are k7 > k6 and µ7 > µ6 depending only on µ,m, r, n and not depending
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on M such that, if k0 >max(M,k7) and µ0 >max(M,µ7), then([
∂βt,x,P
]
u(t, x); |β|6M)t =A(t, x)Q˜(t, x,Dx)U˜ (t, x),(2.18)
where Q˜ is a N1 × 2mN1 matrix, A is a N1 ×N1 matrix,
Q˜(t, x, ξ)∈C([−T ,T ];HµS01,0),
A(t, x)∈C([−T ,T ];Hµ0−M(M)).
The nonvanishing entries of A are equal to 1 or to derivatives of order
less or equal to M of the coefficients of P . The number of operations one
has to perform in the construction of Q˜ is independent of M .
The proof of Proposition 2.8 is based on the following lemma.
LEMMA 2.9. – Let
λ1(t, x, ξ), λ2(t, x, ξ) ∈
m−1⋂
k=0
Ck
([−T ,T ];Hs0−kS11,0)
be such that |λ1(t, x, ξ)− λ2(t, x, ξ)|> c|ξ |, c > 0, and let
a(t, x, ξ) ∈
m−1⋂
k=0
Ck
([−T ,T ];Hs0−kS%1,0), % ∈ R.
Denote by m1,m2 two integers such that m1 +m2 =m, mj > 1.
Then, for every s there is s1 depending only on s,m1,m2, n such that,
if s0 > s1, then
(i)
[
a, (Dt − λ1)`]= ∑
16j6`
aj (Dt − λ1)`−j , 16 `6m1,
aj ∈C([−T ,T ];HsS%1,0);
(ii) [
(Dt − λ1)`, (Dt − λ2)d]= ∑
16i6`
16j6d
ai,j (Dt − λ1)`−i(Dt − λ2)d−j ,
16 `6m1, 16 d 6m2, ai,j ∈C([−T ,T ];HsSi+j−11,0 );
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(iii)
(Dt − λ1)m1−`(Dt − λ2)m2−d
= ∑
16i6`
ai(Dt − λ1)m1−i(Dt − λ2)m2
+ ∑
16i6d
bi(Dt − λ2)m2−i(Dt − λ1)m1
+ ∑
06i6m1−1
06j6m2−1
ci,j (Dt − λ1)i(Dt − λ2)j
06 ` < m1, 06 d <m2, `+ d > 1,
ai, bi ∈ C([−T ,T ];HsS−`−d+i1,0 ),
ci,j ∈ C([−T ,T ];HsSm1+m2−`−d−i−j−11,0 ).
Proof. – Let P,Q,R be three operators. We have the trivial identity
[P,QR] = [P,Q]R +Q[P,R](2.19)
provided that all the compositions are well defined.
The equality (i) can be proved by induction on ` taking (2.19) into
account.
As it concerns the equality (ii), at first one can prove it with `= 1 by
induction on d and then complete the induction on ` with a fixed d. In
both inductions one uses (i) and (2.19).
Finally, the equality (iii) can be proved by induction on `+d by means
of (i), (ii), (2.19) and of the identity:
(Dt − λ1)m1−`(Dt − λ2)m2−d
= (Dt − λ1)m1−`[q(Dt − λ1)− q(Dt − λ2)+ r](Dt − λ2)m2−d,
where q(t, x, ξ) = (λ2(t, x, ξ) − λ1(t, x, ξ))−1 and r(t, x, ξ) have or-
der −1.
Since one needs to perform only finitely many compositions, depend-
ing only on `, d and n, the proof is complete. 2
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Proof of Proposition 2.8. – For every β ∈ Zn+1+ with length |β| 6M ,
let us set
U(β) = (u(β)j ; 06 j 6 2m− 1)t
to have
U˜ = (U(β); |β|6M).
Applying (2.11) to ∂βt,xu, we obtain(
∂α+βu(t, x); |α|6m− r)t =Q(t, x,Dx)U(β)(t, x)(2.20)
that gives the desired representation of [∂β,P ]u for |β| 6M − r + 1.
Furthermore, the equality (2.20) allows us to neglet all the terms of
[∂β,P ] of order less or equal to |β| + m − r also when dealing with
the multiindices β of length |β|>M − r + 1.
For such a β, from (2.19) and (2.4) we have to consider[
∂β,P2
]
P1 + P2[∂β,P1]
and, again by means of (2.19) and Proposition 2.4, we can write
[
∂β,P2
]
P1 = [∂β, (Dt − λ2)m2](Dt − λ1)m1
+ ∑
06i6m1
06j6m2
i+j>0
[
∂β, a
(2)
j
]
(Dt − λ2)m2−j a(1)i (Dt − λ1)m1−i
+ ∑
06i6m1
06j6m2
i+j>0
a
(2)
j
[
∂β, (Dt − λ2)m2−j ]a(1)i (Dt − λ1)m1−i ,
(2.21)
where we have to take into account the terms with i + j < r only.
A repeated use of (2.19) gives
[
∂β, (Dt − λj )mj−d]
= ∑
16h6mj−d
(Dt − λj )mj−d−h[∂β,Dt − λj ](Dt − λj )h−1(2.22)
TOME 123 – 1999 – N◦ 6
CAUCHY PROBLEM 429
so all the terms in the right side of equality (2.21) are compositions, in
different orders, of operators
a,
[
∂β, q
]
, (Dt − λ1)m1−i , (Dt − λ2)m2−j
with a of order 0, q of order less or equal to 1. It is
[
∂β, q
]= ∑
0<γ6β
(
β
γ
)
q(γ )∂
β−γ = ∑
06γ6β
aγ ∂
β−γ ,
where the operators aγ are of order less or equal to 0 and it is important
to note that only the terms with |γ | < r can lead to operators of order
greater than |β| +m− r in (2.21).
From (2.22) and (i) of Lemma 2.9 we can move all the operators of
order 0 towards left and all the operators ∂β−γ towards right until we
represent all the terms of order greater than |β| + m − r in (2.21) as a
sum of operators of the type
a(Dt − λ2)m2−j (Dt − λ1)m1−i∂β−γ(2.23)
with a(t, x,Dx) of order 0, 0 6 i 6 m1, 0 6 j 6 m2, 1 6 i + j < r,
06 |γ |6 r − i − j .
Now, if i+ j > 2 in (2.23), we apply the equality (iii) of Lemma 2.9 to
(Dt − λ2)m2−j (Dt − λ1)m1−i and, repeating this process r − 1 times, we
can write an operator of the type (2.23) as a sum
∑
16`6m1
a`(Dt − λ1)m1−`(Dt − λ2)m2∂β−γ
+ ∑
16d6m2
bd(Dt − λ2)m2−d(Dt − λ1)m1∂β−γ +R
(2.24)
with a` and bd of order 0 and R of order |β| +m− r. R can be replaced
by
∑
|α|6m−r
|δ|6|β|
cα,δ∂
α+δ, cα,δ of order 0.
In a similar way we can deal with P2[∂β,P1], so from (2.5), (2.20) and
(2.24) we obtain that [∂β,P ]u is equal to a sum of terms of the type
a
(β)
γ,j (t, x)q
(β)
γ,j (t, x,Dx)u
(γ )
j , |γ |6 |β|, 06 j 6 2m− 1,
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where a(β)γ,j is equal to 1 or to a derivative of order less or equal to |β|
of a coefficient of P and q(β)γ,j is of order 0. To end the proof we note
once again that in the construction of q(β)γ,j we have performed a number
of operations depending on m, r,n but not depending on β, hence not
depending on M . 2
3. Proof of Theorem 1.1
Let us consider the Cauchy problem (1.3){
P(t, x,Dm−ru,Dt,x)u= f (t, x,Dm−ru),
D
j
t u|t=0 = gj , 06 j < m,
P
(
t, x,Dm−ru,Dt,x
)= ∑
m−r<|α|6m
aα
(
t, x,Dm−ru
)
Dαt,x,
under the hypotheses of Theorem 1.1. Given any positive integer M , if u
is a smooth solution we obtain equations for the derivatives u(β) := ∂βt,xu
of order |β|6M :
Pu(β) + [∂β,P ]u= ∂βf (t, x,Dm−ru), |β|6M.(3.1)
From (2.9), Proposition 2.6 and Proposition 2.8, we can write the
equations (3.1) as a system for the vector U˜ defined by (2.17):{
DtU˜ −KU˜ +A(t, x,QU˜)Q˜U˜ = F(t, x,QU˜),
U˜|t=0 =G,
(3.2)
where
(i) K =K(t, x,DM0u,Dx) is a smooth family of pseudodifferential
operators in OPS11.0(M), depending on (t, x,DM0u) with M0 a
positive integer;
(ii) K −K∗ ∈OPS01,0(M);
(iii) Q=Q(t, x,DM0u,Dx) and Q˜= Q˜(t, x,DM0u,Dx) are smooth
families of pseudodifferential operators in OPS01,0(M);
(iv) A(t, x,w) and F(t, x,w) are smooth functions of their argu-
ments.
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It is important to note that M0 depends only on m, r,n and it is
independent ofM . In particular, takingM >M0 we can replace DM0u by
R(Dx)U˜ with R(Dx) an operator of negative order M0 −M and rewrite
(3.2) as a Cauchy problem for a symmetric hyperbolic quasilinear system:

DtU˜ − K˜(t, x,R(Dx)U˜,Dx)U˜
= F(t, x,Q(t, x,R(Dx)U˜ ,Dx)U˜ ),
U˜|t=0 =G.
(3.3)
This Cauchy problem has a unique solution
U˜ ∈C([−T0, T0];Hs(M))∩C1([−T0, T0];Hs−1(M))
for any given G ∈ Hs+1(M) provided that s is sufficiently large and
T0 < T sufficiently small (e.g., Theorem 5.6, p. 89 of [10] and its
generalization to the operator (5.32), p. 90), so we are through with the
proof of Theorem 1.1.
In fact, if we take M large enough then the usual iterative method con-
verges with no need of considering further equations for the derivatives of
U˜ (cf. the proof of the above quoted Theorem 5.6 of [10]). The solution
U˜ of (3.3) gives rise to the solution u of (1.3):
PROPOSITION 3.1. – For every s > n2 there are M and T0 depending
on s,m, r, n such that, if gj ∈ Hs+M+m−j (M) in (1.3), then G ∈
Hs+1(M) in (3.3) and the Cauchy problem (3.3) has a unique solution
U˜ ∈ C([−T0, T0];Hs(M)) ∩ C1([−T0, T0];Hs−1(M)). The solution U˜
is of the form (2.17) with u(β) = ∂βt,xu, |β| 6M , for a function u which
is the unique solution of (1.3) in
M+m−1⋂
j=0
Cj
([−T0, T0];Hs+M+m−r−j (M)).
Proof. – Let us put µ = s + n2 + 2 and consider the corresponding k7
and µ7 in Proposition 2.8 so that we can apply all the results of Section 2
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to the operator P(t, x,Dm−r v,Dt,x) for any given
v ∈
M⋂
j=0
Cj
([−T ,T ];Hs+M+m−r−j (M))
with M >M1 :=max{M0, k7,µ7 − s}; in particular, such a choice of M
gives continuous operators
Q :Hs+1(M)→Hs+1(M), Q˜ :Hs+1(M)→Hs+1(M)
in Propositions 2.6 and 2.8.
Now, deduce from (1.3) the traces ∂jt u(0, x) ∈Hs+M+m−j for 06 j <
M +m− 1 and take a function
u0 ∈
M+m−1⋂
j=0
Cj
([−T ,T ];Hs+M+m−j (M))
such that ∂jt u0(0, x)= ∂jt u(0, x), 06 j <M+m−1. If we factorize the
operator P(t, x,Dm−ru0,Dt,x) in the way suggested by Proposition 2.4
and define U˜0 ∈ C([−T ,T ];Hs+1(M)) as in (2.17) with ∂βu0 in place
of u(β), then we have G= U˜0|t=0.
Furthermore, for arbitrary
f0 ∈
M⋂
j=0
Cj
([−T ,T ];Hs+M+1−j (M)),
the linear Cauchy problem{
P(t, x,Dm−ru0,Dt,x)v = f0,
D
j
t v|t=0 = gj , 06 j < m,
(3.4)
is equivalent to {
DtV − K˜(t, x,R(Dx)U˜0,Dx)V = F0,
V|t=0 =G,
(3.5)
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since the vector V must be of the form (2.17) with ∂βv in place of
u(β), provided that the non vanishing components of F0 are the correct
derivatives ∂βf0, 06 |β|6M.
It is DM+m−rv =Q(t, x,R(Dx)U˜0,Dx)V and V satisfies also
‖V (t, ·)‖s+1 6 (1+C(‖R(Dx)U˜0(t, ·)‖s+s0)|t|)
×
(
‖G‖s+1 +
∣∣∣∣∣
t∫
0
‖F0(τ, ·)‖s+1dτ
∣∣∣∣∣
)(3.6)
with C(y) an increasing function of y ∈ [0,+∞[ which we do not
need to specify, s0 an integer depending only on s and n. To start
the iterative method for the problem (3.3), it is convenient to have
‖R(Dx)U˜(t, ·)‖s+s0 6 cR‖U˜ (t, ·)‖s+1: since R is of order M0 −M, this
is possible imposing another restriction on M . Namely,
M >M2 >max{M1,M0 + s0 − 1}.
We are now ready to define U˜1 as the solution of (3.5) with
F0 = F (t, x,Q(t, x,R(Dx)U˜0,Dx)U˜0)
and, by iteration, U˜k+1 as the solution of
DtU˜k+1 − K˜(t, x,R(Dx)U˜k,Dx)U˜k+1
= F(t, x,Q(t, x,R(Dx)U˜k−1,Dx)U˜k),
U˜k+1|t=0 =G,
(3.7)
for k > 1. Arguing as in (3.4), (3.5) and (3.6) we find two sequences
U˜k ∈C([−T ,T ];Hs+1(M))∩C1([−T ,T ];Hs(M))
and
u˜k ∈
M+m−1⋂
j=0
Cj
([−T ,T ];Hs+1+M+m−r−j (M))
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such that the Cauchy problem (3.7) is equivalent to{
P(t, x,Dm−ruk,Dt,x)uk+1 = f (t, x,Dm−ruk),
D
j
t uk+1|t=0 = gj , 06 j < m,
since, starting from the factorization of P(t, x,Dm−ruk,Dt,x), U˜k+1
must be of the form (2.17) putting ∂βuk+1 in place of u(β). It is
DM+m−ruk+1 =Q(t, x,R(Dx)U˜k,Dx)U˜k+1 and M >M2 implies also
∥∥U˜k+1(t, ·)∥∥s+1 6
(
‖G‖s+1 +
∣∣∣∣∣
t∫
0
‖Fk(τ, ·)‖s+1 dτ
∣∣∣∣∣
)
× (1+C1(‖U˜k(t, ·)‖s+1)|t|), k > 0,
(3.8)
with Fk(t, x) the right side in (3.7) and C1(y) a new increasing function
of y ∈ [0,+∞[.
Let Y = 2‖G‖s+1; from (3.8) it is possible to pick T0 sufficiently small
so that ∥∥U˜k(t, ·)∥∥s+1 6 Y, |t|6 T0, k > 0.
Consequently, for such a small t interval, there is a subsequence of U˜k
which converges in C([−T0, T0];Hs(M)) to a solution
U˜ ∈C([−T0, T0];Hs(M))∩C1([−T0, T0];Hs−1(M))
of (3.3). Its first component
u ∈
M+m−1⋂
j=0
Cj
([−T0, T0];Hs+M+m−r−j (M))
is a solution of (1.3) which is unique in view of the inequality (2.15). 2
The smallest value of M corresponding to s = n/2 gives the smallest
value µ0 of µ= s +M +m in Remark 1.2; in the semilinear case we do
not need Proposition 2.8 and we can takeM = 0 in a much simpler proof.
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