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Abstract. The paper discusses two problem, the firth, possibilities of improving the quality of the recognition algorithm
based on partial precedent, by the original pre-training procedures. And second finding the optimal procedure for constructing
improved results in some sense, the algorithms for calculating estimates. The peculiarity of this algorithm is that as precedents
only such "anchor points" of a pattern that ensuring the following conditions are left: the distance from any point on the
training set of i-th pattern to their nearest precedent is less than the distance to the nearest precedent of another pattern. This
set of precedents provides unmistakable recognition of all samples of the training set. Thus, the probability of correctly
separating of classes increases significantly. The set of dedicated training samples gives a chance to improve the level of
reliability of data mining. One of species plant of tulip have chosen as object of research. This process is carried out via
morphological features of tulip. The information about tulip is obtained from Central herbarium of institute of Botany of the
Uzbek Academy of sciences.
Keywords: data mining, pattern recognition, algorithm of partial precedents, precedent, training set, etalon objects,
classification, clustering

Introduction
It is known [1] that the classification and clustering are among the main tasks of data mining. They
are included to the more general class of intellectual tasks in the problem of pattern recognition (PR). The
difference between them lies in the problem (or rather, the problem of pattern recognition – “supervised
learning”) that uses information contained in the so called "precedent or etalon table or training set" (table
of reference objects whose belonging to a particular class is known). In other words, the assignment of a
new (control) object to certain class (object classification) is based on identifying the extent of its
"closeness" to the known precedent (pattern) of a training set, belonging to a particular class of which is
known.
Since the 60s of last century to the present various classification algorithms have been developed,
studied and found its place in practice in solving a myriad of applications [2-4]. General fundamental step
in the formation of the vast majority of these algorithms is the choice of task in one form or another of the
function of the distance between objects, which is determined by the value of the degree of "similarity".
The aim of this article is not to develop a new algorithm of classification, but it considers a private
matter involving the study of the possibility of applying a class of algorithms of pattern recognition –
algorithms of partial precedents (APP) to the plant recognition [4-6].
2. Related works
Today there are a lot of developments analyzing morphology of the plants. For example, the
information databases are widely used in the developing of programs. The international network of the
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Internet there are available the following databases [9]: IRIS – 150 objects, 4 features; Mushroom – 8124
objects, 22 features; Soybean – 307 objects, 35 features; Plants – 22632 objects, 70 features, etc [10,11].
In [7] investigated combinations of features that can improve classification performance on a large
dataset of similar classes. To this end they introduce a 103 class flower dataset. They compute four
different features for the flowers, each describing different aspects, namely the local shape/texture, the
shape of the boundary, the overall spatial distribution of petals, and colors. They combine the features
using a multiple kernel framework with a SVM classifier. The weights for each class are learnt using the
method of Varma and Ray [8], which has achieved state of the art performance on other large dataset,
such as Caltech 101/256. Their dataset has a similar challenge in the number of classes, but with the added
difficulty of large between class similarity and small within class similarity.
3. Recognition algorithm
In order to avoid difficulties in understanding the following material and, in particular, coverage of
how to use a phased implementation APP form we investigate the procedure for calculating estimates
(procedure "voting"), summary of the requisite laws of the theory class APP (for details-in these above
sources [5,6]) is given below.
Practice problem solving Data Mining (DM) established [4] that the initial information that must
be processed, usually has the form of numeric tables (matrices), consisting of m rows and n columns. The
rows s1 , s2 , … , sm represent the information about the object under study, and the columns x1 , x2 , … , xn
reflect the properties (attributes, characteristics, features, signs) of these objects or phenomena. The
intersection of the j row and i column indicates the value αij of the i character in the j object. Note that, in
theory, and clustering and classification are only considered so-called valid objects, etc. those in which the
features values are the elements of a certain set (the set of such elements forms a so-called alphabet
feature). The set of admissible m objects, each of which is described by a set of values of n features,
reduces the so-called allowable table Tnm .
We introduce some concepts that we need in the future. Consider the set of Boolean vectors ω
̃ of
length n. All the individual coordinates ω
̃ are selected. Let the numbers of these coordinates are
i1 , i2 , … , ik. All columns except the columns with numbers i1 , i2 , … , ik are removed from the table Tnm .
The portion of the table Tnm corresponding to the coordinates of a single Boolean vectors ω
̃ , called a ω
̃
part of the table Tnm is obtained. The strings ω
̃ part of the table Tnm , denoted by ω
̃ s1 , ω
̃ s2 , … , ω
̃ sm parts
called ω
̃ parts matching rows (represent ω
̃ part descriptions of objects).
We note in passing that if the rows of the table Tnm are separated into groups (classes), we get a
table with a given classification, denoted by (in the case of ℓ classes) through Tnm . With tables Tnmℓ that
are in particular, the reference set of objects of use cases, unless the partition of precedents in the table
corresponds to objectively existing distribution by classes of objects in the population studied subject area.
As noted above, such a table of reference objects is playing the role of "supervise learning" in solving
classification problems.
We turn now to a brief description of the class of APP.
The basic model of algorithms of partial precedents presented below is defined by specifying the
six main stages [5].
1. The system of support sets. Consider all non-empty Mω
̃ subsets of {1,2,...,n}. We denote the set
of all subsets through Ω: Ω = {ω
̃ |ω
̃ ⊆ {1, … , n}}.
The first item is to set the definition of APP family of sets ΩA ⊆ Ω, which is called a system of
support sets of A. As these systems can be, for example, the set of all elements of the Ω same power (the
power of elements characterized by parameter k, integer values of which can vary in the range from one to
n) or the set itself Ω. There may be other examples of the system ΩA [5].
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2. Proximity function. Let s and sq – be valid objects. The second step is to determine the APP
task functions r(ω
̃ s, ω
̃ sq ), whose values reflect the degree of "similarity" ω
̃ part of two objects.
3. Estimates for the lines on a fixed support set. The third step in determining the algorithm A is to
set numerical data - estimates for the line on the function value close to the lines ω
̃ s, ω
̃ sq . In the simplest
case, this estimate is denoted by
ω
̃ Γ(s, sq ) = r(ω
̃ s, ω
̃ sq ).
(1)
4. Evaluation for the class on a fixed support set. In solving many problems of DM (including
classification step), it is necessary to assess the degree of proximity of the object s to the class through the
establishment of the degree of its proximity to all objects of a class separately. This estimate is given as
follows. We assume that class (for example, 𝒦1 forms a line (objects) s1 , s2 , … , sm1 of the table Tnmℓ, and
for each of them in accordance with (1) values ω
̃ Γ(s, s1 ), ω
̃ Γ(s, s2 ), … , ω
̃ Γ(s, sm1 ) are calculated. Estimate
for the value of the class 𝒦1 :
Γ1 (ω
̃ ) = G[ω
̃ Γ(s, s1 ), ω
̃ Γ(s, s2 ), … , ω
̃ Γ(s, sm1 )].
It can be defined as:
Γ1 (ω
̃ ) = ∑m1
̃ Γ(s, sq ),
(2)
q=1 ω
where, ω
̃ as in stage 3, corresponds to the selected training set.
5.Estimate for the class system of support sets. Let according to (2), in claim 4 for each item Mω
̃ ∈
̅̅̅̅̅
̃
ΩA is based assessment Γu (ω
̃ ), u = 1, ℓ (assuming there ℓ classes). Then the estimate Au (s) for the
system class training set can be determined, for example, as follows:
Γu (s) = ∑Mω̃ ∈ΩA Γu (ω
̃ ).
(3)
6. The decision rule for the algorithm A. The decision rule algorithm is function of the values
Γu (s), u = ̅̅̅̅̅
1, ℓ calculated in the previous step. The range of values of this function F is 0,1,2, … , ℓ . If
F[Γ1 (s), Γ2 (s), … , Γℓ (s)] = u, u = ̅̅̅̅̅
1, ℓ, then object of s as the most similar to the class Cu , is considered to
belong to this class. If it is F[Γ1 (s), Γ2 (s), … , Γℓ (s)] = 0, considered that class for the s is not determined.
4. Method of solution
4.1 Application of existing methods and algorithms in solving classification problem
One of the important problems of the AAP is to calculate the optimal values of εi -thresholds. The
epsilon threshold value is expressed distinguish between suitable features of two objects. If given pattern
described through the n features, then each quantitative features of pattern specify its threshold and the εi thresholds expressed through ε1 , ε2 , … , εn [7,8]. So, procedure for computing the values of epsilon
thresholds AAP by using genetic algorithm has been implemented 1-6 stages [8].
The results presented above help us to select a group of optimal values of epsilon threshold.
Obtained values are used as basic values of epsilon threshold parameters. Iteration methods are used to
find optimal values of epsilon threshold parameters. Traditional methods for calculating epsilon threshold
values gives only one variant, but the iterative methods provide several variants of values of epsilon
thresholds. The proximity function of AAP between ω
̃ -part of the recognized object Sq and the reference
object Sj is calculated as follows:
k

r(ω
̃ Sj , ω
̃ Sq ) = {1, if

∑ ρi (xij , xiq ) ≤ E
i=1

0, else,

where ρi (xij, xiq ) = {

1, if |xij , xiq | ≤ εi
; 1 ≤ E < n, E ∈ N; j = ̅̅̅̅̅
1, m.
0, else,

7

CHEMICAL TECHNOLOGY. CONTROL AND MANAGEMENT.

№5-6 / 2020

The estimate Гu (Sj ), u = ̅̅̅̅
1, l of the object S in regard to j class is calculated as follows:
Гω
̃ )r(ω
̃ Sj , ω
̃ Sq )
̃ (Sj , Sq ) = γ1 (Sq )γ2 (Sq )p(ω
where γ1 (Sq )γ2 (Sq) are different weight of the precedent objects; ω
̃ is a system of support set;
r(ω
̃ Sj , ω
̃ Sq ) is the proximity function; and p(ω
̃ ) is a weight of the support set Ω with characteristic vector
ω
̃.
The setting of all these parameters – a system of support sets, a proximity function, weights of
precedents and features, and a decision rule – specifies the recognition algorithm in the AAP model. In the
applied problems, where the number of precedents is large and the power of a system of support sets is
high, the calculation of estimates by eq.(1) may be very complicated and sometimes impracticable. The
most complicated task here is the calculation of the sum [2,4]:
∑

p(ω
̃ )r(ω
̃ Sj , ω
̃ Sq )

̃ ⟷Ω∈ΩA
ω

This complexity depends on the choice of the system of support sets ΩA and on the type of the
proximity function r(ω
̃ Sj , ω
̃ Sq ).
As a result the challenge arises to get efficient formulas for the estimations of calculations without
exhaustive search for all support set of eq.(2) and, thus, a combinatorial. complexity of calculating the
value of eq. (2) is replaced by the complexity which is proportional to the size of the learning table. There
are a lot of works dealing with generation of efficient formulas for AAP. They differ both in approaches to
the task and in degree of generality.
In the source [11] discussed the possibilities of improving the quality function of a recognition
algorithm based on partial precedent. The peculiarity of this algorithm is that as precedents only such
"anchor points" of a pattern that ensuring the following conditions are left: the distance from any point on
the training set of i-th pattern to their nearest precedent is less than the distance to the nearest precedent of
another pattern. This set of precedents provides unmistakable recognition of all samples of the training set.
Thus, the probability of correctly separating of classes increases significantly. The set of dedicated
training samples gives a chance to improve the level of reliability of data mining.
4.2 The algorithm for finding a optimal value of the threshold parameter E
In order to find a optimal value of the selected parameter of AAP, it is necessary to set values of
the other parameters E and APP includes the following steps:
Step 1. Select the training set, assign the initial value, E = 1.
Step 2. The objects of the given training sample are retrained according in six stages of ABO. The
voices Гu (Sj ) of each object for all classes are calculated.
Step 3. In the learning process, the value of the quality functional φE (A) (in percents). It depends
on the number of objects that voted as much as possible for their class. Objects that voted as much as
possible for another class are recognized as incorrectly recognized. Identified errors lead to a decrease in
the value of the quality functional φE (A).
Step 4. If φE (A) > φE−1(A) and E < n, then E = E + 1 and go to step 2. If E < n, then go to
step 5.
Step 5. Compute φ∗E (A) = max φE (A) by the values of the quality functional φE (A) . The values
∗

̅̅̅̅
E=1,n

of the function φ give the optimal value of the threshold parameter for the selected training sample.
The results of the above mentioned algorithm given in Experimental research design as Fig.1.
More general statement of "tuning" of algorithms related to solving a standard optimization
problem of optimization models. We developed the algorithm called Software Complex-2 (PRASK-2) on
the principle of AAP.
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5 Experimental results
We considered one of the biological problems, which requires recognition of herbarium specimens
of the genus Tulip L. Until then, botanists every year collect a lot of herbarium specimens of plants and
find new species for their regional flora from nature. With the increase in the volume of collections, the
task of extracting the required information becomes more and more labor-consuming. Biological
collections are traditionally organized according to the taxonomic principle and in the herbarium, for
example, it is easy enough to find samples belonging to a particular taxon. But, so far, botanists have been
defined name of species with help of defining key: it is a new or one of the known species. Therefore, the
task of computer identification of biological objects is considered one of the most difficult tasks.
To that end, the DBTulipa database and its structure have been developed, which contains
information of tulip species. At the moment, 22 wild-growing species of tulips from 34 on the territory of
the Republic of Uzbekistan have been entered into the database. DBTulipa database is equipped with table
of training set specially adapted for training and classification in the software-recognition complex
(PRASK-2).
The training sample contains m = 354 objects, ℓ = 22 classes (Table 1), and n = 15
morphological features that botanists had previously identified.
All features are used in the learning process of algorithm A and the values of the recognition
quality function φ(A) of the selected method for calculating εi -thresholds are obtained.
The following results were obtained: ε1 = 4.5, ε2 = ε3 = ⋯ = ε8 = 0, ε9 = 0.5, ε10 = . . . = ε14 =
0, ε15 = 1.5.
Table 1.
Class ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

Training results database of “DBTulipa”.
Name of Species
Number of objects in class
Tulipa bifloriformis Vved.
Tulipa buhseana Boiss.
Tulipa carinata Vved.
Tulipa dasystemon Regel
Tulipa dubia Vved.
Tulipa ferganica Vved.
Tulipa fosteriana Irving
Tulipa greigii Regel
Tulipa ingens Hoog
Tulipa intermedia Tojibaev & J.J. de Groot
Tulipa kaufmanniana Regel
Tulipa korolkowii Regel
Tulipa lanata Regel
Tulipa lehmanniana Mercklin
Tulipa micheliana Th. Hoog
Tulipa mogoltavica Popov et Vved.
Tulipa scharipovii Tojibaev
Tulipa sogdiana Bunge
Tulipa talassica Lazkov
Tulipa tubergeniana Hoog
Tulipa turkestanica Regel
Tulipa vvedenskyi Botschantz.
Total

20
8
14
20
20
13
7
20
14
8
20
20
8
20
20
18
20
20
28
8
20
8
354

Correctly recognized
objects
20
8
14
20
19
13
7
20
14
7
20
20
8
20
20
18
20
20
28
8
20
8
352
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The get values of quality function  , which

Гu ( S j )

voice are computing by help the formulas of

(2)-(5) ( u , v  1, t ) on based given training sample (TS). The PRASK-2 for learning simples of database
“DBTulipa” uses the parameters of ACE:
A∗ (k, E, εi , δ1 , δ2 )
The parameters values were “DBTulipa” (k = 2, δ1 = 5, δ2 = 0.37). The quality of the
recognition was presented in the following Table 1 and Table 2
This table gives us the opportunity to determine the optimal values of 𝐸 in solving the recognition
problem.
According to the results of the search of training data set, two objects was not correctly recognized
to their class. The 354 objects, the 78th and 142nd objects did not get enough votes for their class:
class of 78th object is 5th, but it vote 6th class;
class of 142th object is 10th, but it vote 17th class.
Training percentages: 99.0 %.
Table 2.
v

E
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

The results was related to the values of parameter E.
Recognition quality (%)
Correctly recognized objects
0
0
0
0
0
0
0
0
0
0
0
0
0
1
7
28
34
123
66
237
90
322
99
352
98
348
96
342
78
278

Threshold line (>70%)
70
70
70
70
70
70
70
70
70
70
70
70
70
70
70

6 Conclusion
In this work, we propose one of the possible methods for solving the problem of choice parameters
and find optimal values of the state of the art and effective (in particular, correct) algorithm for pattern
recognition. In conclusion, it is worth noting that the optimization of parameters is considered as a
multiextremal task. The considered algorithm makes it possible to build an adaptive model AAP based on
the training sample, issued by subject matter experts. After formalizing the notion of the reduction
parameters, the effect of recognition and quality training increased 99 percent respectively in DBTulipa
database.
Acknowledgements
This work was supported partly by the Grant А-5-004 of the Committee of Sciences and
Technologies of the Republic of Uzbekistan.
References
1. Yu.I.Zhuravlev, Selected Scientific Works. Moscow: Magistr, 1998. (in Russian)

10

11th WORLD CONFERENCE ON INTELLIGENT SYSTEMS FOR INDUSTRIAL AUTOMATION WCIS-2020
2. I.B.Gurevich, A.V.Nefedov, “An efficient technique for calculating proximity functions in the 2D family of algorithms
based on estimate calculations with rectangular support sets”, Pattern Recognition and Image Analysis, vol. 11, no. 1, pp.
175-178, 2001.
3. A.A.Dukukin, “A method for constructing an optimal algorithm estimates calculations”, Journal of Computational
Mathematics and Mathematical Physics. vol. 46, pp. 755-762, 2006 (in Russian).
4. D.P.Vetrov, “On the stability of pattern recognition algorithms”, Pattern Recognition and Image Analysis, vol. 13, no.3, pp.
470-475, 2003 (in Russian).
5. M.M.Kamilov, Kh.M.Mirzaev, S.S.Radjabov, “Definition of the model parameters of recognition algorithms based on an
assessment of interconnection features”, Sibirean Deaprtment of Russian academy of sciences, institute of mathematics
named after S. L. Sobolev. All-Russian conference with International participators, Knowledge – Ontology – Theory-2009,
vol. 1, pp. 35-41, 2009 (in Russian).
6. Yu.I.Zhuravlev, V.V.Ryazanov, O.V.Senko, Recognition mathematical methods. Software system. Practical applications.
Publishing FAZIS. (in Russian).
7. M.Kh.Hudayberdiev, A.R.Akhatov, A.Sh.Hamroev, “On a Model of Forming the Optimal Parameters of the Recognition
Algorithms”, International journal of KIMICS, vol. 9, no. 5, pp. 607-609, 2011.
8. M.M.Kamilov, A.Sh.Khamroev, “About methods for defining the threshold values of elements of quantitative features of
objects in database DBTulipa”, X International IEEE Scientific and Technical Conference "Dynamics of Systems,
Mechanisms and Machines", Omsk, November 15-17, 2016, vol. 4, pp. 21-25.
9. Alisher Khamroev, “An algorithm for constructing feature relations between the classes in the training set”, Original
Research Article Procedia Computer Science, vol. 103, pp. 244-247, 2017, http://dx.doi.org/10.1016/j.procs.2017.01.094.
10. M.M.Kamilov, M.Kh.Hudayberdiev, “Formation of a qualitative description of the training set in solving the recognition
problem”,
ISJ:
Theoretical
&
Applied
Science,
no.
01
(57),
pp.
33-37,
2018.
doi:
https://dx.doi.org/10.15863/TAS.2018.01.57.6.
11. M.Kamilov, M.Hudayberdiev, A.Khamroev, “Algorithm for the Development of a Training Set that Best Describes the
Objects
of
Recognition”,
Procedia
Computer
Science,
no.
150
(2019),
pp.
116-122,
2019
https://doi.org/10.1016/j.procs.2019.02.024.

11

