an ambient calculus allowing a liberal communication policy. Each ambient carries its local view of the topic of conversation (the type of the information being exchanged) with parents and children that will condition where it is allowed to stay or migrate to and which ambients may be allowed to enter it. The topic of conversation view of ambients can dynamically change during migration. BACI is flexible enough to allow different topics of conversation between an ambient and different parents, without compromising type-safety: it uses port names for communication and ambient names for mobility. Capabilities and co-capabilities exchange port names and run-time typing information to control mobility. We show the type-soundness of BACI proving that it satisfies the subject reduction property. Moreover we study its behavioural semantics by means of a labelled transition system.
Introduction
In an ambient calculus one can distinguish two forms of dynamic behavior: communication and migration [10] . By communication we mean the exchange of information between processes possibly located in different ambients. By migration, we mean the ability of an ambient to relocate itself by entering or exiting other ambients. Communication and migration are deeply related, since migration may enable or disable communication and vice-versa.
In calculi such as BA and NBA, and those in [6, 23, 7, 11] , an ambient can communicate with its parent ambient (the host ambient) or with a child ambient (an ambient it contains), and there may also be local communication among the processes within an ambient. In typed ambient calculi, communication is controlled by types, and the type of information being exchanged is often called topic of conversation (TOC) . For example, if an ambient sends the number 3 to its parent, we can say that the TOC is Int.
Furthermore, notice that migration (entering or exiting an ambient) changes the parent of an ambient. The existing typed mobile ambient calculi fix a TOC for communication with the parent for each ambient, and even if migrating changes the parent the TOC remains fixed.
In this paper we introduce BACI, a new mobile ambient calculus where each ambient carries a communication interface specifying how an ambient may interact with the environment. The design of BACI was driven by the desire to lift the fixed-TOCwith-parent restriction allowing an ambient to change TOC when changing parents and enabling straightforward design of ambients that need to exchange information of different types with different ambients. ambients). An interesting core model generalising many of the available calculi and languages has been developed inside the Mikado project [4] .
Many variants of MA have been designed: for a tutorial see [15] . A crucial choice in all these calculi is the form of interaction between processes in different ambients. In the original calculus [10] interaction is only local to an ambient, and in order for processes in different ambients to communicate, at least one of the ambients' boundaries have to be dissolved. In [10, 20, 5, 22, 1] , the open capability dissolves the ambient boundary. The calculus M3 [13, 12] , allows general process mobility. In Boxed Ambients (BA) [6, 23, 7] , parents and children can communicate as in the Seal calculus [11] . Our calculus, BACI, follows this last protocol. The co-actions (first introduced in [20] , and then used with modifications in [5, 22, 23, 7] ) require also the agreement of the "passive" ambients involved in mobility. The coactions of BACI in which port names are communicated are inspired by those of [7] : there the communication involves only the name of the entering ambient.
Ambient calculi are often typed: the types assure behavioural properties concerning communication, mobility, resource access, security, etc. [8, 20, 9, 5, 1, 6, 22, 23, 7, 21] . To our knowledge before BACI only the calculi of [5] and [12] consider type information local to ambients, while in the other proposals there is a global environment containing all typing assumptions. When dealing with computing in wide area "open" systems it is sensible to assume the existence of different local environments. The price to pay is that static checks are no longer enough to assure correctness: we now need to carry typing information at run time. Following ideas from [16] we define an operational semantics with types, which is simpler that a fully-fledged typed operational semantics in the sense that we only need to check agreement between the local views upon mobility. In some sense it can be seen as special case of proof carrying code [24] . The local type information in BACI can dynamically increase with ambient movements: something similar happens in the version of Dπ-calculus considered in [19] .
Behavioural types [1, 2] look mainly as computational traces: they allow polymorphic communications. BACI's communication interfaces also are a permissive tool for typing non local communications. In [2] the type of communication with the parent changes when communication takes place. However, they do not have named communication with the parent, and cannot express the fact that communication with different parents has different types as in our last example.
Paper Plan The rest of this paper is structured as follows. Section 2 introduces the syntax of the calculus and its operational semantics. Section 3 presents the type system. Section 4 studies a reduction barbed congruence and a labeled transition system (LTS). The bisimilarity induced by the LTS is shown to be sound with respect to the congruence. Some congruence laws are also identified. Section 5 discusses two extended examples highlighting the features of BACI. Finally, we conclude and suggest further research.
The Calculus

Terms and Types
The syntax for types and terms in BACI is given in Table 1 . Notice that BACI is a typed calculus and as such by process we always mean a well-formed process according to the rules of Table 6 .We assume two disjoint denumerable sets of variables one for name, capability and message variables, and the other for port variables. We use m, n, o, p, q . . . for ambient name constants and x, y, z, . . . for ambient name variables, while α, β range over both ambient constants and ambient variables. Communication port constants are written c, c n , . . . and v, v , . . . are used for communication port variables, while γ is either a communication port constant or variable. The expressions inC(v : ρ) α , outC(v : ρ) α , inC(v : ρ), outC(v : ρ) are binders for v in prefixes and processes. Table 1 . Syntax of BACI The process 0 is the null process; P 1 | P 2 denotes the parallel composition of processes P 1 and P 2 ; (ν ν νn)P is the usual restriction operator that binds all free occurrences of n in P ; ! is the replication operator. The expression π.P denotes the process that performs an action (or a co-action) π and then continues with P . The π actions includes input/output (I/O) actions and mobility actions. The I/O exchanges are directed upwards to the parent ambient, downwards to a child ambient or locally to other processes at the same level. The direction of each communication is determined by η. The location η is the location of the communication exchange: ↑ γ denotes communication with a parent having the port γ, ↓ γ denotes communication with a child with port γ, and denotes local communication.
The information exchanged in input/output are tuples of messages. Each message can be either an ambient name, or a (co)-capability 1 . The ambient names received as messages, can substitute a variable ambient name in an ambient constructor or in a capability. Capabilities and co-capabilities constitute the mobility actions and co-actions: the capabilities allow an ambient to enter another ambient α, using in α; or to exit an ambient α, using out α. In order to be executed, each capability must be matched with its respective co-capability: in with in and out with out. Both capabilities and co-capabilities can be sent as messages. A single (co)-capability or several (co)-capabilities forming a path may be sent.
Beside these standard mobility actions and co-actions, BACI introduces the inC and outC actions and their corresponding co-actions inC and outC. These actions and co-actions are similar to the enter and exit (co)-capabilities. However, they also have a Table 2 . Structural Congruence port variable that is bound at execution time with the port of the counterpart ambient involved in the mobility action. Because BACI uses port names exclusively for communication and ambient names only for mobility, knowing the name of an ambient is not enough to establish a communication, the port associated with that ambient must be known as well. Port names cannot be sent as messages; therefore, the only way of learning a port name is by using the inC and outC actions with their co-actions. In their execution, the ambients affected by this action exchange port names using the binders in these special (co)-actions. Additionally, in order to retain typability, port variables have an associated communication type ρ. If the communication type is shh, there is no exchange of information, otherwise an exchange tuple of basic types is used to indicate exchange of information of that type. The types used on these actions and co-actions must be compatible, their relation will be established by the operational semantics rules.
An ambient is written
where α is an ambient name constant or an ambient name variable and P the enclosed process. The local view Γ is a finite set of located types, i.e. of exchange tuple types decorated with a location. The local view is used to specify the communication type of the enclosed process P . The local view together with the communication port c constitute the communication interface of the ambient.
Terms differing only in the names of their bound variables are considered equal. Furthermore, Barendregt's convention [3] is assumed: all variables are pairwise distinct and distinct from all free variables. This avoids cluttering the presentation with conditions on the names of variables in order to prevent variable clash and variable capture.
Operational Semantics
The operational semantics is defined in terms of structural congruence and reduction rules.
Structural congruence is the least congruence such that ( | , 0) is a commutative monoid and the axioms of Table 2 are satisfied. The definition is standard except for the rules in the second group (where fv(P ) is the set of free variables occurring in P ). They state that the (co-)capabilities in n, out n, in, out may be identified with particular instances of the prefixes "port enter/exit" and "allow port enter/exit". The rationale here is that these prefixes behave as the corresponding (co-)capabilities when they cancel the communicated port name (condition v ∈ fv(P )) and no topic of conversation is communicated (i.e. the communication type is shh). We cannot, however, do away completely with the (co-)capabilities since, in contrast to the aforementioned port prefixes, they may be sent as messages.
Join of communication types
Preorder on communication types
Addition of located types to local views
Application of locations
-to located types
Location substitution
-for prefixes
otherwise.
-for processes Table 3 . Operations on Locations and Local Views
Table 4. Operational Semantics
The reduction relation is given by three groups of rules: mobility, communication and structural. The structural rules are standard. Before describing mobility and communication, we need some definitions given in Table 3 .
The join of communication types (ρ ρ ) and the preorder on them (ρ ρ ) simply state that shh is smaller than any other communication type.
The addition of an expression ρ η to a local view Γ (Γ ⊕ ρ η ) changes Γ only if ρ is a tuple of basic types, i.e. if ρ = shh. Notice that only in this last case ρ η is a located type.
The application of a location η to a located type τ (η(τ )) returns either the communication type of τ or shh according to whether the location of τ is η or not. The application of a location η to a local view Γ (η(Γ )) is the join of the applications of η to the located types in Γ . So η(Γ ) is different from ⊥ only if Γ contains at most one located type whose location is η; η(Γ ) is shh when Γ contains no located type whose location is η.
The location substitution ({η := η }) replaces locations as superscripts of input and output prefixes. They propagate on processes in the standard way but they never cross ambient boundaries.
The mobility rules consist of (ENTER) and (EXIT). Since they may both be explained along similar lines, we discuss only the former. The (ENTER) rule allows an ambient n to enter a sibling ambient m. Once n has entered m, communication may take place. However, this requires that n directs its messages through m's communication port (namely c m ) and, likewise, that m directs its messages through n's communication port (namely c n ). Since n may not know the name of m's communication port, the capability inC(v : ρ) m and the co-capability inC(v : ρ ) provide port variables v and v for such communication ports to be made available to the interested parties.
Note that the type of the information that may be exchanged on the port is also provided at run-time so that n and m may use compatible topics of conversation. Indeed, as a consequence of n entering m, the local views of both ambients are updated. Since this takes place at run-time, appropriate checks are required in order to guarantee that such extensions are sound. This is the role of the condition ↑ c m (Γ n ) ρ ↓ c n (Γ m ) ρ . This condition may be explained as follows:
1. First notice that ↑ c m (Γ n ) ρ must be defined, since is a partial relation between communication types. This implies that the new communication type ρ with location ↑ c m to be added to the local view Γ n is compatible with any existing located type in Γ n . A similar comment applies to ↓ c n (Γ m ) ρ . 2. Assuming ρ 1 = ↑ c m (Γ n ) ρ and ρ 2 = ↓ c n (Γ m ) ρ , the condition ρ 1 ρ 2 checks to see whether n and m agree on a topic of conversation. Note that n may safely avoid listening to m but not vice-versa.
The following example shows why children can safely avoid to listen to parents but not vice-versa, i.e. why the condition ρ 2 ρ 1 is unsafe.
Take the process
Using rule (ENTER) with the pre-order condition reversed this process might reduce first to
and then to
and in this last process a wrong communication of an ambient name when a capability is expected could occur. Notice that with the sound rule (ENTER) the initial process only reduces to
i.e. only ambient n is allowed to go inside ambient p. Thanks to the structural congruence between prefixes and (co-)capabilities, the standard enter and exit rules are mimicked by (ENTER) and (EXIT), respectively. For example, the following (STANDARD ENTER) rule:
may be simulated by (ENTER). Indeed, if v, v are any port variables such that v / ∈ fv(P 1 ) and v / ∈ fv(Q 1 ), then since in m.
Note that Table 3 ). As for the communication rules, the local communications are standard, while the parent-child communications require the knowledge of the partner communication port, as already discussed in the introduction.
Typing Rules
The typing environment is very simple: it says if a variable stands for an ambient name or a capability.
Environments
In the sequel, we only consider typing environments that assign a unique type to each name in its domain. The typing rules define two judgements: -Σ M : ϕ, read "M is a well-formed message of type ϕ". -Σ c P : Γ , read "P is a well-formed process assuming the local communication interface of its host consists of the communication port c and the local view Γ ".
The typing rules for the first judgements appear in Table 5 . In contrast to other systems, the (amb) rule assigns an ambient name the constant type amb rather than a more informative type as in the majority of systems [15] . Indeed, more informative types presuppose the availability of (global) information on the type of ambients. In our setting based on local views the only assumption we make is that we can identify an ambient name when we see one.
The (cap-in -out ) and (cap-in -out) rules are also simpler than in formulations based on global knowledge of the communication types of ambients, since the corresponding control is delegated to run-time.
The (AXIOM) and (cap-COMP) rules are standard. The rules defining the judgement Σ c P : Γ are given in Table 6 . Table 5 . Well-formed Messages
Regarding the typing rule (0), since 0 does not interact with its host it may be typed under a communication interface consisting of any port name c and interface view Γ proviso Γ is ok, i.e. η(Γ ) = ⊥ for all η, and each port variable occurs at most once in Γ .
The rule for replication (PROC-REP) is standard, however (PROC-RES) is not. Usually, the name n together with its type is assumed to belong to the global environment Σ. However, in our local setting all we know is that n is an ambient name.
The rule for parallel composition (PROC-COMP) is also standard. The typing rule (PROC-CAP) reveals that all what is known about a capability is that it is just a capability. Since we rely only on local information we shall relegate the correct use of capabilities at run-time.
A process of the form inC(v : ρ) α .P is well-formed under the assumption that the host ambient has local view Γ , if P is well-formed under the assumption that the host ambient has local view Γ ⊕ ρ ↑v . Thus, the prefix inC(v : ρ) α allows its host ambient to extend its local knowledge and hence be ready to communicate with arbitrary ambients willing to enter. Note that this prefix binds the free occurrences of the port variable v in P . The typing of the other prefixes mentioned in rules (PROC-INC-OUTC) and (PROC-COINC-COOUTC) is similar. The difference between these two rules is that in the first one the process shall communicate with a new host ambient, whereas in the second one the process shall communicate with a newly entering child ambient.
The (PROC-INPUT) and (PROC-OUTPUT) request that the type of the information that is exchanged together with its location must belong to the local view of the host ambient.
The (PROC-AMB) rule may be interpreted as follows. In order for β[ [ [Γ c P] ] ] to be considered a well-formed process under a host ambient whose communication interface consists of a port c and a local view Γ , it must be satisfied that:
1. process P is well-formed under a host ambient whose communication interface consists of port c and local view Γ , where β must be an ambient name or an ambient variable;
does not communicate with its host ambient or the type of the information exchange between it and its host ambient must be the same (condition ↑ c(Γ ) ↓ c (Γ )); 3. no free port variables should occur in Γ , i.e. Γ should be closed; 4. the local view Γ of the host ambient must be ok.
The example considered on page 9 shows why we do not allow β[ [ [Γ c P] ] ] to offer a communication to its host ambient when the host ambient does not communicate along Table 6 . Well-formed Processes the port c . In fact, the process
is typable by replacing the condition ↑ c (Γ )
The type system guarantees that communication inside ambients and across ambient boundaries never leads to type mismatches. This is formalized as: Theorem 1 (Subject Reduction). If Σ c P : Γ and P −→ Q, then Σ c Q : Γ .
Behavioral Semantics
In order to study the behavioral semantics of BACI we define an intuitive notion of barbed congruence [25, 17] based on the unlabelled reduction semantics given in Table 4 . We then introduce a labelled transition semantics inspired by [20, 22, 7] and state that it coincides with unlabelled reduction. Finally, we define a notion of labelled bisimilarity and show that it is sound with respect to barbed congruence. The immediate benefit is that the co-inductive nature of bisimilarity can be exploited by putting the vast body of proof techniques to work in order to reason about barbed congruence. Note that in this short presentation we omit the global environment Σ, the host port c and the local view Γ over which the relations on well-formed processes are indexed by.
Since BACI has co-capabilities and allows parent-child communications there are several reasonable choices of barbs, among which we have:
provided that n ∈m in (1) and (2) . In order to observe whether a process P may interact with the environment via some ambient name n or via a pair of port names c, c , it must be placed in a context that presents an ambient that attempts to enter it or to communicate with it. We write P ⇓ n (P ⇓ c,c ) if P =⇒ P and P ↓ n (P ↓ c,c ), where =⇒ is the reflexive and transitive closure of −→.
The notions of observational congruence induced by the above definitions of barb are standard in ambient calculi.
Definition 1.
A relation R is reduction closed if P RQ and P −→ P imply the existence of some Q such that Q =⇒ Q and P RQ . R is barb preserving if P RQ and P ↓ n (P ↓ c,c ) imply Q ⇓ n (Q ⇓ c,c ).
Definition 2 (Reduction Barbed Congruence). Reduction barbed congruence is the largest equivalence relation that is preserved by contexts and, when restricted to closed processes, is reduction closed and barb preserving. Let then ∼ =i be the reduction barbed congruence relation from choosing the notion of observation as in (i) above (with i ∈ [1..4]).
Notice that since we only consider processes which are well-formed, a relation R is preserved by contexts if P RQ and C[P ] well-formed imply C[Q] well-formed and
, for all processes P , Q and contexts C[·].
As expected the above congruencies coincide, so we can denote barbed congruence for BACI simply by ∼ =.
Lemma 1 (Independence from barbs).
Proof. We need to show that all barbs imply each other. This can be accomplished, as usual, by exhibiting a corresponding context. For instance, to see that
, and note that for all P such that m is fresh in P one has P ⇓ 
and similarly for the other cases.
Notice that processes with different types can be distinguished irrespective of their purely behavioural properties. This means that if two processes P and Q cannot be typed with the same Γ (w.r.t. a given c), they cannot be congruent. In fact, if Σ c P : 
Algebraic Laws
This section presents some algebraic laws that better portray the semantics of processes in BACI. These and other laws can be proved by means of the labelled bisimilarity developed in the next section.
The laws holding in BACI which deal with mobility are very similar to those true for the NBA calculus [7] , so we will not discuss them.
Instead BACI's refined treatment of communication using port names allows to get quite interesting laws concerning input-output. For example, an ambient only willing to communicate with its father but using a "wrong" port name is dead, i.e. we have the following garbage collection laws:
In NBA a communication parent-child can be forced only if it is the only active process inside both ambients. In BACI instead there can be other active processes provided that they do not know the port name of the communication partner and some ambient names do not occur in some processes and/or they are restricted. The conditions on port names avoid interfering communications and the conditions on ambient names avoid interfering movements. In particular in the third group of equivalencies R cannot contain m since otherwise an ambient inside R could exit m and communicate the port c m to process S. More precisely we have: if c m does not occur in R 
Labelled Transition Semantics
This section presents a labelled transition semantics (LTS) and proves that it coincides with reduction. It is the first step towards a characterization of reduction barbed congruence in terms of labelled bisimulation. The LTS is given in Tables 8, 9 and 10. These tables define the labelled transition relation
where P is a process, ξ is a label and O is an "outcome". Labels and outcomes are defined in Table 7 .
An outcome may be a process or a concretion. Concretions are required for dealing with transitions of components of the system that interact with the environment in order to be completed. Indeed, they prove convenient for formulating the silent transitions. In the concretion (ν ν νp) P Q, the process P is the part of the system that interacts with the environment. For example, to complete an in n transition, the sibling ambient which hosts the entering one must be requested from the context. Likewise, in the concretion (ν ν νp) M Q, the messageM is the part of the system that interacts with the environment. This outcome is required only for the case of the transition for message output. In both cases, Q represents the remaining part of the process that is not affected by the transition.
The structural congruence relation for concretions is obtained by extending the homonymous relation for processes with the following axioms and rules:
Also, we use the following notational conventions:
(CAP) M ∈ {in n, out n, in, out}
(PUT) 
The transitions are inspired by those of NBA [7] . The τ transitions for message exchanges are (τ -EXCHANGE) for local exchange and (τ -PUT) and (τ -GET) for nonlocal exchange. For example, in (τ -PUT) the directed output action towards the child ambient must be met by a corresponding input action from the child. Rule (GET) makes sure that this input action is executed inside some ambient whose local communication port coincides with the one specified in the output action.
The τ transitions for mobility are (τ -ENTER), (τ -ENTERC), (τ -EXIT), (τ -EXITC). Since these are similar in spirit we shall discuss only (τ -ENTERC). Rule (τ -ENTERC) is in charge of synchronizing two actions, namely the request of an ambient to enter a host ambient with the action witnessing the approval (by means of an appropriate co-capability) on the part of the host ambient. Therefore, the label of the first action The former tells of the name and local interface information of the moving ambient and the latter does the same for the host ambient. The process that actually moves is represented by P 1 in the concretion resulting from the first action while Q 1 represents the process that shall run alongside the visiting ambient. The processes P 2 and Q 2 are the sub-components of P and Q, respectively, that do not participate in the movement. Note that the third premise of the rule (τ -ENTERC) corresponds to the dynamic type checking that we discussed for reduction.
As expected, unlabelled reduction and labelled reduction coincide. Both items of Theorem 2 are proved by induction on the derivation of the antecedent. Moreover, item 2 requires the following lemma that relates labelled reduction and structural congruence, for the case when the derivation is obtained using the rule (STRUCT). 
A similar observation applies to rules (GET), (PUT) and the observability of pairs of port names (cf. barbs (3) and (4) above). Thanks to Lemma 1 we only need to consider one notion of barb.
Full Bismilarity and its Soundness
This section defines a notion of labelled bisimilarity and shows that it is sound with respect to reduction barbed congruence. Labelled bisimilarity requires checking when two processes produce equal observable actions. The problem is that the current definition of labelled reduction may produce a concretion instead of a process. This situation is remedied by introducing higher-order (HO) transitions [22] for those labelled transitions of Table 8 that produce a concretion as an outcome.
The HO-transitions are given in Table 11 . In these transitions we use richer labels obtained by adding to the previous labels ξ a new component which can be of one of the following five shapes:
This component describes the minimum contribution of the context necessary to fire the transition. For example in rule (HO OUT) the context must provide both the 3 components (local view, port and process) of the ambient n from which the process P 1 exits and in which the process P 2 remains and the whole ambient q in which the process P 1 enters.
For HO transitions we get the following version of Lemma 3:
(τ -GET) Table 9 . Commitments: τ transitions
(REPL) Table 10 . Commitments: Structural transitions
for all m, c and for some Γ , c,p, Q, R.
As last step towards defining labelled bisimilarity, let Λ denote the set of labels that includes both the first order labels defined in Tables 8 and 10 and the HO ones of  Table 11 . In the following notational convention we let λ range over Λ. Let =⇒ denote the reflexive and transitive closure of τ −→.
1. Two closed processes P and Q are bisimilar, written P ≈ c Q, if P RQ for some bisimulation R.
Definition 3 (Bisimulation). A symmetric relation R over closed processes is a bisimulation if
The definition of bisimulation is extended to arbitrary processes as usual: Definition 4 (Full Bisimilarity). Two processes P and Q are fully bisimilar, written P ≈ Q, if P s ≈ c Qs for every closing substitution s that respects types.
Following the proof scheme of [22, 7] we can show that full bisimilarity is preserved by context.
Theorem 3. Full bisimilarity is a congruence.
Moreover from Lemma 4 it follows that: Lemma 5. Full bisimilarity is barb preserving over closed processes.
Proof. Suppose P, Q are closed processes, P ≈ c Q and
−→ P for all m, c and some Γ, c, P . As a conse-
=⇒ Q for some Q . In particular, there is a Q such that
−→ Q . From Lemma 4 we deduce Q ↓ 1 n and hence Q ⇓ 1 n , as required. Finally, we prove the desired result that ≈ is contained in ∼ =.
Theorem 4 (Soundness of Full Bisimilarity). If P ≈ Q then P ∼ = Q.
Proof. It suffices to show that ≈ is a barbed bisimulation up to ≡ (since then it follows that ≡≈≡ -ie. the composition of the relations ≡, ≈ and ≡ -is also a barbed bisimulation and P ≈ Q and ≡≈≡⊆ ∼ = imply P ∼ = Q). This follows from the fact that ≈:
1. is a congruence: Theorem 3. 2. is reduction closed on closed processes: Suppose P, Q are closed processes, P ≈ Q and P −→ P . By Theorem 2, P τ −→≡ P . Since P ≈ Q, there exists Q such that Q =⇒ Q and P ≡≈≡ Q . 3. is barb preserving on closed processes: Lemma 5.
We conjecture incompleteness of ≈ for the same reason the authors of [7] conjecture incompleteness of the full bisimilarity arising from a similar LTS for NBA, namely the difficulty of finding a context which discriminates the label M ↑c . We conjecture also that a LTS for BACI inducing a complete full bisimilarity could be developed in the style of [7] .
Examples
In this section we sketch some examples in order to show the expressiveness of BACI. Before doing so, we define the following auxiliary notation to make the examples easier to read.
This allows sibling and nested ambients of α to freely enter and exit. Note that α allows to enter either ambients which do not communicate with α or ambients whose communication port name is already known by α .
We convene not to write the types of the input variables since they are always clear from the context.
Remote printer
For this example we consider two networks (represented as ambients) called n1 and n2. Ambient n1 is the network where a client is located and n2 the one where a printer is located. Although the client ignores the path to the printer network, in n1 there is also a router, called r1to2, that knows the path to n2. For simplicity, we place n1 and n2 at the same nesting level inside a larger ambient, called inter . However, in general, n1 and n2 can be far from each other within the nesting hierarchies.
The idea is that the client sends a print job to PRINTER via ROUTER. A job ambient should receive two parameters (data and printer name) from CLIENT after releasing the job. After receiving the parameters, the job exits the client and enter ROUTER. There, it shall receive the path to n2, where the printer is located. After reaching n2, the job enters the printer and communicate the data to be printed.
