




Modeling of On-line Traffic Control and




Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations
Part of the Transportation Commons
This Dissertation is brought to you for free and open access by the Dissertations at TigerPrints. It has been accepted for inclusion in All Dissertations by
an authorized administrator of TigerPrints. For more information, please contact kokeefe@clemson.edu.
Recommended Citation
Zhou, Yan, "Modeling of On-line Traffic Control and Management Network for Operational and Communication Performance










Modeling of On-line Traffic Control and Management Network for Operational and 




A Dissertation Presented to 




In Partial Fulfillment  
of the Requirements for the Degree 
Doctor of Philosophy 











Dr. Mashrur Chowdhury, Committee Chair 
Dr. Kuang-Ching Wang, Co-Advisor 
Dr. Jennifer Ogle 











Communication systems are the backbone of every effective and reliable traffic 
control and management application. While traditional fiber optics and telephone 
communications have long been used in managing and controlling highway traffic, 
wireless communication technology shows great promise as an alternative solution in 
traffic management applications due to their suitability for deployment in rural areas, and 
their flexibility and cost-effectiveness for system expansion. However, the detailed 
characteristics of various wireless communication technologies and real performance in 
the field have not been systematically studied. To augment this existing knowledge so 
that traffic professionals may better utilize these technologies to improve traffic safety, 
mobility and efficiency, this study aims to 1) identify existing wireless communication 
technologies used in ITS, and potential wireless communication alternatives that can be 
widely used in ITS,  2)  evaluate the performance, cost  and reliability of existing and 
potential wireless communication technologies in supporting on-line traffic control and 
management functions, and 3) apply benefit-cost analysis to identify the impacts of using 
these wireless technologies to support on-line traffic management.  
To achieve these research objectives, the author first conducted an interview to 
discover the specifications of existing communication infrastructures deployed for 
various ITS related applications and the usage of wireless technologies in different states. 
Moreover, the author proposed a network design process that considered wireless 
coverage range and network topology, followed with case studies utilizing Wireless 
Fidelity (WiFi) and Worldwide Interoperability for Microwave Access (WiMAX) 
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technologies to support a traffic surveillance system in seven metropolitan areas 
throughout South Carolina. Field tests were conducted to evaluate the performance and 
reliability of wireless transmissions between adjacent sensor nodes. After that, the author 
applied a communication simulator, ns-2, to compare the communication performance of 
a traffic sensor network with WiFi and WiMAX technologies under infrastructure and 
mesh topologies, and environmental conditions. Based on these simulation results, the 
author conducted performance-cost analysis for these selected technologies and 
topologies.   
The WiFi field test results indicated that wireless communication performance 
between two traffic sensors significantly degrades after 300 ft; this distance, however, 
may vary with the modulation rates and transmission power upon which the system 
operates. WiMAX nomadic test suggested that line-of-sight (LOS) greatly affects the 
connectivity level. Moreover, the capabilities and the performance of the WiMAX 
network are sometimes affected by the characteristics of the client radio.  The simulation 
analysis and benefit-cost analysis indicated a WiFi mesh network solution has the highest 
throughput-cost ratio, 109 bits/dollar for supporting traffic surveillance systems, while 
the WiMAX infrastructure option provides the greatest amount of excess bandwidth, 
9.15Mbps per device, which benefits the system‟s future expansion.  
This dissertation provides an important foundation for further investigation of the 
performance and reliability of different wireless technologies. In addition, research 
results presented in this dissertation will benefit transportation agencies and other 
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stakeholders in evaluating and selecting wireless communication options for different 
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Advanced transportation management relies on timely traffic information 
exchange between the various elements that make up a highway transportation system in 
order to assist in making informed decisions and implementing appropriate operational 
strategies.  Intelligent Transportation Systems (ITS) involves the integration of 
information technology with the existing traffic infrastructure to resolve transportation 
problems and improve mobility and safety. Passing processed information between 
roadside devices and traffic management centers can provide motorists with regular 
updates about traffic conditions, and incidents can be rapidly identified to reduce 
congestion and save lives. Failure or poor performed communication systems, especially 
during emergency conditions or at the key traffic infrastructures, will significantly affect 
the traffic management and operations, which not only cause traffic delays and air 
pollution, but also result in loss of property and increased risks of secondary crashes after 
traffic incidents. Therefore, a fast, reliable and cost-effectiveness communication systems 
used to transmit real-time traffic information is paramount for the traffic management and 
operation to improve traffic safety, mobility and efficiency.  
1.1 Problem Statement 
The National ITS Architecture presents possible communications between 
different subsystems via both wireline and wireless communications (USDOT 2007). 
Subsystems include the center (e.g., traffic management centers, public transit 
management, and emergency management), the field (e.g., sensor, controller) and the 
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vehicle (e.g., personal, transit). For example, the centers-to-centers or the centers–to-
roadside are connected mostly by wired communication systems. However, they can also 
be connected by wireless communication systems.  
Presently, most of the data and informations is transferred from the field to the  
Traffic Management Center (TMC) via fiber optic cable, either owned by the public 
agencies or leased through commercial carriers. However, wired systems that provide 
communication to individual system components, such as traffic detectors and field 
personnel, can be problematic due to the rural nature and lack of development in some 
areas where these components must operate. Because of the nature of system 
components, a wired system might be turned down completely in some cases under 
adverse conditions such as hurricane. However, a wireless system may still be capable to 
support partial transmission. Furthermore, with the increased demand of on-line traffic 
management system to cover the entire highway system, expansion of the wired system 
to wide scale can be costly. Moreover, the leased lines cost  traffic agencies millions of 
dollars every year, and will increase during the ITS expansion in the near future.   
The demands of faster, more efficient and more reliable communication systems 
for ITS applications increase the requirements for high-speed broadband communication 
technologies. In recent years, wireless communication systems have received increasing 
attention for on-line traffic management due to their suitability for deployment in rural 
areas, the flexibility to support various applications and the cost-effectiveness for system 
expansion. For example, in rural areas where communication infrastructures are limited, 
or when one of the system components is mobile/remote, such as vehicles in the vehicle-
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infrastructure integration /IntelliDrive concept, wireless communications are preferred 
(Ma 2008). Moreover, the use of wireless transmission of traffic video and other 
information, which require high bandwidth, could reduce overall costs and allow for 
more rapid and flexiable data transmission.  Additionally,  wireless communication is 
more tolerant in certain undesirable conditions when compared to the wired system, 
because it might maintain a partial connection in adverse conditions while wired systems 
might be cut down entirely. 
Although traffic agencies and professionals are very interested in widely using 
broadband wireless technologies to support on-line traffic management in the near future, 
selecting and implementing a communication alternative to satisfy different ITS 
application needs can be challenging. Key technical factors involved are not clearly 
understood by traffic agencies, and they have concerns regarding the actual performance 
in the field when surpporting various kinds of traffic control devices because many 
potential factors could degrade the communication performance, even shut down the 
connection entirely(Zhou
1
 et al. 2009). There are also concerns of the functionability and 
reliability of using wireless technologies in adverse conditions such as bad weather 
(Zhou
2
  et al. 2009), terrian and foliage covered area. For instance, during Hurricane 
Katrina, both wired and wireless connections were destroyed by storm surges and 
flooding leaving the area vulnerable due to insufficient connection to inland emergency 
services. Furthermore, communication infrastructures are typically the most expensive 
part of a traffic management system (Gordon et al. 1993). For some wireless 
communication alternatives, constructing base stations and purchasing numerous client 
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equipments could be very costly. However, this may be a better economic option for long 
term operational sustainability and large scale applications than satisfying public 
agencies‟ wireless communication needs from private enterprises.  Therefore, the 
research motivation is to identify the optimized location and operation strategies to 
deploy the sensors and wireless access points to implement the traffic sensor network that 
is technicallly feasibile, reliable and commerically cost-effective. As more and more 
regions throughout the United States move towards deploying large scale wireless 
communication-based ITS networks to improve the traffic safety, efficiency and mobility 
for both daily and emergency situations, many communications options will be available 
to them. Information regarding their relative costs and benefits would become 
increasingly important for making implementation decisions. To assess the cost 
effectiveness, reliability, and adequacy of this communication infrastructure, there must 
be efforts undertaken to survey, evaluate, and model current and future communication 
alternatives and corresponding network infrastructures.  However, there have not been 
any comprehensive studies conducted to cover this knowledge gap. A careful and 
rigorous analysis of the existing infrastructures and future alternatives will assist the 
traffic agencies and professionals in selecting and implementing an appropriate ITS 
communication infrastructure, creating both short and long-term plans for technology 
integration, reliability enhancement, long-term management, and efficient investment to 




1.2 Study Objectives 
This research has three study objectives to fulfill.  The first objective is to identify 
existing wireless communication technologies that have been used in ITS, and potential 
wireless communication alternatives that can be widely used in ITS. The second 
objective is to evaluate both the traffic operation and communication performance of 
using existing and potential wireless communication technologies to support on-line 
traffic control and management. The third objective is to apply performance-cost analysis 
to identify the impacts of using these wireless technologies to support an on-line traffic 
management system. 
1.3 Dissertation Outlines 
The following categorized chapters present detailed study, analysis and discussion 
of the conducted research. Chapter 2 presents the literature review of characteristics of 
existing and potential wireless technologies, their applications, and previous research 
efforts that studied their performance and reliability when used under different traffic and 
environmental conditions. Chapter 3 presents the methodology the author utilized to 
interview selected public agencies, and to perform case study, field tests, simulation 
analysis and benefit-cost analysis. Chapter 4 presents a summary of interview responses.  
Case studies of using alternative communication technologies to support traffic 
surveillance systems of seven metropolitan cities are presented in Chapter 5. Chapter 6 
and Chapter 7 present the results of field test and simulation results. The results of 
performance-cost analysis are discussed in Chapter 7.  Lastly, chapter 8 summarizes and 
concludes the research findings, as well as presents the author‟s recommendation 
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regarding the implementation of the current work and future research based on the 























2 LITERATURE REVIEW 
            This chapter provides the readers the following information. 
 Handbooks and other references related to communication systems used in traffic 
management and operation 
 Technical characteristics of potential wireless communication technologies that 
can be used for ITS 
 Existing applications and research effort in using wireless communications 
technologies for ITS 
2.1 Handbook and Other Guidelines 
In order to help public transportation agencies obtain better understanding of 
wired and wireless communication for ITS applications and assist further 
implementation, there are various documents developed under Federal Highway 
Administration (FHWA) sponsorship (Gordon et al. 1993; 2005; Neudorff 2003; Leader 
2004; Klein et al. 2006). The Communications Handbook for Traffic Control Systems 
surveyed various available communication mediums, system architectures for traffic 
control applications (Gordon et al. 1993). Another handbook, Traffic Control Systems 
Handbook, reviewed the emerging technologies and control concepts, system 
architectures and their applications for planning, designing and implementing traffic 
control systems (Gordon et al. 2005). The Telecommunications Handbook for 
Transportation Professionals introduced the history and basic concepts of 
telecommunications systems used to transmit voice and data information (Leader 2004). 
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The Traffic Detector Handbook comprehensively surveyed the operation, application, 
design, installation and maintenance of traffic sensor technologies. All of these 
handbooks provide decision-making process and trade-off analysis to serve as a 
guidebook for selecting and designing functional, effective, reliable and economical 
communication system for advanced traffic control.  
2.2 Wireless Communication Technologies Suitable for ITS 
Wireless communication technology has long been considered as an alternative to 
traditional fiber optics and telephony communications solutions for traffic management 
applications. Several studies have previously been conducted to recommend various 
wireless communications for ITS applications (Cai 2005; Smith 2004; Yang et al. 2000; 
Stephanedes et al. 1996).  The Federal Highway Administration commissioned a survey 
with state agencies of available wired and wireless communication infrastructures for 
traffic control system and found a significant need to understand the performance and 
reliability of communication infrastructures for managing and implementing traffic 
signals and freeway management systems (Hwang 2006). Among wireless technologies, 
this survey listed WiFi, cellular and satellite as potential wireless technologies for traffic 
management and control systems. Another study sponsored by FHWA evaluated the 
performance of various Digital Subscriber Line technologies (xDSL) with both laboratory 
experiments and field tests (Jones 2002). The study implemented high speed data services 
(e.g., 2 Mbps) with xDSL on the existing twisted pair wire for transferring traffic video 
images, and their field studies showed that the xDSL technologies were able to maximize 
the DSL throughput and subsequently to optimize the video motion/quality relation.  
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This dissertation focuses on three selected emerging wireless technologies 
WiMAX, WiFi, and DSRC.  The following contents in this section provide readers the 
general characteristics, strengths, and weaknesses of using each technology in ITS 
environments. It is also aimed to provide practitioners with a useful reference of wireless 
technology features. 
2.2.1 WiMAX 
WiMAX, Worldwide Interoperability for Microwave Access, has attracted global 
attention due to its high-speed broadband access, broad coverage and easy extension to 
suburban and rural areas. It is based on the IEEE 802.16 family of standards and designed 
to deliver high-speed wireless broadband access to fixed, nomadic and mobile users (Filis 
2007).  Fixed WiMAX provides communication between one base station and a number 
of fixed client devices. With mobile WiMAX, clients can maintain connection to the 
network through a base station at any time, handing off from one base station to another 
when moving through the stations‟ respective coverage areas. One such example is the 
connected subscriber located in vehicles moving at high rates of speed.  Fixed WiMAX 
also supports nomadic applications, in which clients have devices that can change 
locations but do not expect continuous network connectivity when they move, hence 
requiring no hand-off support among base stations. Theoretically, the WiMAX link rate 
can reach up to 70 Mbps, and coverage can extend over 10 miles. Though there is a 
tradeoff between coverage range and achievable link rate.  A major benefit of WiMAX 
technology is the wide range of available profiles with different channel bandwidths from 
1.75 MHz to 20 MHz, which can satisfy different ITS application requirements with an 
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efficient bandwidth usage. WiMAX can operate in both licensed and un-licensed 
frequency bands. 
A typical WiMAX network, which consists of base stations and client radios 
called Customer Premise Equipments (CPE), are similarly deployed as cellular phone 
networks. A WiMAX base station provides point-to-multipoint service to client radios 
within its radio range (Vassilopoulos 2007). The throughput that can be expected from a 
WiMAX base station depends greatly on whether the client possesses a line-of-sight 
(LOS) connection to the base station. With a strong LOS signal from the base station to a 
client radio, a WiMAX network can support traffic cameras, mobile Internet applications, 
and other ITS components. If there is an obstruction between the base station and client, 
such as dense foliage or a building, the service range and achievable rate may be lower 
and not symmetric in all directions away from the base station (Broadcom 2006).  
2.2.2 WiFi 
WiFi, short for wireless fidelity, refers to the IEEE 802.11 family of standards and 
currently provides wireless access in hotspot-type short-range low-cost, high-bandwidth 
and low-latency coverage (JIWIRE 2008). While there has been discussion on replacing 
WiMAX with WiFi, the two technologies differ greatly. Indeed, these tools are more 
effective when complementing one with another to provide different services under 
different circumstances (Dusit 2007). With a higher capacity and communication range, 
WiMAX is better suited for outdoor applications, while WiFi is primarily used for short-
range indoor or outdoor applications. One way to integrate of these two is to create a 
high-speed wireless access network with WiMAX providing backhaul support for mobile 
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WiFi hotspots (Dusit 2007). Theoretically, though the WiFi link rate can reach up to 54 
Mbps, the coverage range is less than 0.4 miles (Broadcom 2006).  Early WiFi contained 
a fixed channel bandwidth of 20 MHz, but recently released IEEE 802.11n can support 
600 Mbps using a 40 MHz channel bandwidth (Broadcom 2006). Field performance still 
requires further study.  
If designed correctly, an optimized WiFi network can support multiple types of 
ITS components at relatively high throughputs. WiFi networks have the benefit of being 
the lowest-cost solution for providing wireless access to remote sites, and well-known 
WiFi technology can add redundant connectivity by enabling mesh mode operation of the 
access points. WiFi networks can support any ITS components that send non-critical data, 
as they do not provide any delay or bandwidth guarantees. Further, because WiFi 
operates in unlicensed frequencies that are open to public access, communication 
interference is more likely to occur than in licensed frequencies.  
2.2.3 DSRC 
The third emerging wireless technology discussed in this study is Dedicated Short 
Range Communications (DSRC). DSRC, based upon IEEE 802.11p standards, was 
initiated by the USDOT for supporting Vehicle Infrastructure Integration (VII) 
applications for ITS (UC Berkeley 2006). VII, also known as IntelliDrive, provides a 
communication platform for Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure 
(V2I) communications through various mobile wireless radio technologies. DSRC has 
been used to support electronic toll collection in Europe and Japan, and it also has the 
capability to support a large set of additional applications (ITSSA 2003). Some of these 
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include intersection collision avoidance, transit vehicle signal priority, emergency vehicle 
preemption, commercial vehicle clearance and safety inspection, in-vehicle signing and 
probe data collection (Schnacke 2004). Similar to WiFi, an ITS deployment containing 
DSRC base stations can provide relatively high throughput at high speeds over short 
range of 0.6 miles or less. Unlike WiFi, DSRC uses one fixed, licensed, channel 
bandwidth of 10 MHz. While WiMAX and DSRC both operate in FCC-licensed 
frequency bands, a key advantage of DSRC technology is that it has very strict latency 
and error-rate control. Although, the DSRC link rate can reach up to 27 Mbps 
theoretically, the coverage range is still less than 0.6 miles.   
2.3 Applications in ITS 
While wireless technologies is gaining increasing popularity in traffic control and 
management, there is a need to re-evaluate communication strategies for use in online 
traffic management and traffic safety applications at a much larger scope and finer 
granularity, Traffic control communication technologies must cover wider areas and 
connect with substantially more field devices than ever before.  
Previous field evaluations of performance and reliability on different wireless 
technologies have been carried out by many transportation agencies.  Kentucky 
Transportation Center implemented and evaluated a base-station-based wireless 
communication technology as part of their TRIMARC traffic management system in 
2002(Hunsucker 2002). This study tested the applicability of a 220MHz wireless 
communication system to transmit traffic measurements from field sensors to a traffic 
management center. The 220 MHz wireless system, was found to be equal to or better 
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than the leased phone line in terms of functional reliability and cost effectiveness. 
Virginia DOT studied several emerging wireless technologies, such as  
Mobile WiMAX, Software-Defined Radio, Cognitive Radio, and Femtocell short range 
cellular. These technologies have the potential to dramatically affect traffic management 
and operations, as well as vehicle-to-vehicle and vehicle-to-roadside communications in 
the future.  This study not only evaluated the performance in the field through supporting 
various ITS devices within different network topologies, it also studied long-term issues 
such as spectrum usage, future proofing investments as technology cycles, and advanced 
technologies for creating wireless links that are robust to interference and jamming.  
Because of the advances of wireless communication have been rapidly changing, the 
design and implementation of ITS might be different today even compared to a few years 
ago. The Texas Department of Transportation (TXDOT) studied the trends and impact of 
market available wireless communication in future Advanced Transportation 
Management Systems (ATMS) deployment, while the state is moving forward to provide 
robust, scalable and cost efficient ITS devices (Brydia et al. 2008). 
The three wireless communication technologies have already been commonly 
used for different ITS applications in the United States and around the world.  The 
following section discusses real word applications and research effort of wireless 
technologies in ITS. 
2.3.1 WiMAX 
Although WiMAX is a new technology, it has been used worldwide to provide 
broadband wireless service. After the December 2004 tsunami in Aceh, Indonesia, all 
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communication infrastructures in the area, other than Ham radio, were destroyed. 
Survivors were unable to communicate with anyone from the outside and vice versa. 
WiMAX provided broadband access that helped regenerating communication to and from 
Aceh to assist in disaster recovery (BWEM 2006). Similarly, after Hurricane Katrina in 
2005, WiMAX was used by Intel to assist the Federal Emergency Management Agency 
(FEMA) in their efforts to establish communication in the areas affected by flooding 
(NOAA 2006). In 2007, the Michigan DOT established a wide area VII testbed on 
interstates I-96 and I-696, in and around Oakland, Michigan. Their testbed integrated 
several communications technologies; namely DSRC, cellular and WiMAX (Horsley 
2007).   
WiMAX technology has been utilized by the California DOT in the recent years 
for providing wireless communication services to travelers  (Doucet 2008; Kanafani et al. 
2006). In 2006, the Berkeley Highway Lab deployed a WiMAX testbed to support a 3-
mile traffic monitoring system which includes 8 cameras and 168 loop detectors on a 
segment of interstate I-80 (BHL 2006).  
To understand the characteristics and performance of WiMAX network, some 
studies have been previously conducted to assess the WiMAX communication 
performance under different applications (Filis et al. 2007, Gray 2007, Chen 2007, Martin 
et al. 2008). WiMAX Forum (Gray 2007) combined many efforts and evaluated the 
performance of a minimal configuration based WiMAX. They reported that WiMAX can 
meet stringent requirements to deliver broadband service in a mobile environment. They 
also demonstrated the advantages of mobile WiMAX compared with other mobile 
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wireless alternatives in terms of superior throughput and spectral efficiency.  Chen (2007) 
analyzed the capacity and overhead of using WiMAX as backhaul and found that it can 
provide adequate backhaul transport at certain modulation compared with traditional 
licensed band microwave backhaul. Filis et al. (2007) presented an urban nomadic 
WiMAX network‟s stationary test result in which the maximum throughputs of both 
downlink and uplink can be observed at the distance of 500 m away from base station 
under non-line of sight (NLOS) environment. Martin et al. (2008) analyzed the 
performance of a 4.9GHz WiMAX network which consisting of 1 base station and 6 
subscriber stations at Clemson University, South Carolina. This study observed the 
application level throughput ranges from 0.64Mbps to 5.1 Mpbs, which is 13% lower 
than expected.   
With the trend of deploying WiMAX network for ITS, some researchers have 
identified the operational feasibility in different applications (Chen 2007, Niyato and 
Hossain 2008, Bultitude et al. 2007, Wang 2007). Niyato and Hossain (2008) introduced 
an integrated WiMAX and WiFi network architecture for ITS by providing optimal 
priced mobile hotspot services. Chen (2007) described a WiMAX and WiFi integrated 
emergency management system that can spread the wireless communication coverage 
area and guarantee the efficient emergency operation. Bultitude et al. (2007) studied a 
mobile WiMAX server housed in an emergency vehicle for public safety applications. 
Wang et al. (2007) evaluated the performance of two non-stationary vehicle-to-vehicle 
channels and found that the WiMAX system performance in the non-stationary channel is 
more volatile than that in stationary channels.  Zhou
3
 et al. (2009) evaluated the 
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performance and feasibility of using a regional WiMAX network to support fixed and 
nomadic applications in the highway environment. This study found that besides the 
LOS, the communication performance at client side also depends on the types of client 
radio used. 
2.3.2 WiFi 
Several other transportation agencies have studied the usage of WiFi in an ITS 
environment (Ammana 2008; Brydia et al. 2008; Hwang et al. 2006). The USDOT, 
comparing WiFi and WiMAX for advanced public transportation systems, found WiFi to 
be cost effective for corridor and small deployment, and WiMAX more suitable for large 
scale, long distance applications (Hwang et al. 2006). The Virginia DOT also evaluated 
the performance and capability of WiFi and WiMAX for statewide transportation 
operations (Ammana 2008). Their study found that compared to WiFi and the other 
wireless technologies studied; WiMAX can potentially provide more robust wireless 
communication links. The study also found WiFi and WiMAX networks to be very 
dependent on the terrain characteristics and available infrastructure for mounting 
antennas.  
The City of Phoenix has deployed a WiFi mesh network for traffic surveillance 
cameras and traffic signals. The network operates in both the unlicensed 2.4 GHz and the 
4.9 GHz public safety spectrum. The mesh network connects to the city‟s fiber network 
for backhaul to a monitoring room in police headquarters that is staffed by two officers 
(Crunch 2006). A recent implementation of a WiFi-enabled ITS network was created by 
the California DOT (Caltrans) to add traffic surveillance to bridges and tunnels in the San 
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Francisco Bay area. Caltrans deployed sixteen miles of point-to-point WiFi links 
operating in the 5GHz spectrum. These links can handle a typical throughput of 90 Mbps, 
and support video-over-IP transmission of the surveillance data (Brydia et al. 2008).        
2.3.3 DSRC 
DSRC has been receiving increasing attention in worldwide because its usage in 
VII and related ITS applications. With VII test beds being implemented in California, 
Michigan, and Minnesota, more and more research, mostly in the three states, have 
focused on using DSRC to meet the needs of mobile or nomadic applications. For 
instance, VII-enabled vehicles periodically report to the infrastructure about their on-
board measurements, such as travel time, location, and maneuver parameters; roadside 
units can report useful information to vehicles, such as traffic flow, density, incidents and 
control information. A California VII research group designed a VII pedestrian safety 
system that enables V2V and V2I communication for transmitting pedestrian detection 
signals (Chan 2006). They also designed a cooperative active safety warning system to 
alert slippery road conditions UC Berkeley 2005). Such studies have found that 
communications between roadside infrastructure and vehicles can improve safety and 
mobility.  
2.4 Wireless Performance Evaluation Measurements 
Any effective transportation management applications require reliable 
communication systems. Previous catastrophic events and natural disasters, such as 
September 11 and Hurricane Katrina, indicate that wireless networks seem to be more 
affected by transmission errors due to external environmental interferences, lack of 
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transmission power and terrain characteristics (Heidemann et al. 2004, Gordon et al. 
2005). Many studies have been performed to gain a better understanding of the 
performance and behaviors of the wireless sensor networks.  Among the existing 
evaluation efforts, some measures of effectiveness (MOEs) were recognized as the most 
important indicators of the performance of the communication system. Gordon et al. 
(2005) summarized possible attributes such as bandwidth, signal attenuation, latency, 
power consumption, signal-to-noise ratio, bit error rate, and error control technique as the 
fundamental MOEs for evaluating performance of the communication network. Some 
researchers chose throughput and packet delivery ratio or packet reception rate as MOEs 
to illustrate the performance of wireless communication under various environments 
(Zhao and Govindan 2003). Through measuring the packet delivery ratio of a dense 
wireless sensor network in different environments, Zhao and Govindan (2003) found the 
delivery ratio to be affected by the communication range in all three environments. In 
addition, the quality of service assurance, the delay and jitter control of the video motion 
image were also widely used MOEs to assess the performance of the communication 
network (Ramachandra et al. 2004). Ramachandra et al. (2004) evaluated the 
performance of wireless ad hoc networks in terms of throughput, average routing 
overhead, packet delivery ratio, and end-to-end delay across different architectures. They 
discovered that the multi-hop architecture had a much greater packet delivery ratio and 
throughput than ad-hoc architectures. Multi-hop networks, while similar to ad-hoc 
networks, differ in that their nodes are relatively fixed to each other, which may result in 
hierarchical network architecture. A similar study of packet loss pattern and the potential 
 19 
reasons for packet drops was conducted on a 38-node network composed of 802.11b 
radio devices in a Boston (MA) urban environment (Aguayo 2004). Although these 
studies highlighted many important MOEs, such as throughput and packet loss ratio, used 
to capture the wireless communication performance, the wireless ad hoc network used in 
traffic management applications have different requirements, such as bandwidth, 
architecture design and deployment. Jones (2002) considered throughput and video 
image/motion quality as the MOEs for evaluating communication systems that support 
traffic surveillance systems using CCTV. Osafune (2004) used maximum throughput to 
analyze the performance of a wireless ad hoc network for vehicle-to-infrastructure 
communication. Gallanger et al. (2006) tested the sensor communication range and 
packet error rate for both the vehicle-to-vehicle and road-to-vehicle communication under 
highway situations. Xu et al. (2004) assessed the reception reliability and channel usage 
of DSRC architectures under various traffic and vehicular traffic flows, such as different 
data rate, packet size and vehicle density. The Texas DOT identified the number of 
devices, communication link bandwidth and latency as the important criteria for 
evaluating communication alternatives (Brydia et al. 2008). Besides analyzing the link-
level behavior of wireless network by measuring the packet drop rate, Bai et al. (2006) 
developed an analytical model to relate application level reliability with communication 
reliability and vehicle safety communication parameters. The study found that DSRC can 
provide adequate communication reliability since, even under the harshest freeway traffic 
environment, the packet drops do not occur in bursts, meaning consecutive packet losses.  
Kim et al. (2007) developed a framework to simulate and study vehicle ad hoc network. 
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Because the nodes in most wireless ad hoc networks compete to access the shared 
wireless medium, the communication performance may be affected by this competition, 
also known as collisions. These studies have characterized the performance of individual 
sensor links and point-to-point communication applications. 
Many recent research efforts also have been undertaken to study the impacts of 
key factors on video quality, and corresponding minimum performance requirements. 
Typically, data transmission of real-time video has specific requirements of bandwidth, 
delay and loss (Wu et al. 2001). Those factors also serve as the key indicator of video 
quality, and provide a client the ability to specify the quality requirements (Joe 1996, 
Endoh et al. 2008, Baskaran et al. 2005, Ferries 1990, Lu et al. 2009, Koul 2009). Ferrari 
(1990) proposed a set of performance specification such as delay bounds, throughput 
bounds and reliability bounds from a client‟s viewpoint to achieve certain video quality 
requirements.  More importantly, Ferrari concluded that compared to throughput, delay 
bounds are more significant in digital video and audio communication, especially in the 
form of jitter bounds. Joe (1996) stated that real-time video communication over a packet 
switching network is subject to packet loss and random delay variation which causes 
significant performance degradation, video discontinuity, and even additional packet loss. 
Joe‟s study also found out that real-time video protocol which control the delay jitter and 
packet loss result in good reception video quality. Lu et al. (2009) used packet losses and 
delay jitter as importation parameters to evaluate the video quality based on network 
statistics. Similarly, Koul et al. (2009) examined several objective video quality 
assessment methodologies and concluded information regarding to packet loss and frame 
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jitter are the only required features at the receiver side to evaluate the quality. Moreover, 
Endoh et al. (2008) stated that interactive video steaming applications, such as remote 
control or tele-surgery, demands extremely low delay and low jitter. Again, Ngatman et 
al. (2009) compared several existing multimedia transmission techniques and found out 
that both the jitter delay and packet loss must be both solved to fulfill the standard quality 
performance. Baskaran (2005) evaluated the performance of live compressed motion 
image transmission via utilization of the 5.8 GHz Outdoor Wireless LAN network.  
Overall, these studies indicate that jitter control and packet loss are the two standard 
metrics for video transmission quality.  
The transmission power used by wireless devices achieves and ensures the 
wireless network connectivity (Wang 2005, Park and Sivakumar 2002, Krunz 2004). Park 
and Sivakumar (2002) specifically mentioned that because the transmission power of the 
wireless devices in a network determines the network topology, this power may 
considerably impact the throughput of the network and the energy consumption of the 
devices. Krunz (2004) introduced several transmission power control approaches to 
increase throughput, and discussed the transmission power selection. Wang et al. (2005) 
also found that the packet reception ratio can be increased by dynamically adjusting the 
power setting of radio transceivers.  
Wireless sensor network applications have been studied for use in traffic 
management (Heidemann et al. 2004, Wang et al. 2005, Kiyotaka et al. 2006, Chowdhury 
et al. 2007, Cheung 2007, Hyoungsoo et al. 2007). Heidemann et al. (2005) studied the 
feasibility of using wireless sensor network in short term traffic monitoring and data 
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collection. Wang et al. (2005) proposed to wirelessly connect traffic sensors and 
controllers to enable them to collaborate within the network to monitor traffic and report 
detected events in real time. Kiyotaka et al. (2006) studied the radio propagation for a 
wireless ad hoc networks constructed at both railway stations and waysides. Chowdhury 
et al. (2007) also proposed and evaluated a distributed sensor network to detect and 
respond to incidents along freeway through simulation study. Cheung et al. (2007) 
developed and tested a novel wireless sensor network for traffic surveillance in 
California. His test results showed this type of network functions better than the typical 
inductive loop detectors in terms of reliability, flexibility and accuracy.  
2.5 Wireless Network Topology 
Communication network can be deployed under various topologies, also called 
configuration, which defines the interconnection pattern and routing paths between nodes 
(Peterson and Davis 2003). Typically used network topologies includes centralized and 
distributed. Distributed topology can be deployed in several different pattern such as ad-
hoc topology or mesh topology. 
2.5.1 Centralized Network 
State-of-the-art traffic surveillance systems around the world have been built with 
an emphasis on centralized observation and control (USDOT 2006; Tokuyama 1996; City 
of Cape Town 2005; New South Wales Road and Traffic Authority 2006).  
Transportation agencies deploy as many sensors as affordable along the highway and 
establish Traffic Management Centers (TMCs) at central locations to collect data from 
sensors for making centralized control decisions. Substantial investments have been made 
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to connect all sensors to central or regional controllers with dedicated communication 
links.  Following predetermined schedules, roadside sensors transmit data to TMCs, 
where human operators identify possible incidents from the continuous data streams and 
initialize reaction decisions.   
Several problems arise from the existing centralized traffic surveillance network. 
First and foremost, the required dedicated communication infrastructure is prohibitively 
expensive as a system grows in coverage and number of sensors, thus making wide 
deployment difficult as a system expands to broader suburban and rural areas. Dedicated 
communication infrastructure and centralized control centers are also vulnerable to 
terrorist attacks and natural disasters. Furthermore, the response time of utilizing a 
centralized decision making system is generally long. Lastly, human operators who 
monitor the sensors endure high working stress, which in turn decreases the system 
reliability. 
2.5.2 Distributed Network 
Distributed control concepts are not new to traffic control systems.  To locally 
optimize traffic delays locally, traffic signal controllers have for long been organized in 
local clusters.  State-of-the-art of such traffic signal control systems include: Split, Cycle, 
Offset Optimization Technique (SCOOT) (Siemens 2006), Sydney Coordinated Adaptive 
Traffic System (SCATS) (Tyco Integrated Systems 2006), and RHODES (Real-time 
Hierarchical Distributed Effective System) (Mirchandani and Head 1998).  While these 
methods may be effective for today‟s traffic control, they have been limited to the scope 
of fixed signal control clusters, and have required expensive communication 
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infrastructure.  In Coifman and Ramachandran (2004), the authors outlined a vision of 
deploying intelligent sensors along highways that could engage in distributed sensing and 
local data processing to report only concise information to TMCs or other responsible 
controllers if an anomaly is detected.  The strength of this approach lies in the ability of 
sensors and controllers to make collaborative decisions without human intervention.  
The tradeoff between centralized control capability and communication cost 
needs to be carefully balanced. In existing on-line centralized traffic management 
systems, communication links continuously send data from traffic sensors to staffed 
centralized TMCs for assessment.  As these data frequently require no traffic 
management action, unnecessary communication costs are incurred.  In addition, these 
systems are vulnerable to single point of failures and suffer from scalability issues. With 
distributed-only systems, there is no single point of control; however, it is more difficult 
to implement for system-wide optimization. On the other hand, there exist 
communication medium options, which can be grouped into two categories: wired and 
wireless.  
2.5.3 Ad-hoc Network 
Among various wireless communication topologies, wireless ad hoc network is 
one of the emerging technologies in which different nodes communicate with each other 
directly without the need of any access points or base stations. This type of operation 
allows all wireless devices within range of each other to discover and communicate in 
peer-to-peer fashion without the need of fixed infrastructure to provide central access 
point (NIST, 2008). Compared to traditional wired communication systems, wireless ad 
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hoc network provides a possibility to construct large-scale networks for various ITS 
applications. Because wireline system, such as fiber optic, can be very costly, in some 
cases may limit a large scale implementation. Wireless ad-hoc network provides a cost-
effective alternative supplement to a wired system.   
Wireless ad hoc network determines which nodes to forward data based on 
network connectivity; however, each sensor can only communicate with the other sensor 
within the communication range. As previously mentioned, the maximum 
communication range depends on the transmission power. Besides network connectivity, 
transmission power also affects the link performance between two adjacent sensors.   
Previous studies have investigated the use of wireless ad hoc network technology 
to support advanced traffic management strategies (Heidemann et al. 2004, Wang et al. 
2005, Kiyotaka et al. 2006, Chowdhury et al. 2007, Cheung 2007, Hyoungsoo et al. 
2007). Traffic sensors, also considered as roadside devices, can be deployed along 
highways to detect and record traffic information in real time. Since each node is directly 
connected to other nodes by an ad hoc wireless network interface, the detected traffic 
information is transmitted from one successive node to the next,  finally arriving at a 
traffic management center (TMC) for further processing. This processed information 
exchanged between roadside devices and traffic management centers can provide TMC 
with the most updated traffic conditions for use in rapidly identifying incidents to reduce 
congestion and save lives. Thus, wireless communication can support more effective and 
efficient traffic management applications. 
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2.6 Summary of Literature Review 
The selected three wireless communication technologies, WiFi, WiMAX and 
DSRC, have been used for various ITS applications worldwide and has shown great 
promises of providing broadband access, easy and cost-effective system expansion. 
However, traffic agencies have concerns about the real world performance of these 
potential technologies under various physical and environmental conditions while 
supporting different types of devices demanding a wide spectrum of bandwidths. The 
affect of different factors, such as distance, transmission power, foliage coverage, 
weather and terrain, to the wireless link performance are needed to be identified and 
quantified. Moreover, the maximum distance between the traffic sensors (devices or 
repeaters) that support reliable system performance requires intensive field studies.  
Additionally, some of the previous research studied the data gathered from sensors 
encompassed traffic flow information, such as speed and flow. These types of 
applications, which is of a light load and insensitive to communication delays, does not 
have the same substantial communication bandwidth requirements as does a camera-
based traffic surveillance system that sends streaming video to traffic management 
centers. Research is needed to comprehensively study the field performance, coverage 
range and deployment feasibility of wireless communication technologies used for traffic 
sensor network, including video based systems. 
Applying wireless technologies in specific ITS applications requires several steps 
beginning with selection of technology and network topology, sensor deployment, power 
supply and benefit-cost analysis.  Few studies have proposed a systematic method that 
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can guide traffic agencies to select the suitable technologies and build their own wireless 
systems for specific ITS applications. For example, limited studies actually discussed the 
deployment feasibility of a regional WiMAX network for ITS applications in terms of 
performance and coverage. The relationship between distance between WiMAX base 
stations and signal loss pattern, as presented in this dissertation, provides tools to 
investigate the potential of WiMAX highway traffic sensor network. Therefore, a general 
design method has not been conducted to help transportation agencies and other 
stakeholders in selecting wireless communication options and building networks for 
different traffic control and management applications. 
Two commonly used tools for evaluating the wireless communication used in ITS 
are field study and simulation analysis. Simulation tools attempt to mimic the traffic 
management and operation under different alternative communication technologies and 
network topologies. There have been limited researches undertaken to utilize simulation 
tools to evaluate both wireless communication and traffic operation performance of using 
wireless communication technologies to support online traffic management, such as 
incident management performance under different network topologies.   
This dissertation aimed to contribute to the knowledge of performance and 
reliability of different wireless technologies and topologies for ITS applications. As more 
information is needed in this area, the study will provide useful data essential for future 










Advanced transportation management relies on timely traffic information for 
making informed decisions and implementing appropriate operational strategies. One of 
the most important strategies used in Intelligent Transportation Systems (ITS) for 
managing and controlling highway traffic is real-time communication and data exchange 
between the various elements that make up a highway transportation system. These 
elements consist of different subsystems: center, roadway, vehicle and driver (U.S. DOT 
2006). The center subsystem includes various stakeholders in highway traffic operations, 
such as traffic management centers, public transit management, motor vehicle 
departments, and law enforcement agencies. The roadway subsystem includes roadside 
devices such as traffic signal controllers, traffic cameras and traffic detectors. This 
dissertation focuses on the communication between centers and field devices, and 
between field devices, shown in Figure 1. 
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Figure 1: Study Focus (U.S. DOT 2006) 
 
This dissertation employs four different methods to achieve study objectives.  
First, through a comprehensive literature review, the study identified innovative wireless 
communication technologies and network deployment strategies that could potentially be 
used in ITS. Then, an interview was conducted to identify traffic agencies‟ experiences 
and expectations related to those potential wireless technologies used in existing 
applications. In order to evaluate different network options, the author proposed network 
design methods that can be used by traffic agencies to design and implement wireless 
sensor network for traffic management and operations within a metropolitan area. Two 
network topologies, mesh network and non-mesh or infrastructure network, were 
considered in the case study. The total device costs associated with two topologies were 
Study Focus 
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also presented. The output of the case study was used in the simulation study. Field 
experiments were conducted to evaluate the communication performance, between field 
devices or between centers to devices, for two potential wireless technologies; WiFi and 
WiMAX. Different factors that can affect the wireless communication performance and 
reliability in a real highway environment were considered in these tests. These factors 
included transmission power, modulation rate, highway terrain and foliage obstructions. 
One of the primary functions in ITS is on-line traffic video surveillance, which is 
commonly supported by communications between roadside cameras and a TMC. The 
author conducted a quality requirements study of traffic video transmission from field to 
a center.  
A simulation study was conducted to assess the throughput per device under the 
network topologies presented. Performance-cost analysis was conducted using the results 
generated utilizing the simulation output. In the end, based on the study results, the 
author developed recommendations for practical applications of the study findings. Table 
1 demonstrates the research methods used in this study and their interconnection.  Figure 
2 shows how these tools were incorporated in carrying out major research tasks for this 












 Identified innovative communication tools and strategies, and evaluation 
reports; 
 Conducted telephone/email interviews with selected public agencies with 
successful ITS programs on their experience with innovative 
communication options for ITS and any qualitative and quantitative 
impact data.  
Field Tests 
 
 Evaluated the performance and reliability of wireless alternatives under 
different highway terrain and foliage coverage conditions in a real 
highway environment; 
 Evaluated video quality requirements of an on-line traffic surveillance 
system and proposed suitable threshold value for quality control. 
Case Studies 
 Proposed network design process to implement traffic sensor network 
using different wireless technologies; 
 Conducted case studies for traffic surveillance systems in seven 
metropolitan areas in SC using the proposed design process. 
Simulation 
Analysis 
Network Simulation version 2 (ns-2) and an integration of ns-2 and a 
microscopic traffic simulator Paramics were utilized to evaluate 
communication and traffic operational control management performance 
Performance-
Cost Analysis  
 Utilized benefit cost analysis to recommend best communication 




Figure 2 Research Methodology 
 
3.1 Literature Review 
The researchers reviewed literature, including reference books, white papers, 
journal papers,  reports and magazine articles regarding the characteristics of wireless 
communication technologies and their existing applications in ITS.  Reference books and 
white papers provided information on the characteristics and general applications of 
selected wireless technologies. Journal papers provided details of the performance and 
reliability issues, as well as potential future applications. Reports and magazine articles 
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provided information on existing ITS applications. In the case study section, this study 
further complied data regarding the technical aspects of each technology in terms of 
licenses, frequency, range, link rate, throughput, architecture, network topology and line 
of sight (LOS) requirements. The information provided in this dissertation can help 
traffic agencies better understand wireless technologies. Based upon interview findings 
and literature review, the author summarized the characteristics, reliabilities issues, 
current and potential applications of three selected wireless technologies: WiFi, WiMAX 
and DSRC. The literature review summary was presented in Chapter 2. 
3.2 Interview and Survey 
At the inception of the study, an interview was conducted to examine the 
specifications of existing communication infrastructures being deployed for various ITS 
applications and the usage of wireless technologies in different states. This interview was 
also designed to collect information regarding state transportation agencies‟ experiences 
in reliability and performance regarding different ITS-related communications and future 
plans. Based on their response to the first round of interviews, a follow-up questionnaire 
was sent to gather further information in more details. Interview questions and follow-up 
questionnaire are showed in Appendix A and B, respectively. 
The following agencies were interviewed: South Carolina Department of 
Transportation (DOT), Virginia DOT, Georgia DOT, Washington State DOT, North 
Carolina DOT, Illinois DOT, Missouri DOT, Minnesota DOT and the city of Phoenix, 
AZ. These agencies were selected for interviews based on because of their diverse ITS 
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infrastructure. The interview and follow-up questionnaire primarily focused on the 
following areas.  
 Types of communication infrastructure currently deployed 
 Previous communication evaluation experience 
 Awareness of available reports on communication systems for traffic management 
 Future plans to use any new, currently non-existing, wireless alternative to 
support traffic management applications  
 Future plans to expand any currently existing traffic management infrastructure 
 Experiences with communication infrastructures for traffic management 
 Typical data rate expected for traffic surveillance systems and other similar 
devices 
 Average traffic camera density in metro area and average distance between 
devices on the monitored highway sections 
 Coverage and service cost (if leasing) of existing communication infrastructure(s) 
 Existing and planned network topologies used to connect video surveillance and 
other ITS devices 
According to the first round of response, the follow-up questionnaire was aimed 
to gather further information on the following areas. 
 The typical data rate(s) of the existing video surveillance system 
 The minimum and maximum required data rate expected for current and future 
video surveillance system  
 Average camera density on monitored roadways in metropolitan areas 
 35 
 The percentage of current communication infrastructure owned by public 
agencies 
 The amount of money spent on leasing the current communication infrastructure  
 The current and planned network topologies used to connect the video 
surveillance and other traffic devices 
 Usage status of licensed wireless communication technology 
 Preference and future plan for implementing licensed wireless technology 
3.3 Case Study 
A case study was conducted to present a process of planning for a wireless 
infrastructure to support an existing traffic surveillance (traffic camera and radar 
detectors) system in seven metropolitan areas in South Carolina, as showed in Figure 3. 
Two types of technologies, WiFi and WiMAX combined with two network topologies, 
mesh and non-mesh (identified as infrastructure in the rest of the dissertation) were 
considered. Cost analysis of each of the architectures was discussed at Chapter 8. This 
dissertation presented case studies for two sites, Columbia and Greenville, while same 
studies for other 5 sites can be found in Appendix C. The output of the case study served 
as the foundation for the simulation study presented in Chapter 7. 
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Figure 3 Seven study sites in South Carolina  
 
3.3.1 Simple Network Design Procedure 
The planning process for this study site was proposed in [Zhou et al. 2009], 
shown in Figure 4. This process presents a systematic method for planning a wireless 
network for traffic camera monitoring. Several implementation plans were considered, 
using a combination of different technologies, network topologies, and approximate 
costs. There are four main aspects to planning a wireless traffic monitoring network. 
First, it is important to know the number of traffic surveillance devices (eg. cameras, or 








is described as the “device locations” in the flowchart. After information regarding 
camera locations is known, the bandwidth required to support all of the cameras in the 
network should be calculated. Next, the topology of the network, the distances between 
the cameras and their configuration, is calculated. Finally, a repetitive process called 
“clustering” is to be conducted, allowing the cameras to form groups that are within radio 
range and that reduce the number of fiber optic connections required. The clustering 
process is repeated, until all cameras have their bandwidth supported.  If the clustering 
process leads to no solution, either an additional access point can be added or the 
bandwidth requirements for each camera need to be reduced.  Either of these choices 
leads to a restart of the clustering process. 
The process of clustering involves reducing the number of access points in the 
system until the number of access points required to support the cameras is at a 
minimum. The procedure begins with each camera as an access point, and then the access 
points are removed one-by-one and checked to ensure the system is still functional. After 
each iteration, the total bandwidth required at each access point is calculated and checked 
to ensure network stability. After repeating this process, a solution identified where each 
camera is connected to one access point and each access point serves multiple cameras.  
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Figure 4 Flowchart for preliminary network design 
 
There are three types of traffic surveillance devices, traffic cameras (CCTV), 
radar detectors and dynamic message signs (DMS), considered in this study. Radar 
detector and DMS normally are implemented with traffic camera on the same pole, so 
each node considered in this study might consists of several different types of devices. 
Table 2 summarized the number of traffic surveillance devices and their locations in 




Table 2 Number of traffic monitoring devices in seven major cities in South Carolina 
City CCTV Radar DMS Location 
Columbia 52 37 2 I-26, I-77, I-20 
Charleston 42 36 3 I-26, I-526 
Greenville 14 0 0 I-85, I-185 
Spartanburg 18 0 0 I-85 
Myrtle Beach 20 4 0 US 501, US 17 
Rock Hill 26 25 0 I-77 
Gaffney 28 20 0 I-85 
 
With the throughput requirements, estimated range for access points and network 
characteristics identified, this case study followed the proposed network design process 
presented in this dissertation utilizing WiFi and WiMAX technologies to support the 
traffic surveillance system in seven cities, as presented in details in Chapter 5. 
3.4 Field Test 
As mentioned earlier, this study focused on the communication between field 
devices and from field devices to traffic management centers. The traffic cameras and 
detectors are deployed along highways to detect and record traffic information in real 
time. Therefore, two types of information, video image and traffic data, were considered 
in the field study. Because each node is directly connected to other nodes (or local 
controllers) by a wireless interface, the detected traffic information is transmitted from 
one node to the next, finally arriving at a traffic management center (TMC) for further 
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processing. This processed exchanged information communicated between roadside 
devices and traffic management centers can provide TMC with most updated traffic 
conditions for use in identifying incidents to reduce congestion and save lives. However, 
few inherent characteristics of a wireless network make it problematic for traffic 
management. First, each node can only communicate with the node within its radio range. 
Furthermore, the effective wireless communication range and performance are different 
when the system is operating at different modulation rates, and these measures also can 
be affected by different transmission powers. Traffic agencies are interested in 
identifying effective communication ranges to place the access points and sensors, and to 
operate the system in an optimized modulation rate. Moreover, it is important to quantify 
the effects of different factors in a highway environment, such as modulation rate, 
distance and transmission power, which provide traffic agencies a reference for future 
ITS applications.  Besides data transmission between the field devices, this dissertation 
also assessed the quality requirements of the real time video transmission between field 
cameras and a monitoring station.  
Among the three selected wireless technologies, the author first conducted two 
types of field tests to evaluate the performance, reliability and feasibility of using WiFi 
and WiMAX for ITS applications in the field environment under prevailing roadway 
conditions. Then, the author conducted a study to assess the performance of wireless 
transmission between field traffic cameras and a monitoring station. Because DSRC is 
used more for vehicle to vehicle communication and vehicle to infrastructure 
communication, it was not studied in this dissertation. 
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Three field tests are titled as “WiFi communication between two adjunct nodes”, 
“WiMAX Regional Network,” and “Quality Requirements of Online Traffic 
Surveillance”. The following sections explain how the experimental tests were designed 
and conducted. Measures of effectiveness (MOEs) were carefully selected for each test to 
quantify the factors that affect the performance and reliability of wireless 
communications.   
3.4.1 WiFi Communication between Two Adjunct Nodes  
As mentioned earlier, the wireless communication connection between two 
adjacent nodes can only be maintained within a certain distance. The wireless signal 
strength degrades over the distance, which affects the transmission performance. Traffic 
sensors, such as surveillance devices, are normally deployed in a longer distance interval 
than the wireless communication range. A communication relay, or access point, are 
needed to relay the information over longer distance between two traffic sensors. The 
research motivation is to first identify the optimized distance to deploy the traffic sensors 
and relays to enhance the performance and reliability in a most cost-effective way.  
However, this communication range and corresponding performance can be affected by 
transmission power and modulation rates. Therefore, this study involved conducting a 
field experimental test to evaluate the effects of transmission power and modulation rates 
on the wireless communication performance between two sensors at different distance on 
a two lane two way (TLTW) state highway. Modulation is the technique that a carrier 
wave used to carry information from one place to another (Tse and Viswanath 2005). The 
wave is modified in amplitude, phase, or frequency, so that the information is present on 
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the wave, and can be decoded at the receiving end. Field tests were conducted for the 
three following purposes:  
 Identify major measure of effectives (MOEs) to accurately present the 
performance of wireless communication 
 Evaluate the performance of wireless communication between two adjacent nodes 
which support networking between neighboring sensors operating at different 
modulation rates  
 Evaluate the effect of transmission power strength on network performance under 
prevailing roadway conditions. 
MOE Selection 
Effective traffic management applications rely on the real time traffic information 
collected by roadside devices to improve the traffic safety and mobility, such as incident 
response and clearance, traveler information assistance and commercial vehicle 
management (Gordon 2005, Chowdhury and Sadek 2004). Therefore, a reliable 
communication network is the foundation for effective and timely traffic monitoring and 
operations. According to the respective components‟ functionalities, MOEs for the 
communication system can include its bandwidth and data rate, where bandwidth of a 
network is given by bits of data that can be transmitted over the network in a certain 
period of time (Peterson and Davis 2003). However, the achievable network throughput 
can be affected by many factors, and is normally less than the system bandwidth. As 
reported in the literature, the foliage coverage has an effect on how much data the 
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receiver can receive during certain time period, which ultimately affects the functionality 
and reliability of a traffic management system.   
This study selected four relevant MOEs that can represent the effect of on-line 
traffic management functions under prevailing roadway and terrain conditions: the 
saturated throughput, packet delivery ratio, Receive Signal Strength Indicator (RSSI) and 
Signal-to-Noise Ratio (SNR). Saturated throughput is the maximum throughput achieved 
by the system as the transmitted data load increases (Pourahmadit et al. 2003). Packet 
delivery ratio is the percentage of packets sent by the sensors that can be successfully 
received by their designated receiver. RSSI is a value representing the received signal 
strength in dBm (Peterson et al. 2003), while SNR is a measurement of signal strength 
relative to background noise, usually measured in decibels (dB). Based on these four 
metrics, which this field study was able to systematically analyze and quantify the 
communication performance under different conditions. 
Experimental Setup 
The field tests were conducted from May 2008 to December 2009 in two 
locations: South Carolina State Highway 93 (SC 93) and Williamson Rd, near the 
Clemson University campus in the city of Clemson, South Carolina.  
First, the field test was conducted on a segment of Williamson Rd, which is a two 
lane two way (TLTW) road, showed as location 1 in Figure 5. The presence of large 
amounts of foliage near the roadside didn‟t prevent direct line of sight between the two 


























Figure 5 Field test locations on Williamson Rd 
 
The network setup consisted of two wireless access points (Linksys WRT54GL 
flashed with the Openwrt version Kamikaze firmware with luci lua interface) (dd-wrt 
2009) and two laptops. Openwrt is a communication community that develops open 
source software for the type of routers necessary to support ad hoc networking (Openwrt 
2009). One router was configured in the access point (AP) mode and the other was 
configured as a repeater bridge, thereby bridging any clients connected to them on two 
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between. The two routers were connected to a laptop (running Linux) through Ethernet 
cables. The laptops‟ built-in wireless interface was shut down to avoid interference. One 
laptop and one router were placed on top of a plastic box on each side at the same height, 
approximately 4-5 ft from the ground. There was a third laptop at the receiving side 
running Wireshark to capture every data packet to record the received signal strength in 
average. Figure 6 demonstrates the experimental setup. Wireshark is a network protocol 
analyzer which can measure the signal strength, track each data packet, and record related 
information, such as protocol, arrival time, source and destination (Wireshark 2009). 
Other possible factors that can affect the wireless communication performance, such as 
weather, traffic condition and other environmental conditions, were similar in different 
test days.  
The two laptops were used to run the iperf client on one side, and server on the 
other side, and to measure the link performance in this experiment. Iperf is a network 
testing tool used to measure the maximum throughput of this two-node ad hoc wireless 
communication network under different scenarios. Originally created in University of 
Illinois, iperf is a commonly used network testing tool written in C++ that can create TCP 
(Transmission Control Protocol) and UDP (User Datagram Protocol) data streams and 
measure the maximum throughput of a network that is carrying them. Both TCP and 
UDP are commonly used protocols on the Internet. TCP offers error correction and flow 
control to guarantee delivery but UDP does not. Errors occur and packets get lost when 
collisions occur during transit over the Internet in UDP mode. Therefore, TCP is more 
suitable for transmitting important data such as webpage, database information, etc., 
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while UDP is commonly used for streaming audio and video due to its lower network 
overheads and latency (Peterson and Davis 2003). For time-critical applications such as 
traffic video surveillance, UDP can be a potential option for data transmission, however it 
has performance and quality concerns because it has no form of flow control or error 





Figure 6 Field test experimental setup on Williamson Rd 
 
Then, the similar test was conducted in another location on South Carolina state 
highway SC 93, as shown in Figure 7. The two nodes were directly adjacent to this 
TLTW state highway. The presence of large amounts of foliage near the roadside 
prevented direct line of sight between the two communicating nodes.  
Wireless Data Transmission 
Computer Computer Packet Sniffer 
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Figure 7 Test location and experimental setup on SC 93 
 
Lastly, this study assessed the effect of the highway terrain characteristics on 
wireless communication between the two nodes. As shown in Figure 5, three test 
scenarios were chosen including „uphill‟ (location 1), „terrain blocking LOS‟ (location 2) 
and „downhill‟ (location 3). The distance between the two nodes, 250 ft, was kept same 
for all these three scenarios. At location 2, there was no direct line of sight between the 
two nodes.  The slope of the roadway section, where the test was conducted, was about 
4% upgrade and 12% downgrade, shown in Figure 5.   
Measurements 
First, five distances were selected, starting at 100 ft and increasing to 500 ft using 
100ft intervals. At each distance, the author first measured the saturated throughput under 
seven modulation rates and four transmission power using iperf.  At the same time, 
received signal strength and SNR of each packet were recorded and measured on the 
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client side through Wireshark.  All tests were 120 sec in length with throughput and 
signal strength measurements taken each second. Average was taken at the end of each 
test.  
This field study aimed to assess the communication performance, the throughput 
and reliable communication range, of both 802.11g and 802.11b WiFi technologies. 
802.11g and 802.11b support different modulation rates, However, the author selected 
eight modulation rates, shown in Table 3. Modulation rate is the speed that data is being 
put in the carrier, which can be achieved through different modulation scheme. Table 3 
summarized the main parameters used in the field test. 
Table 3 System parameters used in field test 
Parameter Values 
Modulation Rates 
802.11b: 2Mbps, 5.5Mbps 
802.11g: 6Mbps, 11Mbps, 24 Mbps, 48Mbps 
Auto 
Transmission Power (mW) 15, 30, 50, 70 
Distance (ft) 100, 200, 300, 400, 500 
Test Duration 120 seconds 
 
Transmission power of 84 mW is the commonly-used maximum value (DD-WRT 
2009). Transmissions power higher than 84 mw is reported as unreliable and might 
damage the router. Therefore, the authors only tested the transit power range up to 70 
mW. The transmission power was set as 50 mW when testing the effects of highway 
terrain characteristics.  Moreover, although 802.11g has a maximum throughput of 54 
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Mbit/s, a significant percentage of this bandwidth is used for communications overhead; 
the effective maximum throughput was about to be about 25 Mbit/s when measured in the 
lab environment at close distance. Many factors, such as metal, water, and particularly 
thick walls absorb signals and decrease the transmission range significantly (Peterson and 
Davis 2003).  
Iperf was used to measure the throughput of both the server side (receiving end) 
and client side (sending end). The sending side exhibits throughput similar to the system 
bandwidth values, however, this is not the real throughput achieved on the wireless 
link. Because when the transmitting end is sending many packets to the router, packets 
might get dropped by the router without really being sent over the wireless link especially 
when the data rate is very high. Therefore, in order to investigate the real communication 
link performance between two nodes, the network throughput was recorded at the 
receiving end.  In the TCP mode, the throughput value measured by iperf is the saturated 
throughput at different transmission powers and modulation rates.  
3.4.2 WiMAX Field Study 
According to the literature review, the author found out that there have not been 
many studies that have reported the performance of WiMAX networks with respect to 
requirements for advanced traffic management, or the feasibility of using a regional 
WiMAX network to support ITS applications. Thus, the first step in this study was to 
identify the most appropriate transmission spectrum for ITS from the wide WiMAX 
spectrum range, the spectrum which is appropriate for ITS must be chosen, and more 
specifically, the WiMAX system profiles must be selected for traffic management 
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applications. Moreover, the performance of a typical WiMAX CPE on real roadway 
environments needs to be evaluated to find out whether it can support the required data 
bandwidth for effective and reliable traffic data transmission. This field study was aimed 
to discuss the feasibility of deploying a regional WiMAX network for traffic surveillance 
in terms of performance, coverage and variation of client radio capabilities and power 
supply requirements. 
As discussed in Chapter 2, WiMAX is based on IEEE 802.16 family of standards 
and designed to deliver high-speed wireless broadband access to fixed, nomadic and 
mobile users (Filis, 2007).  In a fixed WiMAX environment (802.16d), a base station 
connects to fixed or slowly moving client devices. In a mobile WiMAX environment 
(802.16e), a base station connects to potentially fast moving clients and ensures seemless 
handoffs as a client moves into the range of a different base station.  For example, the 
client is a vehicle that is moving at a high speed on the highway.  Nomadic application 
falls between fixed and mobile environments, where clients may change locations and 
connect to different base stations through the relatively disruptive hard handoff process.   
WiMAX supports connectivity between base stations and client devices either for 
line-of-site (LOS) or near-line-of-site (NLOS), making it an attractive option for urban 
application where LOS is unlikely due to buildings and trees. However NLOS WiMAX 
application may require increased power to support the same throughput as LOS 
application, which can make mobile WiMAX more costly. Furthermore, WiMAX also 
supports dynamic modulations where optimal modulation is selected based on 
environmental signal propagation conditions (Nuaymi 2007). Based on the knowledge of 
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bandwidth requirements and range coverage, different modulations will be selected by 
the WiMAX base station.  Modulation robustness ranges from 64 Quadrature Amplitude 
Modulation (64QAM) to Quaternary Binary Phase Shift Keying (QPSK) even Binary 
Phase Shift Keying (BPSK), etc. QAM is a modulation scheme which conveys data by 
changing the amplitude of two carrier waves (Nuaymi 2007). QPSK is a two-bit digital 
modulation that conveys data by changing the phase of the carrier wave. BPSK is a one 
bit modulation. Lower rate modulation schemes are more robust to receiving low SNR 
signals.  The further the client subscriber is from the base station, the greater possibility 
that of a modulation rate, as shown in Figure 8 (H‟mimy 2005). 
 
Figure 8 WiMAX modulations with respect to distance  
 
The WiMAX Testbed 
This field study was conducted in Fairmount, West Virginia. The WiMax network 
at Fairmount consists of three base stations and each station has two or three 120 degree 









High Technology Consortium Foundation (WVHTC) building with altitude 1341.7 ft 
(refers to the BS1 in the Figure 9). The other two, called Verizon tower (BS2) and 
Fairmount tower (BS3) are located on the top of the hills within the city limits. The 
altitude information of Fairmount tower was not available. The research center had 2 
sectors, the Verizon tower had 2 sectors, and the Fairmont antenna had 3 sectors. 
Antenna height for all these three towers are about 160 ft. Figure 9 illustrates the sectors 
supported by the directional antennas and the approximate coverage (in miles) associated 
with each base station. All these three base stations are high powered and produce a 
maximum effective isotropically radiated power (EIRP) of 40 dBm. EIRP is a measure of 
the effective power emitted by a transmitter, or received by a receiver (Tse and Pramod 
2005). The technical characteristics of the experimental testbed are shown in Table 4. 
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Table 4 Technical characteristics of WiMAX experimental test bed 
Base Stations/ CPE 
Standard Compliance IEEE 802.16d 
Bandwidth 5 MHz 
Duplex Method Time Division Duplex (TDD) 
Modulation 
Supported 
BPSK, QPSK, 16QAM, 64QAM 
Maximum Tx  
Power 




Rx sensitivity -115dBm(1/16), -103dBm(1/1) 
Frequency  4.9 GHz 
Antenna System 
Degree 120 
Gain 12 dbi 
Experimental Setup 
The field tests were conducted from June through July, 2008. The project 
objectives were to measure and assess the performance of the WVHTC‟s WiMAX 
network. There were two types of tests conducted, fixed and nomadic. In Fixed operation, 
a client radio, Airspan EasyST, was located in a stationary car. In nomadic operation, the 
performance was measured when the car was moving. The client radio is a higher power 
M-A/COM subscriber (with an external 6 gain dB) antenna attached to the roof of the test 
car while the measurement tool was operated in the car. The equipment operated in the 
4.9 GHz band reserved for public safety operations. All measurements were taken on or 
near the highway. Due to the geographic and environment characteristics of the city of 
Fairmount, West Virginia, some test locations or segments of the road did not have clear 
line of sight with the base station due to large amount of vegetation and presence of hills 
in the area.  During the nomadic test, the client antenna did not always have line of the 
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sight to the associated base station. Client radios were fixed to one channel during all 
testing to avoid handoffs.  Future work will focus specifically on the impacts of handoffs.   
Figure 9 illustrates the experimental set up. 
The network testing tool iperf was used to obtain application throughput 
measurements. A laptop was used for collecting the data through iperf and was positioned 
in the test car for each test, and then the iperf program transferred as much TCP data as 
possible for 10 seconds; first in the upstream direction and then in the downstream 
direction. The iperf is configured to display the observed TCP throughput every second, 
and the modulation was assumed constant during the transfer process. 
3.4.3 Quality Requirements of Online Traffic Surveillance  
Video streaming or supplying a receiving computer with the video by packets of 
data, usually in a real-time fashion, is becoming widely popular for many applications, 
such as video conferencing, online gaming, and delivery of educational or entertainment 
content (Wu 2001).  The recent advances of wireless technologies and rapid development 
of video streaming applications enable the possibilities of using wireless internet to 
access real-time traffic video. However, the transmission of real-time traffic video 
typically has different requirements than video conferencing and online gaming. 
In the view-point of traffic surveillance, the streaming must be in real time in 
order to be effective for on-line traffic management and operations. This type of 
interactive video streaming requires that all factors causing delays in live streaming video 
are kept under certain thresholds. These factors include 1) jitter 2) packet loss rate and 3) 
frame rate (Joe 1996). Given each packet‟s end-to-end delay, jitter is the difference 
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between every two consecutive packets. If high jitter spikes occur then for the human 
eyes, the video may jump from one scene to another, skipping several frames in between 
(Hancock 2004). For example, the operators in front of the surveillance screen in a traffic 
management center (TMC) may not see a specific car moving through the traffic camera 
because of the lost frames.  Possible reasons that might cause jitter in online traffic 
surveillance systems include the available bandwidth, number of users and required video 
image size. Next, the packet loss rate, which is the percentage of lost data packets when 
compared to the total data packets sent, can cause a video to appear distorted if the loss 
rate is too high (Endoh 2008). The third cause of jitter is the frame rate, the number of 
frames sent out in every second, which is also referred to as average packet rate per 
second. The higher frame rate, the quicker that the video image updated or flashed in a 
unit of time.  Normally, low jitter and high frame rates indicate a smooth video quality. 
However, jitter is difficult to completely eliminate when working with a live streaming 
video because no buffer or limited buffer is allowed. Jitter can be a key factor of video 
quality degradation if not properly mitigated, lowering the effectiveness of the real-time 
traffic surveillance (Joe 1996). 
The objectives of this study include mapping the jitter and packet loss rate with 
real-time video quality, recommending tolerated jitter values and acceptable buffer sizes 
for effective online traffic surveillance. 
Equipments Setup 
A case study with an on-line traffic surveillance system over a wireless network 
was conducted between May and July 2009 in Clemson, South Carolina. One traffic 
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camera provided by the South Carolina Department of Transportation (SCDOT), was 
located on a side of the State Highway 39 (Perimeter Road), and was wirelessly 
connected to a router located in a nearby building which was about 1000 ft away as 
shown in Figure 10. The router was then connected to the campus computer Ethernet 
(wired system), which connected to the research laboratory computers as shown in Figure 
11.  The research lab was about three miles away from the camera location.  
 
Figure 10 Solar power supported mobile traffic camera 
 
The video data was sent to our lab computers first over the wireless network, and 
then the wired network. Figure 11 demonstrates the experimental setup in further detail. 
There are multiple trees in between the building and the camera, likely blocking the 
wireless signal. To overcome these sources of obstruction or interference and those from 
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other wireless sources, there was a 500 mW amplifier installed on the camera side to 
amplify the signal. The case study provided an approximation of the potential obstruction 
of wireless signal transmission in the field, and the possible degradation of video quality 
of real-time traffic surveillance over the wireless link. At the lab computers, the authors 
recorded the data packets and their arrival rates using three computer programs; iperf, 
SoftDVR lite and Wireshark.  SoftDVR lite is an IP surveillance software that can record 
















Figure 11 Video quality test experimental setup 
 
For each experimental test, the researchers first used iperf to measure the overall 
throughput of the network link between the computer and the router connected with the 
traffic camera. Each iperf test was 60 sec in length with throughput measurements taken 
each second. The tests were repeated until a 95% confidence interval of the throughout 
fell within 5% of its estimated mean. After measuring the average network bandwidth, 













and the traffic camera to find the average throughput at the user end, average frame rate 
and packet travel time.  
The incoming video was recorded through SoftDVR, where each test lasted 60 
seconds, and average packet rates per second (frame rate) and average bandwidth were 
measured. The arrival time of each data packet was used to calculate the jitter (Joe 1996). 
As mentioned previously, given each packet‟s end-to-end delay, jitter is the difference 
between every two consecutive packets. Because the start transmission time of each 
packet is unknown, the difference of arrival time calculated based on Wireshark actually 
equals to the jitter plus the initial set up time. This time difference will be called jitter in 
the remainder of this paper. The recorded video was re-played after the tests to check the 
continuity and compare the measured jitter and packet rates to identify possible relations. 
The recorded video also includes time information, which is shown as a clock on the left 
corner of the image. Any video jump was identified as a discontinuity in the clock.  
Discontinuities greater than one second were considered as missed videos. All sixty-five 
cases were tested during five different days but under similar environmental conditions, 
such as the foliage coverage, temperature and weather. Traffic conditions, such as flow, 
speed and density were also measured to ensure the similarity of different test days. 
3.5 Simulation Analysis 
The objective of the simulation study is to evaluate the performance of a large 
scale traffic sensor network deployed in two different network topology options as 
proposed in case study. Then the performance will be used for performance-cost analysis 
presented in next section.  Using WiFi as an example, two types of simulation study were 
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conducted. The first one is to evaluate the communication reliability and performance of 
traffic sensor network using communication simulator ns-2. The other simulation study is 
to assess both the traffic operation performance and communication performance of a 
wireless traffic sensor network. For this purpose, an integrated simulator platform was 
developed. The following section illustrates the methodology of ns-2 simulation; the 
integrated simulation used in this study, and then discussed the simulation site selection 
and evaluation scenarios in detail.  
3.5.1 Ns-2 Simulation 
To support online traffic management, wireless sensor networks have the 
potential to collect and relay real-time traffic information from a wide area transportation 
network. However, limited research has been done to study the wireless communication 
performance and reliability for use in a traffic monitoring network. This part was aimed 
at obtaining a comprehensive quantitative assessment of a wireless traffic sensor 
network‟s dependency on communication errors and topology decisions through an ns-2 
simulation analysis. Potential environmental disturbances, such as adverse weather, 
foliage, and interference can induce transmission errors in the communication network.  
Real highway network and traffic camera density were modeled in the simulation for use 
in guiding future implementation. Figure 12 shows the methodology for analyzing the 
communication network performance with selected MOEs. The MOEs for the 
communication system for ITS applications should be selected in terms of the proper 
Quality of Service (QoS) metrics with respect to the communication performance 
requirements of traffic cameras (Peterson and Davis, 2003). After selecting the important 
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MOEs, the sensor locations, network topology and wireless link properties were 
determined. Specifically, a range of link error rates were selected based on an initial 
simulation analysis that depicted those rates after which performance no longer can 
support the video surveillance system studied in this research. The injected data rates 














Figure 12 Ns-2 simulation methodology 
 
A video surveillance camera requires higher bandwidth than other traffic devices 
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surveillance system studied in this research consists of traffic cameras (also referred to as 
sensors), wireless relays, local controllers, and a TMC. Because of the wireless 
transmission distance limitation, relays are necessary between cameras (sensors) to 
forward data from one sensor to a nearby camera (sensor) and eventually to a local 
controller, which forwards the data to the TMC over wired Internet connectivity. Figure 
13 illustrates the distributed wireless sensor network topology and terminology.  
 
Figure 13 Ns-2 simulation network for on-line traffic management 
MOE Selection 
A communication system for on-line traffic management must transfer 
information from field components to the traffic operations center, which would then 
transmit responses and commands back to various field components (Gordon et al 2005). 
According to the respective components‟ functionalities, MOEs for the communication 
system can include its bandwidth and data rate, in which bandwidth of a network is given 
by bits that can be transmitted over the network in a unit time (Peterson and Davis, 2003). 
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Timely traffic monitoring and effective response operations rely on reliable traffic 
information.  The wireless network performance is affected by many factors, such as 
adverse weather conditions, network load and terrain conditions, which might introduce 
communication errors within the network. One important property of a wireless network 
is that, despite the potential errors, the network can operate at a fraction of its full 
performance level as long as the devices are operational. Thus, the selected MOEs must 
be able to illustrate, for a continuous range of operating conditions, how and at what level 
these conditions can affect communication link capacity and reliability. In this study, the 
transmission errors under adverse conditions are modeled. 
Similar to the field test, this study selected two MOEs related to communication 
reliability for on-line traffic management requirements, the saturated throughput and the 
successful delivery ratio. Saturated throughput is limit throughput reached by the system 
as the offered data load increases (Pourahmadit et al. 2005). Delivery ratio is the 
percentage of packets sent by the sensors that can be successfully received by their 
designated receiver (Zhao and Govindan, 2003). Delay was not selected as a MOE 
because generally the magnitude of communication latency is relatively small compared 
to the time scale of traffic management. Given adequate capacity of support 
communication links, the impacts of communication delay on the operational 
effectiveness and efficiency of a traffic surveillance system are negligible. Using the 
selected two metrics, this simulation study would be able to systematically analyze the 
communication performance under different scenarios with varying error rates. 
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Simulation Setup 
Communication network simulator ns-2 was used to model the behavior of a 
large-scale traffic surveillance network system.  Network protocols are modeled with 
individual source files in C++ and TCL languages.  User-defined functions can be 
inserted at any protocol layer with plug-in C++ source files. 
The simulation first started with defining sensor locations. This study simulated a 
3- mile highway section with roadside traffic cameras wireless connected and 
communicated one by one. In this study, cameras were deployed in one mile distance 
with relays deployed in between. Each relay was located 650 ft (200m) from its 
neighboring peer, and the maximum communication range was configured as 250m in ns-
2. As shown in Figure 13, there were a total of 25 relays, sensors and one local controller 
in the simulated network.  
The study assumed that traffic surveillance operating agencies will utilize IEEE 
802.11b protocol with a bandwidth of 11MHz for communication among sensors and 
controllers in the field. Traffic surveillance data is generated at constant bit rate and sent 
across the network in User Datagram Protocol (UDP) flows due to its lower network 
overheads and latency. For time-critical applications such as video traffic surveillance, 
UDP is considered to be a more appropriate option for data transmission (Peterson and 
Davis, 2003). 
Different error rates can be configured for each communication link in ns-2 to 
simulate link performance under various adverse conditions. While an accurate error 
model for weather conditions is not available, this study chooses a range of different link 
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error rates to identify the trend of their performance impacts. Four different scenarios 
were selected based on the error rates, which are 0% error rate (ideal condition), 0.5% 
error rate, 1% error rate and 5% error rate. This study did not simulate error rates higher 
than 5% because the respective communication performance could no longer support 
effective and reliable traffic surveillance (assuming video-based surveillance). Detailed 
results are explained in Chapter 6. The system capacity and data delivery ratio were 
examined under four chosen adverse conditions. The network was simulated with 
increasing the data load until the network was saturated. First 50 seconds out of entire 
300 seconds simulation was designated as warm-up period and not used for analysis. It 
was assumed that the random packet errors and the resulting communication throughput 
followed a normal distribution. The experiments were repeated in 10-run increments until 
the 95% confidence interval of the respective MOE were within 5% of its estimated mean 
(Bartin et al., 2006; Ozbay et al., 2004; Law and Kelton, 2000). 
3.5.2 Integrated Simulation  
The second type of simulation study utilized an integrated simulation platform 
which integrates the microscopic traffic simulator PARAMICS and the communication 
simulator ns-2.  PARAMICS is a state-of-the-art detailed microscopic simulator that 
provides realistic traffic flow and detector modeling, with capabilities to plug in 
customized control procedure and external interface through extensive application 
programming interface (API) (Quadstone 2009).  Ns-2, as discussed in previous chapter, 
is an open-source simulator for event-driven network protocol simulation, also allowing 
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modular incorporation of newly developed protocol components and interface with other 
software (ISI 2006). 
A simulation network created in PARAMICS is composed of a number of 
network files that define all aspects of a transportation system, including its infrastructure 
geometrics, traffic control methods, ITS components, driver characteristics, and traffic 
volumes. User-defined functions are implemented as a number of dynamic link library 
(DLL) files compiled from a C++ source file named plugin.c.  The plugin.c file is also 
used by PARAMICS to perform synchronized coordination with ns-2. Microscopic 
traffic data, such as flow, speed and occupancy, are collected and stored into individual 
sensor log files, which can later be utilized for real time incident detection and clearance 
decisions. On the other side, ns-2 is composed of a single executable core, which is 
compiled from a large number of TCL and C++ source files for modeling individual 
network protocols. Ns-2 models events occurring in each network protocol at each node, 
allowing users to extend procedures into any protocol by inserting code into the 
corresponding protocol source files and recompiling the core.   
In the PARAMICS/ns-2 integrated simulator, each traffic sensor, detector or 
controller defined in PARAMICS is modeled as a node at a specified location in ns-2.  In 
another word, the ns-2 node is a logical extension of the PARAMICS detector 
responsible for performing network-based operations.   To model traffic sensor/controller 
network, such as incident detection and traffic control procedures, algorithms are inserted 
into one of ns-2‟s application layer module, which is named as “snet.cc” in this study.  In 
the other hand, data processing algorithms can be inserted either in PARAMICS‟ plugin.c 
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or ns-2‟s snet.cc, or both can model node-specific real-time procedures for a node.  In this 
study, all incident detection algorithms are implemented in ns-2 module through snet.cc 
file, for which real-time data acquired by a PARAMICS detector is transmitted towards 
its matching nodes in ns-2 through the use of node-specific PARAMICS to ns-2 channel 
file.  The detection procedure in snet.cc can initiate communication on demand with other 
sensors and controllers using the ns-2 communication support. Moreover, nodes in ns-2 
achieve network consensus on detection and control decisions, which are conveyed back 
to the matching PARAMICS detector through node-specific ns-2 to PARAMICS channel 
files.  The locked-step execution of ns-2 and PARAMICS is enforced to enable 
synchronized simulation.  A synchronization file is defined to grant the execution 
permission for either PARAMICS or ns-2 at any time.  The integrated simulator 
architecture is illustrated in Figure 14. 
 
Figure 14 Integrated simulator architecture 
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Traffic detectors are normally placed in distance intervals longer than the typical 
communication range of wireless sensors, which depends on the technology.  This study 
simulated 802.11g which requires less than 250 meters (700 ft) distance between sensors. 
Hence, wireless relays are needed to enable ad hoc network communication with all 
detectors without demanding excessively more detectors to be placed.  Each traffic sensor 
serves as the detector and communication relay both. This network deployment can be 
done straightforwardly in ns-2 by declaring additional nodes between the desired detector 
locations.  Therefore, only a subset of simulated nodes in ns-2 is mapped to detectors in 
PARAMICS, while all nodes participate in the wireless ad hoc communication. In 
PARAMICS, users build, calibrate, and validate a traffic network.  In ns-2, users define 
the wireless network protocol stack, the network topology, and the execution time and 
interval. 
Simulation Network 
This study selected the I-85 corridor in Greenville, South Carolina as the 
simulation network, which consists of approximately 11 miles of freeway and 6 
interchanges.  This segment of I-85 is the major corridor connecting Atlanta, Georgia, 
and Charlotte, North Carolina.  It serves the traffic to and from the Greenville 
metropolitan area with a population of 601,986 according to the 2006 census estimate. 
After site selection, the PARAMICS microscopic traffic simulation software was 
utilized to build, calibrate, and validate the roadway network.  Network building began 
by collecting various data including geometry, traffic control, and traffic volume. The 
geometric layout data for the roadway network was obtained from South Carolina 
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Department of Natural Recourses in GIS format. Next, aerial photos from multiple 
sources and information collected from site visits were used to verify correct geometric 
conditions, such as number of lanes, lane widths, lane allocation, and curvature. The 
specific location of each traffic camera was also added to the network according to the 
SCDOT GIS data base.  
The author collected vehicle volume and incident data from the SCDOT and local 
planning organizations.  The SCDOT provided hourly and average daily traffic count 
data, traffic signal timing data, and incident location, severity and duration data.  The 
local planning organizations provided a planning model for use in predicting the origins 
and destinations matrix of the future network traffic. Other data needs such as speed 
limits, rights of way, and stripping, were met through observation during site visits.  All 
this information was used to build the traffic simulation model in PARAMICS.  
To ensure that the simulation model reflects traffic conditions accurately, the 
calibration and validation steps are of the utmost importance.  The calibration step is to 
compare the simulated and measured traffic volume. The validation of the system 
performance output was carried out by comparing observed travel times and queue length 
with the simulated ones. Expert opinions from the local traffic management centers‟ staff 
was also used to confirm that the traffic model was a realistic representative of the real 
world.  In addition, the overall simulated vehicular traffic volumes were within one 
percent of the measured, the highest individual volume error was no more than ten 
percent, and most of the individual volume errors were less than five percent. 
Furthermore, there was no significant difference between the observed and simulated 
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queue lengths at the bottleneck segment, which were at the signalized off ramp 
intersections. Therefore, the simulation model accurately reflected the observed travel 
times within one percent. 
The average annual daily traffic was obtained from the SCDOT and converted to 
hourly volume according to the typical traffic volume profile of an average weekday.  
The traffic scenario for this study was PM peak period during an average weekday 
because the peak traffic flow occurred between 4:30 PM and 6:30 PM at the study site. 
The simulations were started at 4:00 PM and allowed at least half an hour of warm up 
time. After the traffic volumes were fully loaded into the network, incidents were 
generated at locations and random times between 4:30 PM and 5:00 PM.   
In ns-2 communication simulator, the authors assumed that wireless traffic 
surveillance operating agencies will implement IEEE 802.11b protocol with a bandwidth 
of 11MHz for communication among sensors and controllers in the field. The study 
considered traffic surveillance data generated at constant bit rate and sent across the 
network using the User Datagram Protocol (UDP).  
Simulation Scenario 
 
This study implemented a two-layer hierarchical traffic sensor network, capable 
of both centralized and distributed incident detection in the integrated simulator.  The 
following content first describes the hierarchical network architecture, which manifests 
itself in the routing protocol implementation.  Then, the incident detection algorithm and 
different incident simulation scenarios are explained. 
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There are 15 traffic sensors and three controllers covered the entire simulation 
network, while each controller in charges of five sensors.  Traffic sensors collect the 
traffic information, and send to presiding controller in every pre-defined time interval. 
Each controller gathers the information from sensors and implemented incident detection 
algorithm based on the information.  Distance between each sensor was modeled as half a 
mile. Controllers are typically located at or close to the major interchange, where incident 
are most likely to occur. The ad hoc wireless network formed was modeled in ns-2 to 
connect all sensors, controllers and relays in between. Figure 15 demonstrates the 
network and traffic sensor deployment. 
 




I-85 in Greenville, SC 
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Each sensor or controller (Type) has unique number and its location is uniquely 
identified with its mileage from the road‟s starting point. The address format is  
 [Highway No., Location, Type, Direction] 
A device can have one or multiple addresses, according to whether it is located on 
one or multiple highways (at an intersection), oversees one or both sides of a road (bi-
directional traffic sensors), and conducts tasks belonging to one or multiple hierarchical 
levels. In this study, each traffic sensor only detects one side and one direction of the 
highway traffic. Controller only gathers the information and implements detection 
algorithm but not collects traffic information.  
Message routing among sensors and controllers is done in the hierarchical address 
space with specific emphasis on simplicity for sensors. For centralized control strategy, 
each sensor only talks to its presiding controller.  
Incident Detection Algorithm 
 
This study implemented one of the first incident detection algorithms, California 
algorithm to detect incident. As one type of comparative algorithms, California algorithm 
serves as the basis of comparison to many other algorithms. The algorithm is utilized to 
detect an incident based on the measured occupancy from two adjacent detectors (Martin 
et al. 2001). A potential incident is declared when values from the three different tests 
surpass preset thresholds. The three tests are defined as follows: 
1. The difference between the upstream station occupancy (OCCi) and the 
downstream station occupancy (OCCi+1) is checked against threshold value T1. If the 
threshold value is exceeded, then proceed to step two. 
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2. The ratio of the difference in the upstream and downstream occupancies to the 
upstream station occupancy (OCCi. OCCi+1)/OCCi is checked against threshold T2. If 
this threshold is exceeded, proceed to step three. 
3. The ratio of the difference in the upstream and downstream occupancies to the 
downstream station occupancy (OCCi . OCCi+1)/OCCi+1 is checked against threshold 
T3. If this threshold is exceeded, a potential incident is indicated and step two is repeated. 
If this threshold is again exceeded, a potential incident is flagged. An incident state is 
terminated when threshold T2 is no longer exceeded. The thresholds are calibrated from 
empirical data. 
As an example showed in Figure 16, sensor 1 to sensor 5 sends occupancy 
information to the controller at a preset interval. For the same sensor, the controller 
compared the current occupancy with the previous data. For adjacent sensors, the 
controller compared the difference between them. Once incident occurs between sensor 2 
and sensor 3, sensor 3 senses drop in downstream occupancy immediately, while sensor 2 
will detect significantly increased upstream occupancy after a while. The occupancy 
difference between sensor 2 and sensor 3 will be used by controller to alarm, detect and 
verify an incident. Using five sensors and their presiding controller as an example, 
detailed detection procedure based on the California algorithm is presented in the 
following. 
Step 1: Sensor #1 to #5 send occupancy and flow information to controller #1 every 
30 seconds 
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Step 2: Controller #1 compares the occupancy difference with previous data log of 
each sensor in every 30 seconds. eg. Occ3(i+1) - Occ3(i) 
Step 3: Controller #1 compares the occupancy difference between adjacent sensors 1 
& 2, 2 & 3, 3 & 4, and 4 & 5. eg. Occ3(i) -Occ2(i) 
Notes: Steps 1 to 3 are implemented simultaneously at controller 1.  
An event where a traffic incident occurred between sensor 2 and sensor 3,  
Step 4: When Occ3(i+1) - Occ3(i) = 0, proceed to step 5 
Step 5: Compare the occupancy difference between upstream and downstream 
sensors 
If the [Occ3-Occ2] < T1, go back to steps 1-3 







Figure 16 An example of sensors and controller deployment 
 
In PARAMICs network, the occupancy data collected by each sensor does not 
update if there is no vehicle passing the sensor. Therefore, the downstream occupancy 
stays at constant after incident happen. In step 4, if the occupancy of two consecutive 
time step remains the same or very close, a potential incident is alarmed.  Threshold 
Controller 
Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5 
0.5 mile 
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value T1 was defined based on simulation results by taking the average of occupancy 
difference at the same sensor or between adjacent sensors of several different runs.  
Average value of several different runs is taken until the variance fall within five percent.  
MOEs Selection 
For the study scenario with incidents, the vehicular traffic simulator randomly 
generated incidents on segments under surveillance of traffic cameras during the PM 
peak hours. Various incident occurrence times, locations and severities are also random 
generated by an API program to assess the detection and communication performance of 
the wireless traffic sensor network.  PARAMICS also provides the duration of incidents 
through a simulation of interaction including the vehicles involved in incidents and the 
vehicles in the queue. The duration of incidents, which is defined as the time period 
between incident occurrence and the return to normal traffic condition, directly affects 
the communication cost in terms of data rate, which can be altered by the ns-2 during the 
simulation.   
In order to assess the traffic operational and communication performance, several 
measure of effectiveness (MOEs) were selected including 1) incident detection rate, 2) 
false alarm rate, and 3) communication latency. Communication latency defined in this 
study is related to the incident detection and verification time. The latency is the time 
from the first sensor reporting abnormity to the controller until the incident is identified.   
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3.6 Performance-cost Analysis 
Based on the simulation results, the author performed performance-cost analysis 
for the selected strategies using the benefit and cost information from literature review, 
case study, field test and simulation analysis. This study was to analyze the cost 
effectiveness of using 802.11g wireless technology to support traffic surveillance systems 
in Greenville, SC, as proposed in the case study section. Besides of literature review, cost 
information was also reference to typical used default value from the ITS Deployment 
Analysis System (IDAS) and ITS Cost Database maintained by Federal Highway 
Administration (FHWA) (USDOT 2007).  IDAS is a computer tool developed by 
USDOT to provide direct benefit and cost information based on future travel demand and 
other required inputs (USDOT 2003). Both IDAS and the database maintained by the 
FHWA are updated periodically.  Cost information from these two databases, as well as 
the cost information of the existing systems from different state agencies through 
interview, were combined to provide the most logical and realistic estimation.   
Use the Greenville network as an example, the benefit was considered as the total 
throughput needed to support all the surveillance devices. Similar to what has been 
conducted in ns-2 simulation study, simulation provided the throughput of each device 
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under 802.11 g technologies within two different network topologies, mesh and 
infrastructure. The difference of these two network topologies were explained in the Case 
Study section. The cost has several components including the devices, maintenance, 
operation, installation, and personnel. Total annual costs were also calculated for the two 
network topologies. Finally the cost effectiveness was computed as the throughput/cost 











Figure 17 Throughput/Cost analysis procedure 
 
Maintenance cost, operation cost and transmission power cost can be easily 
converted to yearly value. The equipment costs, actually including both the device cost  
























Where C is the capitalized cost of network topology; O is the annual operational cost; d is 
the discount rate; n is the life time of the equipments in years; 1, 2, etc.  
The traffic surveillance system in Greenville is mainly consisted of traffic 
cameras and radar detectors, which are normally mounted on the same equipment pole. 
Therefore, for each location, one client radio cost was considered. The maintenance and 
operation cost was assumed to be 15% of the total infrastructure cost (USDOT 2009). 
The fiber optic cable cost, installation, operation, and maintenance cost were also taken 
into consideration at fiber drop locations where are needed, depending on the network 
topology. Moreover, the transmission power cost was also considered using the 
commercial electric price in South Carolina. This study assumed that traffic camera 
















This section presents a synthesis of interview responses received as of October 1, 
2009. As summarized in Table 6, current widely used communication technologies for 
traffic management are fiber optic or T1 lines. Wireless has been used by all nine survey 
participants, however on a limited scale. Respondents used cellular services provided by 
commercial providers; state owned and operated microwave systems, unlicensed wireless 
systems, and WiMAX networks. One responding agency even used a state owned and 
operated microwave system to connect their radio-based land mobile system. 
Respondents also reported using cellular communication for low bandwidth applications, 
such as dynamic massage signs (DMS) and traffic signals. Two states reported using 
WiMAX technology to provide communication for traffic surveillance cameras. The city 
of Phoenix used 2.4 Ghz WiFi to connect 96 traffic signals within 25 square miles. In 
other states, WiFi connections are more widely used in rest areas and office buildings to 
provide hot-spot service. It was found that due to cost issues, states typically own the 
fiber system but depend on leased wireless service in certain segments.   
Most responding agencies expressed interest in using wireless technologies to 
replace the leased lines to reduce cost. They also emphasized the need for the wireless 
system to be reliable, especially for critical ITS infrastructures, such as surveillance 
systems in tunnels, on bridges and at important interchanges. One state reported that their 
wireless performance was affected by foliage coverage, especially during the summer 
months. Another state reported that rain and fog affected wireless communication 
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performance. To be clear, wireless is not expected to replace fiber systems, rather its 
integration into existing systems will enhance their performance. For example, some 
agencies prefer to use wired communication to build redundant backbone systems to 
improve the reliability of their wireless communication infrastructures.  
Table 6 Summary of interview responses 
Categories Responses 
Types of communication infrastructure Wired: T1, Fiber (9) 
Wireless: unlicensed wireless (9), Cellular 
(9), WiFi (4), WiMAX(2) 
Previous communication evaluation 
experience 
Yes (4) 
No and no short term plan (5) 
Experiences with wireless communication 
for traffic management 
Affected by foliage coverage, rain and fog 
Potential interference if using unlicensed 
Licensed or Non-licensed wireless Licensed: WiMAX (2), Wireless 4.9 GHz 
(2) and 5.9 GHz (1) 
Unlicensed: 200 MHz (1), 700MHz (1) and 
900MHz  (6), WiFi (4), Wireless 5.1-5.8 
GHz (2) 
Future plans to use any new, currently non-
existing, wireless alternative 
Yes (9) such as WiFi 
Future plans to expand any currently 
existing traffic management infrastructure 
Yes (9) by either fiber or wireless 
Typical data rate expected for traffic 
surveillance systems and other similar 
devices 
256 Kbps ~ 1.2 Mbps 
Average traffic camera (or other devices) 
density 
Major metropolitan areas: one camera/ mile 
Key Intersections: two cameras/mile 
Service cost (if leasing) NA 
Existing and planned network topologies 
used to connect video surveillance and 
other ITS devices 
Existing: Point-to-multipoint (8), Mesh (1) 
Planned: Mesh (wireless) 
                Note: ( ) indicates the number of responses 
Although all nine states surveyed plan to extend both their wire and wireless 
infrastructures for traffic management systems, only three have evaluated the 
performance and reliability of their communication infrastructure. The other six have 
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short-term evaluation plan. Among the types of ITS devices used for traffic surveillance 
and management, traffic cameras require the largest bandwidth. Currently deployed 
traffic camera surveillance devices require data rates between 256 Kbps and 1.2 Mbps. 
On average, camera density is roughly one per mile in major metropolitan traffic 
corridors, and increases to one per half a mile near key interchanges.  Some states plan to 
expand their camera density to every mile at key intersections and interchanges in rural 
areas of the state. However, the bandwidth limitations of many existing wired 
communication infrastructures and their associated leasing cost issues severely limit the 
effectiveness of these initiatives. Consequently, most of respondents (7 of 9) expressed a 
strong interest in wireless technologies such as WiFi and WiMAX, because of their 
broadband capability and cost-effective deployment. Respondents also expressed interest 
in exploring the feasibility and initial costs to build state owned wireless infrastructures 
for traffic surveillance and monitoring such as South Carolina. Moreover, one state 
agency expressed a desire for a network that would allow multiple state agencies (e.g. 
police, traffic, and emergency services) to share a WiMAX network in certain strategic 
areas. 
The authors found that unlicensed wireless frequencies are more widely used than 
licensed, except the 4.9 GHz band which is reserved for public safety. Reported 
unlicensed frequencies include 200 MHz, 700 MHz, 900 MHz, 2.4 GHz and 5.8 GHz, 
due to low cost of the unlicensed frequencies and ease of use. The Case Study section in 
Chapter 6 contains a detailed discussion on the differences between licensed and 
unlicensed frequencies.  No interference with other wireless systems has been reported, 
 81 
largely due to the lack of wireless systems operating near highways. However, all 
respondents also expressed a desire to determine the feasibility of such systems in the 
near future. Only three states responded with plans for using licensed wireless band such 
as 4.9 GHz radios. One state agency currently uses it for temporary and permanent links 
to a fiber optic backbone; the other uses it to support signal controller, DMS and traffic 
cameras.   
Table 7, developed based on both the interview results and literature review, 
describes potential and existing ITS applications, as well as the reliability guarantees that 
the various wireless technologies support. This table does not reflect a complete list of 















Table 7 Summary of Wireless ITS Applications  
State Project Technology Description 
Arizona Phoenix ITS 
Wireless Network 
IEEE 802.11 a/b/g 
ad hoc 
2.4/4.9 Ghz 
Wireless mesh network for 
public safety video 
surveillance and traffic 
lights 
California Bay Area 
Surveillance 
Enhancement 
Proxim Wireless 5 
Ghz spread 
spectrum 
16 miles point-to-point 
wireless network operating 
at 90 Mbps for video-over-
IP transmission for 
surveillance of bridges and 
tunnels in the San Francisco 
Bay area 
VII- Dynamic Route 
Advisory System  
IEEE 802.11b, 
DSRC 
Use in-vehicle GPS to 
generate traffic data and 
transmits it to the roadside 
Wi-Fi access point which 
then calculates optimum 





Use in-vehicle unit and 
roadside unit at intersection 
to warn the driver the traffic 
timing and the vehicle 
coming from the side road 
Remote monitoring 
of Bridge sensors 
802.11 Caltrans connects sensors on 
Kings Stormwater channel 
Bridge 
Colorado Denver Test Bed DSRC Plan to implement5.9 GHz 
DSRC technology for high 
performance tolling and 
enforcement 
Florida  IEEE 802.11 Provides police officers in-
vehicle access to 
applications from the central 
office in North Miami 
Beach 
 IEEE 802.11 Used for monitoring parking 
meters in Cocoa Beach, Fl. 
Georgia AirSage Syetem IEEE 802.11 Real-time video streaming 
for public safety 
Illinois  IEEE 802.11 A mesh network for 
maintenance management of 
train yards in Chicago 
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State Project Technology Description 
Illinois  2.4, 4.9, 5.1-5.9 
GHz radios 
Used for temporary and/or 
permanent links to fiber 
backbone.  
Indiana Advanced Traffic 
Monitoring System 
900 MHz spread 
spectrum 
Wireless traffic sensor 
network for monitoring 
weather and traffic 
congestion 
Iowa Wireless rest areas   
Maryland  Wireless LAN, 
GPS 
Wireless ad-hoc networks 
for traffic surveillance and 
management 
Missouri  4.96 GHz Support traffic signal 
controller, traffic cameras 
and some of the dynamic 
message signs 
Michigan  900 MHz serial 
radio 
Use wireless for signal, 
traffic and pedestrian 
management, transit, 
demand management in 
Detroit 





Support VII deployment and 
transmit VII data for 
associated applications 
Minnesota In-vehicle Signing 
Project 




 Fixed WiMAX Used for highway video 
monitoring 
VII test-bed (plan) WiMAX, WiFi, 
DSRC 
Plan to support the VII 








Connect the traffic signals 
on New Mexico Highway 
550 to coordinate traffic, 
provide real traffic counts, 
network access for NWDOT 
Used for video monitoring 
of the corridor 




3G Cellular Support data sharing 
between vehicles and 
infrastructure to collect the 
path choice information 
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State Project Technology Description 
New York State-wide network Land Mobile Radio Integrated wireless public 
safety/service radio network 








Development, testing, and 
demonstration of 
commercial vehicle-based 
data communication with 
VII roadside equipment 
2009 ITS World 
Congress VII Test 
Bed 
DSRC, Cellular Test bed for demonstrate 
VII applications including 
in-vehicle signing, transit 
priority, commercial vehicle 
operations, school zone 
warnings, etc 
Texas Houston Metro IEEE 802.11a/b/g Used for real-time video 
monitoring at Houston 
METRO Park and Ride lots 




DSRC Vehicle requests time slots 
for traversal through the 




 Wi-Fi, Cellular To support traffic 
surveillance on I-385 near 
Greenville, SC 
To support data 
transmission to mobile 
dynamic traffic signs  
State-Wide WiMAX WiMAX Plan to share the state-wide 
WiMAX network between 
different agencies 




Used for video surveillance 






To support traffic sensors  
and cameras on I-81 




To support video 
surveillance system on 
Route 460 
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State Project Technology Description 
Washington  700 MHz To support communication 
between all DOT vehicles, 
workers in the field and 
some ITS devices 
West 
Virginia 
 WiMAX operates 
at 4.9 GHz 
Used for public safety and 
monitoring 






































5 CASE STUDY 
Traffic surveillance devices can be deployed in different network topologies 
which lead to different system performance and cost. The case study presented in this 
chapter used two selected technologies, WiMAX and WiFi, to support existing traffic 
surveillance system (includes CCTV, radar and Dynamic message signs (DMS)) under 
mesh and non-mesh topology for seven major metropolitan areas in South Carolina. The 
case study was conducted based on proposed design flowchart described in Chapter 3. 
The seven cities are Columbia, Greenville, Spartanburg, Gaffney, Rock Hill, Florence 
and Myrtle Beach. This chapter uses Columbia and Greenville as examples to 
demonstrate the network design process. Case studies for other five cities can be found in 
Appendix C.  The network designed for Greenville was then used in performance-cost 
analysis. 
5.1 Network Design 
Designing an ITS network requires careful planning of both the type of wireless 
technology to be deployed and the location of the access points. Planning an ITS network 
begins with determining the requirements that the various sensors, cameras, and other 
ITS components will necessitate. In addition, considerable thought should be put into 
choosing the wireless network architecture to be deployed. As stated earlier, the two 
wireless technologies considered are WiFi and WiMAX, and each can provide enough 
throughput to support most, if not all, of the current needs of an ITS network. However, 
they each have their own benefits and drawbacks that can be used to help guide network 
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engineers during the planning stages. Each of the wireless technologies previously 
discussed carries certain technical specifications that determine the applications it can 
reasonably support. Table 8 was synthesized in [Zhou et al 2009] with columns 
containing pertinent information for a network engineer designing an ITS environment. 
To aid in comprehension of this information, an explanation regarding how each column 
affects ITS network design is shown below.  
Table 8 Technical Characteristic of Studied Wireless Technologies  
 
 
Specification – Each technology discussed is derived from an Institute of 
Electrical and Electronics Engineers (IEEE) standard. For a technological specification to 
become standardized, it must go through a rigorous process that includes numerous 
requests for comments (RFC) from industry and research leaders. Once a specification 
becomes a standard, it is released and various companies can design products that 
implement the standard. This is a key advantage over deploying a proprietary system 
because standards-based solutions allow for custom-off-the-shelf (COTS) equipment to 
be used; whereas custom designed equipment would be required for a proprietary 
solution. In this regard it is advisable to deploy a standards-based solution in an ITS 
environment.  
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Licensed – The frequency that is used during transmission can be either licensed, 
by the Federal Communications Commission (FCC), or unlicensed. The unlicensed 
spectrum, where the various 802.11-based specifications reside, has been opened to all 
users for numerous technologies; and can be crowded. Because of this overcrowding, 
there is always the concern that signal quality on the wireless link can be degraded 
because of interference. The FCC has imposed limitations on the maximum allowable 
transmit power in an effort to reduce this interference. The unlicensed band is relatively 
small compared to the amount of licensed frequency space; and numerous technologies, 
including both WiMAX and DSRC, use licensed frequencies. In an ITS setting, it is 
important to weigh the cost of obtaining licenses for licensed bands with the potential 
interference faced if using unlicensed frequencies.  However, according to the survey 
results, most of states are currently using non-licensed bands due to the cost of licensed 
implementation. 
Frequency – Wireless technologies transmit their data throughout a range of 
frequencies specified by the FCC. The frequency shown is the center frequency of the 
band for the technology. The frequency band utilized by the technology plays a major 
role in determining both the range and penetration of the wireless signal. As a rule of 
thumb, the lower the transmitting frequency, the better the signal will perform in terms of 
foliage and wall penetration. In addition, the range of transmitted signals will increase as 
the transmitting frequency decreases. The frequencies currently used by states that 
responded to the survey include 200MHz, 700MHz and 900MHz. 
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Range – The range shown is the maximum obtainable range for the wireless 
technology; however, that range is not necessarily the obtainable range at the maximum 
link rate. The ranges quoted in Table 7 were calculated using non-specialized omni-
directional antennas. It is also important to keep in mind that the range of a wireless 
access point can be increased by altering the antenna. In an ITS environment, this means 
that the coverage can be greatly tailored to suit the architectural needs by adjusting both 
the type of and gain on the antenna. 
Link Rate – Each wireless technology is capable of transmitting a certain amount 
of information in bits per second, accounting for both control overheads and user data.  
Each technology supports multiple link rates, while the achievable rate at any time and 
location is determined by many factors, such as the signal strength and interference 
present in the environment.  
Throughput – Throughput is the actual amount of user-generated data that can be 
transmitted per second. The value is often considerably less than the link rate due to the 
transmission and network protocol overheads, interference and noise, and contention with 
other radios. 
Architecture – Wireless radios can be interconnected and relay information 
following different topologies and routes.  Referred to as their choice of architecture, our 
study considers three such architectures that are possible for ITS deployments: 
 Point-to-point (P2P) – This architecture involves a single wireless link 
between two radios and is often used for data backhaul or transmitting over long 
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distances (when used in conjunction with a directional antenna). A typical P2P 
network deployment is shown in Figure 18. 
Figure 18 A typical P2P architecture link  
 
 Point-to-multipoint (PMP) – This architecture involves multiple point-to-point 
wireless links with one access point kept in common among the links. Commonly 
referred to as the infrastructure model, it mirrors the architecture of a cellular 
infrastructure network. The PMP architecture is used when multiple nodes 
connect to a single access point. A typical PMP network deployment is shown in 
Figure 19. 
Figure 19 A typical PMP architecture link 
 
 Mesh – A mesh network allows any node in the network to transmit to any 
other node. Both WiFi and WiMAX networks can be operated in a mesh 
configuration. A primary benefit of mesh networking is that it provides redundant, 
reconfigurable paths between nodes, allowing the network to reroute traffic to 
maintain network robustness if any nodes were to fail. Mesh networks can be 
deployed to provide a larger area of coverage than would typically be possible 
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with PMP architecture. A typical mesh network deployment is shown in Figure 
20. 
Figure 20 A typical mesh architecture link 
  
Line-of-sight (LOS) Requirements – A clear LOS between two communicating 
radios enhances the signal strength and, thus, the achievable link rate and throughput.  
Certain technologies, such as DSRC, recommend LOS operation in their standards; 
nevertheless, they usually can still operate under obstructed, i.e., non-LOS (NLOS) 
conditions. It is important to note as a rule of thumb that lower frequencies generally 
penetrate walls and foliage better and are more tolerant to NLOS operation.  
EIRP – Effective isotropically radiated power (EIRP) is a measurement utilized 
by the FCC to quantify the power level transmitted by a radio given different antenna 
gains and supplied transmitter power.   The FCC has set up EIRP guidelines to limit the 
amount of interference in the unlicensed spectrum. The maximum EIRP is sanctioned by 
the FCC depending on the network architecture (P2P or PMP) and frequency range. 
Within the EIRP constraints, it is possible to adopt the proper architecture, transmission 
power, and antenna gain to obtain a custom area of coverage. 
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Range vs. Link Rate – The achieved link rate of a wireless connection is directly 
related to the signal strength received at the receiver. Thus, the distance between the 
sender and receiver has a primary effect on the link rate. For example, an 802.11g WiFi 
radio can adapt according to the received signal strength to transmit at multiple distinct 
link rates between 6 Mbps and 54 Mbps.  As an example, Figure 21 is generated using 
measured range and throughput data (Cisco 2009). 
 
Figure 21 Range vs. Throughput for IEEE 802.11g (Cisco 2009) 
 
Mesh vs. Infrastructure – Two network deployment architectures (topology) are 
considered in the following case study for each wireless technology (WiFi and WiMax), 
the mesh network architecture and the infrastructure, or PMP, model. Both WiMAX and 
WiFi support mesh mode, allowing data to be passed through various nodes in route to 
the Internet access point, instead of requiring each node to have its own Internet 
connection. In an infrastructure model, each access point would have a connection to the 


















 There are advantages and disadvantages to deploying each of the wireless 
architectures; the two major factors that are considered in this case study are price and 
reliability. In terms of cost, a mesh solution will be superior to an infrastructure 
deployment, simply because the number of fiber optic Internet connections required in a 
mesh deployment is considerably lower. However, in terms of reliability the 
infrastructure model is expected to perform better because each of the node clusters has 
its own connection and there is no forwarded traffic. In an infrastructure model, if an 
access point were to fail only the nodes that directly connect to that access point would be 
lost. This is drastically different than a mesh network, where if a node were to fail it 
could cause a large number of other nodes to fail that was previously forwarding traffic 
through the failed node. On the other hand, a mesh network has the advantage of easily 
achieved redundancy in network topology for avoiding such single point of failures. 
For the purposes of throughput requirement calculations, the following 
specifications have been determined for each camera. The traffic cameras are expected to 
produce a motion JPEG (MJPEG) stream with various frame rates and sizes, see Table 9 
for exact requirements. These are experimentally calculated figures, and should provide a 







Table 9 MJPEG video bandwidth requirements for various sizes and frame rates 






High 640*480 1 0.571 
High 640*480 5 2.853 
Medium 480*360 1 0.357 
Medium 480*360 5 1.784 
Low 320*240 1 0.220 
Low 320*240 5 1.100 
 
 For the WiFi cases, the access point deployed will be based on parameters of  
Cisco 1410 [Zhou et al 2009], with an estimated range of 865 feet at 54 Mbps and a range 
of 3465 feet at 11 Mbps when using an omni-directional antenna. For the WiMAX test 
cases an M/A-Com base station [Zhou et al 2009] is expected to produce a line-of-sight 
range of approximately 2.5 miles, also with an omni-directional antenna.  
5.2 Columbia Traffic Surveillance System 
The traffic surveillance system in Columbia, SC consists of 52 traffic cameras, 37 
Radar detectors and 2 dynamic message signs to be wireless connected. All these devices 
are located on I-20, I-26 and I-77, showed in the Figure 22.   
Distance between each node is calculated to form sub-networks (also called 
clusters) that each device is within radio range and also to minimize the numbers of fiber 
optic connections.  
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Figure 22 Traffic Surveillance Devices in Columbia, South Carolina 
 
There are a total of four network deployments considered in this case study. There 
is both a WiFi and a WiMAX solution for each of the two deployment architectures, 
mesh and infrastructure.  Below we discuss the network model for each deployment, 
show the expected coverage area on the map, and discuss the benefits and concerns for 
the model. It should be noted that in the pictures below the stars signify that they are 




5.2.1 WiMAX Infrastructure Models 
First, based on the real performance of the WiMAX base station, the researchers 
assume that each base station can support up to 10 devices, which include 5 traffic 
cameras and 5 radar detectors. The bandwidth requirement of each camera is assumed as 
about 1.7 Mbps (medium level), while the radar detector is assumed to consume about 
0.6 Mbps bandwidth. The DMS requires negligible bandwidth. Then, the study divided 
all these devices into 13 sub-networks, each containing at a maximum five nodes within 2 
miles, shown in Figure 23. 
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Figure 23 WiMAX infrastructure model of Columbia site 
 
As seen in the Figure 24, the WiMAX infrastructure model includes 13 clusters, 
with overlapping coverage areas between each. Each cluster would have its own Internet 
access, via a fiber optic connection, which would provide a high level of bandwidth to 
each cluster. This architecture is the traditional method of deploying WiMAX equipment 
to provide wireless coverage to an area.  
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             In this scenario, there would be a total of 13 fiber optic Internet connections 
required, and fifty-two WiMAX radios. However, in this architecture towers need to be 
built first to support the WiMAX base stations, where each cluster connects to the 
internet via a fiber optic connection. Although this implementation would provide a large 
coverage area that could be leveraged to provide connectivity to other ITS equipments, 
due to the construction and implementation costs of the towers, it would provide the 
highest-cost solution to wirelessly enabling the traffic surveillance cameras. To decide 
which node to locate the base station which provides the fiber optic internet connection 
for each cluster, the distance between the each node is calculated, and the base station is 
suggested to be co-located with the camera which has the minimum average distance to 
other nodes. As an example developed in [Zhou et al 2009], Table 10 illustrates how the 
base station location for group one in Columbia site is selected. As shown in the table, 
each entry shows one camera/radar location, and C26\R24 (CCTV 26 and Radar detector 
24), has the minimum maximum distance and average distance to other nodes, it is chose 
to be the fiber optic connection for group one, showed as a blue star in Figure 21. The 
two rows (C24\R20 and CAT MM106) highlighted in black are located on the boundary 
of the coverage range of this cluster. They were covered by another cluster to ensure the 
connection, so they were not included in the selection in this cluster. The internet 
connections of other group were decided using a similar process. Group 11 is a satellite 
node, which is remote from other grouping and requires its own fiber connection. The 
author use the term “Satellite node” is a term used to describe a node (traffic camera) that 
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is far from the other clusters, but could reach one cluster by the use of a directional 
antenna. 
Table 10 Traffic monitoring devices of Columbia network: group one 
Group 1 C27\R26 C25\R22 C24\R20 C28 C26\R24 
C AT 
MM106 
C27\R26 0.0000 1.0925 1.7569 0.4733 0.4880 1.9651 
C25\R22 1.0925 0.0000 0.6646 1.5655 0.6046 0.8725 
C24\R20 1.7569 0.6646 0.0000 2.2296 1.2689 0.2092 
C28 0.4733 1.5655 2.2296 0.0000 0.9609 2.4380 
C26\R24 0.4880 0.6046 1.2689 0.9609 0.0000 1.4771 
C AT MM106 1.9651 0.8725 0.2092 2.4380 1.4771 0.0000 
Max. Dist. 
Primary 
1.0925 1.5655 2.2296 1.5655 0.9609 2.4380 
Avg. Dist. 
Primary 
0.5135 0.8157 1.4800 0.7499 0.5134 1.6882 
 
 




5.2.2 WiFi Infrastructure Network 
The WiFi infrastructure model is shown in Figure 25 below, and divides the fifty-
two nodes into twenty-eight clusters. Some groups have three nodes, while others have 
two or only one. Each cluster would have its own Internet access, via a fiber optic 
connection, which would provide a high level of bandwidth to each cluster.  
In this scenario, there would be a total of 28 fiber optic Internet connections 
required, and 52 Cisco 1410 access points. This would provide a medium-cost solution to 
wirelessly enabling the traffic surveillance cameras, because each fiber optic connection 
can be both expensive and possibly create a recurring cost. A key benefit of this 
architecture is that it provides considerable expandability. The, maximum of three, traffic 
surveillance cameras would take up very little of the total bandwidth so additional ITS 
equipment could be connected to the access points. 
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Figure 25 WiFi Infrastructure Model of Columbia Site 
 
5.2.3 WiFi Mesh Network 
The WiFi mesh model is shown in Figure 26, and divides the twenty-eight 
clusters into four mesh clusters, one supporting a group of fifteen clusters, another 
connecting group of nine, a third for a group of four and a final cluster to support one 
satellite node. The reason is the distance between the satellite node and other mesh 
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clusters are farther than the standard Cisco access point can reach at a minimum of 
11Mbps. This is a two–layer solution that contains the cluster and mesh cluster. There are 
two types of access point needed. One is for connecting cameras within the same cluster, 
which covers approximately 2 miles. The other one is for the connecting all cluster-
gateways to the wired access point that has a fiber connection. A directional antenna is 
used for wired primary access point which has a coverage range of approximately 10 
miles. However, the distance between cluster 11 and cluster 10 is too far, which is over 5 
miles, so the cluster 11 would be better served having a separated fiber access instead 
connected to the access in the cluster 10 to avoid significant communication traffic delay. 
Moreover, there is a high-gain directional antenna connected to the satellite node that 
allows it to forward its data to the rest of the wireless mesh cluster. Satellite node is a 
term used to describe the node (traffic camera) that is far from the other clusters, but 
could reach the cluster by the use of a directional antenna. The reason is the distance 
between the two mesh clusters is farther than the standard Cisco access point can reach at 
a minimum of 11Mbps. For this case study the access point locations with Internet access 
were chosen to minimize this maximum hop-count. The mesh cluster with the fifteen 





Figure 26 WiFi Mesh Network Model for Columbia, SC 
 
In this scenario, there would be a total of three fiber optic Internet connections 
required, and fourteen Cisco 1410 access points. This would provide a relatively low-cost 
solution to wirelessly enabling the traffic surveillance cameras; however, this solution 
does not allow for much expandability, as most of the throughput the network could 




5.2.4 WiMAX Mesh Network 
The WiMAX mesh model is shown in Figure 27 below, and divides the twenty-
eight clusters in the same manner as the WiFi mesh model; with into three mesh clusters. 
Each node would have its own Motorola WiMAX base station, with each node in the two 
clusters forwarding data from the other nodes. For this case study the access point 
locations with Internet access were chosen to minimize this maximum hop-count. In this 
network there are three nodes that are a hop-count of four from the Internet access 
location. For instance, Figure 28 demonstrates the data transmission flow with one mesh 
cluster which contains cluster 6, 7, 8 and 9.  
In this scenario, there would be a total of three fiber optic Internet connections 
required, and fifty-two Motorola WiMAX base stations. This is a relatively expensive 
solution to wirelessly enable the traffic surveillance cameras, and has the same 
















5.3 Greenville Traffic Surveillance System 
Compared to the Columbia metropolitan area, the Greenville network is much 
smaller.  The section of traffic surveillance system in Greenville, SC consists of 14traffic 
cameras.  No radar detectors or dynamic message signs were recorded in the data-base 
provide by SCDOT. There is a research interest to identify which network topology suits 
for different network considering the number of devices and coverage range.  All the 
traffic monitoring cameras considered in Greenville are located on I-385, north of I-85, 
with a satellite camera located on I-85 approximately 2.5 miles north of the I-385 / I-85 
intersection. In total, there are fourteen cameras requiring wireless connection in this case 
study. A map of these cameras is shown below in Figure 29. 
 
 
Figure 29 Traffic Surveillance Systems in Greenville, SC 
  
 For each location, a standard antenna is almost always an omni-directional 





















































because it depends on a number of factors, including the network topology. The 
estimated range considered in this study is approximately 2 to 3 miles. Distance between 
each node is calculated to form sub-networks (also called clusters) that each device is 
with radio range and also to minimize the numbers of fiber optic connections.  
5.3.1 WiFi Mesh Models 
As discussed previously, a primary concern that was considered when designing 
either of these mesh networks is the maximum number of hops required to get from the 
farthest edge node to the Internet gateway. In a mesh network, each non-edge node is 
required to forward other node‟s traffic; therefore, the total amount of non-forwarded 
data that can be handled by the network is significantly lower than the total throughput. 
The WiFi mesh model, shown in Figure 30, divides the fourteen traffic 
surveillance cameras into two mesh clusters, a group of six and a group of eight. A high-
gain directional antenna is connected to the satellite node that allows the forwarding of 
data to the rest of the wireless mesh cluster. The satellite node, which is the node farthest 
from the other clusters (traffic camera #1), can reach the cluster through the use of a 
directional antenna. As shown in Table 11, the distance between the two mesh clusters, at 
a minimum of 11Mbps, is farther than the reach of the standard Cisco access point. For 
this case study, the access point locations with Internet access were chosen to minimize 
this maximum hop-count. The mesh cluster with the satellite node has a maximum hop-
count of four, which is the highest hop-count for the network. 
In this scenario, two fiber optic Internet connections required, and fourteen Cisco 
1410 access points are required. Though this provides a relatively low-cost solution to 
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wirelessly enabling the traffic surveillance cameras, it does not permit much 
expandability, as most of the available network throughput the network is already 
utilized. 
 
Figure 30 WiFi Mesh Network Model for Greenville, SC 
 
5.3.2 WiMAX Mesh Network 
The WiMAX mesh model, shown in Figure 31 below, divides the fourteen traffic 
surveillance cameras into two a groups of six and a group of eight mesh clusters, 
respectively. This configuration is identical to the WiFi mesh model. Each node 
possesses its own Motorola WiMAX base station, with each node in the two clusters 
forwarding data from the other nodes. Again, the access point locations with Internet 
access were chosen to minimize this maximum hop-count. Within this network there are 
three nodes require four hops to/from the Internet access location. 
Satellite node 
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In this scenario, there are a total of two fiber optic Internet connections and 
fourteen Motorola WiMAX base stations. However, this relatively expensive solution to 
wirelessly enable the traffic surveillance cameras has the same expandability drawbacks 
as the WiFi mesh network.  
 
Figure 31 WiMAX mesh network model for Greenville, SC 
 
5.3.3 WiFi Infrastructure Models 
The WiFi infrastructure model, shown in Figure 32, divides the fourteen traffic 
surveillance cameras into six clusters: three groups of three, two groups of two, and one 
group of one. Each cluster has its own Internet access, via a fiber optic connection, which 
provides a high level of bandwidth to each cluster.  
In this scenario, there are a total of six fiber optic Internet connections required, 
and fourteen Cisco 1410 access points. This configuration provides a medium-cost 
solution to wirelessly enabling the traffic surveillance cameras, as each fiber optic 
connection can be both expensive with possible recurring costs. However, this 
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architecture is advantageous in that it provides considerable expandability. Because no 
more than three traffic surveillance cameras are linked to each access point, this 
configuration encompasses very little of the total bandwidth so additional ITS equipment 
could be connected to the access points. 
 
Figure 32 WiFi infrastructure network model for Greenville, SC 
 
5.3.4 WiMAX Infrastructure Models 
The WiMAX infrastructure model, shown in Figure 33 below, divides the 
fourteen traffic surveillance cameras into two clusters, with overlapping coverage areas. 
Each cluster has its own Internet access, via a fiber optic connection, which provides a 
high level of bandwidth to each cluster. This architecture is the traditional method of 
deploying WiMAX equipment to provide wireless coverage to an area.  
In this scenario, there are a total of two fiber optic Internet and fourteen WiMAX 
radio connections required. Although this configuration requires the highest construction 
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cost to build WiMAX towers to support the wireless traffic surveillance system, it yields 
a large coverage area that can be leveraged to provide connectivity to other ITS 
equipment. 
 























6 FIELD STUDY 
In order to assess the performance of two selected wireless technologies, WiFi 
and WiMAX, in a real highway environment to support communication between field 
devices, and between field devices and TMC, three types of field test were conducted; 
WiFi communication between two adjacent nodes, the performance of a regional 
WiMAX network, and quality requirements of internet-based real-time traffic video 
surveillance. Factors that affect the communication performance and reliability, such as 
transmission power and modulation rates, were considered in the field study. The 
following sections are summarized in four sub-sections based on different types of tests. 
The field test results were utilized to develop recommendations for practical applications 
6.1 WiFi Communication between Two Adjunct Nodes  
Figures 34 through Figure 41 present the performance evaluation results of the 
two-node wireless network under different scenarios in TCP modes. All the results 
represent the throughput taken in the server side and will be discussed in the following 
paragraphs. 
To determine if the average throughput taken during 120 sec represents the 
average communication performance, this study first investigated the throughput 
variation with time in TCP modes while taking the measurements in different scenarios. 
For example, using the throughput variation at a transmission power of 70mW, the 
average link throughput was recorded every 10 sec at the server side within a total of 300 
sec test time. As shown in Figure 34, the throughput varied between 10 Mbps to 12Mbps 
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with the deviation within 5% of the mean value. Therefore, the average throughput taken 
in 120 sec test is adequate for capturing the network performance. 
Figure 34 Throughput Variations with Time (TCP) 
 
Figures 35 a) to 35 f) present the saturated throughput at different distances 
between transmitters and receivers under four different transmission powers 
corresponding to the frequency modulation rates of 2 Mbps, 5.5 Mbps, 6 Mbps, 11Mbps, 
24 Mbps and 48 Mbps, respectively. As seen from Figure 35, at each modulation rate 
except 11 Mbps and 48 Mbps, throughput first stays constant until a certain distance, and 
then starts to drop. For example, at modulation rate 2 Mbps (Figure 35a)), the saturated 
throughput achieved was around 1.34 Mbps within the 300 ft range, however, it dropped 
to 1.02 Mbps at 400 ft. Therefore, after a certain distance, the communication link 
becomes very unstable and performance degrades. For each modulation rate, there is a 
























performance is unreliable.  For ITS applications, access points (or traffic sensors) should 
be deployed within the distance at a specific modulation rate to ensure effective data 
transmission for traffic management. Obviously, there is a trade-off between performance 
and cost. Although deploying two access points or traffic sensors close to each other can 
improve the performance and ensure the reliability, this type of deployment also 
increases the implementation and operation costs. 
Rather unexpectedly, at 100ft range, throughput corresponding to modulation 
rates 11 Mbps and 48 Mbps are much less than the throughput at 200 ft. These two 
special cases might be caused by multipath propagation at the 100 ft location, which 
degrades the wireless communication performance. Multipath is the propagation 
phenomenon that results in radio signals reaching the receiving antenna by two or more 
paths, thereby resulting destructive cancellation. Causes of multipath in this case could be 
the reflection from terrestrial objects such as parked cars, buildings or trees (Tse and 
Viswanath 2005).   
For most of the modulation rates, the drop occurs between 300 ft to 400 ft. Within 
300 ft, at one specific distance, the throughputs at different transmission power are very 
similar to each other. One reason is that the successful delivery ratio at this point is 
already very high, which is about 67% at modulation rate 2 Mbps, as shown in Figure 36. 
Within 300 ft, field test results indicated that performance is more dependent on the 
modulation limit than the environment limits, especially at lower modulation rates. For 
higher modulation rates, the communication performance could be affected by both 
modulation rate and distance limits. The successful delivery ratio decreased to around 
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36% at a modulation rate of 48 Mbps. The other reason is that the difference in 
performance between different powers is not significant because the power used in this 
experiment is very low, compared to the real transmission power used in practice. There 
was not much increase in power between 30 mW to 70 mW.  
Higher modulation rates provide better throughput, so more data from the field 
can be transferred in real time. However, higher modulation rates are normally less robust 
to the background noise and interference, so more data packets got dropped. As seen in 
Figure 33, higher modulation rates provides lower successful delivery ratio due to the 
communication error. Moreover, delivery ratio decreases with the distance increases, 
except the 100 ft at modulation rate 11 Mbps and 48 Mbps. The effective throughput is 
the modulation rate times the successful delivery ratio.  For traffic agencies, it is of 
paramount importance to operate the system in the modulation rates that provide certain 
balance between throughput and delivery ratio for particular applications. 
During the field test, the authors also observed that the both received signal 
strength and throughput decreases for a few seconds when vehicles are passing the test 
location. Future study needs to be conducted to quantify the effects of vehicular traffic on 
the wireless communication between roadside traffic devices, especially for the 
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Figure 36 Delivery Ratios (TCP) 
 
Another experiment was conducted to set up the modulation rate as auto, which 
means that at each second, the modulation varies according to the received signal 
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modulation rate options vary among 11 Mbps, 24 Mbps, 36 Mbps, 48 Mbps, and 54 
Mbps. Figure 37 shows the saturated throughput at auto modulation rate under 4 
transmission powers at different distances between a transmitter and a receiver. In order 
to find out the most frequently used modulation rate in each scenario, the authors 
calculated the percentage of each modulation rate studied during the 120 seconds test 
period and the average rate for each scenario, as presented in Figure 38. For example, at 
200 ft with 70 mW transmission power, when the modulation rate set as auto, 54 Mbps 
was used 54% time during the test period, while 48 Mbps, 36 Mbps, and 24 Mbps were 
used 25%, 16% and 2% time during the test period, respectively.  As seen from test 
results, when modulation rate is set as auto, high modulation rates, such as 54 Mbps, 48 
Mbps and 36 Mbps, are most likely to be utilized to achieve higher throughput. It is 
interesting to note that the three most used rates are all supported by 802.11g technology. 
Moreover, within 300 ft distance, modulation rate 54Mbps and 48 Mbps are more likely 
to be used than other rates. However, at 400 ft, it seems 48 Mbps and 36 Mbps were 
chose more frequently than 54 Mbps.  The reason is the signal's strength is lower at 
longer distance, so given roughly the same noise and interference it needs a more robust 




Figure 37 Saturated Throughputs at Modulation Rate Auto 
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 Received transmission power is another important performance metric studied 
in the field test. The height of the antenna and the antenna gain play a role in the network 
performance achievable at any location.  Yet, the antenna height and gain can be captured 
as a constant ratio as depicted by the following equation found in most mobile 
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                                              Eq. (1) 
where PT and PR stand for the received and transmitted radio power, GT and GR stand for 
the transmitting and receiving antenna gains, ht and hr stand for the transmitting and 
receiving antenna heights, and d stands for the two antennas‟ distance.  In this study, the 
author characterized the performance dependency with respect to the distance, while the 
gain and height impacts can be proportionally and independently applied to our results.  


















mW gives the (PT- PR) (dbm) = 10log10 (K) (dbm). (PT- PR) in dbm is also known as path 
loss of the wireless communication, which is the lost of signal strength incurred between 
the transmitter and receiver. Higher (PT- PR) indicates higher lost in signal strength.  
Theoretically, the K should be constant at one specific location under different 
modulation rates and transmission power. Figure 39 a) to 39 d) presents the measured PT- 
PR and calculated K at 100 ft, 200 ft, 300 ft and 400 ft, respectively. GT and GR are equal 
to 1, while ht and ht equal to 5 ft and 3 ft, respectively. The calculated K is shown in red 
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color. As seen in the Figure 39, the measured pass loss (PT- PR) changes with the 
modulation rate. Moreover, it appears that lower modulation rate sees larger path loss at 
100 ft and 300 ft.  At 200 ft, the path loss stays almost constant at each scenario. 
However, distance 400 ft is the reverse based on the test results. The author collected one 
data sample for each scenario at 400 ft. Further study need to be conducted to carefully 
look into this issue. At the same modulation rate, the path loss generally decreases with 
the transmission power increases, when the theoretical model suggests that it should be 
constant. At 100 ft and 400 ft, the measured path loss is much higher than the calculated 
K, especially at 400 ft.  Similar to previously discussed, the abnormal situation at 100 ft 
might due to the multi-path effect. At 300 ft, the calculated K, 73.04, seems to match 
with the pass loss at modulation rate 2 Mbps, 5.5 Mbps and 6 Mbps. 
 Therefore, the received signal strength indeed varies with different modulation 
rates and transmission power levels. When traffic agencies implement wireless traffic 
sensor network in the field, Equation (1) must be refined with on-site measurements for 
different locations. Future research should be undertaken to quantify the impacts of the 
transmission power and modulation rates, and derive a constant K to be a reference for 
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 Similar tests were conducted at SC State 93 between May to August, 2008. 
Only saturated throughput was measured at one distance using iperf. Figure 40 presents 
maximum achievable throughput at different transmission power levels in TCP mode.  
The distance between the transmitter and receiver is about 400 ft. Modulation rate was set 
as auto. As shown in the Figure 40, the throughput increases sharply, from 4.25 Mbps to 
7.81 Mbps, when the transmission power increases from 5 mW to 50 mW. The 
throughput increase begins to slow when the transmission power increased beyond 50 
mW. Apparently, the throughput measurement at this location is very different from the 
measurement from Williamson Rd (Figure 36). Therefore, besides modulation limits, 
each location is associated with its own environment factors that limit the system 
performance. Possible factors include traffic condition, foliage blockage, even 
interference from nearby wireless communications. Therefore, in order to identify the 
achievable performance, such as saturated throughput, delivery ratio and received signal 
strength of the communication link at one particular location, similar field tests need to 
be conducted following the procedure proposed in this dissertation. 
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Figure 40 Saturated throughputs at different transmission power (TCP) 
 
            Tables 11 demonstrates field measurements in three scenarios, uphill, terrain 
blocking LOS, and downhill. In the uphill and downhill scenario, the saturated 
throughput can be about 12 Mbps, because of the clear line of sight between two nodes. 
Figure 41 presents the improvement in saturated throughput and error rate of uphill and 
downhill scenario, compared with the over the hill scenario. As seen in Figure 41, the 
saturated throughput measured over the hill decreased 28% when compared to the uphill 
scenario. Similarly, the saturated throughput decreased 29.6% when compared to the 
downhill scenario. Compared to the downhill scenario, the error rate increased 243%, 
which indicated significant performance degradation although the throughput is still as 
high as 8.8 Mbps. For on-line traffic management, effective operation relies on the 
amount of data that can be successively received by a TMC. If there is significant lost of  
traffic data in the network due to signal blocked by the roadway peak, the data that can 


































network operated in an ideal condition. The network wide performance depends on the 
weakest link. Therefore, the impacts of different terrain determine ITS communication 
performance. 







Bandwidth TxPower SNR 
1 – Uphill 4.50% 12.3 Mbits/sec 13Mbits/sec 50mw -67 dbm 
2 – Terrain 
blocking LOS 
12% 8.8 Mbits/sec 13Mbits/sec 50mw -78 dbm 
3- downhill 3.50% 12.5 Mbits/sec 13Mbits/sec 50mw -69 dbm 
 
 
Figure 41 Improvement in error rate and throughput compared to “Over the Hill” 
 
6.2 WiMAX Field Test 
Two types of test, fixed operation and mobile test were conducted to assess the 







experimental setup and the methodologies used to collect field data of both fixed and 
nomadic operation test in a real highway environment. 
6.2.1 WiMAX Fixed Operation Test 
Seven locations were selected to measure both the upstream (US) and downstream 
(DS) throughput.  Upstream is the data transmission from the client side to the base 
station and downstream is from the base station to the client. Table 12 summarizes the 
throughput measurement and modulation of each test location.  The throughput results 
represent the average of ten 1-second samples as observed by iperf. 
Table 12 Performance measurement results of WiMAX fixed operation test 
Location 
No. 
Avg US TCP 
Throughput 
(Mbps) 







1 714 Kbps 900 Kbps BPSK1/2 64QAM3/4 
2 1.5 1.8 QPSK1/2 64QAM2/3 
3 2.2 2.7 QPSK3/4 64QAM2/3 
4 2.9 3.6 16QAM1/2 64QAM3/4 
5 4.4 5.4 16QAM3/4 64QAM3/4 
6 5.8  6.2 64QAM1/2 64QAM3/4 
7 NA 6.3 64QAM3/4 64QAM3/4 
*Note: NA means the data was not available 
As shown in Table 10, the observed average upstream throughputs of all seven 
test locations range from 714 Kbps to 6.3 Mbps depending on the distance and 
environment.   In this experiment, the author observed substantial losses at multiple 
occasions. The link errors will likely lead to end-to-end retransmissions, which consumes 
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usable bandwidth and leads to throughput degradation. The disparities in throughput 
while using a common modulation scheme (e.g., the downstream TCP throughput for 
locations 4, 5, and 6 were quite different even though the same modulation was used) 
reflect relative packet loss.  
Today‟s standard definition video surveillance format can consume large amounts 
of bandwidth (up to 2 Mbps for high quality H.264 content). The purpose of the fixed 
operational test was to provide rough data points demonstrating that WiMAX can support 
current standard definition video traffic devices. With a typical data rate requirements 
ranging from 64 Kbps to 384 Kbps for each traffic camera (Gordon et al. 1993), the test 
network is clearly capable of supporting useful camera-based surveillance systems.  
6.2.2 WiMAX Nomadic Operation Test 
Nomadic operation test uses a coverage measurement tool that was developed by 
the School of Computing at Clemson University to assess the coverage of the WiMAX 
network (Martin 2008). This tool is a program that collects information such as time/date, 
GPS location, vehicle speed and various measures that represent the link connectivity 
quality, including the received power signal strength and the signal-to-noise (SNR) level. 
During a data collection „run‟, data samples were obtained periodically (every 1 second), 
and recorded by the laptop. The program runs on a Linux host which is connected to the 
WiMAX network through a client radio. A web site, using Google map service, was used 
to visualize the datasets.  The data at each point is represented by a color-coded ice cream 
cone symbol. The top part of the symbol represents the most recent downstream received 
signal strength indicator (RSSI) statistic observed by the radio and the bottom cone 
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represents the most recent downstream SNR. RSSI is a value representing the received 
signal strength in dBm (ANACOM). Green, yellow, orange and red stand for level of 
excellent, good, fair and poor, respectively. Black means no signal detected, thus there is 
no connection at all. Figure 42 shows the legend used in the visualization results.  
 
Figure 42 Legend of connectivity level 
Figure 43 to Figure 45 illustrates the connection status while the test vehicle was 
driving along several paths on the highway. The vehicle speed (obtained from the client 
GPS device) was generally slower than 25 mph.  In the first path, the driving started from 
the research tower and then went onto a highway, next to the I-79, for about two miles. 
The client radio was fixed to BS1 during the test. As shown in Figure 43, signals level 
was very good at the beginning points, however started to drop sharply as the distance 
between the BS1 and the client radio increased. The black segment was caused by NLOS 
because the road is located next to a hill. 
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Figure 43 Connectivity level when associated with BS1 
 
Figure 44 demonstrates the connectivity level while the vehicle was driving on 
highway US 19, which is across the downtown area, and the client was associated with 
BS 2. The black section was caused by the obstructed buildings in downtown area. Figure 
45 shows very good connectivity all along the way because the BS 3 located at very high 
altitude on the top of a hill; however detail altitude information was not available. In this 
BS1 
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case, the client always has very good LOS which ensures an operational link. 
 





Figure 45 Connectivity level when associated with BS3 
 
The performance of the network primarily depended on whether the client was in 
line of sight of the BS.  When in line of sight, the coverage extended for 1 to 2 miles.  
BS3 
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Another factor however is the specific client devices, and in particular the quality of the 
antenna system.   
Figure 46 compares the connectivity performance of the same driving path but 
with different client devices. The left one used an M-A/COM radio and the right one used 
an Airspan EasyST radio. The test location was in parking lot in front of a mall. While 
driving slowly around the parking lot, the client maintained LOS with the base station for 
most if the time. The Airspan EasyST clearly achieved better connectivity in this scenario. 
With one data point located at the furthest most distance from the base station (roughly 
2595 feet away), the Airspan radio receives a signal strength of 30 db higher than 
observed by the M/ACOM radio.   
 




US Mode: QPSK3/4 
DS Mode: QPSK 1/2 
Velocity: 10.2 mph 
Altitude: 1131.9 ft 





US Mode: 64QAM3/4 
DS Mode: 16QAM3/4 
Velocity: 9.7 mph 
Altitude: 1164.7 ft 
Distance to BS: 
2597.1 ft 
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As revealed by the field test, several issues must be considered to deploy a 
WiMAX network for ITS applications. First, the location of the WiMAX tower is crucial. 
Second, client devices need to be tested beforehand to ensure the performance can meet 
the minimum communication requirements for different ITS applications. 
6.2.3 Discussion of Power Requirements 
Supporting a large scale wireless network with wired power supply may negate 
the advantage of using wireless over wired applications. Additionally, wired power 
supply may not be available or expensive to install in rural areas where wireless 
communication is needed.  Therefore, power supply must be considered as part of the 
systems planning and design when using WiMAX to support ITS applications. Using 
traffic surveillance application as an example, this study proposes a solar power 
configuration to support both the traffic camera and required client radios along the 
highway. Solar power is a clean and renewable energy that uses solar panels to collect 
sunlight and convert the light into electricity for power supply (Mrsolar 2008). Each solar 
panel is comprised of many solar cells and absorbs the photons to initiate an electric 
current. Currently, solar panel arrays can be sized to support the most of demanding 
electrical load requirements and have been widely applied to home or commercial 
applications, such as remote traffic controllers, telecommunications equipment and 
facility monitoring. 
The size of solar panel needed for traffic camera and client device depends on the 
power loads. For stakeholders to design and build their own solar supply traffic 
surveillance system, the first step is to calculate the current and voltage of the client 
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WiMAX radio and traffic camera, and then to calculate the watts needed. Table 13 shows 
the proposed solar power size based on regional sun rate, solar module, solar rating and 
power needs of client radio and traffic camera. Sun rate stands for the amount of sunlight 
exposure throughout the year of different region, normally measured in kWh/m
2
. Using 
the southeastern area as an example, the average sun rate is 4.5 (Mrsolar 2008).  Power 
specification, such as the DC (direct current) voltage and watts, for the traffic camera and 
client radio have been estimated according to vendor advertisements and are summarized 
in Table 13 (ITERIS 2008, BP Solar 2008) assuming the traffic camera is working 8 
hours/day to support continues traffic monitoring. Solar module means that several solar 
cells combined into a module with the purpose of harvesting solar energy. Among several 
available solar modules, this study chose SX-40 and SX-50 as examples, which are 
general-purpose modules suitable for single-module 12-volt applications with DS system 
voltage (BP Solar, 2008). Theoretically, the maximum power, PMAX , of these two models 
are 40w and 50w. The warranted minimum PMAX of these two are 36w and 45 w, 
respectively.  Battery rating is a term used to measure cumulative energy going into or 
out of the batteries, which provides an estimate of state-of-charge (SPS, 2008). Solar 













































4.5 20 8 22 8 48 420 SX50 100 amp 
hours, 
12V 
4 modules in series 
1 module in parallel   
4 SX50 modules needed 
52.7% larger then the 
required amount 
4.5 20 8 22 8 48 420 SX40 100 amp 
hours, 
12V 
4 modules in series 
1 module in parallel 
4 SX40 modules needed 
21.9% larger then the 
required amount. 
As shown in Table 13, 4 SX-series solar modules are needed for each WiMAX 
wireless network supported traffic camera, 4 modules in series and 1in parallel. The 
proposed solar array is 52.7% larger than the required energy amounts when more 
numbers of SX-50 is used; the value decreases to 21.9% by using SX-40. Number of 
modules needed also changes while using other solar modules. The more numbers of 
devices required, the larger size of solar array is needed. Therefore, stakeholders need to 
consider the power requirements, operation hours and available installation to save 
energy consumption, installation space and the cost. Detailed size and cost information 
were not the focus of this study. 
Cost of building a WiMAX network, which includes base stations, client radios 
and other related fees, is another important issue that needs to be considered for any 
deployment decision. Typical cost for a client station is about $2200 and a base station is 
about $10,000. However, these numbers can be deceiving as most vendors might make 
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clients purchase other necessary tools, such as network management software, which will 
add to the deployment costs. 
6.3 Quality Requirements of Online Traffic Monitoring  
The researchers first conducted correlation analysis of the jitter and missed video 
time in seconds. Table 14 demonstrates examples of the data collected during these tests.  
The correlation coefficient of these two parameters was 0.944, indicating a high 
correlation between the jitter and video quality. Therefore, these results that jitter is a key 
indicator of the video continuity of the real-time video streaming, supporting the findings 
of previous studies.  
Table 14 Examples of jitter calculated and missed video time 
Test No. Jitter Calculated 
(second) 
Missed Video Time 
(second) 
1 3 3 
2 5 5 
3 10 10 
4 6.5 7 
5 16 24 
… ... … 
 
Each recorded video was replayed and compared to the number of video jumps 
and missed video times.  These findings were then compared to the jitter calculated based 
on the Wireshark records and are displayed in Figure 47. The first significant jump, about 
7 seconds, (see packet 84 in Figure 47) was caused by the initial link connection and was 
not considered in the video quality analysis. The second jump shown in Figure 47 
(between packet 250 and 333) has a jitter value of about 3 seconds, and this matches with 
the 3 second missed video time, shown in the two snapshots in Figure 47. Similarly, the 
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researchers found each of the other two jumps also caused approximately four seconds of 
video to be missing. 
 
 
Figure 47 Example of the connection between jitter and video continuity 
 
Figure 48 also shows that a significant number of jitter values range between 0 to 




































































































































than 1 second. The recorded video showed that these small jumps didn‟t cause any 
discontinuity in the video due to the allowable buffer.  
Herein, the question is that which tolerated jitter value affects the smoothness of 
the real-time video quality. The results of all sixty five cases indicated that jitter values 
lower than 1 sec do not cause any data frame skips in the real-time video streaming, as 
shown in Figure 45. However, jitter between 0.5 to 1 second most likely slow down the 
video, so actually user can see the vehicle slowly passed the camera spot, albeit not in 
real-time.  Therefore, the author proposes one second as the jitter threshold, above which, 
video discontinuity is most likely expected.  For real-time traffic surveillance, 
smoothness and continuity are quite important especially at critical highway segments, 
key infrastructures and facilities. Traffic officers at TMCs are not able to see all the 
vehicles which have passed the surveillance spots if video frames are dropped or skipped. 
Effective techniques are needed to control the jitter below one second to prevent this. 
Moreover, it is not necessary to minimize the jitter in all the cases. Using appropriate 
jitter thresholds should ensure decent video quality for wireless supported traffic 
surveillance.  
Another option is that a TMC can adopt a one second buffer to ensure smooth 
video transmission. The assumption made was that one second delay would not affect the 




Figure 48 Example of the connection between jitter and video continuity 
 
The next research question is which packet rate range provides acceptable quality 
of real-time traffic surveillance video. Although a JPEG codec can internally process 30 
frames per second, the overall performance in the field is subject to many different 
factors, such as network throughput, number of users sharing the same bandwidth, and 
the image size (MOXA 2004). Generally, the link rate on a local network environment 
can achieve over 200 Kbytes per second, and approximately 10 to 20 frames per second. 
The general frame size of the traffic camera, in ideal conditions, is illustrated in the Table 
15 as a reference for traffic agencies. This study chose quality level „Standard‟ during the 






















Total 3 second 
video skip
 141 
Table 15 General frame size and required bandwidth (14) 
Quality Level Size of each frame Bandwidth Required for 20 fps 
Medium 9.3 Kbytes 1498 Kbps 
Standard 11.15 Kbytes 1784 Kbps 
Good 13.76 Kbytes 2202 Kbps 
Detailed 16.35 Kbytes 2616 Kbps 
Excellent 20.3 Kbytes 3258 Kbps 
 
Figure 49 shows the percentage distribution function (PDF) of the average packet 
rates in second (frame rate). Average packet rate is taken for one minute video after each 
test. As seen from Figure 49, although the packet rate varies within a wide range, from 
poor (~3 packets/second) to extremely well (~ 50packets/second), the majority of 
observed packets were received at a rate between 23 to 33 packets/second. When the rate 
was lower than 15, one or multiple disconnections were observed, while videos with rates 
higher than 40 had no disconnections or slow downs. Average packet rate was around 
26.3 packets/sec.  Derived from the PDF graph, a cumulative distribution function (CDF) 
graph is generated as shown in Figure 50. The data indicated that most cases had packet 
rates around 23 to 33 since as indicated by the steeper slope within the circle in Figure 
50.  Visual observation of all study cases indicated those video has packet rate above 23 
packets/sec delivered acceptable quality. Acceptable quality was defined as there are one 
to three small skips or slow down but no disconnection. This statement was based on the 
visual observation of all the study cases. Therefore, the author concluded that similar to 
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many other video streaming applications, the quality of the real-time traffic surveillance 
is acceptable when the packet rate is above 23 packets/sec. 
 
 


























Figure 50 Cumulative distribution function of packet rate 
 
Considering the case of two computers receiving the real-time video image 
simultaneously, this study also assessed the degradation of the video quality. This case 
can be compared with two TMC computers checking the same traffic camera through a 
wireless system. The overall bandwidth of the wireless link measured by iperf is about 
324Kbits/sec. This value was taken as the average of 90 runs done in 10 different days. 
The actual average throughput consumed of each video is about 201Kbits/sec for one 
receiving computer, 98Kbits/sec for two receiving computers.  Average throughput was 
taken at both of the two computers. The real throughput consumption of either one 
computer or two users or one user is much less than the theoretical throughput 
requirements shown in the Table 15.  However, the study results indicated that frame rate 


















of real-time traffic surveillance. Smooth video image ensures the effective traffic 
surveillance and management.  
Assume two receiving computers have the same video quality, 
201Kbits/sec *2 = 402 Kbits/sec > 324 Kbits,  
The result indicated that two receiving computers may not receive decent traffic 
surveillance image during the same time.  
 Figure 51 compares the CDF curve of one receiving computers and two receiving 
computers. The cumulative distribution curve of two receiving computers reaches 100% 
much faster than one receiving computer. The majority of the packet rates of two 
receiving computers fell into the range of 9 to 19.  The average packet rate was about 
16.4 packet/sec. As previously presented, the acceptable real-time video quality requires 
rate at least 20 packets/sec for the standard quality. Therefore, the 802.11g wireless 
network cannot support two users simultaneously with smooth video image. Of course, 
this might change with an increased data rate of each camera. This study assumed that 
standard video quality is the minimum quality level for effective real-time traffic 
surveillance. During the case study, the researchers also observed that within the same 
test, it‟s likely to have one computer receiving smooth and continuous video image, but 
the video on the other computer is very slow or even disconnected.  Even though there 
are two receivers, the case study probably still initiated two flows simultaneously. When 
two TCP flows compete for bandwidth, it is known that there may be short term 
inequality. When data is transmitting over TCP protocol, it reduces its window to slow 
down the rate once a packet drops.  Therefore, when there are two flows (same source but 
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two different receivers), if one of the flow drops more packets than the other during a 
short time, it may cause a short term observable degradation for that flow when the other 
goes well (Peterson et al. 2003). 
 
Figure 51 CDF Comparison of one and two receiving computers 
 
For state agencies interested in transmitting video images back to TMCs using a 
wireless link, especially for the mobile traffic cameras, this experiment provides basic 
requirements to ensure an acceptable video quality. Besides evaluating the video quality 
and proposing threshold buffer size and frame rates, this study can also lead to future 
work related to the study of the quality of service of several TMCs collaborating with 


























7 SIMULATION AND PERFORMANCE-COST ANALYSIS 
Based on the network topology presented in Chapter 5, a simulation study was 
conducted to assess the performance and reliability of a large scale wireless traffic sensor 
network. The simulation outputs were used to relate performance with costs for WiFi and 
WiMAX under two network topologies; infrastructure and mesh. Therefore, four 
different network options; WiFi mesh, WiFi infrastructure, WiMAX mesh and WiMAX 
infrastructure, were considered in the performance-cost analysis. Two different 
simulation studies were performed. One study evaluated the communication performance 
of wireless traffic sensor networks under two network topologies and the other evaluated 
the performance under different adverse conditions. Communication Network simulator 
ns-2 was utilized for both of these studies. Based on the performance analysis from the 
simulation study, a performance-cost relationship was developed to help compare 
between selected alternatives.  
7.1 Ns-2 Simulation Analysis 
The section presents the results of simulation analysis, ns-2 simulation and 
integrated simulation. The result of the ns-2 simulation was used in performance-cost 
analysis. The two selected MOEs, saturated throughput and delivery ratio, were analyzed 
with respect to different error rates, the number of relays (distance), and data rate for 
standard traffic cameras. The following sections presents ns-2 simulation analysis related 
to communication performance of wireless traffic sensor networks (1) under two network 
topologies, and (2) different adverse environmental conditions. 
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The distance between the camera and controller is represented by the number of 
relays in between them. Figure 52 shows per-camera throughput in the three-mile 
network (three cameras sending video packets to one controller). The effects of different 
camera deployment distances were studied with different number of relays; each relay is 
placed 200 meters (650 ft) from the nearest camera or relay in both directions along the 
highway. As IEEE 802.11 has a randomized and shared medium access scheme, the more 
relays are expected to have a higher chance of collision among nearby wireless links (i.e. 
more colliding transmissions and retransmissions).  The study serves to quantify the 
extent of such impacts. Since packets sent from the camera farthest must traverse more 
links to reach the controller, it has the most chances of collision and least expected 
throughput.  As Figure 52 shows, with 25 relays, the farthest camera reached saturated 
throughput at 256 Kbps and began to drop more at higher rates; rendering 256 Kbps as 
the throughput that can be reliably supported if all cameras operate at the same standard 
rate. 
Figure 53 and Figure 54 show the saturated throughput and packet delivery ratio 
with different wireless link packet error rates.  Interestingly, the 0.5%, 1%, 5% error rates 
caused the saturation throughput to drop by 80 Kbps, 100 Kbps, and 230 Kbps 
respectively. This finding suggests that the network performance is sensitive to error rates 
when they are small; the saturated throughput can drop about 25% even with 0.5% error 
rate per link. However, the network is robust in the range of 0.5% to 1% error rates; the 
throughput did not drop by half when the error rate doubled.  These quantitative measures 
of throughput degradation are essential for bandwidth planning of a wireless roadway 
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traffic surveillance network designed for on-line traffic management. When the error rate 
is 1%, the farthest camera‟s saturating throughput was 200Kbps, sufficient to support a 
full motion video transmission (Gordon et al. 1993). However, the delivery ratio at this 
point is just above 80%, meaning that about 20% of the packets were lost due to 
transmission errors. The throughput trends beyond saturation throughput are less 
important.  With a 5% error rate, the saturating throughput dropped below 64 Kbps; since 
the typical traffic camera rate ranges from 64 Kbps to 384Kbps (Gordon et al. 1993), the 
system will not support all cameras when any adverse condition causes more than 5% 
communication link error rate. This fact suggests that even for existing traffic cameras 
requiring very low data rates, traffic agencies must keep the error rates of the 
communication link within a certain threshold to ensure that every camera in the system 




Figure 52 Farthest camera throughput with different number of relays 
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Ideal Condition Error Rate 0.5%
Error Rate 1% Error Rate 5%
Througput of furthest camera from the controller
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capacity of 320 Kbps 
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Can‟t support 
80% delivery 
ratio at 64kpbs 
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Figure 54 Farthest camera delivery ratio at different error rates 
 
In the case where only one camera was deployed, its saturated throughput was 
measured with different error rates and number of relays, as shown in Figure 55. When 
only one camera is connected to the controller, the network performance is more tolerant 
to the use of more relays. The throughput decreased with increasing relays but only minor 
differences with different error rates. With a 1% communication error rate, the network 
can support a saturating throughput of 928 Kbps when the camera is 5 relays, or hops 
(3280 ft) away from the controller. The throughput decreased to 484Kbps when the 
camera is 25 relays (16400 ft) away. Moreover, the throughput decreased more rapidly 
when the number of relays increased from 5 to 15 than from 15 to 25. The implication of 
less relays is an increased number of required controllers that must have direct Internet 
connection. While a major benefit of adopting wireless sensor networks is the reduction 
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the cost of the system and the required bandwidth of a system. The saturating throughput 
for each sensor (camera) need not be maximized; instead, it needs only to meet its 
specific throughput requirement. However, for key traffic infrastructure such as tunnel 
and bridges, traffic agencies might need to have camera directly connected to TMC with 
a dedicated link to ensure the surveillance quality in adverse conditions. 
 
Figure 55 Throughput of one camera at different locations with different system error rates  
 
In general, a trade-off analysis is necessary for making investment decisions for 
additional communication infrastructures to meet specific performance requirements.  
The throughput and error rate relationship studied in this dissertation provides a template 
for such analyses.  For example, Table 16 lists the tolerable wireless error rates with 

































Ideal Condition Error Rate 0.5% Error Rate 1%
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No. of Relays 
5 15 25 
High 1204 0% NA NA 
Medium 384 5% 3% 2% 
Low 256 7% 4% 3% 
                         NA: The system can not support this saturated throughput 
 
As shown, for a single low quality (256Kbps) camera network, the tolerable error 
rate decreases from 7% to 3% when the distance increases from about 0.62 miles (5 
relays) to 3 miles (25 relays). Similarly, the analysis can be based on the number of 
cameras.  For a network where the farthest camera is 15 relays away, Table 17 shows the 
tolerable error rates with different quality and number of cameras.  




No. of Cameras 
1 3 5 
High 1204 NA NA NA 
Medium 384 3% 0% NA 
Low 256 4% 3% 1% 
NA: The system can not support this saturated throughput 
 
7.2 Integrated Simulation 
This section presents the results of integrated simulation, which includes the 
communication and traffic operational performance. In order to mimic the data 
transmission needed for traffic operation before and after a traffic incident, the simulation 
used two different data rates. Before incident, the sensor only sends regular traffic data 
such as flow, speed and density, which is assumed to be at a speed of 32 Kbps. Once the 
incident occurs, sensors close to the incident location start to send high quality video 
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image to the TMC with a data rate 1024 Kbps.  With sensor spacing 0.4-0.5 mile, Figure 
56 shows an example of variation of communication latency in 600 second simulation 
time after an incident. As showed in Figure 56, the communication latency with 32 Kbps 
data rate varies in the range of 0.2- 0.35 sec with an average 0. 263 second, while the 
1024 Kbps varies in the similar range. The average communication latency of all the 
simulation cases is about 0.266 sec for both 32 Kbps and 1024 Kbps data rate.  Analysis 
of variance (ANOVA) results indicated there is no significant difference between the 
communication latency of these two different rates (P =0.80 >0.05). However, this 
doesn‟t indicate that the communication throughput is not saturated when sending 1024 
Kbps because only the latency of the data package that successfully received by the 
controller is measured.  Ns-2 simulation results indicated that when three cameras 
connected with each other and finally connected with the local controller, the delivery 
ratio is lower than 10% when data rate close to 1024 Kbps. Many data packets were lost 
during the transmission because the link is over saturated. Therefore, communication 
latency only shows that how fast the packet can be transmitted from a sensor to the 
controller, it does not indicate whether the system reaches the capacity. Once the system 
reaches capacity, the data packets starts to drop, so traffic agencies in TMC likely to 
experience video slow down or disconnection.  Table 18 summarizes the communication 
and traffic operational performance. 
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Figure 56 Examples of Communication Latency at Different Data Rates 
 





Detection Rate (%) False Alarm Rate 
(%) 
0.4-0.5 mile 0.266 99% <0.5% 
0.8-0.9 mile 0.524 99% 0.5% 
 
As seen from Table 18, the incident detection time is almost doubled when the 
sensor spacing increases from 0.4 mile to 0.8 mile. According to this detection algorithm, 
the automatic incident detection time depends on the distance between the incident 
locations to the closest upstream sensor. The detection algorithm works well for this 
incident scenario with a 99% incident detection rate and 0.5% false alarm rate. These 
results indicated the feasibility of using wireless sensor network to automatically detect 
and verify a incident in a timely fashion. However, the incident scenario studied is the 
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builds very fast and no vehicle is going to the downstream direction. Therefore, the 
sensor network alarm the incident once the queue reaches the closest upstream sensor.  If 
the incident does not block all the lanes, and vehicles still can travel to the downstream, 
the threshold values need to be adjusted to enhance the detection rate.  This study did not 
test other incident scenarios in terms of incident severity. 
7.3 Performance-Cost Analysis 
First, using Greenville network as an example, a cost analysis was conducted for 
each of the four architectures discussed in the previous section, and then the four 
scenarios were ranked per their throughput/cost ratio. Since pricing fiber optic 
connections can vary greatly, depending upon the specific location and the selected 
Internet Service Provider (ISP), these variables were omitted from the cost comparison. 
The number of fiber optic connections required for each of the architectures is shown in 
Table 19. Moreover, the number of fiber optic connections required should be considered 
during the network design phase, as adding connectivity can add both a significant one-
time and recurring cost. Table 19 does not consider any recurring cost resulting from 
leasing the connectivity from an ISP, nor does it show any maintenance related costs. 
This cost should be same for all four scenarios, so it would not affects the comparison 
outcomes. 
 For Greenville network, Table 19 lists the cost and number of base stations and 
client radios required for both the mesh and infrastructure architectures. For the WiFi 
infrastructure network, seen from Figure 32 (p.112), within each cluster, each traffic 
camera directly sends traffic video information to the one connected to the fiber system. 
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There is no connection between clusters, and each cluster would have its own fiber 
optical access.  There are six fiber drops needed for this scenario. Each camera is 
equipped with a Cisco Aironet 1410 wireless bridge (WiFi base station), which has a 
built-in directional antenna. The typical used Cisco 1310 model was not chosen because 
it does not have built-in antennas which will bring an extra cost. The Cisco Aironet 1400 
Series Wireless Bridge is an 802.11a radio with 24 dBm (250 mW) maximum transmit 
power, -70 dBm receive sensitivity at 54 Mbps data rate (Cisco
1
 2009).  Unit cost is 
around $3200-$3700, which was referenced from Cisco product information in 2009.  
In WiFi mesh network, one camera within the cluster first gather all the video 
data from other cameras, then passes the information out to the camera in charges the 
other clusters, until reaching the pre-selected cluster which has one camera connected to 
the fiber system. Therefore, instead of having fiber connection for each small cluster, 
there are only two connection needed, shown as the blue star in Figure 30 (p. 110). In this 
case, each camera is both receiving and sending data from/to neighboring sensors, so two 
directional antennas are needed for each camera. The authors chose to use Cisco Aironet 
1524(Cisco
2
 2009) which has two built-in directional antennas instead of having two 
Cisco 1410 radios for each camera to minimizes the equipment cost. Therefore, WiFi 
infrastructure requires 14 Cisco 1410 radios, while WiFi mesh scenario needs 14 Cisco 
1524 radios. The difference between these two scenarios is the number of fiber 
connection, which is not considered in the cost. Similarly, the WiMAX mesh scenario 
requires 14 base stations because each camera needs to communicate with the 
neighboring cameras. As seen from Figure 33 (p.113) WiMAX infrastructure network 
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needs only two base stations but 14 client radios because each camera only transmits data 
to the base station without communicating with other cameras. However, the base station 
used in mesh scenario is different from the one used in infrastructure network because of 
different transmission power and coverage range characteristics. Detailed information can 
be found in Table 19. With this information we can see that the WiFi Mesh architecture 
provides the lowest cost solution, while the WiMAX infrastructure architecture is the 
most expensive.  
Table 19 Cost Analysis for Greenville Network 
Architecture Technology Base 
 
Stations 










14 $3,500 N/A N/A $49,000 
[1] 
2 
WiMAX 14 $10,595 N/A N/A $148,330 2 
Infrastructure WiFi 
(802.11g) 
14 $3,500 N/A N/A $49,000 6 
WiMAX 2 $125,000 14 $2,200 $280,800 
[2] 
2 
[1] – This cost includes one directional antenna to connect the satellite camera to the mesh network 
   [2] – Quoted estimate for one WiMAX base station and a transmission tower, including construction 
 
As discussed in Chapter 3, the benefit is measured as total throughput needed for 
the Greenville traffic surveillance network.  The ns-2 communication simulator was used 
to model the network and communication between devices. For the WiFi scenario, the 
study assumed IEEE 802.11b protocol with a bandwidth of 11Mbps is used to support the 
data transmission.  
In the infrastructure network, data is only transmitted within the same cluster, 
hence there is no capacity sharing between devices in this particular case. However, 
wireless performance can be affected by many factors such as terrain, foliage coverage, 
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and weather, as discussed in pervious chapters. The real link rate that each device 
received cannot reach as high as 11Mbps (Zhou
2
 et al. 2009). The ns-2 simulation result 
indicates there the average throughput per device is about 8.6 Mbps. In the mesh network 
scenario, data is being transmitted from one camera to another until it reaches the fiber 
connection set-up earlier; the link capacity is shared by several devices. As shown in the 
ns-2 simulation results, the link between the last devices to the fiber drop suffers the most 
during heavy loading of data because it carries all the information from previous cameras 
along the communication link, as the example shown in Figure 57 (Ma et al. 2009). The 
results of the previous section, ns-2 simulation analysis, also indicated the average link 
rate that each camera can receive depends on the rate of the last link within the same 
mesh cluster.  
For WiMAX scenario, the average throughput is referred to the field 
measurements, assuming using 5 Mhz channel (DeBeasi 2008). This was not simulated in 
the dissertation.  Due to the nature of the WiMAX technology, the throughput that a 
client can receive depends on the distance between client and base station. Similar to the 
previously discussed two WiFi scenarios, average throughput in WiMAX mesh network 
depends on the last link within the same cluster, while there is no bandwidth sharing in 








Figure 57 An Example of Data Transmission within One Mesh Cluster 












Typical traffic cameras‟ data rates range from 64Kbps to 384 Kbps, whereas some 
high quality traffic cameras may require more than 1 Mbps bandwidth (Gordon et al. 
2005). This study assumes each camera requires 384 Kbps data rate, so the throughput 
requirements of the entire network is the 384Kbps times the total number of cameras. 
Although the infrastructure provides more bandwidth per device, this study used the 
actual demand rather than highest throughput possible for each WiFi and WiMAX 
network topology. Therefore, throughput-cost ratio was calculated by dividing the actual 
throughput requirements by total equipment cost. Table 20 compares the average 
throughput of each devices and the cost effectiveness under four network architectures. 
Total throughput of the entire network equals the throughput of all devices within the 
network. 
Table 20 Comparison of Four Network Architectures 















Infrastructure 8.6 49,000 109.79 
WiMAX 
Mesh 3.8 148,330 36.27 
Infrastructure 9.15 280,800 19.16 
 
 Table 20 indicated that the WiFi infrastructure and mesh network had the same 
throughput-cost ratio. Considering the number of fiber drops needed, a WiFi mesh 
solution has highest throughput-cost ratio for Greenville traffic camera systems, while the 
WiMAX mesh is next higher option. Because the WiMAX mesh was found has higher 
throughput-cost ratio than WiMAX infrastructure, this case study showed that the total 
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cost is always cheaper with a mesh solution.  However, as the author discussed in the 
case study section, compared to infrastructure option, the mesh option has less 
expandability for future ITS devices deployment. 
This study also did not compare the amount of excess bandwidth for each of the 
architectures, as it is network specific. For typical data rates of traffic cameras, both of 
the two infrastructure-based network architectures provide a significant amount of excess 
bandwidth for use in data satisfying connectivity to future ITS components. The WiMAX 
option infrastructure provides the greatest amount of excess bandwidth, which benefits 
the system future expansion. When several ITS devices located on a same pole sending 
information simultaneously and sharing the bandwidth, WiMAX infrastructure can 
















8 CONCLUSIONS AND RECOMENDATIONS 
The chapter first presents conclusions developed based upon the study results. 
Then, the second part of this chapter presents recommendations for utilizing the research 
results presented in the dissertation and future research needs.  
The author also developed an implementation strategy, presented in Appendix D, 
to help state agencies to utilize the research results. The implementation strategy 
summarizes the most important characteristics in selecting the technology alternatives, 
the major steps used in designing the wireless sensor networks, the key factors need to be 
considered connecting sensors in the field or field to the TMC, and to identify possible 
sources of opportunities and concerns within the implementation process. 
8.1 Conclusions 
Wireless communication technologies have gained increasing attention in wide 
aspects of the transportation area.  More  states throughout the country are moving 
towards deploying large scale wireless communication-based ITS networks to improve 
traffic safety, efficiency and mobility for both daily and emergency situations. This 
dissertation conducted a systematic study of the performance, reliability and cost-
effectiveness of three wireless technoglies; WiFi, WiMAX and DSRC, as communication 
platform for on-line traffic surveillance. The focus of this dissertation was on the 
communication between roadside traffic control devices, and between devices and TMCs. 
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Survey responses revealed that public agencies are using WiFi, cellular services 
provided by commercial carriers, state owned and operated microwave systems and 
WiMAX. The responses also illustrated an interest among public agencies concerning the 
use of WiMAX for providing communication between ITS devices and centers. 
However, these agencies reported a need for reliability and performance assessment of 
the available options in relation to requirements. Moreover, the interview responses 
revealed that these agencies have had positive experiences and strong interest in future 
expansion with potential wireless technologies, such as WiFi and WiMAX. This is 
because of their broadband capabilities and potential cost-effectiveness. Respondents 
expressed interest in exploring the feasibility and possible costs of building state- owned 
wireless infrastructures for traffic surveillance and monitoring.  
A case study conducted based on the existing traffic surveillance network in seven 
metropolitan cities in South Carolina provided an excellent opportunity to present a 
process of planning a wireless traffic sensor network. The study interfaced potential 
wireless systems with the existing ITS backbone. This case study also addressed the use 
of WiFi and WiMAX technologies to adequately cover the region to support the required 
surveillance performance requirements. It also allowed for the comparison between WiFi 
and WiMAX architectures when dealing with a relatively sparse camera density.  
8.1.1 WiFi Field Tests 
The author selected saturated throughput, successful delivery ratio, received 
signal strength and signal-noise-ratio as parameters for evaluating performance and 
reliability of a wireless traffic sensor network. A WiFi (802.11g/b) field study revealed 
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that when the wireless system operating at certain modulation rate, throughput first stays 
constant until a certain distance between a wireless transmitter and a receiver, and then 
starts to decrease. For most modulation rates, the drop occurs between 300 ft to 400 ft 
between a transmitter and a receiver. Beyond this distance, the noise over the 
communication link significantly increases, so the communication performance 
significantly degrades and become very unreliable as most packets are dropped.  These 
findings imply that when traffic agencies implement wireless sensor network in the field, 
traffic sensors nodes should be deployed within a distance that can be supported at a 
chosen modulation rate to ensure reliable effective data transmission for traffic 
management applications. Field tests are needed for each deployment location to identify 
this distance threshold. Moreover, higher modulation rates provide higher throughput, 
however less tolerance to the background noise and interference, which results in a less 
successful delivery ratio. Setting modulation rate as auto in practice does not necessarily 
provide the best balance between system throughput and delivery ratio. Traffic agencies 
need to conduct similar field tests before implementation to identify which modulation 
rate and transmission power the system should be operating at to meet the performance 
requirements for specific applications and locations. 
8.1.2 WiMAX Field Tests 
Two types of WiMAX field experiments, fixed and nomadic applications, 
revealed that achievable throughput were within ranges from1.414 Mbits/sec to 5.489 
Mbits/sec in a typical highway environment. This means that it can support typical traffic 
sensor data requirements between 64 and 384 Kbits/sec. The nomadic experiments 
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related to the coverage suggested that LOS greatly affects the connectivity level. 
Moreover, as an emerging technology, the capabilities and the performance of WiMAX 
network sometimes are affected by the characteristics of the client radio. Traffic agencies 
need to test the performance of different radio products before implementation to ensure 
the minimum communication requirements per unit could be satisfied. A solar power 
configuration was also presented for a WiMAX wireless supported traffic surveillance 
system. Given the power requirements of the traffic cameras and client radios, engineers 
can estimate the solar battery array requirements. The solar module, battery rating, 
regional sun rate and the available installation space for each unit affects the solo 
powerconfiguration design.  
8.1.3 Video Quality and Wireless Communications 
Besides the communication between field devices, this study also assessed the 
quality requirements of real-time traffic video data transmission over 802.11g wireless 
network as video is the most widely used tool for traffic monitoring.  As an application of 
interactive video streaming, jitter and average packet rate were identified as important 
indicators of quality of real-time traffic monitoring over a wireless Internet connection. 
Experimental results suggested that the jitter is highly correlated with the live video 
quality for a real-time traffic monitoring system. Higher jitter indicated greater chances 
of the video image being missed or the video link being disconnected. The study 
identified the tolerated jitter value to be one second. These threshold values ensure an 
acceptable video quality, which means smooth surveillance video with no frames 
skipped. Higher values will cause video image being skipped, which affects the 
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surveillance quality.  A jitter value between 0.5 to 1 second will likely slow down the 
video transmitting. However, the value will not likely contribute to the skip of the frame, 
while higher values will cause skipped frames and discontinuous video.  
To avoid jitter challenges, the value should be controlled within 1 second through 
applying a one second buffer size to minimize the discontinuity of surveillance video. 
Packet rate, another key factor of video quality, is suggested to be at least above the 
average value of 23 packets/ sec to ensure smooth video continuity for traffic 
surveillance.  The field experiment related to video quality demonstrated that a 802.11g 
network is able to support one receiving computer with an average packet rate of 26 per 
second, providing an acceptable smooth traffic monitoring function. However, due to the 
limit of the overall link bandwidth and congestion in TCP, the network cannot support 
two receiving computers simultaneously with an acceptable video quality. 
8.1.4 Simulation Study 
Ns-2 simulation was utilized to analyze the performance of large scale wireless 
sensor networks appropriate for on-line traffic management, under differing expected 
error rates that may result from adverse environmental onditions. The wireless sensor 
based traffic monitoring system was simulated and analyzed based upon two metrics: 
maximum achievable throughput and successful delivery ratio. By setting the error rate to 
each communication link, the analysis showed that the communication network capacity 
decreases when the error rate increases and more packets begin to drop. This simulation 
analysis also indicated that within a wireless network, the number of relays required for 
data transmission affects performance of the network. At certain data rates, the 
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achievable throughput of the furthest sensor is less than others due to the increased 
probability of more packets being dropped during transmission.  Therefore, the number of 
relays needed for certain traffic control application should be carefully selected to ensure 
both the wireless connection and reliable performance.  The implication of lesser relays is 
an increased number of required controllers that must have direct Internet connection. 
While a major benefit of adopting wireless sensor networks is the reduction in the amount 
of wired connections needed for a system, this poses a trade-off between the cost of the 
system and the required bandwidth. The saturating throughput for each sensor (camera) 
need not be maximized, especially the furthest one. Instead, it needs only to meet its 
specific throughput requirement. However, for key traffic infrastructure such as tunnel 
and bridge, traffic agencies might need to have a camera directly connected to TMC with 
a dedicated link to ensure the surveillance quality in adverse conditions.  
Simulation analysis indicated that with a 5% error rate, the saturating throughput 
dropped below 64 Kbps, which is far lower than the typical traffic camera data rate. The 
system will not support all cameras when any adverse condition causes more than 5% 
communication link error rate. This fact suggests that even for existing traffic cameras 
requiring very low data rates, traffic agencies must keep the error rates of the 
communication link within a certain threshold to ensure that every camera in the system 
is working properly.  
8.1.5 Performance-Cost Analysis 
For decision makers to select the best communication methods for a given 
location and application, the results of an economic analysis should accompany technical 
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results.  Performance-cost analysis indicated that the WiFi infrastructure and mesh 
network had the same throughput to cost ratio. Considering the number of fiber drops 
needed, a WiFi mesh solution has highest throughput-cost ratio for the Greenville traffic 
camera system, while the WiMAX mesh is the next best option. Without considering the 
cost of fiber connection, the WiMAX mesh was found to have higher throughput to cost 
ratio than WiMAX infrastructure. However, compared to infrastructure option, the mesh 
option has less expandability for future ITS devices deployment. According to typical 
data rates of traffic cameras, both of the infrastructure-based network architectures 
provide a significant amount of excess bandwidth for use in supplying connectivity to 
future ITS components. The WiMAX infrastructure provides the greatest amount of 
excess bandwidth, which benefits any future expansion of the system. When several ITS 
devices located on a same location sending information simultaneously and sharing the 
bandwidth, WiMAX infrastructure can provide the most bandwidth upgrade space. 
8.2 Recommendations 
The recommendations are organized in two subsections: recommendations for use 
of this research and recommendations for future research. 
8.2.1 Recommendations for Use of This Research 
The following recommendations are made regarding the use of this research for 
wireless based on-line traffic management: 
 The summary of key technical characteristics and factors of the three selected 
technologies could be utilized by state agencies and transportation engineers with 
a basic understanding of the opportunities and limitation regarding wireless 
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network design, as well as the benefits and drawbacks of each of the three 
technologies. 
 The procedure that was used in the field study can be utilized by practitioners to 
identify the achievable performance, such as throughput and delivery ratio in the 
field. At certain locations, the distance interval to locate traffic sensor, operational 
modulation rate and transmission power need to be identified to ensure effective 
traffic control and management prior to deployment. Furthermore, this study 
recommends important parameters to quantify the wireless communication 
performance and reliability. 
 The results of the study on traffic video quality requirements could help 
transportation agencies in developing the specifications or design of a wireless-
based video surveillance system. A threshold buffer size was recommended for an 
Internet-based real time traffic surveillance that would provide video smoothness 
without any significant delay for real-time use.  Traffic agencies can minimize the 
jitter using the threshold buffer size proposed in this study to ensure effective 
traffic surveillance. 
 The simulation study proposed a process that could be used by traffic agencies to 
measure throughput degradation for on-line traffic management operations. The 
quantitative measures of throughput degradation are essential for bandwidth 
planning of a wireless roadway traffic surveillance network designed for on-line 
traffic management as this signifies reliability of the network under different 
scenarios, such as different network topologies or adverse environmental 
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conditions. This issue must be resolved in the network deployment to ensure that 
each single communication link has the capability to support traffic data 
transmissions, especially when higher bandwidths are required for large scale 
video surveillance. 
 Performance-cost analysis provides a foundation for further investigation of the 
benefit-cost analysis of WiFi and WiMAX wireless technologies under different 
network topologies. Findings from this research will benefit transportation 
agencies and other stakeholders in evaluating and selecting wireless 
communication options and network topologies for various traffic control and 
management applications. 
8.2.2 Recommendations for Future Research 
The following recommendations are made for further research on the areas 
covered in this study: 
 Future field study should be conducted to quantify the effects of 
modulation rate and transmission power on received signal power. This 
can provide a reference for traffic agencies to predict the possible 
performance in the field prior to the future ITS implementation. 
 Future field test should also be conducted to look into the effects of the 
traffic volume on wireless communication performance in the field. This 
issue is very critical for the highly congested roadway area, where the 
traffic control devices are most likely to be deployed. 
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 Field study should also be conducted to quantify the errors caused by 
adverse environmental conditions, interference and topology. The error 
rate collected by field experiments can be input into simulations, as 
presented in this paper, to study the performance of a large scale wireless 
traffic sensor network.  
 For the communication between field devices to the TMCs, future work 
should involve testing different jitter control mechanisms and acceptable 
buffer sizes that can guarantee smooth surveillance video transmission and 
effective on-line traffic management.  Future research should also evaluate 
important parameters related to the surveillance video quality received 






















Communication Infrastructure for ITS Survey 
 
Objective:  
This survey will provide researchers with information pertaining to the scope and the 
level of implementation and experience of communication infrastructure alternatives for 
intelligent transportation systems within your jurisdiction, specifically in regard to on-
line traffic management. 
 
1. What type of communication infrastructure do you have (please choose from 
following choices) and what are the applications (such as traffic cameras, traffic sensors, 
dynamic message signs, etc.)? 
 
Medium                                          Applications                   Miles of Coverage and/or 
             No. of Connected Devices 
      Wired (Check all that apply) 
   
_____T1       _____________________      ______________________   
  
      _____ISDN                           _____________________     ______________________  
 
_____DSL                            _____________________      ______________________ 
  
_____Others (please specify)   
                                 
___________________        _____________________      ______________________ 
 
Wireless (Check all that apply) 
 
 
_____Cellular                                 ___________________      ___________________ 
(Please specify type/bandwidth: ______ e.g. GPRS/32kbps, EDGE/236kbps, etc) 
  
      _____WiFi                                      ___________________     ___________________ 
 
_____WiMax                                  ___________________     ___________________ 
 
_____Others (please specify)   
_____Others (please specify technology/bandwidth)   
                                 
___________________         ___________________      ___________________ 
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Feature Descriptions for Your Current Communication Infrastructure. Please provide 
an overview description of your infrastructure, e.g., “The system covers primarily 
metropolitan highways (x miles), secondary roads (y miles) and/or rural roads (z 
miles), p percent of them are monitored by TMC in real time, and the rest are 






2. Previous Communication Evaluation Experience 
 Have you evaluated the communication system in terms of performance, cost and 
reliability?  
  
 Yes No  












Please e-mail a copy of the report at mac@clemson.edu, or mail to the address shown 




3. Do you know of any evaluation report on communication system evaluation for traffic 
management? 
 
  Yes No  
  
 If yes, please write down the source. 
 
            ______________________________________  
    
            ______________________________________  
   
            ______________________________________  
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            Have any one of the above publications been most influential to the choice/design 
of your current communication infrastructure? 
 
            Yes No  
 
             If yes, please write down the source. 
              
            ______________________________________    
4. Do you have any plan (or already planned) to use any new wireless alternative (other 
than what you have today) to support traffic management applications (or other related 






What types of technology are you considering and why? 
 












5. Do you have any plan to expand your traffic management infrastructure? 
 
      Yes No  
 
  If yes, how do you plan to support the expansion with its need of communication 











6. Could you share with us of your experience in the following areas with your 
communications infrastructure for traffic management? Please use additional sheet if 
necessary. 
 





Performance & Reliability (Please fill out the following item from your experience 
of your wireless communication infrastructure for traffic management.) 
 
Wireless System                  Reliability                                   Performance 
                                     (e.g. failure during adverse          (e.g. throughput (kbps) and  
                                      weather condition or in              delivery ratio (%): percentage  
                                       foliage area)                              of  received data rate divided                                    
                                                                                         by sent out data rate) 
 
___Cellular            __________________________      ________________________ 
  
      ___WiFi                 __________________________     ________________________ 
 
___WiMax             __________________________     ________________________ 
 
_____Others           __________________________     ________________________ 








Communication System Survey Follow-Up Questionnaire 
 
1. What is (are) the typical data rate(s) of your video surveillance system?  
(The answer can be provided as one or a range of bits-per-second data rate estimate, or 
in terms of the video standard, e.g., Motion JPEG, MPEG3, etc., with the chosen frame 








2. What is the minimum and maximum required data rate you would expect your 
current and future video surveillance system or other similar devices to have? 
(The answer can be based on the current and planned usage of your system.  For 
example, for incident detection, a 28 kbps or 56 kbps connection may suffice, while it may 







3. What is your average camera density in metro areas and average distance interval 








4. How much do you own, and how much do you pay for leasing your current 

























   
 
5. Current and/or planned applications on emerging wireless technologies: 
Wireless 
Technology 
Current or Planned 




Unit Cost       




   
WiMAX 
 
   
DSRC 
 
   
Other 
___________ 
   
Other 
___________ 
   
* Wireless channels used, frequency range, bandwidth, line-of-sight requirements, etc. 
6. What are the current and planned network topologies you use to connect your 
video surveillance and other traffic devices? 
(For example, are all cameras required to send their data directly to a manned traffic 
management center, or are they processed by automated servers at several regional 
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locations.  If you know your current network architecture, such as point-to-point, star, or 
hierarchical, please also indicate.) 
7. Licensing Issues 
Are you using any licensed* wireless communication technology? For your 
planned future expansions, do you have a preference for licensed or unlicensed 
technology? (Following is the explanation of licensing relate to wireless technologies) 
 
(*The frequency that is used by a wireless technology can be either licensed or 
unlicensed as defined by the Federal Communications Commission (FCC).  
Unlicensed bands, such as the 915 MHz, 2.45 GHz, and 5.8 GHz ISM bands, are used 
by the Wi-Fi and Bluetooth technologies.  These are relatively smaller bands that 
allow use by any compliant devices without licensing fees; unlicensed bands are, 
however, share by many technologies and must tolerate occasional interferences. 
Licensed frequencies, such as those used by the cellular, satellite, WiMAX, and DSRC 
technologies, must be acquired at cost by network service providers and then leased 
to users.  Licensed frequencies assure mostly interference free operations but at a 
recurring leasing costs.  It is expected that any ITS deployments will have to weigh 
the choice between licensed and unlicensed technologies based on their costs, 














The case studies of other five cities are presented as follows, including Charleston, 
Spartanburg, Myrtle Beach, Gaffney, and Rock Hill. 
Charleston 
The section of traffic surveillance system in Charleston, SC consists of 42 traffic 
cameras, 36 Radar detectors and 3 dynamic message signs to be wireless connected. All 
these devices are located on I-26 and I-526, showed in the Figure C-1below.   
Distance between each node is calculated to form sub-networks (also called 
clusters) that each device is with radio range and also to minimize the numbers of fiber 
optic connections. Detailed calculation of distance is available in the attachments.  
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Figure C-1 Traffic Surveillance Devices in Columbia, South Carolina 
 
WiMAX Infrastructure Models 
The traffic surveillance devices in Charleston, SC were divided into 13 sub-networks, 






Figure C-2 Traffic Surveillance Devices in Columbia, South Carolina 
 
In this scenario, there would be a total of thirteen fiber optic Internet connections 
required, and forty-two WiMAX radio. 
 
WiFi Infrastructure Network 
 
The WiFi infrastructure model is shown in Figure C-3 below, and divides the forty-two 
nodes into twenty-two clusters. Each cluster would have its own fiber optic access. 
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Figure C-3 WiFi Infrastructure Model of Columbia Site 
 
WiFi Mesh Network 
The WiFi mesh model is shown in Figure C-4 below, and divides the twenty-two 
clusters into five mesh clusters, a group of seven clusters, two groups of five, a group of 
four and one satellite node. In this scenario, there would be a total of five fiber optic 




Figure C-4 WiFi Mesh Network for Charleston, SC 
 
WiMAX Mesh Network 
 
The WiMAX mesh model is shown in Figure C-5 below, and divides the twenty-
two clusters in the same manner as the WiFi mesh model; with into four mesh clusters. 
Each node would have its own Motorola WiMAX base station, with each node in the 
clusters forwarding data from the other nodes. For this case study the access point 
locations with Internet access were chosen to minimize this maximum hop-count. In this 
scenario, there would be a total of four fiber optic Internet connections required, and 
forty-two Motorola WiMAX base stations. 
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The section of traffic surveillance system in Spartanburg, SC consists of 18 traffic 
cameras to be wireless connected. All these devices are located on I-85, showed in the 
Figure C-6. Distance between each node is calculated to form sub-networks (also called 
clusters) that each device is with radio range and also to minimize the numbers of fiber 
optic connections. Detailed calculation of distance is available in the attachments.  
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Figure C-6 Traffic Surveillance Devices in Spartanburg, South Carolina 
 
WiMAX Infrastructure Models 
 
The traffic surveillance devices in Spartanburg, SC were divided into four sub-
networks, each containing at a maximum five nodes within 2 miles, showed in Figure C-
7. In this scenario, there would be a total of four fiber optic Internet connections required, 





Figure C-7 WiMAX Infrastructure Network for Spartanburg, SC 
 
WiFi Infrastructure Network 
 
The WiFi infrastructure model is shown in Figure C-8 below, and divides the 







Figure C-8 WiFi Infrastructure Network for Spartanburg, SC 
 
WiFi Mesh Network 
 
The WiFi mesh model is shown in Figure C-9 below, and divides the twenty-two 
clusters into three mesh clusters, a group of four clusters and two groups of three clusters. 
In this scenario, there would be a total of three fiber optic Internet connections required, 
and eighteen Cisco 1310 access points. 
 188 
 
Figure C-9 WiFi Mesh Network for Spartanburg, SC 
 
WiMAX Mesh Network 
 
The WiMAX mesh model is shown in Figure C-10 below, and divides the ten 
clusters in the same manner as the WiFi mesh model; with into three mesh clusters. Each 
node would have its own Motorola WiMAX base station, with each node in the clusters 
forwarding data from the other nodes. For this case study the access point locations with 
Internet access were chosen to minimize this maximum hop-count. In this scenario, there 
would be a total of three fiber optic Internet connections required, and eighteen Motorola 








The section of traffic surveillance system in Myrtle Beach, SC consists of 20 
traffic cameras and 4 radars to be wireless connected. All these devices are located on 
US-17 and US 501, showed in the Figure C-11. Distance between each node is calculated 
to form sub-networks (also called clusters) that each device is with radio range and also 
to minimize the numbers of fiber optic connections. Detailed calculation of distance is 
available in the attachments.  
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Figure C-11 Traffic Surveillance Devices in Myrtle Beach, South Carolina 
 
WiMAX Infrastructure Models 
 
The traffic surveillance devices in Spartanburg, SC were divided into seven sub-
networks, each containing at a maximum four nodes within 2 miles, showed in Figure C-
12. In this scenario, there would be a total of seven fiber optic Internet connections 
required, and 20 WiMAX radio. 
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Figure C-12 WiMAX Infrastructure Model for Myrtle Beach, SC 
 
WiFi Infrastructure Network 
 
The WiFi infrastructure model is shown in Figure C-13 below, and divides the 20 
nodes into twelve clusters. Each cluster would have its own fiber optic access. 
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Figure C-13 WiFi Infrastructure Model for Myrtle Beach, SC 
 
WiFi Mesh Network 
 
The WiFi mesh model is shown in Figure C-14 below, and divides the thirteen 
clusters into three mesh clusters, a group of five clusters, a group of six clusters and a 
satellite node. In this scenario, there would be a total of three fiber optic Internet 
connections required, and 20 Cisco 1310 access points. 
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Figure C-14 WiFi Mesh Network Model for Myrtle Beach, SC 
 
WiMAX Mesh Network 
 
The WiMAX mesh model is shown in Figure C-15 below, and divides the six 
clusters in the same manner as the WiFi mesh model; with into three mesh clusters. Each 
node would have its own Motorola WiMAX base station, with each node in the clusters 
forwarding data from the other nodes. For this case study the access point locations with 
Internet access were chosen to minimize this maximum hop-count. In this scenario, there 
would be a total of three fiber optic Internet connections required, and 20 Motorola 
WiMAX base stations. 
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The section of traffic surveillance system in Rock Hill, SC consists of 26 traffic 
cameras and 25 radars to be wireless connected. All these devices are located on I-77, 
showed in the Figure C-16. Distance between each node is calculated to form sub-
networks (also called clusters) that each device is with radio range and also to minimize 




Figure C-16 Traffic Surveillance Devices in Rock Hill, SC 
 
WiMAX Infrastructure Models 
 
The traffic surveillance devices in Spartanburg, SC were divided into six sub-
networks, each containing at a maximum five nodes within 2 miles, showed in Figure C-
17. In this scenario, there would be a total of six fiber optic Internet connections required, 
and twenty-six WiMAX radio. 
 196 
 
Figure C-17 WiMAX Infrastructure Network Model for Rock Hill, SC 
 
WiFi Infrastructure Network 
 
The WiFi infrastructure model is shown in Figure C-18 below, and divides the 















Figure C-18 WiFi Infrastructure Network Model for Rock Hill, SC 
 
WiFi Mesh Network 
 
 The WiFi mesh model is shown in Figure C-19 below, and divides the twelve 
clusters into two mesh clusters, each one contains six clusters. In this scenario, there 
would be a total of two fiber optic Internet connections required, and twenty-six Cisco 




Figure C-19 WiFi Mesh Network Model for Rock Hill, SC 
 
WiMAX Mesh Network 
 
The WiMAX mesh model is shown in Figure C-20 below, and divides the six 
clusters in the same manner as the WiFi mesh model; with into two mesh clusters. Each 
node would have its own Motorola WiMAX base station, with each node in the clusters 
forwarding data from the other nodes. For this case study the access point locations with 
Internet access were chosen to minimize this maximum hop-count. In this scenario, there 
would be a total of two fiber optic Internet connections required, and twenty-six Motorola 
WiMAX base stations. 
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The section of traffic surveillance system in Gaffney, SC consists of 28 traffic 
cameras and 20 radars to be wireless connected. All these devices are located on I-85, 
showed in the Figure C-21. Distance between each node is calculated to form sub-
networks (also called clusters) that each device is with radio range and also to minimize 




Figure C-21 Traffic Surveillance Devices in Gaffney, SC 
 
WiMAX Infrastructure Models 
 
The traffic surveillance devices in Spartanburg, SC were divided into ten sub-
networks, each containing at a maximum four nodes within 2 miles, showed in Figure C-
22. In this scenario, there would be a total of ten fiber optic Internet connections required, 





Figure C-22 WiMAX Infrastructure Model for Gaffney, SC 
 
WiFi Infrastructure Network 
 
The WiFi infrastructure model is shown in Figure C-23 below, and divides the 28 
























Figure C-23 WiFi Infrastructure Model for Gaffney, SC 
 
WiFi Mesh Network 
 
 The WiFi mesh model is shown in Figure C-24 below, and divides the 18 clusters 
into 3 mesh clusters, each one contains six clusters. In this scenario, there would be a 
total 3 of fiber optic Internet connections required, and 28 Cisco 1310 access points. 
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Figure C-24 WiFi Mesh Model for Gaffney, SC 
 
WiMAX Mesh Network 
 
The WiMAX mesh model is shown in Figure C-25 below, and divides the ten 
clusters in the same manner as the WiFi mesh model; with into three mesh clusters. Each 
node would have its own Motorola WiMAX base station, with each node in the clusters 
forwarding data from the other nodes. For this case study the access point locations with 
Internet access were chosen to minimize this maximum hop-count. In this scenario, there 
would be a total of three fiber optic Internet connections required, and 28 Motorola 















Appendix D  
9 IMPLEMENTATION STRATEGY 
The design, deployment and implementation of wireless communication 
infrastructure for ITS will require substantial planning and development. As shown in the 
Figure D-1, the implementation process starts with network design which includes 
technology, topology and protocol selection. The next step is to evaluate the performance 
and reliability of the designed network. The technology, topology and communication 
protocol supports different ITS applications with respect to performance and reliability 
requirements.  
 




9.1 Network Design 
Planning an ITS network begins with determining the requirements that the 
various sensors, cameras, and other ITS components will necessitate. This part discusses 
technology/topology/protocol selection, network design process, and equipments 
selection. 
9.1.1 Wireless Communication Technologies 
In Table D-1, every column contains pertinent characteristics for a network 
important for selecting wireless options to be used in a ITS environment. For the three 
wireless technologies considered in this study, WiFi, WiMAX and DSRC, Table 7 in 
Chapter 5 summarized certain technical specifications that determine the applications it 













Table D-1 Major Characteristics of Wireless Communication Alternatives for ITS 
Major Factors Category Others 
Specification  





Licensed has less 
interference but could be 
more costly 
Frequency 
200, 700, 900 MHz 
2.4, 2.5, 3.5, 5.8, 5.9 GHz 
The lower the transmitting 
frequency, the better the 
signal 
Range  
Depends on the antenna 
technology 
Link Rate  
Achievable rate is 
determined by many factors 
Throughput  
Normally less than the link 
rate 
Architecture 
Point-to-Point (P2P) TMC to TMC 
Point-to-Multi-Points 
(P2M) 
Cameras to TMC 
Mesh  Cameras to Cameras 
EIRP  
The maximum EIRP 
depends on the network 
architecture and frequency 
range 
 
9.1.2 Sensor Network Topology 
The network architecture, also known as topology, defines the network 
configuration.  There are two commonly used network topologies, centralized and 
distributed, as shown in Figure D-2.  Centralized network requires point-to-point 
connection between sensors to a controller or to a TMC. If the connection is cut-out, 
there is no alternative route available to relay the information from this particular sensor 
in the field. On the other side, in the mesh network, one example of the distributed, 
sensors can still communicate with others even one connection failed.  This topology 
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provides more flexibility to relay traffic information especially in emergency situations, 
however requires more complex deployment. Detailed discussion about these two 
topologies can be found in Chapter 5. 
 
Figure D-2 Centralized and Distributed 
9.1.3 Communication Protocol 
There are many communication protocols available to be used for ITS 
applications.  The National Transportation Communication for ITS Protocols (NTCIP) is 
a family of standards being jointly developed by AASHTO, ITE, and NEMA, with 
funding from the FHWA. These standards define the communication protocol between 
field devices, or between field devices to TMCs. Other common used IEEE protocols 
include TCP and UDP, which were used in this study. Each protocol has different 
performance characteristics. Traffic agencies need to select the one that can best serve 
their applications needs. Detailed discussion about the TCP and UDP can be found in 
Chapter 6. 
9.1.4 Network Design Process 
After knowing the technology, topology and protocol, the design process is as 
shown in Figure D-3. There are four main aspects to designing a wireless traffic 
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monitoring network. First, it is important to know the number of traffic surveillance 
devices (eg. camera, radar detector) that will be connected to the network and the exact 
location of each. This is described as “device locations” in the flowchart. After the 
location and number of cameras is known, the bandwidth required to support all of the 
cameras in the network should be calculated. Next, the topology of the network, the 
distances between the cameras and their configuration, is calculated. Finally, a repetitive 
process called “clustering” was conducted, allowing the cameras to form groups that are 
within radio range and that reduce the number of fiber optic connections required. If the 
clustering process leads to no solution, either additional access point can be added or the 
bandwidth requirements for each camera need reductions.  Either of these choices leads 
to a restart of the clustering process. The process of clustering involves reducing the 
number of access points in the system until the number of access points required to 
support the cameras is at a minimum. The procedure begins with each camera as an 
access point, and then the access points are removed one-by-one and checked to ensure 
the system is still functional. After each iteration, the total bandwidth required at each 
access point is calculated and checked to ensure network stability. After repeating this 
process a solution will arise where each camera is connected to one access point and each 




Figure D-3 Flowchart for preliminary network design 
9.2 Performance and Reliability 
This study analyzed the performance and reliability of the communication between 
field devices, as well as between field devices to the TMC. The following content is 
divided into two parts, filed test and video surveillance test. 
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9.2.1 Field Test 
There are many factors that can affect the communication performance and reliability 
in the field. The following are the key factors this study recommends traffic agencies to 
consider deploying the network.  
Distances 
The traffic sensors need to be placed within the wireless communication coverage 
range, which varies with technologies. If longer distance is required, communication 
relays are needed to relay the traffic information from one sensor to the other. However, 
deployment cost increase when more relays used. Moreover, field test results indicate that 
the more relays needed, the higher chance that data packet got lost during the 
transmission. In a distributed network, the performance of the network limited by the 
furthest sensor because it required the most number of relays to transmit the information 
back to local controller or a TMC. Therefore, the relay is better to be deployed at the 
maximum communication range to decrease the number needed. However, the field 
results also showed that throughput decreases when the distance between sensors (relays) 
increases. There is a trade-off between performance and the deployment cost. 
When using different communication technologies and topologies, the 
communication range is different. Performance-cost analysis indicated that the WiFi 
infrastructure and mesh network had the same throughput-cost ratio. Considering the 
number of fiber drops needed, a WiFi mesh solution has highest throughput-cost ratio, 
while the WiMAX mesh is next higher option. Because the WiMAX mesh was found has 
higher throughput-cost ratio than WiMAX infrastructure, this case study showed that the 
 212 
total cost is always cheaper with a mesh solution.  However, as the author discussed in 
the case study section, compared to infrastructure option, the mesh option has less 
expandability for future ITS devices deployment. 
This study also did not compare the amount of excess bandwidth for each of the 
architectures, as it is extremely network specific. According to earlier mentioned typical 
data rates of traffic cameras, both of the two infrastructure-based network architectures 
provide a significant amount of excess bandwidth for use in supplying connectivity to 
future ITS components. The WiMAX infrastructure provides the greatest amount of 
excess bandwidth which benefits the system future expansion. When several ITS devices 
located on a same pole sending information simultaneously and sharing the bandwidth, 
WiMAX infrastructure can provide the most bandwidth upgrade space.   
Environmental Factors 
In the highway environment, many factors could impact the performance between 
two adjacent sensors. These factors include highway terrain, foliage coverage and 
weather. Field test results indicate that highway terrain significant decrease the 
communication performance. Traffic agencies should either place the sensor closer to 
each other over the highway terrain peak or use the amplifier to amplify the signal.   
For the highway segments that have intensive foliage coverage, amplifier also can 
be used to amplify the signal. Amplifier normally is installed on the sensor side. The one 
used in this study is a HyperAmp 2401GI-500 amplifier can increase the signal strength 
500 mW (L-com 2009). For instance, if the sensor initially sends the information with 70 
mW power, the total power with amplifier is 570 mW.  
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Technical Factors   
There are two key technical factors, modulation rate and transmission power, 
needed to be considered when deploying a sensor network in the field. Modulation rate is 
the speed at which data is transmitted in a carrier, which can be achieved through 
different modulation scheme. Higher modulation rates provide better throughput, so more 
data from the field can be transferred in real time. However, higher modulation rates are 
normally less robust to the background noise and interference, so more data packets got 
dropped.  Moreover, for each modulation rate, there is a threshold distance between the 
transmitting and receiving nodes, beyond which the performance is unreliable.  For ITS 
applications, access points (or traffic sensors) should be deployed within the distance at a 
specific modulation rate to ensure effective data transmission for traffic management. For 
most of the modulation rates, the drop occurs between 300 ft to 400 ft. Transmission 
power also limits the coverage range of the wireless communication range between two 
sensors. Higher power can supports longer communication range. 
Moreover, there are many equipment products available to be chosen for either 
Wi-Fi or WiMAX network. The case study presented in Chapter one used the 
specifications of the Cisco product. Each product has different performance specification 
and cost. Traffic agencies should choose them according to their own needs and budgets 
wisely. WiMAX field study results indicate at the same location, the performance 
provided by different devices is significantly different. Detailed information can be found 
in Chapter 5 and 7. 
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Field Test Procedures 
Before deploying the wireless sensor network in the field, SCDOT needs to 
conduct the similar field tests before implementation to identify which modulation rate 
and transmission power the system should be operating at to meet the performance 
requirements for specific applications. Moreover, at certain locations, the effects of the 
foliage coverage and highway terrain need to be quantified. Table D-2 demonstrated the 
field test procedure used and proposed in this study.   
Table D-2 Field Test Procedure 
Steps Details 
1. Select the test location 
Select the locations that the sensors will be placed. 
Select the locations has the highway terrain 
characteristics and foliage coverage. 
2. Determine Distance Start with shorter distance, eg. 200 ft 
3. Place sensors (routers) 
Routers can be used as sensors, and better to be place 
at certain height above the ground.  
At least two router is needed, one as transmitter, the 
other as receiver. 
4. Determine Modulation 
Rates 
Each technology can support several rates. 
Start from the lower rates. 
Set up the rate at the transmitter side 
5. Select Transmission 
Powers 
Start from higher power 
Set up the power at the transmitter side 
6. Identify MOEs 
Communication Performance: throughput, delivery 
ratio, latency 
Traffic Operation Performance: Incident detection 
time 
Incident detection rate, false alarm rate 
 215 
Steps Details 
7. Test the Performance 
Set up the iperf server at the transmitter side 
Set up the iperf client at the receiver side 
Run iperf to start data transmission  
Run wireshark to record signal strength 
Change the distance, modulation rate or transmission 
power, then repeat step 1-6  
 
The detailed process of setting up Iperf is shown as follows. 
Step 1: Download iperf.exe file from http://www.noc.ucf.edu/Tools/Iperf/  
Step 2: Install iperf on both receiver and transmitter, save the iperf fold under the C drive. 
Step 3: Click “Start- Run”, and type “cmd” in the pop-up window, and then click „OK‟, 
as shown in Figure D-4. 
 
Figure D-4 Step 3 
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Step 4: Get the ip address on the server side: Type “ipconfig” and then click “enter”, 
shown in Figure D-5 
Figure D-5: Get the Ip Address of the Server 
Step 5: Set-up server: type “iperf –s” and then click “enter”, shown in Figure D-6. 
Default protocol is TCP. 
 
Figure D-6: Set Up the Server 
Step 5: Set-up the client: type “iperf –c 130. 127.247.221 and then click “enter”. Then the 
server and client are connected.  
Step 6: If want to test UDP protocol, type “iperf –u –s” on the server side. 
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If want to test different bandwidth, type “iperf -c 130.127.247.221 –b 2m” to. 
This example sets up a bandwidth 2Mbps connection. 
If want to set up the test duration, type “iperf –c 130.127.247.221 –b 2m –t 60”. 
This example sets up the one test duration as 60 seconds. 
9.2.2  From Field to TMC 
When connecting the field devices with TMC wirelessly, there are certain factors 
need to be considered as well, such as distance, foliage coverage, highway terrain. 
Detailed impacts of these factors can be found in section 2.1 to 2.4. Amplifier is 
recommended to be used in certain locations to overcome the negative impacts on the 
signal strength.  
Other than the factors in the field, there are two factors needed to be considered to 
ensure the performance of real-time video surveillance, threshold buffer size, frame rates 
and number of users (monitors). Buffer is the computer memory that can temporally hold 
the video data. The video test results indicated that jitter value greater than 1 second 
likely delay the video transmission so human eyes can observes slow down or even 
disconnection. The value changes when using different wireless technologies.  Evaluation 
tests are recommended to identify the threshold jitter value and set up the buffer size 
accordingly to ensure video smoothness.   
Higher frame rates provide better video quality but require higher bandwidth. This 
study used standard frame rate as an example. Pre-evaluation test is needed to identify the 
required bandwidth and buffer size. 
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When more than one user are connecting to the same field devices, such as several 
office receiving video from the same traffic camera simultaneously, the performance 
could be significantly decreased compared to one user. Some time, one user can receive 
smooth video but the others may suffer slow-down or disconnection. Pre-evaluation test 
is needed to identify the number of users the system can support. 
9.3 Applications 
Wireless sensor network has wide application range, not only in the transportation 
field, but also in other areas. Besides of traffic management and operation, it can also be 
used in transportation infrastructure monitoring, structural health monitoring, pavement 
monitoring, etc. Agencies can collaborate with each other and share the same wireless 
network for different needs.  
Normally, SCDOT starts a project from the application requirements, which is the 
top of the process as shown in Figure D-1. For instance, SCDOT wants to deploy 
wireless traffic network surveillance. National ITS architecture provides a market 
package ATM s01 which defined the communication and data flow needed between 
various subsystems and terminators. Based on the data flow requirements, SCDOT starts 
the network design process, and then evaluate the performance and reliability to satisfy 
the needs. Then, the implementation plan is from bottom-up, which was previously 
elaborated in this section. 
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