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Abstract
A propositional proof system is automatizable if there is an algorithm that, given a tautology, produces a
proof in time polynomial in the size of its smallest proof. This notion can be weakened if we allow the algo-
rithm to produce a proof in a stronger system within the same time bound. This new notion is called weak
automatizability. Among other characterizations, we prove that a system is weakly automatizable exactly
when a weak form of the satisﬁability problem is solvable in polynomial time. After studying the robustness
of the deﬁnition, we prove the equivalence between: (i) Resolution is weakly automatizable, (ii) Res(k) is
weakly automatizable, and (iii) Res(k) has feasible interpolation, when k > 1. In order to prove this result,
we show that Res(2) has polynomial-size proofs of the reﬂection principle of Resolution, which is a version
of consistency. We also show that Res(k), for every k > 1, proves its consistency in polynomial size, while
Resolution does not. In fact, we show that Resolution proofs of its own consistency require almost expo-
nential size. This gives a better lower bound for the monotone interpolation of Res(2) and a separation from
Resolution as a byproduct. Our techniques also give us a way to obtain a large class of examples that have
small Resolution refutations but require relatively large width. This answers a question of Alekhnovich and
Razborov related to whether Resolution is automatizable in quasipolynomial-time.
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1. Introduction
Considerable effort has gone into studying algorithms for propositional satisﬁability in several
areas of computer science, despite the problem is NP-complete. The complementary problem of
verifying propositional tautologies also received considerable attention, despite the fact that the
problem is obviously also hard, namely co-NP-complete. As a consequence of the pioneering work
of Cook and Reckhow [14], there is strong evidence that no propositional proof system P can prove
every tautology in polynomial size. Thus, there is strong evidence that for no proof system P , there
will be an algorithm that will produce P -proofs in time polynomial in the size of the tautology. This
is because in some cases we might require super-polynomial time just to write down the proof.
Considering this limitation of proof systems, Bonet et al. [10] proposed the following deﬁnition.
A propositional proof system P is automatizable if there exists an algorithm that, given a tautology,
produces a P -proof of it in time polynomial in the size of its smallest P -proof. The idea is that if short
P -proofs exist, an automatization algorithm for P should ﬁnd them quickly. Somewhat surprisingly
perhaps, this weaker notion turned out to be a strong requirement too for several natural systems.
In the sequence of papers [5,10,19] it was proved that no proof system that simulates bounded-depth
Frege is automatizable, unless some widely accepted cryptographic conjecture is violated. Later,
Alekhnovich and Razborov [4] proved that Resolution is not automatizable under a reasonable
assumption in parameterized complexity theory. The situation remains unknown for proof systems
that lie between Resolution and bounded-depth Frege. In particular, it is open whether a proof
system that simulates Resolution is automatizable.
In this paper we show the robustness of a notion that we call weak automatizability, and study
in detail the particular case of Resolution. We say that a proof system P is weakly automatizable if
there exists proof system Q and an algorithm that, given a tautology, produces a Q-proof of it in
time polynomial in its smallest P -proof. In such a case we say that P is automatizable in terms ofQ.
Obviously, P is automatizable exactly when it is automatizable in terms of itself. Thus, our notion is
a natural extension. In fact, we believe that weak automatizability might be more interesting from
the point of view of applications. This is because usually we want to verify tautologies without
restricting ourselves to having proofs in a particular system. But at the same time it is desirable to
have the time of the proof search algorithm measured in terms of a proof system that we know a lot
about (such as Resolution). We discuss the robustness of this new deﬁnition by providing several
characterizations that we describe next. Let us ﬁx a refutational proof system P and consider the
following weak form of the satisﬁability problem:
WEAK SAT for P : Given a CNF formula F and a positive integer m, return 1 if F is satisﬁable,
return 0 if F has a P -refutation of size at most m, and return anything in any other case.
Intuitively, an algorithm that solves this weak form of the satisﬁability problem might provide
a wrong answer, but only on those CNF formulas that require long refutations in P , for a bound
m of our choice. Thus, if the unsatisﬁable instances of our application have short refutations for
some application-dependent reason, a fast algorithm for this problem is of practical importance.
Our ﬁrst result is that P is weakly automatizable if and only if the problem WEAK SAT for P is
solvable in time polynomial in m and |F |, the size of F .
As it turns out, the computational problem WEAK SAT for a system P is not new in the
proof complexity literature. Pudlák [27,28], following the work of Razborov [29], considered the
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problem of separating the canonical NP-pair of a proof system P by a polynomial-time algorithm.
It is almost immediate from the deﬁnitions (see Section 2), that our problem is a reformulation of
theirs. Moreover, Pudlák [28] showed that the canonical NP-pair of P is polynomially separable if
and only if there exists a proof system that simulates P and is automatizable. Summing up, all four
concepts introduced so far are equivalent:
(i) P is weakly automatizable.
(ii) There is a proof system that simulates P and is automatizable.
(iii) WEAK SAT for P is solvable in time polynomial in m and |F |.
(iv) The canonical NP-pair of P is polynomially separable.
For automatizability, we also present an equivalent notion which is related to the problem of
proof size approximation ﬁrst considered in [3]. We provide details in Section 3.
Let us turn our attention to the particular case of Resolution. As pointed out already, it remains
open whether a system that simulates Resolution can be automatizable. Thus, in view of our pre-
vious result, it remains open whether Resolution is weakly automatizable. In this paper we show
that this question is equivalent to whether Res(2) has feasible interpolation. In fact we show that
the following are equivalent for every k > 1: (i) Resolution is weakly automatizable, (ii) Res(k) is
weakly automatizable, and (iii) Res(k) has feasible interpolation. The systemsRes(k) and the notion
of feasible interpolation will be deﬁned in Sections 2 and 4. Let us say for the moment, that Resolu-
tion, Cutting Planes, Relativized Bounded Arithmetic, Polynomial Calculus, Lovász-Schrijver, and
Nullstellensatz all have feasible interpolation (see [9,13,18,20,25,24,26,30]). On the other hand, the
stronger system Frege, and any system that simulates bounded-depth Frege, do not have feasible
interpolation under a cryptographic conjecture [5,10,19].
Toprove the three equivalencesmentioned abovewe show thatRes(2) has polynomial-size proofs
of the reﬂection principle of Resolution, which is a form of consistency saying that if a CNF formula
is satisﬁable, then it does not have a Resolution refutation. We extend this result by proving that
Res(k) has small proofs of its own consistency for k > 1. In contrast we show thatResolution requires
almost exponential size to prove its own consistency. As a corollary we get an almost exponential
lower bound for the monotone interpolation of Res(2) improving over the quasipolynomial lower
bound in [2]. It also shows that Res(2) is almost exponentially stronger than Resolution (recently,
[31] proved a truly exponential separation).
These results promote the Res(k) systems not only as proof systems of independent interest, but
also as an important tool for studying the complexity of Resolution. As a matter of fact, our
techniques strongly depend on the fact, ﬁrst noted in this paper, that the proofs in the Res(k) sys-
tems are in a sense translatable into Resolution and conversely. The precise results are stated in
Section 4. We believe these techniques, although technically simple, will be useful in future work
on the algorithmic aspects of Resolution.
Despite the discouraging results in [4] mentioned before, there is still some effort put into ﬁnd-
ing good algorithms for the proof search problem of Resolution. The ﬁrst implementations were
variants of the Davis–Putnam procedure [15,16] for testing unsatisﬁability which either produce
a tree-like Resolution refutation (if one exists), or give a satisfying assignment. For various ver-
sions of this algorithm, one can prove that it is not an automatization procedure even for tree-
like Resolution. A theoretically better algorithm for ﬁnding tree-like Resolution refutations was
proposed by Beame and Pitassi [8]. They give an algorithm that works in time quasipolynomial
in the size of the smallest tree-like refutation. So tree-like Resolution is automatizable in
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quasipolynomial-time, but the algorithm is not a good automatization procedure for general Re-
solution (see [6, 11 ]). A more efﬁcient algorithm is the one of Ben-Sasson and Wigderson based
on the width of a refutation. This algorithm weakly automatizes tree-like Resolution in quasi-
polynomial-time and automatizes Resolution in subexponential time. On the other hand, Bonet
and Galesi [7] gave a class of tautologies for which the algorithm will take exponential time to
ﬁnish, matching the upper bound. Using the techniques introduced in this paper, we show that
this is not an isolated example. We describe a method to produce tautologies that have small
Resolution refutations but require relatively large width, answering an open problem of Alekh-
novich and Razborov [4]. As they claim, this is a necessary step towards proving that Resolution
is not automatizable in quasipolynomial-time.
2. Automatizability, interpolation, and reﬂection principles
We reserve the letter  possibly with subindices for ﬁnite alphabets. Let TAUT be the set of
propositional tautologies appropriately encoded in some ﬁnite alphabet. The following deﬁnitions
are taken directly from Cook and Reckhow [14].
Deﬁnition 1. A propositional proof system is a polynomial-time computable function f :∗ →
TAUT that is onto. We say that the proof system is polynomially bounded if and only if there is
a polynomial p (n) such that for all y ∈ TAUT there is x ∈ ∗ such that y = f(x) and |x|  p (|y|),
where |z| denotes the length of a string z. If y = f(x), then we will say that x is an f -proof of y , and
x is a short proof of y if in addition |x|  p (|y|).
Cook and Reckhow pointed out that TAUT is in NP if and only if there exists a polynomially
bounded proof system. They also introduced a concept that compares the relative power of proof
systems. Here is their deﬁnition:
Deﬁnition 2. Let f and g be propositional proof systems. We say that g simulates f if and only if
there is polynomial p such that for all x and y such that f(x)=y , there exists x′ satisfying |x′|  p (|x|)
and g(x′)=y.
We turn next to the following more recent deﬁnitions. For a ﬁxed proof system f :∗ → TAUT ,
consider the problem of ﬁnding a proof x ∈ ∗ of a given y ∈ TAUT . Clearly, this problem is solv-
able in polynomial-time only if f is polynomially bounded, and in fact, only if TAUT ∈ P. A weaker
requirement possibly of wider relevance might be that of solving the problem in time polynomial
in the shortest f -proof of y . With this new requirement, a proof system might not be polynomially
bounded in general, but the problem of ﬁnding proofs might be solvable efﬁciently when short
proofs exist. A proof system with this property is called automatizable. The concept was introduced
by Bonet et al. [10].
Deﬁnition 3. A proof system f :∗ → TAUT is automatizable if and only if there is a deterministic
Turing machineM and a polynomial p such that for every y ∈ TAUT it holds that f(M(y))=y and
M on input y halts in time at most p (|x|) where x ∈ ∗ is the shortest f -proof of y.
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In some practical situations, the only relevant question is that of ﬁnding proofs in some proof
system, not necessarily f itself. If proofs in another proof system can be found in time polynomial
in the shortest f -proof, we say that f is weakly automatizable.
Deﬁnition 4. A proof system f is weakly automatizable if and only if there exists another proof
system g, a deterministic Turing machine M , and a polynomial p such that for every y ∈ TAUT it
holds that g(M(y))=y and M on input y halts in time at most p (|x|) where x ∈ ∗ is the shortest
f -proof of y . In that case, we say that f is automatizable in terms of g.
Observe that if f is automatizable in terms of g, then g simulates f . After all, it could be that f
is not automatizable but some proof system that simulates it is. Finally, we consider several related
algorithmic problems with respect to a proof system f . The ﬁrst problem that we consider is a
separation problem, namely, that of distinguishing a y ∈ TAUT with a proof of size at most m from
a y that does not even belong to TAUT . This problem was introduced by Razborov [30] (see also
[28]) under the name of the separation problem for the canonical pair.
Deﬁnition 5. The canonical NP-pair of a proof system f is the following pair of languages:
A
f
0 = {〈y , 1m〉 :y ∈ TAUT and f(x) = y for some x such that |x|  m},
A
f
1 = {〈y , 1m〉 :y ∈ TAUT }.
Following Pudlák [28], we say that a pair of disjoint languages L0 ∩ L1 = ∅ is polynomially separa-
ble if there exists a polynomial-time computable function h :∗ → {0, 1} such that h(L0) ⊆ {0} and
h(L1) ⊆ {1}. That is, h(x) = 0 if x ∈ L0, h(x) = 1 if x ∈ L1, and h(x) can be 0 or 1 elsewhere.
Observe that when considering refutational systems, such as Resolution, one works with the set
of unsatisﬁable CNF formulas, instead of TAUT . In such a case, the canonical NP-pair consists of
the set of pairs 〈F , 1m〉 where F is a CNF with refutations of size at most m, and the set of pairs
〈F , 1m〉 where F is a satisﬁable CNF. It is immediately seen that the canonical pair is polynomially
separable if and only if the problem WEAK SAT for f deﬁned in the introduction is solvable in
time polynomial in m and the size of F .
The disjointness of the canonical NP-pair for a refutational proof system f is often expressible
as a contradictory set of clauses. Suppose that SAT nr (x, z) is a CNF formula meaning that “z encodes
a truth assignment that satisﬁes the CNF formula encoded by x.” Here, r is the number of clauses
of the CNF formula encoded by x and n is the number of underlying variables v1, . . . , vn. Similarly,
suppose that REF nr,m(x, y) is a CNF formula meaning that “y encodes an f -refutation of the CNF
formula encoded by x.” Here, m is the size of the refutation encoded by y , and r and n are as before.
Under these two assumptions, the disjointness of the canonical NP-pair for f is expressible by the
contradictions
SAT nr (x, z) ∧ REF nr,m(x, y).
This collection of CNF formulas is known as the reﬂection principle of f . Notice that it is a form
of consistency of f .
We deﬁne yet another separation problem, this time it is an NP/co-NP-pair.
A. Atserias, M.L. Bonet / Information and Computation 189 (2004) 182–201 187




0 = {〈y , 1m〉 : f(x) = y for some x ∈ ∗ such that |x|  m},
A
f ,p
1 = {〈y , 1m〉 : for all x ∈ ∗, f(x) = y implies |x| > p (m)}.
Notice that the problem of separating the canonical NP/co-NP-pair of a proof system, is equivalent
to the problem of approximating minimal proof size within a polynomial.
We turn next to the concept of feasible interpolation introduced by Krajícˇek [20] (see also
[9,10,25]). Suppose that A0(x, y0) ∧ A1(x, y1) is a contradictory CNF formula, where x, y0, and y1
are disjoint sets of variables. Note that for every given truth assignment a for the variables x, one
of the formulas A0(a, y0) or A1(a, y1) must be contradictory by itself.
Deﬁnition 7.Arefutational proof system f has feasible interpolation if there exists aTuringmachine
M and a polynomial p that, given a refutation r of an unsatisﬁableCNF formulaA0(x, y0) ∧ A1(x, y1)
and given a truth assignment a for the common variables,M on input 〈r, a〉 halts in p (|r|) steps and
returns i ∈ {0, 1} such that Ai(a, yi) is unsatisﬁable.
We note that this deﬁnition is a uniform version of feasible interpolation as deﬁned in [10,20,25].
If in the deﬁnition we replace the Turing machine by a Boolean circuit we obtain the non-uniform
version. Moreover, this allows us to deﬁne the monotone version of feasible interpolation. That is, a
proof system has monotone feasible interpolation if the interpolating circuit is monotone in awhen
either A0(x, y0) or A1(x, y1) are such that the x-variables appear only positively or only negatively.
3. Robustness of the deﬁnitions
The aim of this section is to show that the deﬁnitions of Section 2 lead to a nice theory. Our ﬁrst
result establishes an informative characterization of weak automatizability. We note that the equiv-
alence between (ii) and (iii) was ﬁrst noted by Pudlák [27]. We reproduce it here for completeness:
Theorem 1. If f :∗ → TAUT is a proof system, then the following are equivalent:
(i) f is weakly automatizable.
(ii) There is a proof system g that simulates f and is automatizable.
(iii) The canonical NP-pair of f is polynomially separable.
Proof. We close a cycle of implications (iii) implies (ii), (ii) implies (i), and (i) implies (iii).
(iii) implies (ii) [27]. Suppose that the canonical NP-pair of f is polynomially separated by h. Let
1 be a ﬁnite alphabet that is suitable to encode pairs of the form 〈y , 1m〉. Let g : ∗1 → TAUT be
the following proof system. If w ∈ ∗1 encodes a pair of the form 〈y , 1m〉 and h(〈y , 1m〉) = 0, then
g(w) = y . Otherwise g(w) = p ∨ ¬p . We show that g simulates f . Indeed, if x is an f -proof, then
〈f(x), 1|x|〉 is a g-proof of the same formula. We also show that g is automatizable. The algorithm is
as follows: given y , ﬁnd by binary search the minimalm such that h(〈y , 1m〉) = 0, and output 〈y , 1m〉.
Such an m must exist and the running time is polynomial in the length of 〈y , 1m〉.
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(ii) implies (i). Suppose thatg :∗2 → TAUT is anautomatizable proof system that simulatesf . For
every x ∈ ∗, let h(x) be the shortest g-proof of f(x). Let q be a polynomial such that |h(x)|  q(|x|).
Such a polynomial exists because g simulates f . Let M and p be the Turing machine and the
polynomial that witness the fact that g is automatizable. We may assume that p is a monotone
non-decreasing function of its argument. We claim that the same machine M and the polynomial
p (q(n)) witness the fact that f is automatizable in terms of g. To see this, suppose that y ∈ TAUT .
Let x ∈ ∗ be the shortest f -proof of y and let x′ = h(x). Observe that |x′|  q(|x|). Moreover, M
on input y halts in at most p (|x′|)  p (q(|x|)) steps and its output x′′ is such that g(x′′) = y . This
shows that f is weakly automatizable.
(i) implies (iii). Suppose that f is weakly automatizable. Let g : ∗2 → L be the proof system in
terms of which f is automatizable. Let M and p be a Turing machine witnessing it. Let N be the
Turing machine that behaves as follows. On input 〈y , 1m〉, it simulatesM on input y for p (m) steps.
IfM halted and the output is such that g(M(y)) = y , then it outputs 0. In any other case, it outputs
1. We claim that N witnesses the fact that Af0 and A
f
1 are polynomially separable. Clearly, N runs in
polynomial-time. Suppose now that y has an f -proof of length at most m. ThenM on input y halts
in at most p (m) steps and outputs some x such that g(x) = y . If follows that N outputs 0 on 〈y , 1m〉.
On the other hand, if y ∈ TAUT , then there is no x for which g(x) = y . It follows that N outputs 1
on 〈y , 1m〉. 
We turn next to a similar characterization of automatizability in terms of canonical pairs. Recall
that two systems are equivalent if they simulate each other.
Theorem 2. If f : ∗ → TAUT is a proof system, then the following are equivalent:
(i) There is a proof system equivalent to f that is automatizable.
(ii) The canonical NP/co-NP-pair of f and some polynomial is polynomially separable.
Proof. We prove both implications (i) implies (ii) and (ii) implies (i).
(i) implies (ii). Let g be the automatizable proof system that is polynomially equivalent to f .
Let M be the automatization algorithm, and q the time in which M works. Given that f and g are
polynomially equivalent, there are two polynomials p ′ and p ′′, such that if f(x) = y , there exists
x′ satisfying |x′|  p ′(|x|) and g(x′) = y , and if g(x) = y , there exists x′ satisfying |x′|  p ′′(|x|) and
f(x′) = y . Now we need to choose a polynomial p such that p ′′(−1)(p (m)) > q(p ′(m)) (if p ′′ = nc
then p ′′(−1) = n1/c). Now we will show that the canonical NP/co-NP-pair for the polynomial p and
the system f is separable. On input 〈y , 1m〉, runM on y for q(p ′(m)) steps. If the algorithmM returns
a proof, return 0, and otherwise 1.
If y has an f -proof of size at most m, then y has a g-proof of size at most p ′(m), and the algo-
rithm will ﬁnd a proof in time q(p ′(m)). On the other hand, if y does not have an f -proof of size at
most p (m), then g does not have a proof of y of size at most p ′′(−1)(p (m)). In this case, given that
p ′′(−1)(p (m)) > q(p ′(m)), the algorithm will not return a proof, and the output will be 1.
(ii) implies (i). Suppose that the canonical NP/co-NP-pair of f for some polynomial p is polyno-
mially separated by the function h. We deﬁne the propositional proof system g as in part (iii)
implies (ii) of the previous theorem. We show there that g is an automatizable propositional
proof system that simulates f . Now we will also show that f simulates g. If g(x)=y = p ∨ ¬p ,
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by deﬁnition x=〈y , 1m〉 and h(〈y , 1m〉)=0. Then there is x′ such that f(x′) = y and |x′|  p (m) (oth-
erwise h(〈y , 1m〉) would be 1). If g(x)=p ∨ ¬p , then construct a small f -proof of p ∨ ¬p . 
We close this section by recalling the known relationship between the concepts of feasible inter-
polation, automatizability, and reﬂection principles. First, let us deﬁne the following mild condition
on a proof system f . We say f is closed under restrictions if, whenever A(x) has an f -proof of sizem,
any restriction of A(x) by a partial truth assignment on x has an f -proof of size at most polynomial
in m. We note that most natural proof systems are closed under restrictions, and that the deﬁnition
applies as well to refutational systems.
Theorem 3 ([10]). Let f be a refutational proof system that is closed under restrictions. If f is autom-
atizable or weakly automatizable, then f has feasible interpolation.
In fact, in [10], this result is stated and proved for f automatizable. We note that a similar proof
works for f weakly automatizable.
The following is a partial converse:
Theorem 4 ([28]). If the reﬂection principle of f has polynomial-size refutations in a proof system that
has feasible interpolation, and the refutations are given uniformly in polynomial-time, then f is weakly
automatizable.
4. Resolution-based propositional proof systems
Resolution is a refutational proof system for CNF formulas, that is, conjunctions of clauses.
The system has one inference rule, the resolution rule:
A ∨ x B ∨ ¬x
A ∨ B ,
where x is a variable, and A and B are clauses. The refutation ﬁnishes with the empty clause. The size
of a Resolution refutation is the number of clauses in it. The system tree-like Resolution requires
that each occurence of a clause is used at most once. When this restriction is not fulﬁlled, we say
that the refutation is in DAG form.
A k-term is a conjunction of up to k literals. A k-disjunction is an (unbounded fan-in) disjunction
of k-terms. The refutation system Res(k), deﬁned by Krajícˇek [22], works with k-disjunctions. There
are three inference rules in Res(k): Weakening
A
A ∨ B ,
the rule of ∧-Introduction
A ∨ l1 B ∨ (l2 ∧ · · · ∧ ls)
A ∨ B ∨ (l1 ∧ · · · ∧ ls) ,
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and the Cut rule
A ∨ (l1 ∧ · · · ∧ ls) B ∨ ¬l1 ∨ · · · ∨ ¬ls
A ∨ B .
Here A and B are k-disjunctions, the li’s are literals, and s  k . We also allow the axioms x ∨ ¬x.
Observe that Res(1) is equivalent to Resolution since the axioms and the weakening rule are easy
to eliminate in this case. The size of a Res(k) refutation is the number of k-disjunctions in it. As in
Resolution, the tree-like version of Res(k) requires each occurrence of a k-disjunction to be used
only once.
For every set of literals l1, . . . , ls we deﬁne a new variable z(l1, . . . , ls) meaning l1 ∧ · · · ∧ ls.
The following clauses deﬁne z(l1, . . . , ls):
¬l1 ∨ · · · ∨ ¬ls ∨ z(l1, . . . , ls),
¬z(l1, . . . , ls) ∨ li,
where i ∈ {1, . . . , s} in the second case. Let F be a CNF formula on the variables x1, . . . , xn. For every
integer k > 0, we deﬁne F(k) as the conjunction of F with all the deﬁning clauses for the variables
z(l1, . . . , ls) for all s  k .
Lemma 1. If F has a Res(k) refutation of size S , then F(k) has a Resolution refutation of size O(kS).
Furthermore, if the Res(k) refutation is tree-like, then the Resolution refutation is also tree-like.
Proof. Let  be a Res(k) refutation of size S . To get a Resolution refutation of F(k), we will ﬁrst
get a clause for each k-disjunction of . The translation consists in replacing each conjunction
l1 ∧ · · · ∧ ls for s  k in a k-disjunction of by z(l1, . . . , ls). Also we have to make sure that we can
make this new sequence of clauses into a Resolution refutation so that if is tree-like, then the new
refutation will also be. We have the following cases:
Case 1: In  we have the step:
C ∨ (l1 ∧ · · · ∧ ls) D ∨ ¬l1 ∨ · · · ∨ ¬ls
C ∨ D .
The corresponding clauses in the translation will be: C ′ ∨ z(l1, . . . , ls), D′ ∨ ¬l1 ∨ · · · ∨ ¬ls and
C ′ ∨ D′. To get a tree-like proof of C ′ ∨ D′ from the two other ones, ﬁrst obtain ¬z(l1, . . . , ls) ∨
D′ in a tree-like way from D′ ∨ ¬l1 ∨ · · · ∨ ¬ls and the clauses ¬z(l1, . . . , ls) ∨ li . Finally resolve
¬z(l1, . . . , ls) ∨ D′ with C ′ ∨ z(l1, . . . , ls) to get C ′ ∨ D′.
Case 2: In  we have the step:
C ∨ l1 D ∨ (l2 ∧ · · · ∧ ls)
C ∨ D ∨ (l1 ∧ · · · ∧ ls) .
The corresponding clauses in the translation will be: C ′ ∨ l1, D′ ∨ z(l2, . . . , ls) and C ′ ∨ D′ ∨
z(l1, . . . , ls). Notice that there is a tree-like proof of ¬l1 ∨ ¬z(l2, . . . , ls) ∨ z(l1, . . . , ls) from the
clauses of F(k). Using this clause and the translation of the premises, we get C ′ ∨ D′ ∨ z(l1, . . . , ls).
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Case 3: The Weakening rule turns into a weakening rule for Resolution which can be eliminated
easily.
At this point we have obtained a Resolution refutation of F(k) that may use axioms of the type
x ∨ ¬x. These can be eliminated easily too. 
Lemma 2. If F(k) has a Resolution refutation of size S , then F has a Res(k) refutation of size O(kS).
Furthermore, if the Resolution refutation is tree-like, then the Res(k) refutation is also tree-like.
Proof. We ﬁrst substitute each clause of the Resolution refutation by a k-disjunction by translating
z(l1, . . . , ls) into l1 ∧ · · · ∧ ls and ¬z(l1, . . . , ls) into ¬l1 ∨ · · · ∨ ¬ls. At this point the rules of the
Resolution refutation turn into valid rules of Res(k).
Now we only need to produce proofs of the deﬁning clauses of the z variables in Res(k) to
ﬁnish the simulation. The clauses ¬z(l1, . . . , ls) ∨ li get translated into ¬l1 ∨ · · · ∨ ¬ls ∨ li, which
is a weakening of the axiom li ∨ ¬li . The clause ¬l1 ∨ · · · ∨ ¬ls ∨ z(l1, . . . , ls) gets translated into
¬l1 ∨ · · · ∨ ¬ls ∨ (l1 ∧ · · · ∧ ls) which can be proved form the axioms li ∨ ¬li using the rule for the
introduction of ∧. 
5. Resolution: reﬂection principle and weak automatizability
In this section we establish the equivalence between: (i) Resolution is weakly automatizable, (ii)
Res(k) is weakly automatizable, and (iii) Res(k) has feasible interpolation, when k > 1. In the course
of the proof we need to study the provability of the reﬂection principle of Resolution.
In what follows we will need a concrete encoding of the reﬂection principle. We start with the
encoding of SAT nr (x, z). The encoding of the set of clauses by the variables in x is as follows. There
are variables xe,i,j for every e ∈ {0, 1}, i ∈ {1, . . . , n}, and j ∈ {1, . . . , r}. The meaning of x0,i,j is that
the literal vi appears in clause j, while the meaning of x1,i,j is that the literal ¬vi appears in clause j.
The encoding of the truth assignment a ∈ {0, 1}n by the variables z is as follows. There are variables
zi for every i ∈ {1, . . . , n}, and ze,i,j for every e ∈ {0, 1}, i ∈ {1, . . . , n} and j ∈ {1, . . . , r}. The meaning
of zi is that variable vi is assigned true under the truth assignment. The meaning of z0,i,j is that clause
j is satisﬁed by the literal vi, and the meaning of z1,i,j is that clause j is satisﬁed by the literal ¬vi .
Here is the set of clauses that formalizes SAT nr (x, z):
z0,1,j ∨ z1,1,j ∨ · · · ∨ z0,n,j ∨ z1,n,j , (1)
¬z0,i,j ∨ zi, (2)
¬ze,i,j ∨ xe,i,j , (3)
¬z1,i,j ∨ ¬zi. (4)
The meaning of clause (1) is that at least one literal is chosen to be satisﬁed in clause j. The meaning
of clauses (2) and (4) ensure the consistency of this choice between clauses. The meaning of clause
(3) is that if some literal satisﬁes clause j, then it appears in the clause.
The encoding of REF nr,m(x, y) is quite standard. The encoding of the set of clauses by the variables
in x is as before. The encoding of the Resolution refutation by the variables in y is as follows.
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There are variables ye,i,j for every e ∈ {0, 1}, i ∈ {1, . . . , n}, and j ∈ {1, . . . ,m}. The meaning of y0,i,j is
that the literal vi appears in clause j of the refutation. Similarly, themeaning of y1,i,j is that the literal
¬vi appears in clause j of the refutation. There are variables pj,k and qj,k for every j ∈ {1, . . . ,m}
and k ∈ {r, . . . ,m}. The meaning of pj,k (of qj′,k ) is that clause Ck is obtained from clause Cj (from
clause Cj′), and Cj contains the resolved variable positively (Cj′ contains it negatively). Finally,
there are variables wi,k for every i ∈ {1, . . . , n} and k ∈ {r, . . . ,m}. The meaning of wi,k is that clause
Ck is obtained by resolving upon vi . We formalize this by the following set of clauses:
¬xe,i,j ∨ ye,i,j , (5)
¬ye,i,m, (6)
¬y0,i,j ∨ ¬y1,i,j , (7)
p1,k ∨ · · · ∨ pk−1,k , (8)
q1,k ∨ · · · ∨ qk−1,k , (9)
¬pj,k ∨ ¬qj,k , (10)
¬pj,k ∨ ¬pj′,k , (11)
¬qj,k ∨ ¬qj′,k , (12)
¬pj,k ∨ ¬wi,k ∨ y0,i,j , (13)
¬qj,k ∨ ¬wi,k ∨ y1,i,j , (14)
¬pj,k ∨ wi,k ∨ ¬ye,i,j ∨ ye,i,k , (15)
¬qj,k ∨ wi,k ∨ ¬ye,i,j ∨ ye,i,k , (16)
w1,k ∨ · · · ∨ wn,k , (17)
¬wi,k ∨ ¬wi′,k . (18)
The index j′ ranges over {1, . . . ,m} with j′ = j, and the index i′ ranges over {1, . . . , n} with i′ = i.
The meaning of clause (5) is that the initial clauses of the refutation are those of the formula. The
meaning of clause (6) is that the last clause of the refutation is empty. The meaning of clause (7) is
that the clauses of the refutation are not tautologies. Clauses (8) and (9) indicate that clause Ck is
obtained from two previous clauses, one with the resolved variable positive and the other negative.
Clauses (10–12) ensure the structure of the resolution rule. Clauses (13) and (14) express that if a
clause Ck is obtained from Cj by resolving on variable vi (or ¬vi), then vi (or ¬vi) appears in Cj .
Clauses (15) and (16) express that after applying the rule, the non-resolved literals stay. Finally,
Clauses (17) and (18) say that Ck is obtained by resolving exactly one variable.
Notice that this encoding has the appropriate form of the monotone feasible interpolation be-
cause the x-variables appear only positively in SAT nr (x, z) and in fact, only negatively in REF
n
r,m(x, y)
too. This will be of use later.
Theorem 5. The reﬂection principle for Resolution expressed by the CNF formula SAT nr (x, z) ∧
REF nr,m(x, y) has Res(2) refutations of size (nr + nm)O(1).
A. Atserias, M.L. Bonet / Information and Computation 189 (2004) 182–201 193




(y0,i,k ∧ zi) ∨ (y1,i,k ∧ ¬zi)
for every k ∈ {1, . . . ,m}. The empty clause will follow by resolving Dm with (6). We distinguish two
cases: k  r and r < k  m. Since the case k  r is easier, we leave it to the reader.
For the case r < k  m, we show how to derive Dk from D1, . . . ,Dk−1. First, we derive
¬pj,k ∨ ¬ql,k ∨ Dk . From (7) and (14) we get ¬ql,k ∨ ¬wq,k ∨ ¬y0,q,l. Resolving with Dl on y0,q,l
we get




(y0,i,l ∧ zi) ∨ (y1,i,l ∧ ¬zi). (19)
A cut with zq ∨ ¬zq on y1,q,l ∧ ¬zq gives




(y0,i,l ∧ zi) ∨ (y1,i,l ∧ ¬zi). (20)
Let q′ = q.We use the notationH for∨i =q,q′(y0,i,l ∧ zi) ∨ (y1,i,l ∧ ¬zi)whichwill appear quite often.
A cut between (20) and zq′ ∨ ¬zq′ on y0,q′,l ∧ zq′ gives
¬ql,k ∨ ¬wq,k ∨ ¬zq ∨ zq′ ∨ (y1,q′,l ∧ ¬zq′) ∨ H. (21)
From (16) and (18) we get ¬ql,k ∨ ¬wq,k ∨ ¬y0,q′,l ∨ y0,q′,k . Resolving with (20) on y0,q′,l ∧ zq′
gives
¬ql,k ∨ ¬wq,k ∨ ¬zq ∨ y0,q′,k ∨ (y1,q′,l ∧ ¬zq′) ∨ H. (22)
An introduction of conjunction between (21) and (22) gives
¬ql,k ∨ ¬wq,k ∨ ¬zq ∨ (y0,q′,k ∧ zq′) ∨ (y1,q′,l ∧ ¬zq′) ∨ H. (23)
From (16) and (18) we also get ¬ql,k ∨ ¬wq,k ∨ ¬y1,q′,l ∨ y1,q′,k . Repeating the same procedure we
get
¬ql,k ∨ ¬wq,k ∨ ¬zq ∨ (y0,q′,k ∧ zq′) ∨ (y1,q′,k ∧ ¬zq′) ∨ H. (24)
Now, repeating this two-step procedure for every q′ = q, we get
¬ql,k ∨ ¬wq,k ∨ ¬zq ∨
∨
i =q
(y0,i,k ∧ zi) ∨ (y1,i,k ∧ ¬zi). (25)
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A dual argument yould yield ¬pj,k ∨ ¬wq,k ∨ zq ∨∨i =q(y0,i,k ∧ zi) ∨ (y1,i,k ∧ ¬zi). A cut with (25)
on zq gives ¬pj,k ∨ ¬ql,k ∨ ¬wq,k ∨∨i =q(y0,i,k ∧ zi) ∨ (y1,i,k ∧ ¬zi). Weakening gives then ¬pj,k ∨¬ql,k ∨ ¬wq,k ∨ Dk . Since the indices j, l, and q were arbitrary, we obtain the same formula for
every such triple. Using (17) gives ¬pj,k ∨ ¬ql,k ∨ Dk , again for every pair of indices j and l. To
complete the proof, we use this with (8) to get ¬ql,k ∨ Dk for every l, and then (9) to get Dk .
For the size of the refutation, we consider both cases k  r and k > r. There are r initial clauses
and each corresponding Dk has size O(n). Deriving all of these takes size (nr)O(1). The rest of Dk ’s
also have size O(n) and there are m− r of these. Deriving Dk+1 from D1, . . . ,Dk takes size (nm)O(1)
becauseCk+1 can be derived from any pair of previous clauses. Overall, this is size (nr + nm)O(1). 
The previous theorem can be generalized to reﬂection principles for Res(k). This requires a mod-
iﬁcation of REF nr,m(x, y) to refutations in Res(k). For Resolution, the refutation was encoded by
the variables ye,i,j meaning that the variable vi appears in clause j positively or negatively. Now we
need variables ye1,i1,...,el,il,j for l ∈ {1, . . . , k}, e1, . . . , el ∈ {0, 1}, i1, . . . , il ∈ {1, . . . , n}, and j ∈ {1, . . . ,m}.
Their meaning is that the k-disjunctionCj contains the term v
(e1)
i1
∧ · · · ∧ v(el)il , where v
(0)
i is vi and v
(1)
i
is ¬vi . The structure of the refutation is encoded by variables t, p , q, and w. The variables t1,j , . . . , t4,j
for j ∈ {1, . . . ,m} specify whether Cj is obtained by weakening, introduction of conjunction, cut, or
is an axiom, respectively. The variables pj,j′ (qj,j′) for j, j′ ∈ {1, . . . ,m} indicate that the left (right)
hypothesis of Cj′ is Cj . The variables we1,i1,...,el,il,j have different meanings depending on the rule.
If Cj is obtained by cut, it means that the resolved term is v
(e1)
i1
∧ · · · ∧ v(el)il . If Cj is obtained by




that the rule has a ﬁxed format, namely, the ﬁrst literal is in the left hypothesis, and the conjunction
of the rest is in the right hypothesis. If Cj is an axiom, it speciﬁes which variable is in the axiom and
l = 1 in this case. If Cj is obtained by weakening, the values of w are irrelevant. Writing the set of
clauses expressing this is straightforward. We only give an example of one of the new clauses. The
clause
¬t2,j′ ∨ ¬pj,j′ ∨ ¬we1,i1,...,el,il,j′ ∨ ye1,i1,j
means that if Cj′ is obtained by introduction of conjunction with Cj as left hypothesis, and the
introduced conjunction is v(e1)i1 ∧ . . . ∧ v
(el)
il
, then the literal v(e1)i1 appears in Cj .
The resulting set of clauses is called REF n,kr,m(x, y). Notice the new superindex k in REF to indicate
that the refutation is in Res(k).
Theorem 6.The reﬂection principle forRes(k) expressed by theCNF formula SAT nr (x, z) ∧ REF n,kr,m(x, y)
has Res(k + 1) refutations of size (nr + knkm)O(1).
Proof sketch. It sufﬁces to prove, for every j ∈ {1, . . . ,m}, the following (k + 1)-disjunction
Dj ≡
∨(





where the disjunction ranges over l ∈ {1, . . . , k}, e1, . . . , el ∈ {0, 1}, i1, . . . , il ∈ {1, . . . , n}. The mean-
ing of Dj is that at least one of the k-terms that appear in Cj is satisﬁed by the truth assignment
z1, . . . , zn. 
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Wewant to point out that a small change in the encoding of the reﬂection principle forRes(k) pre-
serves the form of the feasible interpolation and has polynomial-size proofs in Res(2). This change
consists in adding new z-variables and new clauses to SAT nr (x, z). These variables will encode the
conjunctions of up to k literals on z1, . . . , zn. More precisely, the new variables are z(l1, . . . , ls) for
s  k , where li is a literal on z1, . . . , zn, as deﬁned in Section 4. The new clauses are those exposed
in Section 4 deﬁning z(l1, . . . , ls). The resulting formula is called SAT
n,k
r (x, z). Again notice the new
superindex k in SAT .
Theorem 7. The reﬂection principle for Res(k) expressed by the CNF formula SAT n,kr (x, z) ∧
REF
n,k
r,m(x, y) has Res(2) refutations of size (nkr + knkm)O(1). Moreover, SAT n,kr (x, z) ∧ REF n,kr,m(x, y)
preserves the form of monotone feasible interpolation.








, . . . , z(el)il
))
,
where the disjunction ranges over l ∈ {1, . . . , k}, e1, . . . , el ∈ {0, 1}, i1, . . . , il ∈ {1, . . . , n}. 
Let us note that the technique of the previous two theorems cannot be pushed to show that Res-
olution proves the reﬂection principle of Res(k) while preserving the form of feasible interpolation.
This is because the formula Dj in the proof has conjunctions that involve y- and z-variables, which
prevents us from deﬁning their conjunction without mixing them.
Our next result shows the exact relationship between feasible interpolation and weak automat-
izability for Res(k). In its proof, we will use what we have learned about reﬂection principles.
Theorem 8. For every constant k  2, the following are equivalent:
(i) Resolution is weakly automatizable.
(ii) Res(k) is weakly automatizable.
(iii) Res(k) has feasible interpolation.
Proof. (ii) implies (iii) is simply Theorem 3. (iii) implies (i) is a consequence of Theorems 4 and
5 because k  2. We prove (i) implies (ii). Suppose Resolution is weakly automatizable. Then by
Theorem 1, the canonical NP-pair of Resolution is polynomially separable. We claim that the ca-
nonical NP-pair of Res(k) is also polynomially separable. Here is the separation algorithm: given F
and a number m in unary, we build F(k) and run the separation algorithm for the canonical pair of
Resolution on F(k) and c · k · m in unary, where c is the hidden constant in Lemma 1. The running
time of this algorithm is polynomial in the size of F(k) andm, which is polynomial in the size of F and
m because k is a constant. For the correctness, note that if F has a Res(k) refutation of size m, then
F(k) has a Resolution refutation of size at most c · k · m by Lemma 1, and the separation algorithm
for the canonical pair of Resolution will return 0 on it. On the other hand, if F is satisﬁable, so is
F(k) and the separation algorithm for Resolution will return 1 on it. 
It is known that Resolution has feasible interpolation, and in fact monotone [20,25]. However,
it is not clear whether Res(k) has feasible interpolation for k  2. We know, however, that Res(k)
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does not have monotone feasible interpolation (see [2] and Corollary 1 in this paper). On the other
hand, tree-like Res(k) has feasible interpolation, even monotone, since Resolution polynomially
simulates it [17].
If k is no longer a constant, say k = log n, the weak automatizability of Resolution would imply
the feasible interpolation of Res(k) in time nO(k). This is because computing F(k) requires time nO(k).
Therefore, in order to establish that Resolution is not weakly automatizable it would sufﬁce to
prove that Res(log n) does not have feasible interpolation in time nO(log n).
6. Resolution: lower bound for the reﬂection principle
The next natural question to ask is whether the reﬂection principle for Resolution SAT nr (x, z) ∧
REF nr,m(x, y) has refutations of moderate size in Resolution itself. Since Resolution has feasible
interpolation [20,25], a positive answer would imply that Resolution is weakly automatizable. Un-
fortunately, as the main result of this section shows, this will not happen. Before stating it we need
two technical well-known results.
The ﬁrst is a result due to Alon and Boppana. Let F(m, k , k ′) be the set of monotone functions
that separate k-cliques from k ′-colorings on m nodes.










where S+(f) is the monotone circuit size of f.
The second result that we need is due to Maciel, Pitassi, and Woods. Let PHPmn be the set of
clauses encoding the pigeonhole principle with m pigeons and n holes. That is, PHPmn is
pi,1 ∨ · · · ∨ pi,n, (26)
¬pi,k ∨ ¬pj,k , (27)
where i, j ∈ {1, . . . ,m}, i = j, and k ∈ {1, . . . , n}.
Theorem 10 ([23]). PHP 2nn has Res((log n)O(1)) refutations of size 2(log n)O(1) .
In addition to these two results, we also need the fact that Resolution has monotone feasible in-
terpolation as shown in [21,25]. Recall the deﬁnition of monotone feasible interpolation in Section
2 just after Deﬁnition 7. We are now ready to state and prove the main result of this section. Its
proof uses an idea due to Pudlák [28].
Theorem 11. Let s be a parameter. For a choice of n, r, and m of the order of a quasipolynomial
2(log s)
O(1)
, every Resolution refutation of SAT nr (x, z) ∧ REF nr,m(x, y) requires size at least 2(s1/4).
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Proof. Suppose for contradiction that there is a Resolution refutation of size S = 2O(s1/4). Let k =
s1/2, and let COLk(p , q) be the CNF formula expressing that q encodes a k-coloring of the graph
on s nodes encoded by {pij}. An explicit deﬁnition is the following: for every i ∈ {1, . . . , s}, there is
a clause of the form
∨k
l=1 qil; and for every i, j ∈ {1, . . . , s} with i = j and l ∈ {1, . . . , k}, there is a
clause of the form ¬qil ∨ ¬qjl ∨ ¬pij . Let COLk(G, q) be the result of replacing the pij-variables in
COLk(p , q) by the values 1/0 depending on whether the edge {i, j} is or is not in G. Obviously, if
G is k-colorable, then COLk(G, q) is satisﬁable, and if G contains a 2k-clique, then COLk(G, q) is
unsatisﬁable. More importantly, if G contains a 2k-clique, then the clauses of PHP 2kk are contained
in COLk(G, q). Now, for every graph G on s nodes, let F(G) be the clauses COLk(G, q) together
with all clauses deﬁning the extension variables for the conjunctions of up to (log k)c literals on the
q-variables. Here, c is a constant so that the 2(log k)
O(1)
upper bound on PHP 2kk of Theorem 10 can be
done in Res((log k)c). From Theorem 10 and Lemma 1, if G contains a 2k-clique, then F(G) has a
Resolution refutation of size 2(log k)
O(1)
.
In the following, let n be the number of variables of F(G), let r be the number of clauses of
F(G), and let m = 2(log k)O(1) . Consider the formulas SAT nr (x(G), z) ∧ REF nr,m(x(G), y) where x(G)
is the x-encoding of the formula F(G). By assumption, these formulas have Resolution refuta-
tions of size at most S . Let C be the monotone circuit that interpolates these formulas given by
the monotone feasible interpolation of Resolution. The size of C is SO(1). Moreover, if G is k-
colorable, then SAT nr (x(G), z) is satisﬁable, and C must return 0 on x(G). Also, if G contains a
2k-clique, then REF nr,m(x(G), y) is satisﬁable, and C must return 1 on x(G). Now, an anti-mono-
tone circuit for separating 2k-cliques from k-colorings can be built as follows: given a graph G,
build the assignment x(G) (anti-monotonically, see below for details), and apply the monotone
circuit given by the monotone interpolation. The size of this circuit is 2o(s
1/4), and this contra-
dicts Theorem 9.
It remains to show how to build an anti-monotone circuit that, on input G = {puv}, produces
x(G), that is, the values of xe,i,j that correspond to the encoding of F(G) in terms of the x-variables.
There are three types of clauses in F(G):
(1) Clauses of the type
∨k
l=1 qil: Let t be the numbering of this clause in F(G). Then, its encoding
in terms of the x-variables is produced by outputting the constant 1 for x0,qi1,t , . . . , x0,qik ,t . The
rest of the outputs of clause t are 0.
(2) Clauses of the type ¬qil ∨ ¬qjl ∨ ¬pij: let t be the numbering of this clause in F(G). The en-
coding is x1,qil,t = 1, x1,qjl,t = 1, x1,pij ,t = ¬pij and the rest are zero. Notice that this encoding is
anti-monotone in the pij’s. Notice also that the encoded F(G) contains some p-variables (and
not only q-variables as the reader might have expected) but this will not be a problem since the
main properties of F(G) are preserved as we show below.
(3) Finally, the clauses deﬁning the conjunctions of up to (log k)c literals are independent of G
since only the q-variables are relevant here. Therefore, the encoding is done as in the ﬁrst
case.
The reader can easily verify that when G contains a 2k-clique, the encoded formula contains the
clauses ofPHP 2kk and thedeﬁnitions of the conjunctions up to (log k)
c literals. ThereforeREF(x(G), y)
is satisﬁable because PHP 2kk has a small Res((log k)
c) refutation. Similarly, if G is k-colorable, the
formula SAT(x(G), z) is satisﬁable by setting zpij = pij and qil = 1 if and only if node i gets color l.
Therefore, the main properties of F(G) are preserved, and the theorem follows. 
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An immediate corollary of the last two results is that Res(2) is exponentially more powerful
than Resolution. In fact, the proof shows a lower bound for the monotone interpolation of Res(2)
improving over the quasipolynomial lower bound in [2].
Corollary 1. Monotone circuits that interpolate Res(2) refutations require size 2(s
1/4) on Res(2)
refutations of size 2(log s)
O(1)
.
7. Short proofs that require large width
The width of a Resolution refutation is the number of literals of the largest clause. Ben-Sasson
and Wigderson [12] proved that the following relationship holds. Let F be a k-CNF formula with
n variables and a Resolution refutation of size S . Then F has a Resolution refutation of width at
most
√
n log(S)+ k . This suggests the following proof search procedure for Resolution: derive all
possible clauses using derived clauses of increasing width 1, 2, 3, . . . until the empty clause is found.
The running time of this algorithm is bounded by nO(
√
n log(S)+k), which is subexponential if S is
polynomial in n, say.
Bonet and Galesi [7] gave an example of a 3-CNF formula with small Resolution refutations
that requires relatively large width (square root of the number of variables). This showed that the
size-width trade-off of Ben-Sasson and Wigderson could not be improved. Also it showed that the
algorithm of Ben-Sasson and Wigderson for ﬁnding Resolution refutations could perform very
badly in the worst case. This is because their example requires large width, and the algorithm would
take almost exponential time, while we know that there is a polynomial size Resolution refutation.
Alekhnovich and Razborov [4] posed the question of whether more of these examples could
be found. They say this is a necessary ﬁrst step for showing that Resolution is not automatizable
in quasipolynomial-time. Here we give a way of producing such bad examples for the algorithm.
Basically the idea is ﬁnding CNFs that require sufﬁciently high width in Resolution, but that have
polynomial size Res(k) refutations for small k , say k  log n. Then the example consists in adding to
the formula the clauses deﬁning the extension variables for all the conjunctions of at most k literals.
Below we illustrate this technique by giving a large class of examples that have small Resolution
refutations but that require large width. Moreover, deciding whether a formula is in the class is
hard (no polynomial-time algorithm is known).
Let G = (U ∪ V ,E) be a bipartite graph on the sets U and V of cardinality m and n, respective-
ly, where m > n. The G-PHPmn , deﬁned by Ben-Sasson and Wigderson [12], states that there is no
matching fromU into V . For every edge (u, v) ∈ E, let xu,v be a propositional variable meaning that
u is mapped to v. The principle is then formalized as the conjunction of the following clauses:
xu,v1 ∨ · · · ∨ xu,vr for u ∈ U , NG(u) = {v1, . . . , vr},
¬xu,v ∨ ¬xu′,v for v ∈ V , u, u′ ∈ NG(v), u = u′.
Here, NG(w) denotes the set of neighbors of w in G. Note that if G has left-degree at most d , then
the width of the initial clauses is bounded by d .
Ben-Sasson and Wigderson proved that whenever G is expanding in a sense deﬁned next, every
Resolution refutation of G-PHPmn must contain a clause with many literals. We observe that this
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result is not unique to Resolution and holds in a more general setting. Before we state the precise
result, let us recall the deﬁnition of expansion:
Deﬁnition 8 ([12]).LetG = (U ∪ V ,E)be a bipartite graphwhere |U | = m, and |V | = n.ForU ′ ⊂ U ,
the boundary of U ′, denoted by ∂U ′, is the set of vertices in V that have exactly one neighbor in
U ′; that is, ∂U ′ = {v ∈ V : |N(v) ∩ U ′| = 1}. We say that G is (m, n, r, f)-expanding if every subset
U ′ ⊆ U of size at most r is such that |∂U ′|  f · |U ′|.
The proof of the following statement is the same as in [12] for Resolution.
Theorem 12 ([12]). Let P be a sound refutation system with all rules having fan-in at most two. Then,
if G is (m, n, r, f)-expanding, every P -refutation of G-PHPmn must contain a formula that involves at
least rf/2 distinct literals.
Now, for every bipartite graph G with m  2n, let C(G) be the set of clauses deﬁning G-PHPmn to-
gether with the clauses deﬁning all the conjunctions up to (log n)c literals, where c is a large constant
so that the 2(log n)
O(1)
upper bound on PHP 2nn of Theorem 10 can be done in Res((log n)
c).
Theorem 13. Let G be an (m, n,(n/ logm), 34 logm)-expander with m  2n and left-degree at most
logm. Then (i) C(G) has initial width logm, (ii) any Resolution refutation of C(G) requires width at
least (n/(log n)c), and (iii) C(G) has Resolution refutations of size 2(log n)O(1) .
Proof. Part (i) is obvious. For (ii), suppose for contradiction that C(G) has a Resolution refutation
of width w = o(n/(log n)c). Then, by the proof of Lemma 2, G-PHPmn has a Res((log n)c) refuta-
tion in which every (log n)c-disjunction involves at most (log n)cw = o(n) literals. This contradicts
Theorem 12. For (iii), recall that PHPmn has a Res((log n)
c) refutation of size 2(log n)
O(1)
by Theorem
10 since m  2n. Now, setting to zero the appropriate variables of PHPmn , we get a Res((log n)c)
refutation of G-PHPmn of the same size. By Lemma 1, C(G) has a Resolution refutation of roughly
the same size, which is polynomial in the size of the formula. 
8. Conclusions and open problems
It is surprising that the weak pigeonhole principle PHP 2nn has short Resolution proofs when en-
coded with the clauses deﬁning the extension variables for the small conjunctions. We exploited
this fact in the proof of Theorem 11. The astute reader will notice that any small refutation in any
Frege system could be translated into a short Resolution refutation when the CNF is enriched with
clauses deﬁning new variables for each of the intermediate formulas that are used in the Frege
proof. However, the crucial difference of this approach is that the new encoding is not canonical:
there is no uniform method to obtain it. As a matter of fact, although the pigeonhole principle has
polynomial-size proofs in Frege, this approach would not allow us to improve the non-monotone
interpolation to a truly exponential lower bound because the 2k-clique of the graph is unknown to
us beforehand.
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We showed that the connection between weak automatizability of Resolution and interpolation
of Res(2) extends to Res(k) for any k  2. As a matter of fact, in order to prove that Resolution is
not weakly automatizable, it sufﬁces to show, for example, that Res(log n) does not have interpola-
tion in subexponential-time. This leaves some hope of proving such a result with current techniques
because Res(log n) is a fairly strong system (e.g., it proves the weak pigeonhole principle in quasi-
polynomial-size). However, let us note that the non-interpolation for bounded-depth Frege of [5]
assuming that numbers cannot be factored in subexponential-time does not seem to establish the
non-interpolation for any particular constant depth. Notice that Res(log n) is a depth-two system.
Of course, it remains open whether Resolution is weakly automatizable, or automatizable in
quasipolynomial-time. Let us note that the width method for Resolution leads to some non-obvi-
ous results along these lines. For example, the width-based algorithm of Ben-Sasson andWigderson
solves WEAK SAT for tree-like Resolution in time nO(logm)|F |O(1), where n is the number of vari-
ables ofF . This is quasipolynomial ifm is polynomial inn. Similarly, it allowsus to solveWEAK SAT
for general Resolution in time nO(
√
n logm)|F |O(1). This is subexponential if m is polynomial. The
negative results of [4] do not rule out further improvements on these. Also, it would be interesting
to get results of this type for other propositional proof systems.
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