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Overview of transport in disordered media
The field of transport in disordered systems in its present form owes much to a single paper, written by Anderson in 1958,[11 titled Absence of diflusion in certain random lattices. In this paper, Anderson discusses transport of (quasi-)particles by transitions between quantum-mechanical eigenstates of the system without thermal activation and the conditions under which such transport fails to extend beyond a finite subregion of the system. The particle is then said to be localized and the system is insulating, as there can be no transport of particles from one end of the sample to the other. If the system parameters can be controlled such that the conditions for localization are met for I ! some range in parameter space, but not outside that range, the system can undergo a quantum phase transition from the localized, insulating phase to a conducting one, where eigenstates of particles extend throughout the system (even in the thermodynamical limit is maintained throughout the sample). Localization of light and water waves follows the same general pattern.ll5) In the 9Os, efforts were made to understand the interplay between particle-particle interactions and disorder in driving the delocalization [16] after the observation of anomalously large persistent currents in mesoscopic metallic rings.
[17] Shepelyansky[l8] tackled the problem of two interacting particles in a strictly one-dimensional system and found that correlated pairs can have much larger localization lengths than non-interacting particles. Shortly thereafter, experiments indicated a metal-insulator transition in two-dimensional systems at T = 0 and B = 0, [19, 20, 211 which cannot be explained within the established framework of non-interacting particles.
A wide variety of experimental and theoretical results on the interplay of disorder and interactions were presented at two conferences in 1998 [22] and 1999. [23] The theoretical efforts dealing with the metal-to-insulator transition center around the renormalization group theory and the one-parameter scaling approach. [24] In gen- A magnetic field is introduced into the system by replacing the operator tik with p-eA/c (the socalled Peierls substitution), where A is the vector potential and V x A = B the magnetic induction. This leads to a rather complicated band structure [26] and phase factors in the hopping integrals. These phases contain the parameter a = ea2B/hc, with the lattice constant a. Thus, for Q: = 1, the rather large a = 0.5nm translates into the extremely large B = 5TT = 5.1012T (!!), but due to the number of bands being equal to the denominator in a fractional a, too small values of a are numerically inadvisable.
To include spin-orbit interactions, another quantum number, 0, is introduced, with the allowed values +l and -1. The hopping integrals turn into 2 x 2 matrices, while the site energies are usually kept independent of a.
Localization length
To calculate the localization length, the transfer matrix method is employed, The system is cut into slices (in our case of thickness a) and the values of the wave function at the lattice sites in the first two slices are generated randomly. The transfer matrix is then applied iteratively to generate from the values in slices n -1, n the new values in slices n, n + 1. According to Oseledec's Theoremi271 the product of a large enough number of these trans€er matrices converges to a matrix T , and eigenvalues of (Tt1')1/2 exist for almost all disorder configurations. The trans€er matrices in our problem are symplectic, which means eigenvalues come in pairs v;, 1/vd, or, equivalently, exp(Nyi), exp(-Ny;).
The index i runs from 1 to the number M of lattice sites in one slice, while N > A4
denotes the number of slices in the system. To find more than just the one eigenvalue with the largest magnitude, one has to apply the procedure to several random starting vectors and keep them orthonormalized. The exponents " I ; in the eigenvalues with magnitude less than 1 are a measure for how quickly a state deteriorates when "transferred" through the disordered system. The inverse of the smallest ^I; is then defined to be the finite size localization length for this system
These are calculated for different disorder configurations to get an ensemble average and then finite size scaling is applied to the ensemble averaged AM for cross sections of different size M . The scaling function is XM/M as a funtion of where the localization length is obtained from the large M limit of AM. As both AM and depend parametrically on disorder strength and fermi energy of the electron, the scaling function-and as a consequence c-can also be obtained by fitting a set of data for
Xlw(W,E)
with varying values of W and E to a single curve. The form of the scaling function must be independent of these parameters if the one-parameter scaling theory works. In numerical calculations of the localization length this theory has generally been supported well by the data obtained.
Spectra and eigenstates
To calculate parts of or the whole spectrum of eigenvalues of a given Hamiltonian, it is advisable to employ methods that make use of the sparseness of the Hamilton matrix. As we are dealing with a Hermitian matrix, we can make a socalled Lanczos transformation to a real symmetric tridiagonal matrix of an order independent of the original matrix order. Increasing the size of the Lanczos matrix allows for an easy and numerically viable way to make up for numerical errors in the calculation of eigenvalues. In exact arithmetic, the Lanczos matrix of the same order as the Hamilton matrix will have exactly the same eigenvalues, i.e., in this case the Lanczos transformation is a unitary transformation of the Hamilton matrix. In numerical implementations, however, the method can not accurately predict the multiplicity of a given eigenvalue. Fortunately, in. a disordered system, we can expect the probability for an eigenvalue to be degenerate to be so small as to be negligible, so that, as soon as a value appears to be numerically multiple, we can assume that it has converged to an eigenvalue of the Hamiltonian to within numerical precision.
The spectrum is then immediately available for analysis by established methods of random matrix theory[28] (for application t o the case studied in Chapter 2, see Appendix A). Once the critical energy E, of the metal-to-insulator transition is known, the eigenvector of the Lanczos matrix to the eigenvalue closest to E, can be calculated easily and then backtraasformed to find the critical eigenstate of the Hamiltonian, which in turn can be subjected to multifractal anaIysis[29] (see Appendix B).
Conductance
The Landauer formula[30] for a system with ideal leads is used as a basis for the conductance calculations:
with the transmission matrix t determining the transmission of an electron through the sample. For numerical application the matrix ttt has to be related to the transfer matrix T' via its transformation t o "flux representation'' Q by [for details see Appendix C):
The numerical implementation calculates therefore the eigenvalues zj of QQf for a large ensemble of systems with different disorder configurations, then calculates the conduc-
More efficient algorithms can be employed if only the trace g is required instead of all the individual gj.
Dissertation Organization
In Chapter 2, the critical behavior of two-dimensional anisotropic systems in the presence of a magnetic field is investigated, using the localization length and properties of the eigenvalue spectrum. The relationship of the scaling €unctions to that of isotropic systems is given. Having found the critical energy, we proceed in Chapter 3 to discuss the critical conductance distribution of such systems, again in reference to that of isotropic systems. The method is also applied t o systems with spin-orbit interactions. Seeing a satisfying relationship between anisotropic systems and their isotropic counterparts, we focus in the remaining chapters on isotropic systems. As there is so far no complete description of the analytic form of the critical distribution of the conductance, in Chapter 4, a more extensive characterization of that distribution is carried out in isotropic systems of different universality classes. The numerical data is compared to some analytical results. Away from the critical point, on the other hand, a more interesting quantitiy to study is the variance of the conductance, especially in a range of metallic behavior where the magnitude of the variance is independent of the avarage of the conductance, Le., in the range of universal conductance 3uctuations. Chapter 5 contains a discussion of how the ensemble fluctuations of the conductance change as a function of disorder strength, including the ballistic, diffusive and critical/localized regimes. Particular emphasis is given to the influence of boundary conditions. In Chapter 6, some general conclusions are presented. In Appendix A, additional data about the spectral statistics of anisotropic unitary systems, used but not presented in the discussion in Chapter 2, is given. Appendix B has some results from multifractal analysis of the critical eigenstates of such systems. In Appendix C, the relation between the conductance g and the transfer matrix T , as discussed above is provided in detail.
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Abstract
Several phenomena related to the critical behavior of noninteracting electrons in a disordered two-dimensional tight-binding system with a magnetic field are studied. Localization lengths, critical exponents and density of states are computed using transfermatrix techniques. Scaling functions of isotropic systems are recovered once the dimension of the system in each direction is chosen proportional to the 1ocaIization length, It is also found that the critical point is independent of the propagation direction, and that the critical exponents for the localization length for both propagating directions are equal to that of the isotropic system, v M 7/3. We also calculate the critical value A, of the scaling function for both the isotropic and the anisotropic system. Et is found
Detailed numerical studies of the density of states n ( E ) for the isotropic system reveals that for an appreciable amount of disorder, the critical energy
Introduction
The problem of Anderson localization [l] in anisotropic sysytems has attracted con- size is chosen to be directly proportional to the localization length, the system should be effectively isotropic. The diEculty in implementing such a procedure lies in the fact that the localization lengths are usually not known a priori. It was found through detailed numerical calculations [2] that this scaling indeed works. It was also shown [6] that the probability distributions of the conductance in the two directions are exactly equal to each other, provided that the ratio of the sides of the rectangle is proportional to the ratio of the localization lengths in the two directions. These scaling results were obtained for an anisotropic system where all the states were localized.
It is well known[ 11 that noninteracting electrons are localized in two-dimensional (2D) disordered systems. There are, however, some exceptions to this rule. These include electrons having strong spin-orbit coupling, [7] integer quantum Hall systems, [8] and tight-binding models with random magnetic fields. [9] The best known example is the integer quantum Hall plateau transition occurring in a 2D noninteracting system in a strong magnetic field. We obtain the density of states by using a Lanczos procedure [ll] The critical value of AM/M is related to the exponent cy0 that can be obtained from shows that these two functions are independent of the value of E , as expected for oneparameter scaling, However, the two scaling functions differ in their large-e limit: the value is higher for the easy-hopping direction. To compensate €or this anisotropy effect we use the following straightforward idea: [2] X M ,~ (A,,y) is a length in the z (y) direction W, a) . Thus, the product of the two rescaled anisotropic functions equals the square of the isotropic scaling function. Immediately it is seen from this that the isotropic scaling function equals the geometric mean of the two anisotropic scaling The procedure of fitting the data to a smooth scaling function provides us with more accurate estimates of the localization lengths, which we can now use to determine the critical behaviour of 5. In Fig. 2 .5, we plot the localization lengths as a function of energy. One can clearly see that the states are less localized in the easy hopping direction, as was to be expected. Figure 2 .5 also allows us to estimate E,, the energy where the localization length diverges. We expect this critical energy to be independent of the strip orientation, as a higher-dimensional system would undergo a phase transition at this point, and our data give a strong indication that E, is indeed the same for both the typical extension of the eigenstates of the system with eigenvalues in that energy region. Spatial overlap of eigenfunctions close in energy helps to delocalize the particle.
In a finite system, more of the strongly localized eigenfunctions can be accomodated without significant overlap. The more extended the eigenfunctions become, the more diEcult it becomes to fit several into the finite space, and they must be seperated in energy. This leads to the phenomenon of level repulsion, known from chaos theory. The corresponding distribution of level separations si = E; -Ei-1 goes to zero for small s. In contrast, the distribution for a range of localized eigenstates has a maximum at vanishing level separation. More speci5calIy, random matrix theory predicts [13] a Poisson distribution for the localized case and a Wigner distribution for the extended case.
We have calculated the distribution of energy-level separations p ( s) for the anisotropic system studied in Fig. 2 .1. We find that for an energy range close to E, = -2.965, p(s)
is Wiper-like, whereas for the other energy ranges it is Poisson-like.
Level statistics €or the isotropic system have been extensively studied by Potempa e t al. [14, 151 and Batsch et a1., [16, 171 proving the validity of the approach in distinguishing localized from extended states. In addition, the level number variance 
Conclusions
In summary, we have performed detailed numerical study of the scaling properties of highly anisotropic systems in 2D, with a metal-to-insulator transition. Scaling functions of the isotropic systems are recovered once the dimension of the anisotropic system is chosen to be proportional to the localization length. It is also found that the critical point is independent of the propagation direction and that the critical exponents for the localization length in both propagating directions are equal to that of the isotropic system. The critical value A, of the scaling function for both the isotropic and the anisotropic cases has been calculated. It is obtained that APo = d m = 1.10 k 0.03. and online at cond-mat/0103594
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Abstract
We investigate the probability distribution p ( g ) of the conductance g in anisotropic two-dimensional systems, The scaling procedure applicable to mapping the conductance distributions of localized anisotropic systems to the corresponding isotropic one can be extended to systems at the critical point of the metal-to-insulator transition. Instead of the squares used for isotropic systems, one should use rectangles for the anisotropic ones. At the critical point, the ratio of the side lengths must be equal to the squre root of the ratio of the critical values of the quasi-one-dimensional scaling functions.
For localized systems, the ratio of the side lengths must be equal to the ratio of the localization lengths. For example, contrary to expectations, the critical distribution seems to vary even within the same universality class, depending on the boundary conditions perpendicular to the direction in which transport occurs.[3, 4, 51 Also, questions about the exact form of the large-g tail (g > 1) remain unanswered. Where calculations in 2 + E dimensions [6] indicate higher cumulants to diverge with system size, leading to a power law tail, numerical calculations [7] in three dimensions and analytical results for quasi-one-dimensional wires [5] show an exponential decay. that scaling the dimensions of the system by the corresponding localization lengths will make the system effectively isotropic. This procedure has been applied successfully [ll] to the scaling function In this paper, we show a method of mapping the probability distributions of the conductance of anisotropic two-dimensional systems with a magnetic field perpendicular to the plane or with spin-orbit coupling to the probability distribution of the conductance for the corresponding isotropic system at the critical point, using a tight-binding model.
It turns out that the ratio of the squares of the side lengths L,, L, of the anisotropic system should be chosen equal to the ratio of the critical values A:, Ai of the quasi-onedimensional scaling functions:
In the .following, we first describe the models and the numerical method we employed.
Then we present and discuss our numerical results and finally summarize the conclusions of this work.
The tight-binding model uses the Hamiltonian We calculate the conductance from the Landauer formula [22] 
where t is the transmission matrix. We suppose two semi-infinte leads are attached to opposite sides of the sample, Then t determines the transmission of an electron through the sample. The numerical procedure is based on the algorithms published by Ando [23] and by Pendry et al. [23] The finitesize effects are even stronger, and even at 240 x 240 lattice sites the conductance distribution is far from the one we expect from our calculations of isotropic systems.
Therefore, we will not be able to show that our procedure maps the two anisotropic conductance distributions to the critical distribution of isotropic systems €or this extreme case. We will, however, be able to prove the somewhat weaker claim that our method transforms the two anisotropic distributions so that both have the same shape. In a square system, one expects that the distribution in the difficult hopping direction shows a more localized character than the one in the easy hopping direction. In an isotropic system, the distribution obviously cannot depend on the direction of transport. By making the system rectangular rather than square, i.e., shorter in the difficult hopping direction, it should be possible to obtain distributions in the two directions that are the same, thus making the anisotropic system effectively behave isotropically.
The task now is {'How do we choose the correct ratio of side lengths of the rectangle?"
From the research on localized systems[ll, 171 we know that in those cases, the ratio should be equal to the ratio of the localization lengths:
for localized systems, as these are obviously the appropriate length scales in their respective directions. This is of no use for critical systems as both localization lengths diverge at the transition. A closely corresponding nondiverging quantity is, however, available in the scaling function AM = XM/M, which has a finite critical value, independent o€ the system width M . 
9).
For comparison the corresponding distribution of an isotropic system is shown as well.
and cannot expect to approach the form of the critical distribution we see in Fig. 3 .1 for reasonable system sizes. Instead we merely show in Fig. 3.2 how the critical distributions change with the ratio of side lengths. The best value for the ratio according to Eq. (3.9) would be roughly 1.23. Taking the best-ratio rectangle as the "undeformed" base, we can also see from Fig. 3.2 that similar "deformations" have similar effects in the two directions, that; is, reducing the ratio by a factor y in one direction will cause the ensemble average < ln(g) > in that direction to increase, and the standard deviation to decrease, while the trend is opposite in the perpendicular direction. However, reducing the ratio by the same factor y in the other direction will result roughly in the same distributions as before, but with the one associated with the easy direction before now assigned to the difficult direction and vice uersa.
That the same procedure also works for sytems with spin-orbit coupling is shown in Fig. 3.3 , where we plot the conductance distribution €or an isotropic system with We have shown that the scaling procedure applicable to mapping the conductance distributions of localized anisotropic systems to the corresponding isotropic one can be extended in a straightforward manner to systems at the critical point of the Anderson localization-delocalization transition in both unitary and symplectic two-dimensional systems. Instead of the squares used for isotropic systems, one should use rectangles for the anisotropic ones, with a ratio o€ side lengths equal to the square root of the ratio of the critical values of the quasi-onedimensional scaling function.
