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A. SOUND-PRESSURE TRANSFORMATION BY THE EXTERNAL
EAR OF THE CAT
In a study on the acoustic properties of the cat's external ear, the sound-pressure
transformation from a free-sound field to the eardrum has been measured. In behav-
ioral auditory threshold determinations the stimulus is often specified in terms of free-
field sound pressure, whereas measurements of middle-ear transmission and threshold
responses of auditory-nerve fibers are usually referred to the sound pressure at the
eardrum. The sound-pressure transformation data may be used to relate these two
groups of measurements.
Amplitude and phase of the sound-pressure transformation have been measured up
to 15 kHz for several experimental conditions, such as opened or closed bulla and var-
ious sound-source azimuths.
In an attempt to investigate the physical factors that limit the sound-source local-
ization process in the cat, interaural sound pressure ratios and phase differences have
been determined for various sound-source azimuths.
G. von Bismarck, R. R. Pfeiffer
B. INVESTIGATIONS ON THE ABDOMINAL STRETCH RECEPTOR
SYSTEM OF CRAYFISH
The crayfish, a miniature freshwater version of the lobster, has an interesting net-
work of proprinceptors in its segmented tail. 1 Each side of each of the 6 abdominal
segments contains a pair of stretch receptor organs. Each receptor organ is connected
with the cell body of an afferent neuron in such a way that when the tail is flexed, thereby
increasing the length of the receptor organ, the receptor neuron responds with a train
of nerve impulses which are transmitted directly to the central nerve cord of the animal.
One of each pair of stretch receptor organs apparently sends information about the
amount of flexion between adjacent segments, for its neuron fires at a quite constant
frequency for a constant amount of flexion. The other organ of the pair apparently sends
information that a sudden increase in flexion has occurrred, for its neuron fires only
in response to a large, quickly applied flexion and stops firing within a few seconds.
While the details of the way in which mechanical stress in the receptor organ elicit
an action potential on the receptor neuron have received considerable attention only
R. O. Eckert has studied the entire network of (24) stretch receptors.2 Eckert's main
finding was that when the firing rate of a receptor neuron in one segment is increased
(by deforming the receptor organ) to 50-100 impulses/sec, efferent pulse trains are
elicited in nearby (especially the adjacent) segments. An efferent pulse train was
observed to cause a drastic reduction of the firing rate of the receptor neuron in that
segment. Eckert's work and some anatomical evidence suggest that there is a single
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efferent inhibitor neuron which synapses with, and can modulate the firing rate of, both
of the receptor neurons on one side of one segment.
In all of the previous work, including Eckert's, the surgery involved considerable
loss of blood and rather rapid (1-3 hours) deterioration of the preparation and death of
the animal. To counteract the loss of blood and delay deterioration, the preparation is
always bathed in physiological saline solution. It has been found,3 however, that a crus-
tacean's utilization of oxygen can be seriously reduced when the fluid bathing its
breathing apparatus is excessively salty. Hence, the condition of the animal and, in par-
ticular, of the central nervous system, which must receive oxygen from the circulatory
system and not the bathing medium, must be suspect in the aforementioned experiments.
Recently our group has developed a very simple technique for recording from the
dorsal nerve bundle (which includes the stretch receptor neurons) which (a) does not
result in death of the animal, and (b) allows the animal relatively complete freedom of
movement. The method employs fine wire electrodes anchored to the shell of several
segments. The end of an electrode wire makes contact with the body fluid near the
dorsal nerve bundle through a small hole drilled in the shell, and can record nerve
impulses on several of the half dozen or so nerve fibers in the bundle, as well as elec-
trical activity in the extensor muscles. When two such wires are used (one distal and
the other proximal) on one side of one segment, one receives unambiguous information
about the direction of travel (afferent or efferent) of the impulse and its velocity. Rela-
tive velocity measurements are an excellent way of identifying nerve spikes on different
fibers, since the relative velocity does not depend on the precise position of the elec-
trode relative to the nerve, as would, for example, relative amplitude measurements.
The advantages of our in vivo recording methods are the following.
1. There can be no deterioration of the nervous system, because of loss of blood
or lack of oxygen.
2. Stretch receptor activity (and activity in other neurons in the dorsal bundle and in
the extensor muscles) can be investigated over a long period of time, so that variations
caused by interactions of the stretch receptor system with other subsystems of the ner-
vous system can be observed and studied. (The first animal used in the development of
these techniques lived through two weeks of experimentation.)
3. Study of the stretch receptor activity can be made with the animal in normal
postures, as well as in artificially induced abnormal postures.
4. Stretch receptor activity can be observed during active flexion or extension,
since the electrodes remain in position even during violent motion.
The present experiments involve both a further study of the stretch receptor sys-
tem itself, including the mutual inhibition observed by Eckert, and the elucidation of
the role that the stretch receptor system plays in the over-all nervous system of the
animal. Although this is primarily a progress report, several preliminary results are
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worth pointing out.
1. Considerable flexion is required in order for receptor neurons to fire at all. In
the animal's normal resting positions, even with the tail tucked beneath the body in a
position of extreme flexion, the stretch receptor firing rates tend not to be as high as
the 50-100 spikes/sec rate Eckert used to observe inhibitory effects in adjacent seg-
ments.
2. On the other hand, we have observed an inhibitory effect on the stretch receptor
neurons in response to rather general mechanical stimulation of hairs on the skeleton;
for example, hairs on the uropods (tail fins) and at the back of the carapace (thoracic
shell). Such mechanical stimulation gives rise to a short-lived (1-5 sec) burst of effer-
ents on the dorsal nerve bundles and a significant (up to 50%) decrease in the average
receptor neuron firing rate while the efferent burst lasts.
3. Under certain conditions, a single stretch receptor nerve spike elicits a spike
on a motor nerve which drives the superficial extensor muscles in the same segment.
Often both the brief motor-nerve spike and the associated long-lasting electrical muscle
activity can be observed at the same time. The delay between the afferent receptor
spike and the efferent motor spike or resultant muscle activity is quite constant (approx-
imately 20 msec) and consistent with the travel times for the nerve spikes to and from
the central nervous system. Figure XVIII-1 shows the average of several hundred
responses to an afferent stretch receptor nerve spike. The data were recorded on ARC,
an average response computer.
Fig. XVIII-1. The average of several hundred responses to a stretch receptor
nerve impulse, as recorded on a distal electrode. Zero time
represents the arrival of a nerve impulse at a proximal elec-
trode. The slow wave at A is the muscle activity. The negative
slope at the extreme left is the trailing edge of a positive-going
stretch receptor impulse whose leading edge has already passed
the recording electrode. The positive deflections near B repre-
sent impulses on efferent neurons whose arrival at the.proxi-
mal electrode triggered the average response computer.
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The relation between the apparent inhibition of receptor neurons caused by hair
stimulation and the mutual inhibition observed by Eckert are being examined, as are
the conditions under which reflex stimulation of the extensor muscles occurs.
R. W. Henry
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C. CUMULATIVE BEHAVIOR OF AVERAGED POTENTIALS
It is quite apparent that data recorded from a living system cannot be considered as
a stationary process, 12 yet time averages are regularly computed for such data. This
lack of stationarity has no effect on the mechanics of forming an average, but it must
considerably alter the interpretation of an average. One assumes that the probability
distribution of the set of data does not change throughout the entire interval needed to
obtain the average. This assumption of stationarity is basic to any interpretation of an
average, for it says that data collected during any subinterval of the sample would be
the same (statistically speaking) as data collected in some other subinterval. The ques-
tion of the validity of the average as being characteristic of each individual response
must be answered by a close examination of the temporal inhomogeneities that are found
in the data themselves.
The averaged evoked response can be defined as an ordered set of averages
n
(tkk, where M (t k ) = x(T.+t ), with
i=1 k
x(t) = the instantaneous value of the data
n = number of responses
T. = instant of time of occurrence of the i t h stimulus1
tk = time interval following delivery of the it h stimulus.
In determining the set of averages, {Mn(tk)}k, most algorithms involve the determina-
n
tions of sums Yk = I x(T +tk), which can be defined as the cumulative evoked response.
i=l
These sums are related to the average by a multiplicative scale factor. If {x(Ti+ tk)}i
comes from a population with mean ikx (which itself is not necessarily invariant with
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time) and standard deviation o-kX, then the statistic will have mean ky = nI.kx and stan-
dard deviation 0-ky = kx. If we plot the statistic Yk against n, we expect the points
to be clustered about a straight line with slope skxbounded by confidence limits propor-
tional to c- kx Notice that the standard deviation of this statistic Yk increases only
as n, while the statistic itself increases as n. If kkx should change once during the
interval (To+tk, Tn+tk) to some new value Lkx, we expect that data to be clustered about
some new straight line having slope u' , and that it will exceed confidence limits basedkx
on Lkx and G-kx if we take a sufficiently large sample after the change. One could thus test
the hypothesis that the data are stationary by observing the extent of fluctuations of Yk'
the cumulative evoked response. The key point is that averages based on stationary data
build up uniformly - each point Yk tends to be a straight line. The human observer is
3-5
rather good at detecting orderliness or trends in a visual presentation of data ; hence
a visual display has been developed which allows the cumulative behavior of a forming
average to be examined and subjectively evaluated.
The cumulative response surface (Cum Surface) is a visual display that is designed
to allow the examination of the temporal inhomegeneities by observing the formation of
an average. Figure XVIII-2 illustrates the formation of this display. A set of accumulating
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(partial) sums, {Yk}k= { x(T +tk), are displayed successively. The first sum is based
on M evoked potentials (n=M). The second set, which is displaced up and to the right, con-
tains the first M potentials plus M additional potentials (n=M+M). The N t h waveform is
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the sum of NM potentials and includes the (N-1)M potentials contained in the immediately
preceding waveform (n=MN). In this example M = 10, N = 10. The intensity of the oscil-
loscope beam is modulated according to the displayed accumulating sum.
An example of the cumulative response surface is presented in Fig. XVIII-3. The data
Fig. XVIII-3. Single cumulative response surface based on data recorded
from a sleeping human subject. The figure is formed from a
sequence of 256 accumulating averages covering approximately
11 minutes. Each average covers 2 sec starting 50 msec before
the stimulus is presented. This figure includes the end of an
REM stage and the beginning of stage II sleep. The evolution of
late components in the average may be readily observed. The
data are clearly nonstationary and thus the interpretation of the
average is difficult. Data from vertex-midline occipital elec-
trode pair recorded on night 8, subject R.S. Stimulus was a
50-dB SL click presented once each 2.5 sec.
used in forming this surface were recorded from the scalp of a sleeping human subject;
included are recordings from the end of a period of Rapid Eye Movement (REM), sleep,
and the beginning of stage II sleep. The evolution of late components in the average is
clearly visible. The resulting average, based on 256 evoked potentials, is very diffi-
cult to interpret, since it is obviously based on nonstationary data. The display sug-
gests that an average based on potentials 100 to 256 might be more representative of
individual responses. Twelve cumulative response surfaces are shown in Fig. XVIII-4.
A plot of the final value of each accumulating sum is displayed at the right of the cor-
responding surface. If the data were stationary, then the surface should develop uni-
formly. It is quite apparent that this is not the case in the interval needed to accumulate
256 responses, even though the classification of the EEG in terms of stage-of-sleep
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Sequence of 12 cumulative response surfaces based on data
recorded from a sleeping human subject. The surface illus-
trated in Fig. XVIII-3 is the top surface in the right-hand
column in this figure. A plot of the final value of each
accumulating sum is displayed to the right of the
corresponding surface. Data from vertex-midline occipital
electrode pair recorded on night 8, subject R.S. Stimulus
was 50 dB SL acoustic click presented once each 2.5 sec.
Each average covers 2 sec and starts 50 msec before the
stimulus presentation. The vertical bar in the left corner
average represents 20 iV.
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remains unchanged.
The cumulative response surface is a three-dimensional display. The cumulative
behavior of the evoked potential at a particular time, t k , after the stimulus presentation
appears as the intersection of the surface with a plane of constant latency (constant k for
a discrete analysis). This two-dimensional display of {Yk}n allows a careful examination
of the cumulative evoked response at any selected time. It has been usefully applied to
analyzing data recorded from the brains of behaving animals,6, , 2 as well as data
recorded from sleeping human subjects. Figure XVIII-5 shows the cumulative evoked
n
response at 50 msec, Y-50 = I x(T.-50 msec), before the stimulus presentation and at
n i=l
250 msec, Y+250 = Z x(T+250 msec), after the stimulus presentation as a function of
i=l
n, the sample size. The upper trace corresponds to a positive peak in the time-locked
w
o
I-
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All that one needs is an oscilloscope with z-axis modulation (Tektronix 536, or a modi-
fied Tektronix 561A) and a slowly increasing voltage that can be added to the output ais-
play of the averager so as to provide the perspective. The averages presented in the
accompanying figures were computed on ARC. Prof. S. L. Chorover of the Department
of Psychology, M.I.T., suggested that a Technical Measurements Corporation Computer
of Average Transients (CAT) could be used to produce the display by alternately adding
a response and then subtracting a constant that is slightly smaller than the constant nor-
mally added by the analog-to-digital conversion process within the CAT.
S. K. Burns
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D. HYBRID SIMULATION OF HODGKIN-HUXLEY MODEL FOR NERVE MEMBRANE
A computer simulation of the Hodgkin-Huxley model for nerve membrane was devel-
oped on a hybrid (analog and digital) facility. [The Beckman-Scientific Data System
Hybrid Computer was made available to the author by the Instrumentation Laboratory,
M.I.T.] The results from the simulation were compared with the original calculations
of Hodgkin and Huxley. Also, data predicted by the simulation were compared with
more recent experimental results.
In 1952, A. L. Hodgkin and A. F. Huxley presented an empirical model in which the
current-voltage relations of a section of nerve membrane with uniform potential (space-
clamped) can be represented by the network shown in Fig. XVIII-6.
E m is the potential across the membrane. Emo is the value of this potential in the
resting state, that is, the state in which none of the model parameters are varying with
time. The sum of the current density charging the capacitance, Cm, and the ionic cur-
rent densities flowing through the parallel conductances is the total membrane current
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3G Na= G Nam (E,t)h(Em,t)
C:= 120 mmhos/cm 2
G K = GKn4(Em,t)
GK 36 mmhos/cm
2
S = 0.3 mmhocm2GL = 0.3 mmhos/cm
ENa = 55 mvolts
EK =-72 mvolts
EL = -50 mvolts
E = -60 mvolts
mo
C = 1.0 microfarad/cm2
m
Fig. XVIII-6. Electrical network representing nerve membrane.
density, Jm The ionic current density has three components, each of
mined by a potential difference and a conductance. For example, JNa'
the flow of sodium ions through the membrane, is equal to the product
ductance, GNa, and the potential difference (Em-ENa). Similarly, Jk
which is deter-
which represents
of the sodium con-
is equal to Gk
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times (Em-Ek). The product of GL and (Em-EL) represents current density attributable
to the flow of chloride and other ions through the membrane.
The important characteristics of the membrane are determined by the sodium and
potassium conductances. These are functions of membrane potential, E m , and time,
while all other parameters of the network are constant.
The batteries, ENa and E k , represent the potential arising from the differences in
concentrations of the respective ions inside and outside of the membrane. The values
of these batteries are the Nernst equilibrium potentials for the respective ions. The
value EL is approximately equal to the Nernst equilibrium potential for chloride ions.
Its exact value is, however, such that the total ionic current is zero at the resting poten-
tial. The resting potential is -60 mV when the network is not excited by external cur-
rents or voltages.
The parameters of the model were chosen to fit the voltage clamp data of the giant
axon of the squid, that is, the data used were the membrane current records resulting
from changes in the externally constrained membrane potential. The model predicts,
however, the electrical behavior of the axon membrane for a variety of experimental
conditions for which the membrane potential is not so constrained.
For ease of calculation, the value of the resting potential was subtracted from all
potential variables
V =E -E V= E -E
m m mo k k mo
V =E -E V= E- ENa Na mo L L mo
Thus, V = 0 when the membrane is at rest.
Hodgkin and Huxley chose to fit the conductances by the following variables: G =
4 3
Gkn (Vm, t), G Na= G Nam (V, t) h(Vm, t), and G L = GL. The conductance factors,
n(V m , t), m(V m , t), and h(V m , t) are solutions to first order, nonlinear, time-variant
differential equations; G k , GNa, and GL are constant.
Thus the total membrane current as a function of membrane potential and time
is
4Jm = Cm(dVm/dt) + Gkn (Vm' t)(Vm-Vk)
3
+ G Nam3(Vm , t) h(V m , t)(Vm-V ) + GL(V -V ).
Current density is in units of [iA/cm 2 ; potential, mV; conductance, mmho/cm 2
capacitance, iF/cm2 ; and time, msec. The parameters of the equation above
are defined below for a temperature of 6.3°C.
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d [n(Vm' t)] = a (V )[1-n(V , t)] -P (V ) n(V , t)
dt m nm m n m m
d [m(Vm,t) ] = a (V )[-m(V
, t ) ]  (V ) m(V m t)dt m mm m m
dt [h(Vm t)] = ah(Vm)[1-h(V m , t)]- Ph(Vm) h(V , t)
an(V m ) = 0.01(Vm+10)/(exp[(Vm+10)/10]-1)
Sn(Vm)= 0.125 exp[Vm/80]
am(Vm) = 0.1(Vm+25)/(exp[(Vm+25)/10]-1)
Pm(Vm)= 4 exp[Vm/18]
ah(Vm ) = 0.07 exp[Vm/20]
Ph(Vm) = 1.0/(exp[(Vm+30)/10]+1)
2 - 2
GK =36 mmhos/cm GNa = 120 mmhos/cm
GL= 0.3 mmhos/cm 2  VK = -12 mV
VNa = 115 mV VL = 10.063 mV
Cm = 1.0 F/cm
m
A complete block diagram of the hybrid simulation of the Hodgkin-Huxley equations
is shown inFig. XVIII-7. All variables - potentials, currents, and conductances -
were represented by voltages that were scaled by appropriate factors. The time
scale of the solution was altered by changing the gains of all of the integra-
tors of the system. The values of the 6 rate constants, a n , Pn' am' ,~, ah'
and Ph' were calculated and stored in the memory of the digital computer. The
digital computer sampled the analog membrane potential and determined the appro-
priate set of 6 rate constants and placed their values on the 6 digital-to-analog
output lines. All other computations were done on the analog portion of the hybrid
computer.
The following voltage and time scale factors were chosen.
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Fig. XVIII-7. Complete hybrid simulation of the Hodgkin-Huxley equations.
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Real Variable Simulation Variable
1.0 mV -0.5 V
1.0 mmho/cm 2  0. 1 V
1.0 pA/cm 2  -0.05 V
1.0 msec 100.0 msec
The simulation operated in two different modes. When the switch in Fig. XVIII-7 is
set in the current clamp position, the simulation represents a space-clamped section of
axonal membrane. When an adequate stimulus is applied, the simulated membrane poten-
tial exhibits a membrane action potential. A voltage-clamped section of axon membrane
is represented by the simulation when the switch is set in the voltage-clamp position.
The membrane potential may be changed to any desired value and the resulting ionic cur-
rent can be recorded.
Typical voltage clamp records from the simulation are shown in Fig. XVIII-8. The
membrane potential here was depolarized with a 60-mV pulse.
The response of the simulated space-clamped membrane to a short cur-
rent pulse is shown in Fig. XVIII-9. Along with the time course of the mem-
brane action potential is shown the time course of ionic current density, the
sodium, potassium, and leakage current densities, n(Vm, t), m(Vm,t), and h(Vm,t).
Detailed comparisons with the solutions that were calculated by Hodgkin and Huxley
showed that the hybrid simulation reproduced the solutions accurately. The following
phenomena have been investigated.
1. Time course of ionic current densities under voltage clamp constraints.
2. Time course membrane action potential.
3. Time course of membrane impedance during an action potential.
4. Existence of threshold and the form of the strength-duration curve.
5. Time course of subthreshold response.
6. Existence of refractoriness.
7. The properties of repetitive activity under prolonged depolarization.
8. Form of action potential from anode break excitation.
Furthermore, the predictions of the model were compared with results from
experiments in which the internal and external ionic concentrations of potas-
sium and sodium were varied (see Baker, Hodgkin and Shaw2). The results of
replacing internal and external potassium with sodium are shown in Fig. XVIII-10.
It was found that for experimental conditions in which the external solution has
a composition close to normal, the Hodgkin-Huxley equations predict resting poten-
tial changes that agree fairly accurately with experimental results. Under these
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Fig. XVIII-8. Simultaneous time course of n(V m , t), n 4(V , t),
m(Vm, t), m3(Vm, t), h(V , t), m3(Vm, t)h(Vm, t),
Jk(Vm, t), and JNa(Vm, t) for a 60-mV pulse of
12.5-msec duration under voltage clamp.
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Fig. XVIII-9. Simultaneous time course of J ionic (Vm, t), V m(t), Jk(V, t), J(V t), JL(Vt), n(V, t), m(V m , t), and
h(V m, t) for a membrane action potential. The stimulus is an external current density, 85 pA/cm in
amplitude, and 0.5 msec in duration.
1 1
e~i--Le-~ti~
lit
......... . ..... . ... -- -..
. . + , . . ..-- - - - -
- - . I 1 -1 - ! T 7 1 . I-- ~ ~ -- -- -- ---  -- --
I'i!iit:iiii
I I I 1:i t;t i :11ilil
t ++ f
C--f-i-ti--L-1, :
(XVIII. COMMUNICATIONS BIOPHYSICS)
50
40
30
20
10
-10-
-20-
-30-
-40
-50-
RESTING POTENTIAL
(MV)
10 200 300 400 500
INTERNAL POTASSIUM ION
CONCENTRATION (mM)
IOM
-60i
-7 0
Fig. XVIII- 10. Simulated resting potential vs internal potassium ion concen-
tration for three external potassium ion concentrations. Empty
circles represent recordings from the hybrid simulation. A
curve was drawn through the points by the author. The circled
marks are from Baker, Hodgkin, and Shaw, 1962. They rep-
resent the average of many experimental points. The lines are
drawn according to the appropriate Nernst potassium equili-
brium potential. The Nernst potential is not visible in the
upper curve because it coincides with the experimental curve.
conditions, the H-H equations fit experimental data at least as well as other models
that have been proposed for the resting potential.2-4
A full report of this study appears in the author's Master's thesis.
P. Demko, Jr.
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