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In the modern era a great amount of emphasis is placed on data visualisation, especially in
cases where a large amount of data is present. Usually, in these instances, the data is of a
high-dimensional nature which cannot be visualised using conventional means. Fortunately,
there has been a recent surge in using biplots to visualise multivariate data, where biplots
can be described as a generalisation of a scatterplot. Moreover, these biplots use dimen-
sion reduction techniques to construct a two-dimensional representation of the data with
non-orthogonal axes. However, at present, an effective biplot construction technique which
adequately separates classes, in cases where categorical data is present does not exist.
Hence, this research builds upon an existing biplot construction technique by using ele-
ments from Canonical Variate Analysis (CVA) and non-linear Principal Component Analy-
sis (PCA) to develop a technique that can perform class separation in cases where numerical
and categorical data is present. This novel biplot construction methodology forms the crux
of this research assignment. Subsequently, the feasibility of this method was explored by
considering the well-known Iris data set where two variables are binned to form categorical
variables. It is shown that this novel method improves upon existing biplot construction
in terms of classification accuracy and class separation. However, it is noted this method
can be extended by incorporating CVA in the iterative algorithm which solves the optimal
categorical level scores.
A web-based Shiny application was built as supplement to this paper, and can be found
at https://davidrodwell.shinyapps.io/CategoricalCVABiplotApp/. Here the user can





In die moderne era word daar baie klem gelê op die visualisering van data, veral in waar
groot datastelle betrokke is. In hierdie gevalle is die data gewoonlik hoë-dimensioneel van
aard, wat veroorsaak dat dit nie deur konvensionele maniere visueel voorgestel kan word
nie. Onlangse verwikkelinge het gelei tot ’n toename in die gebruik van bi-stippings om
multi-veranderlike data voor te stel, waar bi-stippings as ’n veralgemening van ’n spreid-
ingsdiagram beskryf kan word. Hierdie bi-stippings gebruik dimensie verminderingstegnieke
om ’n twee-dimensionele voorstelling van die data op ’n nie-ortogonale assestelsel te kon-
strueer. Huidiglik bestaan daar nie ’n effektiewe bi-stipping konstruksietegniek wat klasse
kan verdeel wanneer kategoriese data teenwoordig is nie.
Hierdie navorsing bou op ’n bestaande bi-stipping konstruksietegniek wat elemente van
Kanoniese Veranderlike Analise (KVA) en nie-lineêre Hoof Komponent Analise (HKA) ge-
bruik om ’n tegniek te ontwikkel wat klasse kan verdeel in gevalle waar numeriese sowel as
kategoriese data teenwoordig is. Hierdie nuwe bi-stipping konstruksie metodologie vorm die
kruks van hierdie navorsingstaak. Die lewensvatbaarheid van hierdie metode was ook on-
dersoek deur die welbekende Iris datastel te oorweeg, waar twee veranderlikes ingedeel word
om kategoriese veranderlikes te word. Dit is gewys dat hierdie nuwe metode die bestaande
biplot konstruksietegnieke verbeter in terme van klassifikasie akkuraatheid en klas verdeling.
Daar was wel opgemerk dat hierdie metode uitgebrei kan word deur KVA in die iteratiewe
algoritme te inkorporeer, wat die optimale kategoriese vlak tellings oplos.
’n Web-gebaseerde Shiny toepassing was gebou as supplimentêr tot hierdie artikel, en kan
gevind word by https://davidrodwell.shinyapps.io/CategoricalCVABiplotApp/. Hier
kan die gebruiker self interaksie hê met die datastelle, voorgestelde metadologie, en funk-
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Abstract
In a world where data is becoming one of the sought after assets, techniques to visualise
and understand large amounts of data is paramount. In most settings, this data is usu-
ally of a high-dimensional nature which further stresses the need for effective visualisation
techniques. Hence, this paper expands upon a multivariate visualisation technique called
biplots in cases where categorical variables are present. In particular, a new biplot con-
struction methodology, named CVA(Hr), which incorporates concepts from both non-linear
principal component analysis and canonical variate analysis, is developed. This technique
is then showcased using the Iris data set where two variables are binned to form categorical
variables. It is shown that this novel method improves upon existing biplot construction in
terms of classification accuracy and class separation.
Keywords: Biplots, CVA, Categorical Data
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In the wake of the industrial revolution, the introduction of computers drastically trans-
formed the way in which data is processed and visualised. A large emphasis has subsequently
been placed on highly flexible classification methods to effectively analyse these vast amounts
of data. In using these methods, however, the interpretability of the resulting coefficients
is usually either infeasible or difficult. This well-known trade-off between flexibility and
interpretability is visually described in James, Witten, Hastie and Tibshirani (2013). Most
classification techniques do not provide output in a form that is easily comprehensible. This
issue is further compounded in cases where the underlying data is highly-dimensional. Van
der Merwe (2020) states that in cases where the visualisation of a classification technique
is possible, the resulting classification will be better understood than compared to complex
“black-box” methods.
This paper expands upon an existing multivariate visualisation technique known as biplots,
where biplots can be best understood as a multivariate generalisation of a simplistic scatter-
plot (Greenacre, 2010). In particular, this paper assesses the feasibility of using non-linear
Principal Component Analysis (PCA) in conjunction with Canonical Variate Analysis (CVA)
when categorical variables are present. The effectiveness of this biplot construction method
is demonstrated through the use of a transformed version of the well-known Iris data set
where two variables were transformed into categorical variables using a binning procedure.
The remainder of the paper is as follows: the construction of PCA, CVA, and non-linear
PCA biplots are discussed in section 2; thereafter the new technique, referred to as CVA(Hr),
will be presented along with the IRIS data set, which will be used to construct the biplots.
Thereafter, the various sets of biplots namely, catPCA and CVA(Hr) will be given together
with accuracy metrics in section 4 to show that the new CVA(Hr) technique improves on
the existing non-linear PCA biplot; the paper is concluded in section 5 with a summary and
discussion of areas for further research.
2. Literature Review
In this section some necessary mathematical background on the construction of the two
most popular biplots, namely PCA and CVA, are provided. The PCA biplot has further
been extended to a non-linear PCA case, which can accommodate both nominal and ordinal
categorical variables. The necessary literature overview and mathematical background for
this extension is also provided. These three biplots forms the basis of the methodology
introduced in section 3.
2.1. Biplots
In the traditional setting of two variables, a scatterplot can be utilised to visually represent
data using two orthogonal axes. As mentioned in Greenacre (2010), biplots can be seen as
an extension of the scatterplot to accommodate p variables by introducing p axes which can
3
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assume any orientation. In the same manner that the values of the two variables associated
to a particular point can be read on a scatterplot by perpendicularly projecting points onto
the X1 and X2 axis, the values of the p variables can be read in a biplot by perpendicular
projecting the points onto the p axes, as demonstrated in figure 1. It should be noted
that these values are only an approximation since the dimension of the biplot is lower than
the true dimensionality of the data. Furthermore, in a biplot, the correlation between two
variables can be inferred by analysing the direction of the axes. Two variables will have
a strong positive correlation if their axes point in the same direction (X2 and X5 in figure
1(b)), whereas a strong negative correlation will be apparent if the two axes point in opposite
directions (X3 and X4 in figure 1(b)). If two axes are perpendicular to each other, then one
can infer that the variables show little or weak correlation (X1 and X2 in figure 1(b)).
x1
x2
(a) A scatterplot representing the relationship






(b) A biplot representing the relationship between five
variables with non-perpendicular axes.
Figure 1: A comparison between a traditional scatterplot and a biplot adapted from Greenacre (2010).
The remainder of this section is dedicated to presenting the various techniques used to
construct three variations of biplots, namely PCA, CVA, and non-linear PCA types.
2.2. PCA
When visualising high dimensional data in two or three-dimensions an effective dimension
reduction technique is needed. Fortunately, many such dimension reduction techniques
exist in literature and one of the most well-known techniques is that of PCA. One of the
key benefits of using PCA in this setting is that it is easy to understand and explain to
non-practitioners. The aim of PCA is to obtain a set of uncorrelated linear combinations
of measured variables that can best summarise the total sample variable from a larger set
of measured variables (Hotelling, 1933). A simple and coherent summary of PCA can be
found in Jolliffe and Cadima (2016) and is summarised as follows.
Let X : n×p be a centred matrix such that 1′X = 0′ . Then PCA involves finding any linear
combination such that Var(Xm) = m′Sm is maximised, where m is a vector of constants
4
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m1,m2, . . . ,mp and S is the sample covariance matrix. In order to maximise the above
problem with a well-defined solution, an additional restriction is imposed, namely that the
vector of constants are unit-norm vectors (m′m = 1). Hence, the problem is equivalent to
maximising the following expression,
m
′
Sm− λ(m′m− 1) (1)
where λ is a La Grange multiplier. After differentiating (1) with respect to the vector m
and setting equal to the null vector, it reduces to the following eigenvector equation
Sm = λm. (2)
Thus, the solution to (2) is m, the eigenvectors of S. Since S is a real symmetric matrix, it
follows that S has exactly p real eigenvalues. In order to satisfy the additional constraint,
the eigenvectors can be normalised to form an orthonormal set. The columns of Xm, with m
now denoting the set of orthonormal eigenvectors of S, are commonly referred to as principal
components. Hence, it follows that the full set of eigenvectors of S are the solutions to the
problem presented in (1). In the following subsection, it will be shown that performing
singular value decomposition (SVD) on the centred matrix is equivalent to PCA.
2.2.1. PCA and its relation to SVD





where U : n × r, V : p × r are matrices with orthonormal columns such that U′U = I =
V
′
V and D : r × r a diagonal matrix. The elements of D are equal to the non-negative
square root eigenvalues, otherwise known as the singular values, of X in decreasing order.





























Comparing this with the eigenvector problem in (2), the eigenvalues of S are on the diagonal
of the matrix D2
n−1 , and the columns of V are the corresponding eigenvectors. Therefore, the
principal components in the case of SVD are given by XV. Thus, the results given above
show that SVD on the centred matrix is equivalent to PCA. In the next subsection it is
demonstrated how SVD is used to construct a PCA biplot.
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2.2.2. PCA biplot construction
The methodology on how to construct arguably the most traditional biplot, namely the
PCA biplot, is presented in Gower, Lubbe and Le Roux (2011), and can be summarised as
follows. Let X : n× p be a centred matrix of rank r. Then X can be written in terms of its
SVD as X = UDV, with U : n× r, D : r× r and V : r× p, such that the columns of U and
V are orthonormal. Thereafter, the best rth dimensional representation of the original data
set X is obtained. Usually r is chosen to be two, which then requires a set of coordinates.
The coordinates, say {Z1, Z2}, of the best-fitting two-dimensional approximation of the
centred matrix X is given by Z = XV′[2], where V[2] : p× 2 are any two rows of V
′ (usually
the first two as they relate to the largest eigenvalues). Moreover, the two rows of V′[2]
are used in determining the direction of the axes and providing the coordinates of unit
markers. However, as noted in Gower and Hand (1996), these markers are not scaled to
the standardised variable for which additional multivariate scaling techniques are used to
extend the axes to cover the full plotting space and to have the accompanying tick marks.
2.3. CVA
The journey to CVA began with the more familiar linear discriminant analysis (LDA) pro-
posed by Fisher (1936). This involved finding a linear combination of p-measured variables
which best discriminates between two groups. The manner in which LDA best discriminates
between groups is to find a vector m such that the ratio of the total variance (Σ) to the








A linear combination m′x which maximises (5) is known as the first linear discriminant
function or the first canonical variable and will form the complete solution for the two-
group case.
Thereafter, Rao (1948, 1952), proposed an extension of Fisher’s LDA to the multi-group case.
The aim in this multi-group setting is to obtain a set of uncorrelated linear combinations of
p-measured variables that best discriminate between J groups. Now suppose that X : n× p
is the matrix of individual observations which are assumed to be centered such that 1′X = 0′
so that X′X is the total sums of squares and cross-products (SSP) matrix. Further, suppose
that X′X can be partitioned into a between-groups SSP matrix, B, and a within-group
SSP matrix W such that X′X = B + W. Then the linear combination which optimally
discriminates between J groups in the case of n samples is defined by the vector m which








It can further be shown that since Σ̂ and Σ̂W are proportional to X
′
X and W, that the














also maximises the ratio given in (7). For the rest of this section only the ratio given in (8)
will be considered. Since the vector m is only uniquely defined up to a scalar multiple, the
search space is subsequently restricted by imposing a constraint, namely that m′Wm = 1.
Thus the vector m which maximises (8) while satisfying the constraint above as given in









⇒ Bm = λWm. (10)
Hence, the vector m which maximises the ratio in (8) is the eigenvector of the two-sided
eigenvalue problem. It is clear that the p eigenvectors and eigenvalues can be represented
simultaneously by,
BM = WMΛ, (11)
where Λ : p×p is a diagonal matrix with the ith diagonal element equal to the ith eigenvalue
obtained in the two-sided eigenvector problem satisfying the constraint M′WM = I. This
constraint can be viewed as the initial constraint extended over the p measurable variables.
Furthermore, Rao (1952) notes that the ith eigenvalue (λi) in the diagonal of Λ quantifies
how effective the linear combination m′ix separates the groups, where mi is the ith row
of M. Subsequently, the coefficient vector mi : i = 1, . . . , p is defined as the ith sample
canonical variable. However, since the last p − K, where K = min(J − 1, p), coefficient
vectors are not uniquely defined, only the first K coefficient vectors will be considered and
be referred to as canonical variables. Hence, the K rows spanned by XM will occupy at
most K = min(J−1, p) dimensions and may be approximated in fewer dimensions by PCA.
The above gives a clear indication that canonical variables for a sample can be obtained






are canonical variables. Moreover, Gower and Hand (1996) states that any pair of coefficient
vectors, mi, mj with j > i and i, j ∈ [1, K], are orthogonal so that the group separation
is performed in opposite directions resulting in canonical variables being uncorrelated with
7
Stellenbosch University https://scholar.sun.ac.za
each other. Since canonical variables can be perfectly represented in K ≤ p dimensions, in
addition to the canonical variables being chosen to maximise the group separation while be-
ing uncorrelated with each other, the multi-group case of LDA can be considered equivalent
to CVA. It must be noted that this approach of CVA is made possible through a one-step
method by considering the solution to the two-sided eigenvalue problem. The next method
discussed will consider a two-step approach as proposed by Gower et al. (2011).
The two-step approach provided by Gower et al. (2011) first considers the transformation of
the original variables into the canonical space and thereafter, approximating the canonical
sample points by PCA. In the multi-group LDA setting, these two steps were combined by
solving the two-sided eigenvalue problem.
A transformation into the canonical space as noted by Gower et al. (2011) is governed by a
nonsingular transformation matrix L : p× p such that LL′ = W−1, which can be obtained
as the solution to the following eigenvalue equation,
WL = LΛ. (13)
Thereafter, the eigenvectors of L are scaled so L′WL = I. This scaling ensures that all
eigenvectors are orthogonal to each other. As a result, the transformed values y′ = x′L
of the p-measured variables reside in the canonical space and are referred to as canonical
variables which are uncorrelated with each other.
In the second step, PCA is performed on the canonical means X̄L through the use of SVD. In
particular, the PCA approximation of the canonical means ̂̄XL is (X̄L)VJV′ where J : p×p
is the p-dimensional unit matrix and LV = M as in the case of the multi-group LDA. This
application of PCA can be geometrically interpreted as fitting a plane, or hyperplane in the
case of K > 3 dimensions, of best fit through the canonical means. The benefit of using
SVD in this instance is that it inherently maximises the variance ratio given in (8) as a
natural consequence of the least-squares property in the SVD.
It is clear that the two-step approach provides a method of generating canonical variables
in a reduced number of dimensions that optimally separates groups. Furthermore, these
canonical variables is obtained in such a manner so that each of the canonical variables are
uncorrelated with each other. Hence, the two-step approach can be considered as another
case of CVA.
2.3.1. CVA biplot construction
As mentioned in Campbell and Atchley (1981), CVA biplots provides a method of visu-
alisation to represent differences between the means of K groups in a reduced number of
dimensions. The application of using CVA biplots on multivariate data has been explored in
multiple disciplines, for example Gardner and Le Roux (2005), Walters and Le Roux (2008),
Aldrich et al. (2004), Varas et al. (2005) and Alkan et al. (2015)) amongst others.
Gower et al. (2011) describes the manner in which a CVA biplot is constructed using the
two-step approach. The first step involves transforming the target matrix X : n× p into the
8
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canonical space Y = XL such that L′WL = I. This transformation is visually explained in
figure 2(b), where the green arrows represent the rotation of the old axes. The nonsingular
matrix L scales the eigenvectors so that the Mahalanobis2 D2 distance between-class means
in the original p-dimensional space are Pythagorean3 distances in the canonical space. More-
over, the assumption that the independent variables are normally distributed under each
group, results in the classification regions assuming the form of a r-dimensional sphere. In
the case of three classes having ellipsoidal distribution the transformation to the canonical
space can be seen in figure 2(b).
(a) A figure of three classes with ellipsoidal shaped dis-
tributions with the class means assumed centred around
the origin. The ellipse around the points denote the clas-
sification regions (individual sample points not shown).
(b) A figure of three transformed classes transformed to
the canonical space through the relationship XL. The
ellipsoids around the points denote the classification re-
gions.
Figure 2: A figure adapted from Gower et al. (2011), depicting the transformation of three classes from
the original data matrix X, which is assumed to follow a ellipsoidal shaped distribution, into the canonical
space through the relationship Y = XL, where L is a nonsingular matrix. The green arrows represent the
relative position of the new axes to the old axes (black), with the various rotations governed by the matrix
multiplication XL. The spherical nature of the classification region is a result of the normality assumption
of CVA.
After transforming the original variables into the canonical space, PCA is used to fit the
least-squares plane, or hyperplane for more than three classes, to the canonical means. In
particular, PCA is used to approximate X̄L, the canonical means, with Ŷ = ̂̄XL = UDV[2].
The above is shown in figure 3. Thereafter, the class mean coordinates can be approximated






[2] : p × 2 is
the normalised eigenvector of LV′[2] and is used in constructing the axes of the respective
2The Mahalnobis D2 distance between class k and h is defined as δkh =
√
(x̄k − x̄h)′W−1(x̄k − x̄h)
3In this research proposal the Pythagorean distance is the ordinary Euclidean distance with the distances
between class means k and h defined as dkh =
√
(x̄k − x̄h)(x̄k − x̄h)
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variables. The coordinates for the two-dimensional approximation of the canonical subspace
is given by Z = XLV′[2]. These points are then classified to its nearest canonical mean
according to the Mahalanbobis distance metric. Also, since CVA is equivalent to multi-class
LDA, CVA optimally discriminates between the J groups by maximising the between-class
to the within-class variance ratio given in (8). This is one of the main advantages if using
CVA over PCA when constructing biplots.
Although PCA and CVA biplots allow for an effective visualisation technique in the presence
of high-dimensional data, they are restricted to only incorporate numerical variables. One
method to introduce categorical variables is through label encoding, where each unique value
is assigned a number, however this is not ideal. For this reason non-linear PCA biplots were
developed. This biplot construction technique aims to convert a data matrix, which consists
of numerical and categorical variables, to an optimal numeric form. These non-linear PCA
biplots will be the topic covered in the following subsection.
Figure 3: The dots in the left diagram represent the class means in the canonical space. A least-squares
plane (grey rectangle) can then be fitted through each of these points, resulting in a 2-dimensional space
which forms the basis of the CVA biplot.
2.4. Non-linear PCA
Non-linear PCA biplots, also known as catPCA biplots, is a technique used in cases where
categorical variables with different measurement levels (e.g. ordinal and nominal) are present
within the original data matrix X : n×p. As in the case of traditional PCA, the objective of
catPCA is to reduce the dimension of the data set X into a smaller target matrix Y : n× r
where r < p such that the variables in Y are uncorrelated but still represent the original
data set X.
In order to represent categorical (both nominal and ordinal) variables in a matrix, a pseudo-
numeric form is used. This form records the nominal variables such that the kth variable
is represented by the matrix Gk : n × Lk where Lk denotes the number of category levels.
The Gk matrix is structured in a manner such that the ith row of Gk is zero except for a
single unit in the column relating to the actual category level taken by the ith sample. The
10
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indicator matrix G for the complete data is obtained by combining the category variables
to give,
G = [G1,G2, . . . ,Gk, . . . ,Gp] : n× L, (14)
where L = L1 + L2 + . . .+ Lk + . . .+ Lp.
Now, suppose the original data matrix X can be written in the form denoted as,
Hcat = [G1z1,G2z2, . . . ,Gkzk, . . . ,Gpzp] (15)
where G is the indicator matrix of complete data and zk : Lk×1 is a numeric column vector,
often termed quantifications. As mentioned in Gower et al. (2011), in homogeneity analysis
the aim is to replace the category levels by numerical optimal scores such that X can be
replaced by Hcat, otherwise stated, finding an optimal numeric representation of X. Hence,
the goal of catPCA is to find optimal vectors of zk such that it maximises the sum of the first
r eigenvalues of the matrix resulting from principal components of Hcat. It is worthwhile
to note that, in the case of a numeric variable (say t), the initial zk vector entries will be
the numeric values of the continuous variable so that the kth column of Hcat is equal to
Gkzk = It, where I is the usual identity matrix. Assuming that all the z vectors are scaled,
such that centred columns of Hcat are normalised, the objective function for catPCA can
be formulated as
min ||Hcat −Ycat||2, (16)
where Ycat = UDV[r] is the SVD of the centred matrix Hcat with rank(Ycat) = r < p.
In this paper only two-dimensional biplots are considered, hence in this step we set r = 2.




||Gkzk − yk||2 (17)
where yk is the k-th column of Y. Considering the representation of the objective function
in (17), the optimal z quantifications can be obtained independently by solving,
min ||Gkzk − yk||2. (18)
It is noted, as stated in Gower et al. (2011), that Y can be rearranged in order to ensure that







is required to be taken into account. Thus, the minimisation in (18) results in a constrained















It needs to be noted that extra care should be given to categorical variables where a natural
order is required to be maintained in the categorical levels (i.e. ordinal variables). In cases
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where the optimal quantifications are not naturally ordered, an ordering constraint can be
imposed by introducing ties4. For example, suppose that the natural order of an ordinal
variable is a < b < c with resulting optimal quantifications zb < za < zc. Since zb < za, a tie
is introduced so that za = zb < zc.
Furthermore, Gower et al. (2011) states that solutions for categorical PCA are not nested.
For example, the optimal solution for r = 4 does not include the solution at r = 3 and hence,
at each dimension an optimal solution must be computed. Moreover, once convergence is
obtained for an optimal solution, the resulting matrix becomes a numerical data matrix
denoted as H∗cat from which a PCA biplot can be constructed.
Thus, it is clear that catPCA expands on the more traditional biplot construction techniques
by allowing the use of categorical variables. It does, however, not optimally discriminate
between classes as in the case of CVA. Hence, the next section will introduce a second
method of incorporating categorical variables on axes in a biplot setting. This method will




In this section a new method to construct CVA biplots in instances where categorical vari-
ables are present will be proposed. The goal of this technique is, through the use of non-linear
PCA (Michailidis and De Leeuw, 1998), to convert the original data matrix X into a combi-
nation of indicator matrices G, and numeric vectors z, such that X ≡ H = Gz. The numeric
vectors z are solved iteratively so that the resulting matrix, denoted Hr, where r =rank(Hr),
is the best rth dimensional PCA representation of the H matrix. Thereafter, the resulting
Hr matrix is used as an input matrix to construct a CVA biplot. This new method will
be referred to in this paper as CVA(Hr). The technique of CVA(Hr) is discussed in greater
detail below. Thereafter, the context of the Iris data set will be presented. This section will
conclude with a discussion on which biplots will be constructed on the Iris data set.
3.2. CVA(Hr)
Assuming, as before, that the original data matrix X : n× p can be written in the form of
X ≡ H = Gz, where
H = [G1z1,G2z2, . . . ,Gpzp] . (20)
The optimal z-quantifications are then obtained in the same iterative manner as in the case
of catPCA through solving the objective function given in (16) and considering the solution
4A technique which makes use of monotone regression to ensure a natural order is maintained
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to the constraint regression problem in (19). However, in CVA(Hr), Ycat = UDV[r] is
the SVD of the centred matrix H with rank(Ycat) = r ≤ p. In contrast to catPCA, r
is not required to be set equal to two since an additional dimension reduction procedure
is performed at a later stage. Consequently, a pseudo-numeric representation is obtained
denoted Hr. However, in the case of CVA(Hr), rank(Ycat) = r = 2, 3, . . . , p, will also be
considered. It is worth noting that if Ycat is full-rank, i.e. r = p, the z-quantifications are
simply rotated to the principle axes. The above differs compared to catPCA where only
the case of r = 2 is considered. Furthermore, the final z-quantifications might differ when
treating categorical variables as ordinal compared to nominal. The reason for this is due
to the possible introduction of ties in ordinal variables to preserve the natural ordering of
variables. As a result, the optimal matrix Hr will differ if a particular categorical variable
is considered nominal versus ordinal and ties are present in the ordinal case.
Upon achieving an optimal pseudo-numeric form of X, a CVA biplot can be constructed
by transforming the resulting Hr matrix into the canonical space through S = HrL with
L
′
L = W−1. Thereafter, PCA can be used to approximate the canonical means ̂̄HrL witĥ̄S = ̂̄HrL = UDV[2]. It is worth noting that the SVD performed on ̂̄S provides the oppor-
tunity to consider higher ranks of Ycat, since the rank of the canonical means is ultimately
reduced to the case where rank(UDV[2]) = s = 2 which allows points to be plotted in the
canonical space. Similarly to the case in the PCA biplot, the class means can be approxi-






[2] : p× 2 is the normalised eigenvector
of LV′[2] and is used in constructing the axes of the respective variables.
3.3. Iris data set
The Iris data set is one of the most widely used data sets for showcasing new supervised
learning modelling techniques. In particular, the data set is ubiquitous in showcasing the
application of LDA. Introduced by Fisher (1936), the data set was initially used to quantify
the morphologic variation of three species of Iris flowers. The data set contains 50 samples
from each of the three species (Iris Setosa, Iris Virginica, and Iris Versicolor). In addition,
each sample consists of four recorded features of the flower namely, the length and width of
the sepals and petals measured in centimetres. A summary of descriptive statistics for the
Iris data set can be found in table (A.1).
In order to introduce categorical variables in the data set, the last two variables namely,
petal length and petal width, were transformed into categorical variables through bin-
ning so that each category level is equal in width5. In this instance the categories were split
into five category levels namely, Very Small, Small, Average, Large and Very Large. The
intervals of the binning procedure can be found in table 1.
The constructed CVA(Hr) biplots using the Iris data set where petal length and petal
width are transformed into categorical variables (both nominal and ordinal cases) are given
5Other groupings of categorical variables were also performed with similar results.
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Table 1: The label associated with the various intervals after binning is performed to transform petal
length and petal width into categorical variables with five levels with each level being equal in length.
Petal Length Petal Width




Very Large (5.72,6.91] (2.02,2.50]
in the following section. Thereafter, the classification accuracy of the CVA(Hr) biplots are
compared to that of the catPCA biplots.
4. Results
In this section, the catPCA and CVA(Hr) biplots, where rank(H) = r = 2, 3, 4, based on the
Iris data set will be presented. This section will be split into two separate subsections. In
the first subsection the case where petal width and petal length are treated as nominal
variables will be considered. This will be followed by the case where petal length and
petal width are treated as ordinal variables. Accuracy metrics generated from confusion
matrices will be provided and discussed in detail as well. The raw confusion matrices can
be found in Appendix D.
4.1. Nominal case
In the nominal case no natural order of categorical variables is required to be maintained. As
a natural consequence, no ties will be introduced which allows for easier interpretation of the
biplots. To further improve the interpretation of the biplot, Blasius, Eilers and Gower (2009)
proposes that the axes of the categorical variables are segmented according to their various
category levels, with each level assuming a different colour. The catPCA biplot along with
the CVA(H2) biplot is shown in figures 4 and 5 respectively. The CVA(H3) and CVA(H4)
biplots are given in the appendix under figure B.1. In addition, the accuracy metrics of the
various biplots can be found in table 2.
From observing the biplots, it is clear that the CVA(Hr) biplot is superior in terms of class
separation. The above is confirmed when consulting the total accuracy column in table
2 where the CVA(H2) biplot boasts a 15% increase accuracy in both the Versicolor and
Virginica species classification. Even though the accuracy in the case of the CVA(H3) and
CVA(H4) biplots is greater than that of the catPCA biplot, the accuracy of these biplots
diminishes as the rank of H increases. The above could suggest that the most accurate
14
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biplot representation is achieved when the rank of H and the dimension of the biplot are
equal
It is further interesting to note that the variables that discriminate best between the classes
are consistent across the two biplot construction techniques. In both biplots, petal width
and petal length greatly discriminate between classes in contrast to sepal length which
moderately discriminates between classes and sepal width, which offers little to no indica-
tion that the variable can separate classes.
Table 2: Classification and misclassification type errors for the catPCA and CVA(Hr) biplots where the
last two variables were treated as nominal. The full data set was used in creating the classification regions.




































k=1 (Gkzk − yk)
2 with J equal to the
number of classes, TP equal to number of true positive cases, TN equal to number of true negative cases,
FN equal to the number of false negative cases, FP equal to the number of false positive cases and N equal






























Se 0.990 1.000 0.990 0.980 0.020 0.000 1.000
0.343Ve 0.780 0.692 0.857 0.720 0.280 0.160 0.840
Vi 0.780 0.714 0.852 0.700 0.300 0.140 0.860
CVA(H2)
Se 0.990 1.000 0.990 0.980 0.020 0.000 1.000
0.343Ve 0.935 0.902 0.960 0.920 0.080 0.050 0.950
Vi 0.940 0.920 0.960 0.920 0.080 0.040 0.960
CVA(H3)
Se 1.000 1.000 1.000 1.000 0.000 0.000 1.000
0.011Ve 0.855 0.973 0.876 0.720 0.280 0.010 0.990
Vi 0.920 0.778 0.989 0.980 0.020 0.140 0.860
CVA(H4)
Se 1.000 1.000 1.000 1.000 0.000 0.000 1.000
0.000Ve 0.800 0.778 0.857 0.700 0.300 0.100 0.900


































Figure 4: catPCA biplot compiled using the catPCA function in R with the categorical variables treated as









































Very LargeLarge Average Small
Very Small
Setosa Versicolor Virginica
Figure 5: CVA(Hr) biplot compiled with rank(H) = 2 with the categorical variables treated as nominal.The




In the ordinal case, the natural order of categorical variables must be maintained. Thus,
in the case where the final z-quantifications do not preserve this natural order, ties will be
introduced which may hinder the overall interpretation of the biplots. To further improve the
interpretation of the biplot Blasius et al. (2009) proposes that axes of the ordinal categorical
variables are segmented according to different thickness levels across the various category
levels. The segmentation is performed so that the lowest ordered level is given the thinnest
segment while the highest ordered level is given the thickest segment. The above allows for
an intuitive understanding when referring to the ordinal category axes. The catPCA biplot
along with the CVA(H2) biplot is shown in figures 6 and 7 respectively. The CVA(H3) and
CVA(H4) biplots are given in the appendix under figure B.2. In addition, the accuracy
metrics of the various biplots can be found in table 4.
Again, as in the nominal case, the CVA(Hr) biplot technique is superior in terms of class
separation and accuracy. The overall classification accuracy difference between the CVA(H2)
biplot and catPCA biplot is further increased to 15.5% and 16% for the Versicolour and
Virginica classes respectively. The pattern of decreasing accuracy persists, however, when
the rank of H increases. Also, in the ordinal case, two additional concerns are apparent,
namely the introduction of ties and the collapsing of the categorical axes as the rank of
H increases. The variables that discriminate between classes, however, remain consistent


































Figure 6: catPCA biplot compiled using the catPCA function in R with the categorical variables treated as




To observe the the reason for the introduction of additional ties, the final z-quantifications for
the CVA(Hr) biplots can be observed in Appendix C. In comparing the z-quantifications ob-
tained in the third row (rank(H) = 4) in the two figures, it is clear that the z-quantifications
in the ordinal case tends to converge at the higher-ordered levels compared to the nominal
case, where the z-quantifications follows a more quadratic curve. Hence, to preserve the
natural order of the ordinal variables, ties are used which results in the convergence of the
z-quantifications. Even though ties were only introduced in the CVA(H4) biplot, the nomi-
nal z-quantifications exhibits a quadratic curve which becomes more pronounced at higher
ranks of H, thus in turn, increases the possibility of ties.
Moreover, when comparing the differences between the z-quantifications at each rank be-
tween petal length and petal width, it is clear that the difference between these two z-
quantifications decreases dramatically as the rank of H increases. The exact z-quantifications
in the case of the CVA(H4) biplot is given in table 3. Consequently, this results in the ori-
entation of the axis being almost identical since the matrix determining the direction of the
axis namely, L, is solved by considering an input of Hr with two almost identical columns.
Table 3: The differences of the final z-quantifications in the CVA(H4) biplot where the petal width and
petal length are treated as ordinal variables
Very Small Small Average Large Very Large
Petal Length (1) -0.11518 0.019235 0.05596 0.06030 0.06030
Petal Width (2) -0.11660 0.021311 0.05960 0.05960 0.05960
Difference: (2) - (1) -0.00141 0.00207 0.00363 -0.00070 -0.00070
4.3. Comparison between catPCA and CVA(Hr)
In comparing the two biplot construction techniques it is clear that in terms of accuracy,
that the CVA(Hr) biplots are advantageous. However, it should be noted that the choice of
what rank of H to use should be empirically tested by considering all ranks to determine
which CVA(Hr) provides a biplot which produces: 1) the least ties, 2) is easy to interpret,
and 3) is the most accurate in terms of class classification. In light of this, an additional
advantage of CVA(Hr) biplots can be its inherent flexibility since multiple biplots can be








































Very LargeLarge Average Small
Very Small
Setosa Versicolor Virginica
Figure 7: CVA(H2) biplot compiled with the categorical variables treated as ordinal.The class region areas
were created using an LDA model which was trained on the resulting points of the biplot.
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Table 4: Classification and misclassification type errors for the catPCA and CVA(Hr) biplots where the
last two variables were treated as ordinal. The full data set was used in creating the classification regions.
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Se 0.990 1.000 0.990 0.980 0.020 0.000 1.000
0.343Ve 0.780 0.692 0.857 0.720 0.280 0.160 0.840
Vi 0.780 0.714 0.852 0.700 0.300 0.140 0.860
CVA(H2)
Se 0.990 1.000 0.990 0.980 0.020 0.000 1.000
0.343Ve 0.935 0.902 0.960 0.920 0.080 0.050 0.950
Vi 0.940 0.920 0.960 0.920 0.080 0.040 0.960
CVA(H3)
Se 1.000 1.000 1.000 1.000 0.000 0.000 1.000
0.011Ve 0.855 0.973 0.876 0.720 0.280 0.010 0.990
Vi 0.920 0.778 0.989 0.980 0.020 0.140 0.860
CVA(H4)
Se 1.000 1.000 1.000 1.000 0.000 0.000 1.000
0.000Ve 0.810 0.783 0.865 0.720 0.280 0.100 0.900




This paper expands on multivariate visualisation techniques to incorporate categorical vari-
ables in a biplot setting. A new method is proposed using both non-linear PCA and CVA
called CVA(Hr). These biplots provide an intuitive visualisation with more depth and are
easier to interpret than black-box methods. The method above was subsequently tested
using the well-known IRIS data set where it greatly improves classification accuracy and
introduces greater flexibility in contrast to existing methods. An area which is identified as
possible areas for further research is to attempt to incorporate CVA characteristics in the
constraint regression problem which plays the role of determining optimal z-quantifications.
Furthermore, it will be of great interest to observe the performance of these biplots in other
real-world applications.
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(b) A CVA(H4) biplot. The class region areas were created using an LDA model which was trained on the resulting points of
the biplot.







































(a) A CVA(H3) biplot. The class region areas were created using an LDA model which was trained on the resulting points of
the biplot.



































(b) A CVA(H4) biplot. The class region areas were created using an LDA model which was trained on the resulting points of
the biplot.
Figure B.2: CVA(Hr) biplots where petal length and petal width are treated as ordinal variables (cont.)
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Very Small Small Average Large Very Large
Ordinal
CVA(H4)
Petal Width Petal Length
Figure C.3: Final z quantifications for the CVA(Hr) biplots. Each row corresponds to the case where the
rank of H = r = 2, 3, 4.
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Appendix D Confusion matrices
These confusion matrices were generated using an LDA model that was trained on the points
of the respective biplots. The full set of points were used for training and prediction.
Table D.2: Confusion matrices in the case where petal width and petal length are treated as categorical
variables
NOMINAL CASE
catPCA REFERENCE CVA(H2) REFERENCE
PREDICTION Setosa Versicolor Virginica PREDICTION Setosa Versicolor Virginica
Setosa 49 0 0 Setosa 49 0 0
Versicolor 1 36 15 Versicolor 1 46 4
Virginica 0 14 35 Virginica 0 4 46
CVA(H3) REFERENCE CVA(H4) REFERENCE
PREDICTION Setosa Versicolor Virginica PREDICTION Setosa Versicolor Virginica
Setosa 50 0 0 Setosa 50 0 0
Versicolor 1 36 1 Versicolor 0 35 10
Virginica 0 14 49 Virginica 0 15 40
ORDINAL CASE
catPCA REFERENCE CVA(H2) REFERENCE
PREDICTION Setosa Versicolor Virginica PREDICTION Setosa Versicolor Virginica
Setosa 49 0 0 Setosa 49 0 0
Versicolor 1 36 15 Versicolor 1 46 4
Virginica 0 14 35 Virginica 0 4 46
CVA(H3) REFERENCE CVA(H4) REFERENCE
PREDICTION Setosa Versicolor Virginica PREDICTION Setosa Versicolor Virginica
Setosa 50 0 0 Setosa 50 0 0
Versicolor 1 36 1 Versicolor 0 36 10
Virginica 0 14 49 Virginica 0 14 40
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