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a b s t r a c t
We study the minimum spanning tree problem, the maximum matching problem and
the shortest path problem subject to binary disjunctive constraints: A negative disjunctive
constraint states that a certain pair of edges cannot be contained simultaneously in a
feasible solution. It is convenient to represent these negative disjunctive constraints in
terms of a so-called conflict graphwhose vertices correspond to the edges of the underlying
graph, and whose edges encode the constraints.
We prove that theminimum spanning tree problem is stronglyNP -hard, even if every
connected component of the conflict graph is a path of length two. On the positive side,
this problem is polynomially solvable if every connected component is a single edge (that
is, a path of length one). The maximummatching problem isNP -hard for conflict graphs
where every connected component is a single edge.
Furthermore we will also investigate these graph problems under positive disjunctive
constraints: In this setting for certain pairs of edges, a feasible solutionmust contain at least
one edge from every pair. We establish a number of complexity results for these variants
including APX-hardness for the shortest path problem.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We study variants of the minimum spanning tree problem (MST), of the maximum matching problem (MM) and of the
shortest path problem (SP) in weighted, undirected, connected graphs. These variants are built around binary disjunctive
constraints on certain pairs of edges.
• A negative disjunctive constraint expresses an incompatibility or a conflict between the two edges in a pair. From each
conflicting pair, at most one edge can occur in a feasible solution.
• A positive disjunctive constraint enforces that at least one edge from the underlying pair is in a feasible solution.
Throughout wewill represent these binary disjunctive constraints bymeans of an undirected constraint graph: Every vertex
of the constraint graph corresponds to an edge in the original graph, and every edge corresponds to a binary constraint. In
the case of negative disjunctive constraints this constraint graph is usually called a conflict graph (e.g [10,8,7,4]) and in the
case of positive disjunctive constraints this graph will be called a forcing graph.
✩ Parts of this paper extend earlier work on the minimum spanning tree problem with conflict graphs which appeared as Darmann et al. (2009) [5].
✩✩ This research has been supported by the Netherlands Organisation for Scientific Research (NWO), grant 639.033.403, and by BSIK grant 03018 (BRICKS:
Basic Research in Informatics for Creating the Knowledge Society).∗ Corresponding author.
E-mail addresses: andreas.darmann@uni-graz.at (A. Darmann), pferschy@uni-graz.at (U. Pferschy), joachim.schauer@uni-graz.at (J. Schauer),
gwoegi@win.tue.nl (G.J. Woeginger).
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For a formal definition of theminimum spanning tree problemwith conflict graph (MSTCG), themaximummatching problem
with conflict graph (MMCG) and the shortest path problem with conflict graph (SPCG), let G = (V , E) be an undirected
connected graph with n vertices and m edges. Every edge e has a weight w(e) (where w is a weight function w : E → R).
Furthermore, the undirected graph G¯ = (E, E¯) represents the conflict graph where each of the m vertices corresponds
uniquely to an edge e ∈ E of G. An edge e¯ = (i, j) ∈ E¯ implies that the two vertices incident to e¯ – that is, the two edges
i, j ∈ E – cannot occur together in a spanning tree or maximum matching of G. In contrast to graph G, the conflict graph G¯
is not necessarily connected and may contain isolated vertices (i.e. edges of G which can be combined with all other edges
in the minimum spanning tree solution). MSTCG asks for a minimum spanning tree T in G, given that adjacent vertices in
G¯ are not both together included in T , MMCG asks for a maximum matching in G, given that adjacent vertices in G¯ do not
both belong to the maximum matching and SPCG asks for a shortest simple path in G, given that adjacent vertices in G¯ do
not both belong to the shortest path.
Similarly,wedefine theproblemsminimumspanning tree problemwith forcing graph (MSTFG),maximummatching problem
with forcing graph (MMFG) and shortest path problemwith forcing graph (SPFG) around positive disjunctive constraints. Every
vertex of a forcing graph H¯ = (E, E¯) corresponds to an edge e ∈ E of G, and an edge e¯ = (i, j) ∈ E¯ implies that at least one
of the two vertices incident to e¯ – that is, at least one of the two edges i, j ∈ E – has to be included in a spanning tree or
maximummatching of G. Again the graph H¯ is not necessarily connected and may contain isolated vertices.
Note that for all considered problems MSTCG, MMCG, MSTFG, MMFG, SPCG and SPFG the existence of a feasible solution
is not at all guaranteed.
In this paper we will characterize the complexity of MSTCG, MMCG, MSTFG, MMFG, and SPFG and we will identify graph
classes for the conflict (forcing) graph G¯ (H¯) where the computationally complexity jumps from polynomially solvable to
stronglyNP -hard. For illustrative reasons we introduce the following terminology.
Definition 1. A 2-ladder is an undirected graph whose components are paths of length one, i.e. edges connecting pairs of
vertices.
Definition 2. A 3-ladder is an undirected graph whose components are paths of length two.
Results of this paper
For the minimum spanning tree problem we establish a sharp separation line between easy and hard instances. The
results of Sections 2 and 4 establish that problemsMSTCG andMSTFG are stronglyNP -hard, even if the underlying conflict
(forcing) graph is a 3-ladder. On the other hand, we show by a matroid intersection argument in Section 3 and in Section 5
that the minimum spanning tree problem is polynomially solvable for a 2-ladder as a conflict (forcing) graph.
The considered variants of the maximum matching problem seem to be universally hard: Sections 6 and 7 show that
problems MMCG and MMFG are stronglyNP -hard even for 2-ladder conflict (forcing) graphs.
The shortest path problem with conflict graphs is known to be NPO PB-complete [9], even if the conflict graph is a
2-ladder. For SPFG we will show in Section 8 as a complementary result that this problem is already APX-hard for a
2-ladder as a forcing graph. Note that the results for SPCG and SPFG hold even for the unweighted case where the number
of edges of the path is minimized.
Related results
Results of a similar flavor have been derived recently for the 0–1 knapsack problem with conflict graphs. While this
problem is strongly NP -hard for arbitrary conflict graphs, it was shown in [10] that pseudopolynomial algorithms (and
hence also fully polynomial approximation schemes) exist if the given conflict graph is a tree, a graph of bounded treewidth
or a chordal graph. Bin packing problems with special classes of conflict graphs were considered from an approximation
point of view by [8,7]. Complexity results for different classes of conflict graphs for a scheduling problem under makespan
minimization are given in [4]. Recently the problemwas considered for themaximum flow problem [11]. Further references
on combinatorial optimization problems with conflict graphs can be found in [10].
2. A strongNP -hardness result for MSTCG
In this section we show that MSTCG is strongly NP -hard even if the conflict graph G¯ is a 3-ladder. As an example,
consider a component of G¯ that consists of the path (e1e2e3) on the three edges e1, e2, e3 ∈ E: If a feasible spanning tree for
the underlying graph G contains the edge e2, then it must neither include edge e1 nor edge e3. And if a feasible tree contains
edge e1, then it must not contain e2, but may contain e3.
2.1. The graphs GMSTCG and G¯MSTCG
We reduce the NP-complete problem (3, B2)-SAT [3] to special instances ofMSTCGwhich are described by a graph GMSTCG
in which a spanning tree has to be found subject to a conflict graph G¯MSTCG. (3, B2)-SAT is the special symmetric subproblem
of 3-SAT in which each clause has size three and each literal occurs exactly twice. This means that each variable occurs
exactly four times, twice negated and twice nonnegated.
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Fig. 1. The graph GMSTCG .
Let I be an arbitrary instance of (3, B2)-SAT with k clauses Cj and n variables. We define the graph GMSTCG in the following
way (see Fig. 1).
For each variable xi we introduce a cycle of length four CYi = (yi, xi, y˜i, x¯i). Vertex yi is connected to a dedicated vertex
r of the graph GMSTCG. The opposite vertex y˜i is only connected to its neighbors on this cycle by edges e(xi) := (xi, y˜i) and
e(x¯i) := (x¯i, y˜i). Clearly in each spanning tree ofGMSTCG, to reach the vertex y˜i, at least one of e(xi) and e(x¯i) has to be included.
Furthermore for each clause Cj of I we define a vertex Cj in GMSTCG that is connected to the cycles of length four in the
following way: If the literal xi resp. x¯i occurs in clause Cj we connect vertex Cj by an edge to vertex xi resp. x¯i, and call this
edge ei1 resp. e¯i1, or ei2 resp. e¯i2 if the former name was already used. By the symmetric structure of (3, B2)-SAT, for each
cycle CYi all the edges ei1, ei2, e¯i1 and e¯i2 will be in GMSTCG.
The conflict graph G¯MSTCG on the edges of GMSTCG consists of 2n 3-ladders, i.e. paths of length three, namely (ei1, e(x¯i), ei2)
and (e¯i1, e(xi), e¯i2) for i = 1, . . . , n. This means that if the edge e(xi) is in a feasible spanning tree then neither edge e¯i1 nor
e¯i2 can be in the tree. This is the central point of our reduction, because the correspondence between the instance I and the
instance of MSTCG defined by these graphs is the following: If variable xi is set to TRUE in I then e(xi) is in the spanning tree
and if xi is set to FALSE, then e(x¯i) and vice versa.
2.2. MSTCG with a 3-ladder conflict graph is stronglyNP -hard
Theorem 1. MSTCG is stronglyNP -hard, even if the conflict graph is a 3-ladder.
Proof. Let I be an instance of (3, B2)-SAT andGMSTCG and G¯MSTCG the corresponding graphs constructed in Section 2.1.MSTCGI
is then defined as an instance of MSTCG described by the graph GMSTCG and the conflict graph G¯MSTCG with weight function
w = 0. We prove the theorem by showing that the following holds:
I TRUE⇐⇒ ∃ a spanning tree T for MSTCGI .
‘‘⇐H’’: Let T be a spanning tree of MSTCGI . By construction of the cycles CYi in GMSTCG, e(xi) or e(x¯i) has to be in T to
reach y˜i. If e(xi) is in T , we set xi in I to TRUE. In this case, by construction of the conflict graph G¯MSTCG, the edges e¯i1 and
e¯i2 are blocked and any vertex (clause) Cj can be reached only via edges emanating from xi and corresponding to a TRUE-
assignment. Otherwise if e(x¯i) is in T , we set xi in I to FALSE and get an analogous argument. But since T is a tree, every
vertex Cj is reached and we get a satisfying truth assignment for I .
If both edges e(xi) and e(x¯i) are in T , then there exists a tree T that reaches all clauses without using any of the edges
ei1, ei2, e¯i1 and e¯i2. So there exists a satisfying truth assignment, where the setting of xi is not relevant.
‘‘H⇒’’: Given that there is an assignment A of the variables of I so that the instance is TRUE, we construct a spanning tree
T of GMSTCG. So let T = ∅ and X = {xl1 , . . . , xlr } be the set of all variables in A set to TRUE and X¯ = {x¯k1 , . . . , x¯ks} the set of
all variables set to FALSE.
T = T ∪ (r, yi)∀i
T = T ∪ e(xl1) ∪ · · · ∪ e(xlr ) ∪ e(x¯k1) ∪ · · · ∪ e(x¯ks).
A. Darmann et al. / Discrete Applied Mathematics 159 (2011) 1726–1735 1729
Mark all clauses Cj unmarked and let C(xi) and C(x¯i) be the set of all clauses including xi or x¯i, respectively.
for l ∈ {l1 . . . lr}:
for Cj ∈ C(xl):
if Cj is unmarked and joined to CYl by elk, k ∈ {1, 2}:
T = T ∪ elk
Mark Cj as marked.
for u ∈ {k1 . . . ks}:
for Cj ∈ C(x¯u):
if Cj is unmarked and joined to CYu by e¯uk, k ∈ {1, 2}:
T = T ∪ e¯uk
Mark Cj as marked.
Since A is an assignment setting I to TRUE, clearly each clause Cj includes a literal set to TRUE. By the construction of T
each vertex Cj is reached by exactly one edge corresponding to such a literal. This immediately yields the fact that T is a
tree. 
Corollary 2. There cannot exist a polynomial time approximation algorithm for MSTCG, unless P = NP .
Proof. In the proof of Theorem 1 even deciding if a spanning tree exists in the constructed instance was NP -complete,
leading to the desired result. 
Since MSTCG is strongly NP -hard given the conflict graph is a 3-ladder, MSTCG is also strongly NP -hard in case the
conflict graph is a path. Finally both results obviously imply that MSTCG is stronglyNP -hard for general conflict graphs.
Corollary 3. Given the conflict graph is a path,MSTCG is stronglyNP -hard.
Corollary 4. MSTCG is stronglyNP -hard.
3. MSTCG with a 2-ladder conflict graph is inP
In this section we focus on MSTCG where the conflict graph is a 2-ladder, i.e. the conflict graph represents pairwise
disjoint forbidden pairs of edges of E. More generally, we show that with the help of Edmonds’ famousmatroid-intersection
theorem (Edmonds [6], cf. [12]) an optimal solution of MSTCG can be computed in polynomial time, whenever the conflict
graph is a union of disjoint cliques. This result follows since (i) spanning trees correspond to bases of the graphicmatroid [12]
and (ii) the conflict structure of the disjoint cliques is captured by a partition matroid (cf. [13]).
Theorem 5 (Edmonds [6], Cf. [12]). Let S be a set and let c : S → R. Given two matroids M1 = (S, I1) and M2 = (S, I2), a
common base of M1 and M2 with minimum weight can be found in strongly polynomial time.
Since an optimal solution of MSTCG corresponds to a minimum-weight common base of the graphic matroid and the
partition matroid, the above theorem yields the following statement.
Proposition 6. MSTCG with a conflict graph consisting of disjoint maximal cliques can be solved in strongly polynomial time.
Corollary 7. MSTCG with disjoint conflicting pairs of edges, i.e. a 2-ladder conflict graph, can be solved in strongly polynomial
time.
4. A strongNP -hardness result for MSTFG
In this section we show that the separation between polynomially solvable and NP -hard is the same for MST with
conflict graph and with forcing graph. Complementing Theorem 1 we will show that MSTFG is strongly NP -hard if the
forcing graph H¯ is a 3-ladder. Our reduction is based on the decision version ofMINWEIGHTED 2-SAT-3with unitary weight
in which each variable occurs at most three times and every literal appears at most twice (i.e. every variable occurs at most
twice negated and atmost twice nonnegated).Wewill denote this problemas 2-SAT-3UB.We refer to the number of variables
set to TRUE under satisfying truth assignment τ as the weight of τ .
The above special version of 2-SAT can be shown to be APX-complete by checking the proof of the same result for MIN
WEIGHTED 2-SAT-3 with unitary weight derived by [1]. The NP -completeness of the decision version is a straightforward
consequence of the reduction.
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Fig. 2. The graph GMSTFG .
4.1. The graphs GMSTFG and H¯MSTFG
Let I be an instance of 2-SAT-3UB with n variables x1, . . . , xn and k clauses C1, . . . , Ck, such that each literal appears at
most twice and each positive literal is assigned weight one. We create an instance MSTFGI of MSTFG by building a graph
GMSTFG and a forcing graph H¯MSTFG as follows.
To create GMSTFG = (V , E) (see Fig. 2) we introduce for each variable xi a triangle (i.e., a cycle of length 3) with a vertex
αi, two emanating edges xi and x¯i (corresponding to the literals xi resp. x¯i) and an edge yi opposite vertex αi. All vertices
αi, i = 1, . . . , n, are connected to a dedicated vertex r .
For each clause Cj we introduce a vertex Cj and connect Cj to the vertex incident to yi and xi (resp. x¯i) by edge hji (resp.
h¯ji) iff clause Cj contains literal xi (resp. x¯i).
We define the weight functionw : E → N0 by
w(e) :=

2n+ 1 if e ∈ {x1, . . . , xn}
2n if e ∈ {x¯1, . . . , x¯n}
4n2 if e ∈ {hji, h¯ji | 1 ≤ j ≤ k, 1 ≤ i ≤ n}
0 otherwise.
For every literal xi contained in a clause Cj (causing an edge hji) we introduce in the forcing graph H¯MSTFG an edge
connecting xi (as a vertex in H¯MSTFG) with the vertex representing the second edge hjℓ or h¯jℓ emanating from Cj. Naturally,
also xℓ (or x¯ℓ) is joined by an edge with hji. The same construction is performed for every literal x¯i.
Note that the connected components of H¯MSTFT are 3-ladders, 2-ladders and isolated vertices, since in I each literal occurs
at most twice and each vertex Cj has degree two.
4.2. MSTFG with a 3-ladder forcing graph is stronglyNP -hard
Theorem 8. Given the forcing graph is a 3-ladder,MSTFG is stronglyNP -hard.
Proof. We show that the following holds for L ≤ n:
∃ a satisfying truth assignment τ for I with weight ≤ L
⇐⇒
∃ a spanning tree T withw(T ) ≤ 4kn2 + 2n2 + L.
‘‘⇒’’: Let τ be a satisfying truth assignment for I with weight≤ L and let X be the set of variables set TRUE under τ . We
construct a feasible spanning tree T of MSTFGI as follows: To the empty tree T add edge xi if xi ∈ X and add x¯i otherwise.
If xi ∈ X , then add edge hji for all vertices Cj adjacent to vertex xi, unless an edge incident to Cj has been added already.
Analogously, if xi ∉ X , then add edge h¯ji for all vertices Cj adjacent to vertex x¯i, unless an edge incident to Cj has been added
already. Finally, add the edges yi and (αi, r) to T for all i = 1, . . . , n.
It is obvious that T is a spanning tree and it is clear by construction that the force restrictions imposed by H¯MSTFG are
satisfied by T . Since in the tree T , each vertex C1, . . . , Ck is adjacent to exactly one edge we know that exactly k edges with
weight 4n2 are contained in the tree. Now, since the weight of τ is not greater than L, at most L edges out of {x1, . . . , xn} and
at least n− L edges of {x¯1, . . . , x¯n} are contained in the tree. Since the remaining edges have zero weight, we get
w(T ) ≤ k4n2 + L(2n+ 1)+ (n− L)2n
= 4kn2 + 2n2 + L.
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‘‘⇐’’: Let T be a feasible spanning tree of MSTFGI with w(T ) ≤ 4kn2 + 2n2 + L for some L ≤ n. Thus, at most k edges of
weight 4n2 are contained in T . Otherwisew(T ) ≥ (k+1)4n2 = 4kn2+4n2 would holdwhich contradicts L ≤ n. This implies
that exactly k edges of weight 4n2 are contained in T to guarantee that all vertices Cj are connected. Hence, for each vertex
(clause) Cj exactly one of the two emanating edges is contained in the tree T . Now the forcing graph H¯MSTFG implies that for
each vertex Cj at least one of the two edges that correspond to the literals constituting clause Cj in I must be contained in T ,
namely the one being in a forcing relation with the edge emanating from Cj but missing in T .
We next show that either xi or x¯i is contained in T , for all i = 1, . . . , n. Since the vertices C1, . . . , Ck are leaves of T , it
immediately follows that at least one edge of {xi, x¯i} must be contained in T . Otherwise there would be no path from the
endpoints of edges yi to αi. Assume that for some i both xi and x¯i are contained in T . Thenwe getw(T ) ≥ 4kn2+2n2+2n+1
in contradiction to L ≤ n.
To sum up, for each clause in I at least one of the edges that correspond to its literals is contained in T , and exactly one of
{xi, x¯i} is in T for i = 1, . . . , n. Therefore, the truth assignment τ defined by setting variable xiTRUE iff the edge xi is contained
in T is a satisfying truth assignment for I . Moreover, since T contains exactly k edges of weight 4n2 we can conclude that at
most L edges of {x1, . . . , xn} are contained in T which proves that the weight of τ is not greater than L. 
5. MSTFG with a 2-ladder forcing graph is inP
Definition 3. Let G = (V , E) be an undirected and connected graph. The dual of the graphic matroid M1(G) is called the
cographic matroidM∗1 (G) of G.
Lemma 9 ([13]). Let X ⊂ E. X is a base of the cographic matroid M∗1 (G)⇔ E \ X is a spanning tree of G.
Consider a forcing graph consisting of disjoint conjunctive cliques. It is easy to see that T satisfies the conjunctive
constraints xi + xj ≥ 1 if and only if E \ T satisfies the disjunctive constraints xi + xj ≤ 1. Since w(E \ T ) = w(E) − w(T )
it obviously follows that there is a one-to-one correspondence between minimum spanning trees satisfying the constraints
xi+xj ≥ 1 (for edges (i, j) in a clique) andmaximumweight bases of the cographic matroidM∗1 (G) satisfying the constraints
xi + xj ≤ 1. Thus solving MSTFG with disjoint conjunctive cliques corresponds to finding a maximum weight common
base of the matroidM∗1 (G) and the partition matroid describing the disjoint cliques, where we additionally impose that the
independent subsets of the partition matroid have cardinality at most |E|− |V |+1. Since a maximumweight common base
of two matroids can be found in polynomial time [12], we get the following result.
Proposition 10. MSTFG with a forcing graph consisting of disjoint conjunctive cliques can be solved in polynomial time.
From this more general result we can immediately deduce the desired result for disjoint conjunctive pairs:
Corollary 11. MSTFG with a forcing graph consisting of disjoint conjunctive pairs, i.e. a 2-ladder, can be solved in polynomial
time.
Remark 1. The results dealing with minimum spanning trees and disjunctive constraints on the decision variables forming
cliques clearly carry over to arbitrary matroids, since they are solely based on matroid intersection.
6. A strongNP -hardness result for MMCG
In this sectionwe show thatMMCG is stronglyNP -hard even if the conflict graph G¯ is a 2-ladder, even for the unweighted
case.
6.1. The graphs GMMCG and G¯MMCG
We again use the problem (3, B2)-SAT for our reduction. The special instances of MMCG are described by a graph GMMCG
in which a maximum matching has to be found given a conflict graph G¯MMCG. Let I be an arbitrary instance of (3, B2)-SAT
with k clauses Cj and n variables xi. We define the graph GMMCG in the following way (see Fig. 3).
For each variable xi we introduce a cycle of length four (CYi) consisting of edges xi1, xi2, x¯i1 and x¯i2 such that xi1 and xi2
are not adjacent. These cycles are isolated components of GMMCG. Moreover, we introduce for each clause Cj of I an isolated
claw rooted at a vertex Cj with the following three edges: If the literal xi occurs in clause Cj we denote one edge incident to
vertex Cj by e(xi1) or by e(xi2) if the name e(xi1)was already used. If the negated literal x¯i occurs in clause Cj we denote one
edge incident to vertex Cj by e(x¯i1) or by e(x¯i2) if the name e(x¯i1)was already used.
The conflict graph G¯MMCG (a 2-ladder) on the edges of GMMCG is defined by the isolated edges (xi1, e(x¯i1)), (xi2, e(x¯i2)),
(x¯i1, e(xi1)) and (x¯i2, e(xi2)). The main idea of our reduction lies in the fact that a matching can take at most one edge for
each claw induced by some Cj which then blocks an edge in the corresponding cycle CYi by means of the 2-ladder. Clearly,
a matching can contain at most two edges in a cycle of length four. By construction of CYi the only possibility for choosing
two matching edges is to take x11 and x12 or to take x¯11 and x¯12.
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Fig. 3. The graph GMMCG .
6.2. MMCG with a 2-ladder conflict graph is stronglyNP -hard
Theorem 12. Given an instance I of (3, B2)-SAT the following holds for the corresponding instanceMMCGI of MMCG constructed
in the above way:
I TRUE ⇐⇒ ∃ a matching M for MSTCGI of cardinality k+ 2n.
Proof.
‘‘⇐H’’: Let M be a feasible matching of MMCGI of cardinality k + 2n. Then by construction of GMMCGM must contain
exactly one edge of each claw corresponding to Cj and exactly two edges in each cycle CYi. If these edges are xi1 and xi2, set
xi in I to TRUE else to FALSE. By the construction of G¯MMCG and the fact that one edge is taken in each claw, it immediately
follows that I is a feasible TRUE instance.
‘‘H⇒’’: Given a TRUE assignment A of I we construct a matching M of GMSTCG. Let X = {xl1 , . . . , xlr } be the set of all
variables in A set to TRUE and X¯ = {x¯k1 , . . . , x¯ks} is the set of all variables set to FALSE. We start with a matching of size 2n:
M = xl11 ∪ xl12 ∪ · · · ∪ xlr1 ∪ xlr2 ∪ x¯k11 ∪ x¯k12 ∪ · · · ∪ x¯ks1 ∪ x¯ks2.
Mark all clauses Cj unmarked and let C(xi) and C(x¯i) be the set of all clauses including xi or x¯i respectively.
for l ∈ {l1 . . . lr}:
for Cj ∈ C(xl):
if Cj is unmarked and includes e(xlk), k ∈ {1, 2}:
M = M ∪ e(xlk)
Mark Cj as marked.
for u ∈ {k1 . . . ks}:
for Cj ∈ C(x¯u):
if Cj is unmarked and includes e(x¯uk), k ∈ {1, 2}:
M = M ∪ e(x¯uk)
Mark Cj as marked.
Since A is an assignment setting I to TRUE, clearly each clause Cj includes a literal set to TRUE. By the construction each
claw corresponding to Cj adds exactly one edge toM . This immediately yields thatM is in fact a matching of size k+2n. 
Note that for MMCG with a 2-ladder there exists a trivial 12–approximation algorithm by computing a maximumweight
matching MM in the graph G without considering the conflicts and then removing the edge with lighter weight of each
conflicting pair in the solution.
7. MMFG with a 2-ladder forcing graph is stronglyNP -hard
To show that MMFG is strongly NP -hard with a 2-ladder as forcing graph, we use again the problem 2-SAT-3UB
(cf. Section 4).
We define the graph GMMFG in the following way (see Fig. 4) which resembles the graph used in Section 6: For each
variable xi we introduce a cycle of length four (CYi) that is built exactly like in Section 6. But now for each clause Cj of I we
introduce an isolated path of length two with the vertex of degree two called Cj. We name the two edges of these paths in
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Fig. 4. The graph GMMFG .
the following way: If the literal xi occurs in clause Cj we denote one edge incident to vertex Cj by h
j
i1 or by h
j
i2 if the name h
ℓ
i1
was already used for some index ℓ. If the negated literal x¯i occurs in clause Cj we denote one edge incident to vertex Cj by
h¯ji1 or by h¯
j
i2 if the name h¯
ℓ
i1 was already used for some index ℓ. Clearly in this graph, by the property of I , only one of the two
edges hji2 and h¯
l
i2 can exist.
Extending the construction of Section 6, we will now use weights, chosen in the following way:
w(e) :=

n4 if e ∈ {xi1, xi2 | i = 1, . . . , n}
n4 + 1
2
if e ∈ {x¯i1, x¯i2 | i = 1, . . . , n}
n2 if e ∈ {hji1, hji2, h¯ji1, h¯ji2 | ∀ i, j}.
If a literal xi appears in a clause Cj inducing some edge h
j
iℓ in GMMFG, in the forcing graph H¯MMFG we join xiℓ with the other
edge emanating from Cj. The same is done for a literal x¯i and its corresponding edges x¯i1 and x¯i2 (if they exist). By the structure
of I and the construction of GMMFG, H¯MMFG is a 2-ladder.
Theorem 13. Given the forcing graph is a 2-ladder, MMFG is stronglyNP -hard.
Proof. We show that the following holds for L ≤ n:
∃ a satisfying truth assignment τ for I with weight ≤ L
⇐⇒
∃ a matchingM withw(M) ≥ kn2 + 2n5 + (n− L).
‘‘⇒’’: Let τ be a satisfying truth assignment for I with weight≤ L and let X be the set of variables set TRUE under τ . Create
a feasible solutionM of MMFGI resulting from the above described construction as follows: If xi ∈ X then add edges xi1 and




iℓ) if xiℓ (resp. x¯iℓ) was added to
M and no edge incident to Cj was added before. With this we get the following weight forM:
w(M) = kn2 + 2nn4 + (n− L).
‘‘⇐’’: Let M be a feasible matching of MMFGI with w(M) ≥ kn2 + 2n5 + (n − L). By the definition of the weights, this
implies that in each cycle CYi exactly two edges were taken and in each path of length two corresponding to Cj exactly one
edge was taken. Moreover, in the cycles CYi at least (n − L) times the two edges x¯i1 and x¯i2 were taken. So let τ be a truth
assignment that results from setting xi to TRUE if xi1 and xi2 are in M and to FALSE otherwise. Clearly the weight of τ is at
most L. To show that τ is feasible for instance I , assume that there is a clause Cj such that neither of the two literals in Cj
are set to TRUE in τ . By the construction of H¯MMFG this implies that both edges adjacent to Cj are in M , contradicting the
matching property. 
8. Shortest path under disjunctive constraints
Because of the following result for negative disjunctions will only consider the shortest path problem with disjoint
conjunctive pairs of edges in this section:
Theorem 14 ([9]). The shortest path problem with forbidden pairs of vertices is NPO PB-complete even in the unweighted case.
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Fig. 5. The graph GSPFG .
By [9] the classNPOPB contains all NPOoptimization problemswith polynomially bounded objective function. A problem
in this class is NPO PB-complete if all the other problems in this class can be reduced to it by an approximation preserving
reduction. From an approximation point of view these problems cannot be approximated within a factor of nε for some
ε > 0 (here n denotes the size of the input).
Remark 2. The shortest path problem with forbidden pairs of vertices can be reduced (approximation preserving) to the
shortest path problem with forbidden pairs of edges, i.e. the shortest path problem with a 2-ladder conflict graph. For each
vertex v replace all incident edges by paths of length 2n. Given a forbidden pair (v, u), on each path from u to a neighbor
u′ we label an edge e(uu′)v′ corresponding to every neighbor v′ of v. Then we put each edge e(uu′)v′ in conflict with its
counterpart e(vv′)u′ . In this way no path containing u can ever reach v.
For the shortest path problem with disjoint conjunctive pairs of edges we will derive an APX-hardness result by
a reduction from 2-SAT-3UB. We define the graph GSPFG corresponding to an instance I of 2-SAT-3UB (see Fig. 5): For
each variable xi we introduce a cycle CYi of length five with edges starting at a vertex xi in the clockwise direction
(xi1, di, xi2, x¯i2, x¯i1). Each vertex xi+1 (resp. C1 for i = n) is incident to the edges xi2 and x¯i2 and thus also contained in CYi. For
each clause Cj of I we introduce a cycle CY j of length four with one vertex Cj. This vertex is connected to its opposite Cj+1
(resp. t if j = k) by two paths consisting of hjiℓ or h¯jiℓ, ℓ ∈ {1, 2}, and another dummy edge where the edges hjiℓ and h¯jiℓ are
defined in exactly the same way as in Section 7.
If a literal xi appears in a clause Cj inducing some edge h
j
iℓ in GSPFG, in the forcing graph H¯SPFG we join xiℓ with the other
edge emanating from Cj in CY j. The same is done for a literal x¯i and its corresponding edges x¯i1 and x¯i2 (if they exist). By the
structure of I and the construction of GSPFG, H¯SPFG is a 2-ladder.
Theorem 15. Given the forcing graph is a 2-ladder, SPFG is stronglyNP -hard even in the unweighted case.
Proof. We show that the following holds forW ≤ n:
∃ a satisfying truth assignment τ for I with weightW
⇐⇒
∃ a path P between x1 and t with length l(P) = W + 2n+ 2k.
‘‘⇒’’: Let τ be a satisfying truth assignment for I with weight W ≤ n and let X be the set of variables set TRUE under τ .
Create a feasible solution P of the instance SPFGI resulting from the above described construction as follows: If xi ∈ X then




iℓ) if xiℓ (resp. x¯iℓ) was added
to P and no edge incident to Cj in the cycle CY j was added before. Complete the path by adding the missing dummy edges.
With this we get that the length of P equalsW + 2n+ 2k. Obviously, P fulfills the positive disjunctive constraints imposed
by H¯SPFG.
‘‘⇐’’: Let P be a path of SPFGI with l(P) = W + 2n + 2k (W ≤ n). This immediately implies that the edges di occur
exactlyW times in P since every path from x1 to t will require at least two edges for each of the n+ k cycles. Now let τ be a
truth assignment that results from setting xi to TRUE if di is in P and to FALSE otherwise. Clearly the weight of τ equalsW .
To show that τ is feasible for instance I , assume that there is a clause Cj such that neither of the two literals in Cj are set to
TRUE in τ . By the construction of H¯SPFG this implies that both edges incident to the vertex Cj in CY j are in P , contradicting
the assumption that P is a path. 
This reduction can easily be extended to an AP-reduction (cf. [2]) by introducing instead of the edges di in GSPFG a path of
length 2n + 2k between xi1 and xi2. With this we get that a solution of I with weightW corresponds to a solution of SPFGI
with length (W + 1)(2n+ 2k).
Theorem 16. Given the forcing graph is a 2-ladder, SPFG is APX-hard even in the unweighted case.
9. Conclusion
To sum up, we give an overview of all results of this article as well as pointers to problems that are still open.
For MSTCG we are able to give a sharp line between polynomial time solvable (2-ladder) and inapproximable (3-ladder
even in the unweighted case). The complexity behavior forMSTFGhas the sameboundary between polynomial time solvable
and stronglyNP -hard for weighted edges. However, in this case we do not give any result concerning approximability.
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For MMCGwe show that in the 2-ladder case the problem is already stronglyNP -hard in the unweighted case and give
a simple 12 -approximation algorithm. Here it would be interesting to know if the problem is APX-hard or if one can find a
PTAS. For MMFG we prove strongNP -hardness for the 2-ladder (weighted case) but we have no approximability result.
It follows from a related result on forbidden pairs of vertices [9] that SPCG is strongly NPO PB-complete even with a
2-ladder yielding a very strong inapproximability result. SPFG was shown to be APX-hard for a 2-ladder, though a
completeness result or a stronger inaproximability result remains open.
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