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研究成果の概要（和文）： FPGA を用いたリコンフィギュラブルコンピューティングシステムの
高速化手法を確立するために、応用問題をその探索空間の形状とメモリ参照パターンに基づき
分類し、それらの問題に対する高速化手法を検討し、国際学会、論文誌での発表を行った。ま
た、同様の問題に対する回路の作成をより容易なものとするために、回路のライブラリ化を進
めるとともに、画像処理問題を対象とした、より C言語のレベルに近いハードウェア記述言語
の仕様検討を行い、その処理系の開発を行った。 
 
研究成果の概要（英文）： In order to establish methods for high performance computing on 
reconfigurable computing systems, we grouped application problems according to the shapes 
of their search spaces and memory access patterns, and developed the computation methods 
for the problems in each group. The results were published in journals and international 
conferences. We also developed libraries for the problems, and a C-like hardware 
description language for image processing and its processing environments. 
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１． 研究開始当初の背景 
 
近年、FPGA(Field Programmable Gate Array)
に代表されるリコリンフィギュラブルデバ
イス(書き換え可能な LSI)から構成されるリ
コンフィギュラブルシステムにおいて、多く
の分野の実用的な問題に対し、最新のマイク
ロプロセッサを著しく上回る性能が実現可
能であることが、数多くの研究によって示さ
れて来ている。これは、近年の LSI におけ
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る集積度の向上に伴い、FPGA 数個程度からな
る小規模リコンフィギュラブルシステムに
おいても、様々な実用的な問題に対して、十
分に高い並列度を実現することが可能とな
ってきたことによるものである。今後の、集
積度の更なる向上を考えたとき、このような
小規模リコンフィギュラブルシステムは、性
能面、価格面から考えて、パーソナルアクセ
ラレータとして非常に魅力的なものである
と言える。 
しかし、この集積度の著しい向上とは対照
的に、FPGA のデータ入出力性能の向上には
遅々たるものがあり、その性能差は大きくな
る一方である。さらに、リコンフィギュラブ
ルシステムでは、様々な問題を同一のハード
ウェアプラットホーム上で実現することが
重要であるため、応用問題毎の特徴を反映し
た外部回路(特にデータ入出力)をシステム
上に実現することは現実的ではない。 
このため、リコンフィギュラブルシステム
上で、効率的な処理を実現するためには、こ
の性能差をカバーしつつ、より高い並列度を
実現して行く必要がある。マイクロプロセッ
サにおいては、この問題は主にキャッシュメ
モリ等により解決されて来たが、リコンフィ
ギュラブルシステムでは、回路構成自体を自
由に変えることができるため、より柔軟かつ
効率的な対応が可能となる。しかし、これは
回路の設計を非常に複雑なものとし、現状の
リコンフィギュラブルシステムにおける回
路の設計は、state-of-the-arts の段階にあ
ると言える。リコンフィギュラブルシステム
のより発展とその普及を現実のものとする
ためには、様々な問題における回路設計手法
の基礎を確立し、state-of-the-arts からの
脱却を図ることが不可欠である。 
 
２． 研究の目的 
 
本研究では、リコンフィギュラブルシステム
における高速計算手法の明確化、また、それ
ら高速化手法を様々な問題に対してより容
易に適用可能とするための設計サポートシ
ステムの構築を目指す。 
具体的には、 
(1) 最新の FPGAを搭載したシステムを用い
て、これまで評価を行って来た問題、および
新たな問題の高速化の研究を行い、新たな高
速化手法を含め、様々な高速化手法の評価を
行う。この評価においては、各問題の対象空
間の次元と形状、その空間を走査する演算ユ
ニット間の接続状態、各演算ユニットにより
参照される対象空間の部分集合の次元と形
状、FPGA の回路規模、複数の FPGA 間の接続
形態等をパラメーターとして、各種問題に対
する各高速化手法の有効性を詳細に評価す
る。これらの評価に用いる回路の設計におい
て、問題固有の計算部分と、問題の次元/探
索方式等により、ある程度一般化可能なデー
タ参照部分とに回路を分離し、一般化可能な
部分を設計テンプレートとして、ライブラリ
化する。 
(2) 上記の評価結果をもとに、新たな問題
に対する回路を作成する際に、問題の特徴に
応じて、各高速化手法の有効性、そのとき必
要となる回路規模等の見積もりを行い、利用
可能なライブラリを提示することのできる
サポートシステムの構築を目指す。これには、
問題の探索空間の形状、演算ユニットの結合
方式、各演算ユニットにおけるデータアクセ
スパターン等の類型化、また、それ等に対し
て、どのような高速化方式を用いた場合に、
どの程度の回路規模が必要となり、どの程度
の高速化が可能とであったかというデータ
ベースが必要であり、このデータベースを、
上記の応用問題の評価を継続して行うこと
により、改善して行く。また、他の研究者に
よる多くの研究成果の解析/分類を通して、
よりデータベースの拡充を目指す。 
(3) 上記の評価をより容易とするために、
各種演算ユニット間の動作タイミングを記
述するためのハードウェア記述言語の開発
を行う。この言語は、パイプライン動作する
ユニット間の動作タイミングの記述のみを 
C like なシンタックスで実現することを目
指したものであり、処理のタイミングの制御
のみに特化している点が従来の汎用的なハ
ードウェア記述言語とは大きく異なるもの
である。 
 
３． 研究の方法 
 
FPGA を搭載した FPGA ボードとその拡張メモ
リ、そのマザーボード、それらのホストコン
ピュータとなるパーソナルコンピュータを
複数台購入し、小規模なリコンフィギュラブ
ルシステムを構築し、従来評価を行ってきた
問題の評価を引き続き行う。リコンフィギュ
ラブルシステムにより適した FPGA ボードを
研究の中で自作することも可能であるが、作
成自体に時間/費用がかかること、また、作
成した回路を他の研究者等と共有して行く
ためには、他の研究者も容易に入手可能なメ
ジャーな市販ボードを使った方が有益であ
る。 
購入する FPGAボードは、マザーボード(PCI
インタフェスとコネクタのみが実装されて
いる)/ドータボード(FPGA とメモリが搭載さ
れている)構成となっており、マザーボード
に 2枚までのドータボードが装着可能である
ため、購入したドータボード 2枚を 1枚のマ
ザーボードに載せることにより密結合の並
列処理の評価が、それぞれのマザーボードに
ドータボードを 1枚ずつ載せることにより疎
  
結合の並列処理の評価を行うことができる。
さらに、これらのボードでは、部分書き換え
が可能であるため、動的な回路再構成による
高速化の検討を、より拡張した形で評価する
ことが可能となる。 
順次、最新の FPGA ボードを購入すること
により、FPGA の回路規模を数倍程度とするこ
とができる(入出力性能は同程度)。これによ
り、高速化に有効な手法が従来の FPGA を用
いた場合とは、異なるものとなる。このため、
従来から評価を行ってきた問題に対する高
速計算の評価を新しいボードを用いて、引き
続き行い、回路規模をパラメータとして、ど
のような手法が、より有効であるかの検証を
進める。 
この評価過程において、より多くの種類の
問題の評価を行うことが望ましいが、実際に
は、時間的な制約から、評価することのでき
る問題の種類は限られる。このため、評価を
行う問題を類型化し、絞り込む必要がある。
これまでに評価を行って問題は以下のよう
に分類することができる。 
 
(1) N 次元空間を 1次元的に接続された演算
ユニットで走査し、計算を行うもの(多次元
空間におけるダイナミックプログラミング
に基づくホモロジー検索が対応) 
 
(2) N 次元空間を 2次元的(アレイ)に接続さ
れた演算ユニットで走査し、計算を行うもの
(PIV 法による流体の流れ計測、ステレオビジ
ョン、オプティカルフロー等の画像処理の問
題が対応) 
 
(3) 入力データを基に N次元空間における投
票を並列に行い最も適切な候補の選択を行
うもの(ハフ変換による直線抽出、一般化ハ
フ変換による任意形状の抽出が対応) 
 
(4) 2^N の大きさの探索空間に対し、N個の
演算ユニットを用いて最適解の探索を行う
もの(充足可能性問題が対応) 
 
(5) N 次元空間における 1次元パターン、2
次元パターンの検出(パターンマッチングに
よる物体の 3次元位置推定問題が対応) 
 
以上の問題を用いて、問題の対象空間(個体)
の次元とその形状、その空間を走査する演算
ユニットの接続状態、各演算ユニットにおい
て参照される対象空間の一部の次元と形状、
FPGA の回路規模、複数の FPGA 間の接続形態
等をパラメータとして、これまでの研究成果
を基に有望であると考えている各高速化手
法の有効性の評価を行う。また、新たな高速
化手法の検討/評価を行う。これらの評価に
用いる回路の設計において、問題固有の計算
部分と、問題の次元/探索方式等により、あ
る程度一般化可能なデータ参照部分とに回
路を分離し、一般化可能な部分を設計テンプ
レートとして、ライブラリ化する。 
これらの評価と平行して、各評価に用いる
回路の設計をより容易なものとするために、
各種演算ユニット間の動作タイミングを記
述するためのハードウェア記述言語の開発
を進める。この言語は、パイプライン動作す
るユニット間の動作タイミング(制御回路) 
の記述のみを C like なシンタックスで実現
することを目指したものであり、処理のタイ
ミングの制御のみに特化している点が従来
の汎用的なハードウェア記述言語とは大き
く異なる。データパス(演算パス)の自動生成
は、最高性能の実現を目指す限り非常に困難
であるため、本ハードウェア記述言語では対
象としない。本ハードウェア記述言語では、
各演算ユニットの動作タイミングを制御す
る制御回路の自動生成を対象とし、演算ユニ
ットのパイプライン段数等を変更した場合
の、タイミングに関する煩雑な回路変更を避
けることを狙う。 
 
４． 研究成果 
 
以下、各年度における研究成果について述べ
る。 
 
[平成 18 年度] まず、N 次元空間を 1 次元的
に接続された演算ユニットで走査し、計算を
行う問題として、多次元空間におけるダイナ
ミックプログラミングに基づくホモロジー
検索の研究を進めた。この問題においては、
1 次元のチェーン状に配置された演算ユニッ
トが、N 次元空間を走査することにより、計
算が行われる。この時、既に計算された N-1
次元の近傍データを参照することが必要と
なるため、参照されるデータ量は非常に大き
く、全てを FPGA 内部に保持することはでき
ない。また、マッチングの評価において、ス
コアテーブルの参照が必要となるが、このテ
ーブルも非常に大きく、FPGA 内部には保持す
ることができないため、各種データの効率的
な取り扱いが不可欠となる。次に、N 次元空
間を 2次元的(アレイ)に接続された演算ユニ
ットで走査し、計算を行う問題として、2 次
元画像のセグメンテーション問題の高速計
算の研究を進めた。2^N の大きさの探索空間
に対し、N 個の演算ユニットを用いて最適解
の探索を行う問題として、充足可能性問題の
高速化の研究を行った。探索空間の大きさは 
2^N となるため、適切な探索方式、探索に必
要とされるメモリ空間の適切な分割とその
キャッシング等が必要となる。以上の問題に
関して、国際学会において発表を行うととも
に、国際学会、論文誌への投稿を行った。 
  
 
[平成 19 年度] 2 次元画像のデータを非連続
的に参照する問題として、watershed アルゴ
リズムに基づく画像セグメンテーション問
題の高速化を行った。連続的に参照する問題
としては、K-means クラスタリングアルゴリ
ズムに基づくカラー画像のセグメンテーシ
ョン問題と、大規模な画像データに対する大
規模なフィルターの適用問題を扱った。また、
本年度は、最新の CPU を持つパーソナルコン
ピュータを購入し、FPGA による高速化の評価
を行った。最新の CPU では、128 ビット幅の
データを 8b×16 個、16b×8 個、32b×4 個等
と分割し、そられのデータに対して同一の演
算を並列に行うことができる。また、複数(最
大 4 個)のコアを持つため、それらの並列演
算を 4個同時に行うことも可能である。これ
までに FPGA を用いて評価を行ってきた幾つ
かの問題に対して、CPU と FPGA の性能比較を
行い、どの程度の回路規模を用いることによ
り、どの程度の高速化が可能であるかを明ら
かにした。また、2^N の大きさの探索空間に
対し、N 個の演算ユニットを用いて最適解の
探索を行う問題として、充足可能性問題の高
速化の研究を行った。これらの問題に関して、
論文誌および国際学会において発表を行う
とともに、来年度の国際学会への投稿を行っ
た。 
 
[平成 20年度] 様々な問題の評価を通した高
速化手法の検討/評価を行うために、(1) N 次
元空間を 1次元的に接続された演算ユニット
で走査し計算を行う問題として、多次元空間
におけるダイナミックプログラミングに基
づくホモロジー検索の研究、(2) N 次元空間
を 2次元的(アレイ)に接続された演算ユニッ
トで走査し計算を行う問題として、2 次元画
像のセグメンテーション問題、フィルタリン
グ処理、ローカルコントラストの補正問題、
パターンマッチング問題、(3) 2 の N 乗の大
きさの探索空間に対し N 個の演算ユニット
を用いて最適解の探索を行う問題として、充
足可能性問題 等の高速化の研究を行って来
た。これらの研究の評価結果をもとに、問題
の対象空間の特徴、その空間を走査する演算
ユニットの接続状態の特徴、各演算ユニット
において参照される対象空間の一部の次元
と形状をパラメータとして、高速化回路の一
般化をはかり、そのライブラリ化の検討を行
った。これらの検討結果をもとに、画像処理
問題を対象とした、より C言語のレベルに近
いハードウェア記述言語の仕様検討を行い、
その処理系の開発を開始した。また、SIMD 命
令をサポートした複数のコアを持つマイク
ロプロセッサ、多数のコアを持つ GPU 等の最
新の LSI との性能差を明らかにするために、
これらの LSI の性能評価を行った。 
 
[平成 21 年度] 引き続き、(1) N 次元空間を
1 次元的に接続された演算ユニットで走査し
計算を行う問題として、多次元空間における
ダイナミックプログラミングに基づくホモ
ロジー検索の研究、(2) N 次元空間を 2 次元
的(アレイ)に接続された演算ユニットで走
査し計算を行う問題として、線分抽出問題、
ローカルコントラストの補正問題、パターン
マッチング問題、(3) 2 の N 乗の大きさの探
索空間に対し N 個の演算ユニットを用いて
最適解の探索を行う問題として、充足可能性
問題、数独ソルバの高速化等の研究を行った。
また、これらと並行して、SIMD 命令をサポー
トした複数のコアを持つマイクロプロセッ
サ、多数のコアを持つ GPU 等の最新の LSI と
の性能差を明らかにするために、これらの
LSI の性能評価を進めた。これらの問題に関
して、論文誌および国際学会において発表を
行うとともに、国際学会、論文誌への投稿を
行った。これらの研究の評価結果をもとに、
問題の対象空間の特徴、その空間を走査する
演算ユニットの接続状態の特徴、各演算ユニ
ットにおいて参照される対象空間の一部の
次元と形状をパラメータとして、高速化回路
の一般化をはかり、そのライブラリ化の検討
を進めた。また、画像処理問題を対象とした、
より C言語のレベルに近いハードウェア記述
言語の仕様検討を行い、その処理系の開発を
継続して行った。 
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