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Quantum dot structures confine electrons in a small region of space. Some 
properties of semiconductor quantum dots, such as discrete energy spectra 
and shell filling effects visible in addition spectra, have analogies to those 
of atoms and indeed dots are sometimes referred to as "artificial atoms". 
However, atoms and dots show some fundamental differences due to electron 
correlations. For real atoms, the kinetic energy of electrons dominates over 
their mutual Coulomb repulsion energy and for this reason the independent 
electron approximation works well. For quantum dots the confining potential 
may be shallower than that of real atoms leading to lower electron densities 
and a dominance of mutual Coulomb repulsion over kinetic energy. In this 
strongly correlated regime the independent electron picture leads to qualita- 
tively incorrect results. 
This thesis concentrates on few-electron quantum dots in the strongly cor- 
related regime both for quasi-one-dimensional and two-dimensional dots in a 
square confining potential. In this so-called "Wigner" regime the ground-state 
electronic charge density is localised near positions of classical electrostatic 
minima and the interacting electronic spectrum consists of well separated spin 
multiplets. In the strongly correlated regime the structure of low-energy mul- 
tiplets is explained by mapping onto lattice models with extended-Hubbard 
and Heisenberg effective Hamiltonians. The parameters for these effective 
models are calculated within a Hartree approximation and are shown to re- 
produce well the exact results obtained by numerical diagonalisation of the 
full interacting Hamiltonian. Comparison is made between square dots and 
quantum rings with full rotational symmetry. 
In the very low-density regime, direct diagonalisation becomes impractical 
due to excessive computer time for convergence. In this regime a numerical 
renormalisation group method is applied to one-dimensional dots, enabling 
effective spin-interactions to be probed at lower densities. 
For electron numbers exceeding four, the ground state energy is computed 
within the Hartree-Fock approximation. Whilst this does not enable the spin 
multiplet structure to be resolved, it does give a good estimation of elec- 
tron addition energies. Finally, for one-dimensional dots, the delocalisation 
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1.1 The miniaturisation race 
The invention of the transistor [1] in 1947 and subsequently the integrated circuit 
(IC) [2] in the late 1950s brought about the so-called microelectronics revolution 
that we are experiencing today. Microprocessors are no longer used exclusively 
for specialised applications but now permeate into most aspects of life, whether 
through controlling traffic flow or simply a supermarket checkout. For the past 
forty years computational power has increased as the transistor, the basic sub-unit 
for memory and logic functions, has decreased in size. This decrease in size allows a 
higher density of components to be fabricated on ICs and increases the functionality 
of the chip leading to faster and more powerful computers [3]. This trend in the 
miniaturisation of transistors was first noticed by Gordon Moore [4] of Intel resulting 
in the oft-quoted "Moore's Law" which states that since the introduction of the IC 
the number of transistors on a memory chip has quadrupled every three years (and 
is expected to continue to do so in the near future). The decrease in transistor size 
with associated increase in switching speed is one of the reasons for this dramatic 
increase in computational power, other factors such as design improvements and an 
overall increase in chip size also contribute [5]. Recent evidence for this exponential 
increase in transistors/chip can be readily obtained from the personal computer (PC) 
market. A state-of-the-art Pentium processor back in 1995 contained 3.1 million 
transistors with a minimum feature size of 0.35pm [6]. Introduction of the Pentium 
II only two years later increased the number of transistors to 7.5 million whilst 
reducing the feature size to 0.25pm. Similarly, the Pentium III increased this to 
28 million transistors with a 0.18bcm minimum size [7] and by the end of 2000 the 
recent announcement of the Pentium 4 claims 42 million transistors per chip with a 
minimum feature size of 0.15gm and moving to 0.13µm in 2002 [8]. Extrapolation 
of this exponential increase in number of transistors/chip into the future [9] predicts 
that within the next 10 years (i. e. before 2010) the minimum feature size will be 
less that 100nm. 
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1.2 A new approach? 
Although the minimum size for conventional devices is unclear, it is certain that we 
cannot indefinitely continue this decrease in transistor size using current designs. 
For devices smaller than 0.1/um there are potential problems with the current tech- 
niques. Some, but not all, of these problems are caused by the increased importance 
of fundamental quantum mechanical effects such as quantisation (of charge and/or 
energies) and tunnelling. For example, a conventional field-effect-transistor is ex- 
pected to have zero current flow until the application of a gate voltage, which results 
in current flow between source and drain. However, if the electrons could directly 
tunnel between source and drain, or indeed between the gate electrode and drain, 
then the device would have current flow even when "off" [3]. Such limits to the con- 
tinued downscaling of components arose in earnest in the 1980s [10] when reducing 
minimum device features below 0.5µm was anticipated to be problematic. However, 
improvements in fabrication techniques have reduced this limit as described in the 
previous section. It is possible, perhaps probable, that the anticipated 0.1µm limit 
will be pushed further and indeed there are not expected to be any "show stoppers" 
within the next 10 years [11]. However, the fundamental quantum mechanical be- 
haviour of the active electrons will mean that conventional device designs cannot be 
continually reduced in size [12]. 
Through purely power consumption considerations, switching devices must have 
a very small number of active electrons as the number of devices per chip is increased. 
Between 2010 and 2020 it is estimated that number of active electrons per device 
will be of order 10 [11,13]. Therefore instead of controlling the average behaviour 
of a large number of electrons, the control of a small number of electrons is neces- 
sary. This naturally leads into the area of so-called quantum-effect devices [3] which 
exploit the quantum mechanical properties of electrons, such as tunnelling and a 
discrete energy spectrum. Such devices are, by definition, small with length scales 
of order 1-100nm [14] and hence are often referred to as "nanostructures". 
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1.3 Quantum nanostructures 
The 1980s saw the introduction of a large number of research programs in small, 
i. e. at least one dimension less that 100nm, semiconductor structures [15]. The 
motivation for such programs was for both practical applications, investigating new 
semiconductor devices, and a fundamental physics viewpoint since the structures 
effectively allowed the manipulation of electrons confined in a small region of space. 
Numerous techniques are possible which allow electrons to be confined in all three 
spatial dimensions and, in general, the confinement length scale in the three di- 
mensions can be very different. Confinement in one dimension, where electrons are 
free to move in the other two spatial dimensions, results in so-called quantum-well 
structures. Further confinement in another dimension results in a one-dimensional 
quantum wire. The limiting case of confinement in all three spatial dimensions 
results in a quantum dot structure. In the literature such "zero-dimensional" struc- 
tures are often referred to as zero-dimensional electron gases, Coulomb islands and 
even "artificial atoms" [16]. Some criteria for the use of one or other term have been 
proposed [3] although the names are often used interchangeably. In the following 
we will concentrate on the properties of quantum dot structures. 
Many methods are available for the construction of such quantum dot structures. 
The first examples were probably made hundreds of years ago when semiconductor 
materials, such as ZnS or ZnSe, were used to make coloured glasses [17]. The semi- 
conductor crystallites within the glass absorbed light at characteristic wavelengths, 
leading to a distinctive colouring. More controlled attempts at growth of semi- 
conductor nanostructures have been the subject of research since the late 1970s. 
However, the effects of single electron tunnelling were first seen in metallic systems 
[18] where transport was measured through thin tunnel junctions containing small 
tin particles. Electron transport through the junction is via tunnelling between 
the leads and the tin particles since the oxide layer in which the tin particles are 
embedded is insulating. At zero bias these tunnel junctions showed a large peak 
in resistance at low temperatures. A simple model to qualitatively explain this 
behaviour was developed which relies on the fact that in the metal particles the 
Coulomb interaction between electrons is the dominant energy scale. This model, 
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which is now referred to as the Coulomb Blockade model [19.20.21], is the starting 
point for many treatments of confined electron systems. The basic idea behind the 
model is that electrons may tunnel onto an isolated region, or "island". and become 
localised there before tunnelling off the island. In the above case the metal particles 
form the island region. In order to get a current to flow the number of electrons on 
the island must change by at least one. However, in general, an activation energy, 
or charging energy, is required to add an electron to the island. Therefore at zero 
bias (i. e. with no energy supplied to overcome this charging energy) tunnelling is 
inhibited and a peak in resistance is observed. Later techniques were developed to 
fabricate, in a controlled way, small tunnel junctions that exhibit Coulomb blockade 
effects [22]. 
The effects of single electron charging were first seen in semiconductors when 
studying transport through narrow wires [23]. These wires were constructed by 
fabricating two metallic gates above a silicon layer. One gate is continuous, such as 
in a conventional field-effect-transistor and may be positively biased to accumulate 
electrons at the junction of the silicon layer and an insulating Si02 barrier. The 
other gate is formed with a narrow gap about 70nm wide. When negatively biased 
this gate depletes electrons leaving a narrow channel of electrons typically 20nm 
wide and 1-10 microns long. This "one-dimensional transistor" displayed periodic 
oscillations in conductance as a function of the positive voltage, V9, of the continuous 
gate. It was recognised [24] that the period of the oscillations was a result of the 
single electron charging of a small region of the wire that was defined by (random) 
impurities at the Si-Si02 interface. This "accidental" fabrication of single-electron 
structures sparked work on more controlled semiconductor systems [25,26]. 
Two of the most widely studied semiconductor quantum dot devices are the 
so-called lateral and vertical confinement devices [27]. Both structures provide con- 
finement in one dimension by the construction of a two-dimensional electron gas 
(2DEG) at the interface, or heterojunction, of two semiconductor materials. In lat- 
eral quantum dot structures additional confinement in the remaining two dimensions 
is provided by patterning metal gates. The gates may be designed to create poten- 
tial barriers and an "island"' region when negatively biased. In vertical quantum 
dot structures two tunnel junctions separating the "dot" region are created in the 
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growth direction and additional confinement is obtained by etching away unwanted 
semiconductor material leaving a "pillar" which defines the quantum dot. In lateral 
quantum dot structures the electrostatic confinement provided by gates tends to 
be shallower than the confinement by material boundaries in the vertical quantum 
dot. A further interesting method to generate quantum dot structures is through 
"self-organising" effects by heteroepitaxial growth [28,29]. Here a layer of semicon- 
ductor material is grown on a substrate with a smaller lattice constant. An example 
is InAs grown on GaAs although there are many such systems which show similar 
behaviour. Initially growth can take place "layer-by-layer" but as more material is 
deposited the strain increases. This strain can be decreased by the formation of 
isolated islands. By this method defect-free quantum dots with sizes -10nm may 
be created with no need for processing by lithography or etching. 
To probe the quantum dot structures, transport experiments [30] measure the 
energy required to add or subtract electrons from the dot. Such energies are anal- 
ogous to the electron affinity or ionisation energy in real atoms. For example, by 
maintaining a small source-drain voltage across the device and sweeping the gate 
voltage V9 which changes the potential on the dot, sharp resonances are observed in 
the conduction spectrum. Each resonance corresponds to degeneracy points between 
the occupation of N and N+1 electrons on the dot. The separation of resonances 
therefore gives the energy required to add electrons to the dot. The simplest form 
of the Coulomb blockade model, which employs only classical energies, qualitatively 
explains this result. The electrostatic energy, E, of a charge Q on the isolated island 




where V. is the (positive) potential difference between the gate and the island and 
C is the capacitance between the island and the rest of the system. The first term 
represents the attractive (if Q is assumed to be negative) interaction between the 
charge Q and the positive gate and the second term represents the charging energy 
required to add the charge Q to the island. The electrostatic energy is minimised 
with by a charge on the island Qo =- CV9. However, Q cannot take any value 
due to the discreteness of the electronic charge. -e. For A` electrons Q= -Ne 
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and therefore only certain values of E are possible. By varying Vg we can, however., 
continually change Qo. We may choose Qo = -Ne, i. e. V9 = Ne/C. Therefore 
N electrons occupy the dot. To add (N --ý N+ 1) or remove (N -ý N- 1) an 
electron requires the addition of DE = e2/2C in energy. Therefore with a small 
source-drain bias and at low temperatures tunnelling is effectively blocked resulting 
in the so-called Coulomb blockade. However, we may choose Qo = -(N +2 )e, i. e. 
Vg = (N + 2) e/C. Here the energy with N and N+1 electrons on the island is 
degenerate. There is therefore no energy barrier to tunnelling and the charge on the 
island oscillates between Q= -Ne and Q= -(N + 1)e and a current through the 
device is measured. By sweeping through gate voltages V9 conduction peaks with 
period OVg = e/C are observed at these charge degeneracy points. 
This simple theory is quantitatively correct for metallic structures which typi- 
cally contain - 107 electrons. The energy separation between excited electron states 
on the dot is negligible compared to the charge quantisation effect described above 
and the classical charging energy gives the correct behaviour. However, semicon- 
ductor quantum dots may contain only a small number (N = 1,2,3, ... 
) of electrons 
leading to a discrete energy spectrum and quantised energy spacings which may be 
of similar order to the charging energy. Furthermore, in semiconductor quantum 
dots the energy associated with the application of moderate magnetic field may also 
be of equal magnitude and should therefore be treated on an equal footing. 
It is this discrete energy spectrum which has resulted in the term "artificial 
atoms" being coined for such quantum dot structures [16,24]. By varying the con- 
finement potential the number of electrons confined by the dot may be increased 
with N=1,2,3, ... corresponding to artificial H, He, Li,... . For a small number 
of electrons, the electronic properties of the system are expected to be strongly N 
dependent. Indeed the large variation in chemistry of the first few elements suggests 
that this may be the case [14]. However, a vital difference between these artificial 
atoms and real atoms is the importance of electron correlations. For real atoms the 
electron confinement is provided by the 1/r Coulombic interaction with the nucleus. 
This strong confinement results in a relatively high electron density with energy 
scales dominated by the confinement (kinetic) energy. For this reason an indepen- 
dent electron picture works well and indeed a Hartree-Fock calculation reproduces 
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the low-energy spectrum for light atoms [48] reasonably well. However, in quan- 
tum dot structures the confinement is usually shallower resulting in lower electron 
densities. In this regime electron-electron interaction energies may be greater than 
kinetic energy and an independent picture results in qualitatively incorrect results. 
For sufficiently low electron densities, the Coulomb interaction dominates and the 
"Wigner" limit is approached [50,51,91] where the electron density becomes lo- 
calised around positions of classical electrostatic minima. Such a finite system is 
often called a Wigner molecule in analogy to the formation of a Wigner crystal in 
an infinite electron system. The electrons form a correlated system correctly de- 
scribed by an interacting many-body Hamiltonian. The resulting electronic energy 
spectrum depends crucially on the number of confined electrons and the form of the 
confinement potential. The majority of theoretical treatments of quantum dots have 
concentrated on circularly symmetric systems with a parabolic confinement poten- 
tial. This is indeed a reasonable approximation to the potential formed by "soft" 
electrostatic gating. However, for dots created by "hard" confinement, such as at a 
heterojunction between semiconductors, the parabolic approximation is unrealistic 
as the potential is essentially flat within the dot and rises sharply at the boundary 
[31]. 
1.4 Possible applications of quantum dots 
Current quantum dot structures remain very much in the research stage and the 
"devices" discussed in the literature are really structures which demonstrate some 
aspect of the physics which may potentially have some useful device application 
[32,33]. However, notable advances have been made including the demonstration 
of room temperature Coulomb blockade effects in silicon [34,35] and the construc- 
tion of a 128Mbit single-electron memory device [36]. It is, however, anticipated 
that the first device applications will be in rather more niche markets due to the 
low temperatures required for the operation of the majority of such devices. An 
important application of Coulomb blockade devices is electrometry - the detection 
of minute changes in charge distribution using a single-electron transistor [37]. Such 
Coulomb blockade devices have even been used to detect the charging of a nearby 
semiconductor quantum dot to study the single electron addition spectra of the dot 
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[38,39]. The very sharp Coulomb blockade induced peak in conduction through 
the dot results in the tunnelling being extremely sensitive to small changes in the 
electrostatic environment of the dot. A further application is in the field of metrol- 
ogy [40] where the so-called single-electron "turnstile" may be used as an electrical 
current standard. The idea for such devices is that the potential barriers of an is- 
land, or series of islands, are manipulated such that only one electron is transferred 
through the device per cycle of an externally applied signal. The current is therefore 
I=ef where e is the electron charge and f the applied frequency. 
The use of quantum dots as in new logic and memory circuits, i. e. replacing 
conventional transistors has been mentioned previously. Also in the area of compu- 
tation, rather more esoteric applications have also been proposed for quantum dot 
structures including quantum dot cellular automata (QCA) [41,42,43] which pro- 
pose to perform computation without conventional transistors and eliminating the 
requirement for long interconnections between devices. Logic levels are represented 
by the configuration of electrons in coupled quantum dot systems. A QCA cell may 
therefore have four dots located at the vertices of a square sharing two electrons. 
Due to the electrostatic interaction the minimum energy configurations have the two 
electrons on diagonally opposite corners of the square. There are obviously two such 
minimum energy configurations that may be used to represent logic states "0" and 
"1". Arrangements of many cells can, in principle, perform any desired memory or 
logic function. 
Even more revolutionary ideas in the area of quantum computation have been 
suggested for quantum dot structures [44,45,46]. Here, one proposal has an array 
of quantum dots defined by tunnel barriers with each dot confining one electron. 
This results in an effective exchange interaction between the electrons. which may 
be controlled by changing the barrier hight via a gate electrode or by the application 
of a magnetic field. By controlling the interaction of the electrons these structures 
are one proposal for the implementation of quantum computing gates. 
1.5 Outline of thesis 
The following chapters naturally divide into the study of quasi-one-dimensional dots 
and two-dimensional square dots. The layout is as follows: 
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Ch. 2: We first consider the simplest interacting electron problem of two elec- 
trons in a quasi-one-dimensional square well confining potential. This simple system 
introduces the crossover from the weak to the strong correlation regime as the elec- 
tron density is decreased. This section is largely review material from [50.51]. 
However, since the specific case of two electrons is considered, we make use of the 
spatial and spin factorisation of the electron wavefunction to block diagonalise the 
Hamiltonian matrix. Furthermore, we derive an effective lattice model that repro- 
duces the low-energy spectrum in the strong correlation regime and consider the 
effect of deconfinement with finite potential barriers. 
Ch. 3: Perturbative and numerical renormalisation group treatments of the 
two-electron problem are considered. 
Ch. 4: The two-electron problem is extended to a two-dimensional square well 
confinement potential and the effect of an applied magnetic field is considered. For 
two electrons, and the subsequent chapters with three and four electrons, effective 
Hamiltonians are constructed which reproduce the low-energy spectrum obtained 
by numerical diagonalisation. Results from this chapter are published in [64]. 
Ch. 5: Three electrons are considered in the two-dimensional dot. 
Ch. 6: Four electrons are considered in the two-dimensional dot. 
Ch. 7: Beyond four electrons accurate computation of the low-energy spec- 
trum by numerical diagonalisation is not possible in the strong correlation regime. 
However, approximate Hartree and Hartree-Fock models are used to calculate the 
ground state energies and hence calculate the addition energy spectrum. 
Ch. 8: Comparison is made between two, three and four electrons in the two- 
dimensional square and an ideal quantum ring geometry. The ring geometry has 
been extensively studied (see chapter for references) and previously published mate- 
rial is re-evaluated with the emphasis on a comparison to the square well confinement 





2 Quasi-one-dimensional dots 
2.1 Introduction 
As discussed in the previous chapter, quantum dots are structures which confine 
electrons in a small region of space. A simple model for such a system was considered 
in [49,50,51] where interacting electrons were studied in quasi-one-dimensional 
dots with a square-well confinement potential. The variation in energy spectra and 
charge density for N<4 electrons was studied as a function of confinement length L, 
where L is the width of the square-well potential. This model confinement potential 
has also been used to study electron transport through the quantum dot in the 
Coulomb blockade regime where electrons are added sequentially to the dot and 
become localised there before tunnelling out of the dot. Calculated current-voltage 
characteristics show interesting spin-blockade effects [52,54,55] resulting from a 
spin selection rule which states that each electron added to or removed from the dot 
may change the total spin only by +1/2. Spin-blockade has been shown to result 
in regions of negative differential conductance as the transport voltage is increased. 
This effect is associated with the reduced probability of states with maximum spin, 
S= N/2 where N is the number of electrons, decaying into states with lower electron 
number. In a quasi-one-dimensional dot containing N electrons, the high-spin state, 
S= N/2, may only decay into one state of an (N - 1)-electron dot, i. e. the high- 
spin state S= (N - 1)/2 for N-1 electrons. Other transitions are not allowed 
due to the spin selection rule. However, lower spin states of the N electron dot with 
S< N/2 have more allowed transitions. This "spin-blockade" therefore reduces 
the transport through the dot at transport voltages large enough to involve the 
high-spin state. For one-dimensional dots, the high-spin state is always the highest 
energy state within the ground state multiplet. However, for two-dimensional dots, 
the high-spin state may indeed be the ground state leading to spin-blockade in 
the linear transport regime [52,53]. In addition to this restriction due to spin 
selection rules, transitions may also be suppressed (or enhanced) due to the spatial 
properties of the underlying many-electron wavefunctions in the dot. Calculation 
of the allowed transition matrix elements between N and N+1 states using the 
exact correlated wavefunctions show that certain transitions, which are allowed by 
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the spin selection rule, are suppressed. The correlated nature of the electrons may 
therefore be important in interpreting results from transport spectroscopy [56]. We 
should note that spin blockade effects may also found in ground state transitions in 
quantum dots with parabolic confinement [57,58,118] 
In this section we shall briefly review the results for interacting electrons in 
one dimension and show that a Heisenberg model Hamiltonian reproduces the low- 
energy spectrum. For the specific case of two electrons we consider deconfinement 
effects with a finite potential well. 
2.2 Two-electron model 
In this section we consider the simplest case of two interacting electrons, which 
are confined by a square potential well of width L. Initially we assume the well is 
infinitely deep. Deconfinement effects in finite wells are considered in section 2.5. 
For two electrons it is possible to factor the spin and orbital parts of the electron 
wavefunction as shown below. This is not, in general, possible for more than two 
electrons except in the spin-polarised case. 
The antisymmetrised product of two single-electron states Ice) and 1ß) may be 






where the 1 and 2 denote the particle labels and a and 0 are the quantum numbers, 
of both space and spin, of the single-electron state vectors 1a) and 10). The single- 
electron states may therefore be written 1a) = Ii, a), where i and a are the spatial 
and spin quantum numbers respectively. Two-electron singlet, ITS), and triplet, 
IT), states with S, z =0 may be written 
ITS) - 
l` iajä) - l`p2&ju) and ITT) _ 
Using (2.1) and (2.2) gives 
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Therefore, for two electrons, the spatial and spin parts of the singlet and triplet 
states may be separated. The singlet state (2.3) may be written as a product of 
symmetric orbital states and antisymmetric spin states. Similarly the triplet state 
(2.4) may be written as a product of antisymmetric orbital states and symmetric 
spin states. The electron spin may therefore be fully accounted for by considering 
symmetric and antisymmetric combinations of orbital states. 




+Vpot(x2) +V(Ixi-x21 (2.5 
i-1 2m* dxi 
where m* is the electron effective mass, Vpot (x) describes the one-dimensional con- 
finement potential for the electrons and V (lxl - X21) is the electron-electron inter- 
action which, following [50,51], has the form 
2 
V(Ixi - x21) =e1 (2.6) 47rEOEr ý-(Xl 
- x2)2 + 
ý2 
where xi and x2 are the coordinates of the two electrons and .A is a parameter which, 
in this one-dimensional model, represents the spreading of the electron wavefunction 
in the other two transverse dimensions. For A=0 (a true one-dimensional system) 
the two electrons cannot occupy the same point in space, i. e. they cannot exchange 
positions. A finite A allows the electrons to pass and therefore models the spread of 
the electron wavefunction in the three dimensional system. With the criteria A«L, 
where L is the length of the confinement potential (or well width) in the dimension 
of interest, the low-energy electron states always have the electron wavefunctions 
in the ground state in the two transverse dimensions (with confinement length A). 
In this `quasi'-one-dimensional model, only the lower energy excitations possible in 
the larger `L'-dimension are considered. It is clear from the form of (2.6) that the 
interaction is Coulombic for large electron separation (i. e. for (x1 - x2) >A) - 
First, consider the case where the well is infinitely deep. Therefore we may 
choose Vp (x) =0 if 0<x<L and infinite elsewhere. Solutions of the full 
Hamiltonian may be obtained by diagonalising (2.5) within a basis formed from the 
non-interacting solutions which have the form 
cpn (X) sin 
nL 7rx 
n=1,2,3, . (2.7) 
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The Hamiltonian may be written 
H=EH* aB aB + 




x2)2 + , ý, 2 
(2.8) 
where x2 = xi/L, -y = \/L, EH = (m*/ETm)EH is the effective Hartree energy and 
a* = (ETm/m*)aB is the effective Bohr radius where 




are the Hartree energy and Bohr radius. For further calculations, we need only 
consider the dimensionless term in square brackets in (2.8). In further calculations, 
the dimensionless parameter ry =1x 10-4. 
From (2.3) and (2.4) it is clear that the orbital component of the two-electron 
wavefunction is symmetric for singlet states and antisymmetric for triplet states. 
To obtain the eigenvalues of (2.8) we may therefore diagonalise within a suitably 
symmetrised or antisymmetrised basis set. Since these states are not coupled by 
(2.8), the Hamiltonian matrix is block diagonal in such a basis. Therefore singlet 
and triplet Hamiltonian matrices may be constructed and diagonalised separately. 











where 1 and 2 again denote the particle labels and In) is a single-electron (non- 
interacting) state within the well. In dimensionless units, x, these non-interacting 
base states (2.7) become 
ýsin(nmrx) 0<x<1 
cpn(x) - ýn) 0 otherwise 
(2.12) 
Base states with n=m (2.11) are only allowed for the singlet (symmetric) Hamil- 
tonian matrix. For n 54 m (2.10) symmetric (+) and antisymmetric (-) base states 
form the singlet and triplet Hamiltonian matrices respectively. From (2.11) and 
(2.10) it is clear that all matrix elements fall into one of three classes: 
1. nm and n' m' 
('1 nmlHI'1in'ml) = (nmlHln'm') + (nml Hl m'n') (2.13) 
In), Im)2 + Im)i ln)2 
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2. n mandn'=m' 
(WnmI HI ` mmn') = 
\(nmI HI n'n') (2.14) 
3. n=mandn'=m' 
('I'nnI HI n, n, 
) _ (nnIHIn'n') (2.15) 
where Inm) = In)1 Im)2 is a product of single-electron base states 2.12. 
The remaining problem is to calculate the integrals 
(nmlHln'm) = 
fd1 d±2 ýn(x1) (x2) H ýPn'(xi)ýPm'(x2) (2.16) ýom 
where cp, ý(x) are the non-interacting states (2.12). Since these are purely real the 
conjugates may be dropped from (2.16). The single electron terms in (2.16) may be 
written 
_aB 






which, substituting (2.12), gives 
(nm1 Hi Jn'm') =L (En + Em)Snn'6mm' (2.18) 
where E,, = (n7r)2/2. The remaining two-particle integrals have the form 
00 
(nmjH2jn'm') =fd1d2 ýOn(xI)ýPm(x2) V (Jxl - x21) ýPn'(x1)ýPm' (x2) (2.19) 
00 
where 
V(ýxl - x21) =1 (2.20) 
1 -x2)2+72 
In principle these integrals could be numerically calculated directly. However, cal- 
culation of two-dimensional integrals can be time consuming and therefore the fol- 
lowing transformation is performed which requires only one-dimensional integrals to 
be performed numerically. We should note that the integral if zero is the product 
of base states is an antisymmetric function of xl and x2. Therefore non-zero matrix 
elements have the sum of base-state quantum numbers (n + n' +m+ m') equal an 
even number. To transform the two-dimensional integrals we define the Fourier pair 
00 
ýOn(x)ýOn' (x) =f dq Fnn' (9) e-iqx (2.21) 
Fnn' (9) =1 
ZOG 
(. ýx A(x)cPn(x) eigx (2.22) 2 J- oc, 
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Substituting (2.21) into (2.19) gives 
(nmI H2I n'm') =f dxi dx2 dq d4'' F'nn, (q)F'm ' (ql) e-igxle-29'X2 V(I xl - x21) (2.23) 
The four-dimensional integral (2.23) can be greatly simplified by transforming to 
centre-of-mass and relative motion coordinates where 
xi +X2 R=2 and r= x2 - xl 
which gives 
(2.24) 
(nmIH2 I n'm') =f dR e-i(q+q')R 
f dr dq dq' Fnnt (q)Fn n, 
(q') eigr/2e-iq/r/2 j%T(Irl) 
= 27rä(q + q') 
1 
dr dq dq' F (q) Fi (q') eigr/2e-iq'r/2 V (Ir 1) 
= 27r 




dq Fnnt(Q)Fmm'(-q)KO(I g17) 
0 
(2.25) 
where Ko (lq lry) is the modified Bessel function of the second kind and is defined 
°° dr cos(qr) (2.26) Ko(lql'Y) =1 dr 
_=I 
222 r+ ýy r -d ry 
The final one-dimensional integral (2.25) may then be performed numerically to 
obtain the Coulomb matrix elements. 
The Hamiltonian matrix is constructed using the rules (2.13,2.14,2.15). The 
size of the singlet (NS) and triplet (NT) Hamiltonian matrices is 
NS = 
mb(m6 + 1) 
and NT = 
mb(m6 - 1) (2.27) 
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where mb is the number of non-interacting base states used in the calculation. 
2.3 Two electrons in an infinite well 
The low-lying energy spectrum for the two-electron system is shown in figure (2.1) 
for non-interacting electrons and interacting electrons with L=0.1,1,10 and 100aB. 
In all cases mb = 40 base states are used. Increasing the number of base states to 
m& = 41 results in a change in ground-state energy of < 0.1 percent for all well 
widths considered in (2.1) and no change in the low-energy ordering of levels. The 




















Non- interacting 0.1 1 10 1 00 interacting 
L(aB) 
Figure 2.1: Lowest energy states for two non-interacting electrons and two interacting electrons 
with confinement lengths L=0.1,1,10,100aB. The L2 scaling of the energies ensures the non- 
interacting energies are independent of L. In each case the ground state energy has been subtracted. 
Singlet (S = 0) and triplet (S = 1) states are shown in black and red respectively. For L 10aB 
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Figure 2.2: Ground state energy for two interacting electrons as a function of confinement length 
L. The non-interacting ground state energy has been subtracted. For large L the behaviour is 
approximately Coulombic (note that true 1/L energy scaling would give a horizontal line on this 















Figure 2.3: Ground state charge densities for two electrons in an infinite potential well of width 
L=0.1 to 1000aB. For large L the charge density is strongly peaked in the corners of the well. 
For small L the charge density is peaked in the centre of the well. 
subtracted. For small L (L < O. 1aB) the energy levels shift only slightly from those 
of non-interacting electrons. However, non-interacting degeneracies between singlets 
and triplets are lifted with the triplet (S = 1) state generally having lower energy 
than the singlet (S = 0) state. As L is increased (L ti la*) there is significant level 
rearrangement and therefore a clear deviation from the non-interacting spectrum. 
For large L (L » la*) the energy levels form a series of well spaced multiplets 
with each multiplet consisting of a (quasi-degenerate) singlet and triplet state. The 
ground state is always spin singlet. This behaviour of the interacting electron system 
as a function of confinement length may be understood by considering the contri- 
bution of the kinetic and interaction energies to the total energy of the two electron 
system. For small L the kinetic terms, which scale as 1/L2, dominates over the 
interaction terms which scale as 1/L. Therefore for L<0.1aB the total energy is 
dominated by the kinetic terms and the eigenspectrum is similar to that of non- 
interacting electrons with only small level splittings caused by the electron-electron 
interaction. For intermediate regimes (L ? la*) where the kinetic and Coulomb 
terms are approximately equal in magnitude the structure of the energy spectrum 
is extremely complicated. Many level crossings in the low-energy spectrum occur 
in this regime. However, in the large L regime where the interactions dominate the 
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spectrum returns to a relatively simple form with widely spaced spin multiplets. 
Figure (2.2) shows the variation in ground state energy for large L is approximately 
Coulombic with EGS ' 1/L. Large deviations from the Coulombic 1/L scaling occur 
when L< 100aB which cannot be attributed to a simple addition of the kinetic terms 
since the non-interacting energies have been subtracted. For large L the 1/L scaling 
indicates that the electrons behave as classical point charges located at opposite 
sides of the well. This is confirmed by calculating the ground state charge density 
which is shown for a range of confinement lengths in figure (2.3). For L= 1000aB 
the ground state charge density is strongly peaked in the corners of the well and is 
essentially zero in the centre of the well. As L is reduced the charge density becomes 
less localised. For L 1004 the charge density is no longer negligible in the centre 
of the well and (as also shown in figure 2.2) the system begins to deviate from clas- 
sical behaviour. For L=0.1aB the charge density resembles that of non-interacting 
electrons with p(x) cost (7rx). 
2.4 One-dimensional electron models 
The multiplet structure for large confinement lengths (L) of two (or more) electrons 
in one-dimension has been interpreted [50,51] in terms of tunnelling and vibrational 
energies. In this strong correlation regime the electrons are well localised and the 
energy level structure within a multiplet is given by tunnelling between different 
arrangements of electrons. The larger vibrational energies set the scale for the 
splittings between multiplets. We shall concentrate on the low-energy spectrum 
and therefore the level structure within the lowest multiplet. Figure (2.4) which is 
adapted from [90] shows the structure of the lowest multiplet for N=2,3 and 4 
electrons in an `effectively' infinite well. We note here that the results are strictly 
for a finite well but with a depth sufficiently large to allow only a small leakage 
of the ground state wavefunction into the classically forbidden region. The lowest 
multiplet contains nm = 2N states where N is the number of electrons. Therefore 
for two electrons nm = 4, which corresponds to the one singlet and one triplet state 
shown in figure (2.1). 
The fine structure spectra of the low-energy multiplet has been calculated within 
the so-called "pocket state" approximation [48,90], the simplest example of which 
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takes two electrons in a one-dimensional dot. In the strongly correlated (large L) 
regime the charge density is inhomogeneous (i. e. peaked in the corners of the well). 
The pocket state analysis begins by regarding this two-electron problem in one- 
dimension as a two-dimensional problem involving one particle. This fictitious par- 
ticle therefore has momentum p= (pl, p2) and position r= (xi) x2). The potential 
landscape seen by this particle has a maxima along the line xl = x2. The maxima is 
of height 1/47r¬oEr, \ if the interaction is of the form (2.6). The potential has (equal) 
minima at r= (0, L) and (L, 0). The maxima correspond to positions where the 
real particles occupy the same position in space and the minima are where they 
have maximum separation. The potential landscape is therefore like two wells with 
minima at (0, L) and (L, 0) separated by a barrier along xl = x2. The interact- 
ing electron problem may then be viewed as a tunnelling problem where a particle 
starts in one well, or pocket, and tunnels through the barrier to the other well. The 
pocket states, which are solutions to the one electron problem in one well, are there- 
fore peaked around the potential minima. For two electrons there are two pocket 
states 11) and 12) and, to a good approximation if the tunnelling is small, the low- 
energy states may be written as symmetric and antisymmetric combinations of these 
two states 









where t= (11H12) is the probability of tunnelling between pocket states and s= 
(112) is the overlap of the pocket states. Eo = (1IH11) = (21HI2) is the energy of 
each pocket state. For two electrons it is simple to assign spin states since we know 
the symmetric orbital state, IT+), must correspond to a singlet and similarly the 
antisymmetric state, IT_), must be a triplet. 
In general, for N>2 and in d dimensions, the pocket state approximation 
may be used to give the structure of the low-lying manifold of states. Here the N 
electron problem is equivalent to that of a single electron in Nd dimensions. The 
potential landscape has (at least) N! minima (in d>1 there may be more than one 
(v > 1) classical minima, therefore the number of pocket states in general is vN! ). 
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The low-energy spectrum may therefore be obtained by considering only the i! 
lowest pocket states. The problem is complicated by the fact that, for N>2, the 
orbital and spin parts of the total (antisymmetric) wavefunction cannot be separated 
(i. e. the orbital part is neither symmetric or antisymmetric). Therefore to include 
Fermi statistics and spin requires the theory of permutation groups [90]. We should 
note that this pocket state analysis has also been extended to model the low-energy 
excitations of quantum rings containing an impurity [117] and quantum dots with 
parabolic confinement [118]. 
An alternative approach to describing the low-energy structure of few-electron 
dots in the strongly correlated regime is a lattice model [48,89,91]. This approach 
will be introduced here since it will be used in subsequent sections to describe the 
low-energy spectra of two-dimensional dots. The generic model for lattice problems 
is the Hubbard model [59]. This is essentially a tight-binding model where electrons 
occupy fixed `sites'. Each site may contain 0,1 or 2 electrons. The simplest form of 
the model retains only the largest Coulomb matrix elements, UZ, where two electrons, 
of opposite spin, occupy the same lattice site (i). So-called hopping matrix elements, 
t2j, are defined which give the probability of an electron hopping between sites i and 
j and an on-site single-electron energy, Ei, is the energy of a single electron occupying 
site i. The Hubbard Hamiltonian therefore has the form 
H= E(Eini + UiniTniJ-) +E (tijcit cj, + h. c. ) (2.30) 
i (ij)Q 
where n2 = nZT + njý and ni, = c! to, ci,. 
The operators c2ý and ci, create and destroy 
and electron on site i with spin a =T or ý. In some situations the Coulomb interac- 





to (2.30) which gives the so-called extended Hubbard model. The matrix element 
1'Zj describes the Coulomb interaction between electrons on sites i and J- 
In some cases the Hubbard model may be simplified. In the strong correlation 
regime (i. e. U» t) and in the specific case of a half-filled system where the number 
of electrons is equal to the number of sites many of the states in the many-electron 
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Hilbert space may be eliminated by perturbation theory in t/U. With these crite- 
ria, the low-energy states of the Hubbard Hamiltonian (2.30) may be shown to be 
equivalent to those obtained by a Heisenberg spin Hamiltonian. Consider a chain 
of N3 sites. These sites could be, for example, located at the positions of the peaks 
in the charge density for the one-dimensional dot described in the previous section. 
If there is one `orbital' state per site then each site, i, can have 0,1 or 2 electrons 
with energies EZ = 0, Ei, 2Ei + UZ respectively. For N=N, 8 electrons the lowest 
energy electron configurations have one electron per site. There are 2N such low- 
energy configurations which form a set {1a)}. Excited configurations are of order 
U higher in energy since they must involve (at least) one site which contains two 
electrons. If there is no hopping between sites, i. e. tip = 0, then the low-energy 





To take into account a non-vanishing t2j we may use degenerate perturbation theory 
to second order. A fuller description of this form of perturbation theory is given in 
Chapter 3. The unperturbed, or model, Hamiltonian is of the form 
N3 
Ho = (Eini + Uiniýnij 
i=1 




The full Hubbard Hamiltonian (2.30) is therefore H= Ho + V. 
(2.33) 
(2.34) 
Note that for 
notational simplicity we have changed the summation in (2.34) to one over all sites 
i and j (with i j) rather than over all distinct pairs. The conjugate terms are 
therefore contained within the summation in (2.34) rather than written explicitly 
as in (2.30). The zeroth-order effective Hamiltonian, see section 3.2 (3.51), is 
O) = PH0P eff H( (2.35) 
where P= Ea 1a)(al is a projection operator which eliminates states not within the 
ground manifold {I a) }. This term merely shifts all states {I a) } by a constant energy 
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E0. Since we are primarily concerned with splittings within the lowest manifold. this 
overall energy shift may be omitted. The first-order perturbation (3.52): 
H(l) = PVP =0 eff (2.36) 
is zero since all allowed hops from the low-energy manifold { ja) j must result in a 
state which contains two electrons on the same site and is therefore, by definition, 
not a member of {1a)}. The first non-zero term comes in second order where the 




Eo - Ho Eo - Ho 
where the fact that PVP =0 has been used. As before, P eliminates states not in 
the low-energy model space, Eo is the energy of the model states (2.32) and Ho is 
the model (unperturbed) Hamiltonian (2.33). Using (2.34) gives 
E 1: tzjtkl 4crClcrFE '1 CjQcj0 P 
(2.38) Hel f=P 
i# jak /4 a' o- 
Ho 
When operating on a state within the model space {I a) } an electron on site j with 
spin a is destroyed and an electron with the same spin created on site i. This hop, 
if allowed, results in an excited state with one site containing two electrons. These 
states form part the set { 1, Q) }. All states in {ß)} have energy 
N3 
Eß=(ßIH0ß)= (¬) Z +U (i=l (2.39) 
where U is the Coulomb energy for two electrons occupying the same site. This is 
assumed to be the same for all sites. For (2.38) to be non-zero the final hop from 
site l to site k must return the excited state, (/3) to one in the ground manifold. 
Therefore one electron on site i must be returned to the unoccupied site j. The 
effective Hamiltonian may therefore be written 
Heu -PI tij 
I2CJQ' C, 0,1 Ci 3P 
i# jQ Q' 
Eý EQ 
= -P 
Itij i 2cjtu, 
cia'cZ cju p 















- c70 ý ciü 
t ücj, P 




where Q= -a. 
Consider the first term in (2.40) operating on a state la) within the ground 
manifold. In I a) =I""" io jci' ." ") the sites i and j are occupied with one electron. 
The operation 
[_ni(i 0 
_ ... icrju'... ) or Q' 
Q=Q1 
(2.41) 
gives zero if the electrons on sites i and j have the same spin. The action of this 
operator is equivalent to a spin operator of the form 
2 (s: sj' - 1/4) 1 ... iajQ' ... ) = .. '.. ý 
(2.42) 
-1 
where si measures the S, component of spin on site i, i. e. si li, ±a) _ +1/21i, fa). 
Similarly the second term 
c% 
ciQc ci 1 ... iaja' ... ) = 
0.. 
, 
01 _ 011 (2.43) 
01 
which, if the spins are different, results in an exchange of spin states on sites i and 
j is equivalent to a spin operator of the form 
(ssI+ss)I... iaja'... )= a (2.44) I... ZýýQ... ) QQ 
where the so-called "step-up" and "step-down" operators s2 and si raise and lower 
the spin on site i. The effective Hamiltonian (2.40) is therefore equivalent to a spin 
Hamiltonian of the form 
Het f=p Jij 
(ssý + 1/2(si sý + sý si) - 1/4) P (2.45) 
ij 






Using the definition of the spin operators 
si = s2 + is' (2.47) 
si = si - is' (2.48) 
gives 
H(2) =P Jzj (si - sj - 1/4) P (2.49) eff 
i3' 
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To second order in perturbation theory, the half-filled (i. e. N=A, ) Hubbard 
Hamiltonian (2.30) is therefore equivalent to a Heisenberg spin Hamiltonian. For the 
one-dimensional dot system considered in the previous section the criteria N=N, 
is always met in the strong correlation limit since the position of the `sites' are the N 
peaks in charge density. Therefore, in the strong correlation limit, it is feasible that 
one-dimensional dots have an effective Hamiltonian of the form (2.49). Furthermore 
it is likely that considering only exchange processes between nearest neighbours will 
give a good approximation. Therefore the proposed effective Hamiltonian for N 
electrons in one-dimension is 
N 




where J= 2Iti, i+1I2/U >0 is the (antiferromagnetic) nearest neighbour exchange 
parameter. As shown in figure (2.4), the effective Hamiltonian (2.50) reproduces 
the ordering of levels in the strongly correlated regime and also gives a reasonable 
approximation to the ratio of energy level splittings. We note that the numerical 
results for N=4 were performed for a higher electron density than N=3 electrons. 
For higher electron densities the electron wavefunctions are less localised near the 
lattice sites assumed in (2.50) and we may therefore expect the results to differ 
more than at low electron density. The ground state for electrons in one-dimension 
is always low-spin [47] as shown for N=2,3,4 in figure (2.4). 
2.5 Deconfinement effects in finite wells 
The previous section considered electrons bound in an infinite potential well. Here 
we introduce a finite well to study the effects of electron deconfinement as the `size' 
of the confining potential, i. e. the well depth and/or width, is reduced. Direct 
diagonalisation of the two-electron problem will be compared to an approximate 
Hartree method. 
To obtain solutions to the two-electron Hamiltonian (2.5) with a finite potential, 
10(x), of width Lf and depth Vf we introduce a set of basis states defined as the 
non-interacting levels in a finite well of width L. >Lf, see figure (2.5). Kinetic 
and Coulomb matrix elements therefore have the same form as for the infinite well 
described in the previous section. Additional terms are required to describe the 
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...... ...... 1/2 ...... 0 
Figure 2.4: Structure of the lowest energy multiplet for N=2,3,4 electrons from numerical 
diagonalisation of the full Hamiltonian (solid line) and from the Heisenberg model with nearest 
neighbour exchange (2.50). Numerical results for N=3 (with L= 11.3aB) and N=4 (with 
L= 13.2aB) are adapted from figure 7 of [901. 
confinement potential. These are obtained by integrating the base states over the 
finite regions of the potential landscape shown in figure (2.5). The zero of energy is 
chosen to be the bottom of the finite well. Some care is needed in the choice of L,,, 
for a given Lf and Vf. L,,,, should be sufficiently large such that the wavefunction 
in the classically forbidden region is not forced to zero. However, for very large Lam, 
the number of basis states required for convergence is impractical. In all results we 
therefore investigate the effect on the solution due to the (arbitrary) position of the 
infinite well by increasing L,,,, until the energies of the bound states converge. 
Figure (2.6) shows the ground state charge density of two interacting electrons 
confined by a finite well of depth Vf = 1EH and width Lf= 5aB. The width of 
the infinite well which defines the basis functions for the calculation in increased 
from L,,, = 10 to 30aB. The position of the infinite well does not affect the charge 
density. The position of the peaks in charge density indicates the two electrons 
are bound by the finite well. As for the infinite well in the previous section, the 
Coulomb repulsion between the electrons causes the charge density to be greater 
near the corners of the well. Since the central well is finite there is some leakage of 
the electron wavefunctions into the barrier regions. 










Figure 2.5: To obtain solutions for a finite well of width Lf and depth Vf an infinite well of width 
L,, > Lf is introduced. The single-electron states in the infinite well, I cpi), form a basis with which 
to expand the wavefunctions in the finite well. 
a) b) C) 
Figure 2.6: Ground state charge density for two interacting electrons in a finite well of width 
L1 = 5aB and depth Vf = 1EH. The width of the infinite well, Lam, is a) 10aB, b) 20aB and c) 
30aB. The positions of the finite and infinite wells are shown. 
a) b) C) 
Figure 2.7: Ground state charge density for two interacting electrons in a finite well of width 
Lf= 3aB and depth Vf= 1E1 . The width of the infinite well, Lam, is a) 10aB, b) 20aB and c) 




or the well width) causes a dramatic change in the structure of the charge density 
as shown in figure (2.7). Here the finite well width has been reduced to Lf = 3aB. 
The well depth remains at Vf = 1EH, the same as that in figure (2.6). The size 
of the infinite well is again increased from L,,,, = 10 to 30aB. Unlike figure (2.6), 
the charge density varies significantly as L,,,, increases. Figure (2.6(c)) clearly shows 
only one electron bound by the central finite well, with the charge density for the 
remaining electron peaked towards the corners of the infinite well. As L', ' is further 
increased the region of zero charge density between the peaks increases. 
For a given well depth this indicates that there is a critical length where a transi- 
tion from two to one bound electrons occurs. The sharpness of the transition can be 
highlighted by plotting the Coulomb energy Ec = (To IV I To) where V= V (I xl -x21) 
is the Coulomb term (2.6) in the two-electron Hamiltonian (2.5) and Iwo) is the 
two-electron ground state. In figure (2.8) we plot Ec against Lf for a well of depth 
Vf=1,5 and 10EH and an infinite well. For large well widths, Lf> 10aB in figure 
(2.8), the Coulomb energy is approximately equal for all three wells since the ground 
state energy is small compared to the finite well depth. Therefore the ground state 
wavefunction leakage into the barrier region is small and the Coulomb energy is 
approximately equal to that of an infinite well. As the well width is decreased the 
ground state energy is increased and the effects of deconfinement in the finite wells 
become more pronounced. The Coulomb energy is, in general, lower for the finite 
wells due to leakage of the electron wavefunction into the barrier region (i. e. the 
charge density is no longer negligible outside the region of the finite well). Since the 
electrons are less localised than in an infinite well, the Coulomb energy is reduced 
- the electrons being effectively further apart. For the smaller well with Vf = 1EH 
the deviation from the infinite well results is more pronounced. 
The finite wells continue to bind two electrons down to a critical finite well 
width Lf=L, (Vf) which is a function of the depth of the confining potential. For 
Lf < L, (ti', ) only one electron is bound by the well and the Coulomb energy drops to 
zero as L,,,, is increased. Strictly the Coulomb energy tends to zero only in the limit 
L,,,, -+ oo although in figure (2.8) we plot Ec =0 when one of the electrons becomes 
unbound. Figure (2.8) shows the critical lengths L, (1EH) = 4.1aB, L, (5EH) = 1.3aB 















Figure 2.8: Increase in Coulomb energy with decreasing well width for Vo = 1,5,10EA and an 
infinitely deep well. For finite wells, when Lf<L, one electron becomes unbound and the 
Coulomb energy drops to zero. For the infinite well, the Coulomb energy continues to increase as 
the well width is reduced to zero. 
with the charge density profile changing from that of figure (2.6) to figure (2.7). The 
occurrence of this transition for the finite wells is due to a competition between the 
reduction in potential energy, of order - Vf, and the increase in Coulomb energy 
when two electrons are bound by the well. For large dots the Coulomb energy 
is minimised by the electrons sitting in the corners of the finite well which has 
a potential energy Vf lower than the surrounding region. However, as the dot size 
shrinks the reduction in potential energy caused by having two electrons in the finite 
well region is offset by the increasing interaction energy between the two electrons. 
The interaction energy continues to increase as the dot size is reduced, as shown in 
figure (2.8), despite greater wavefunction leakage out of the well region. Eventually a 
point L, (Vf) is reached where it is energetically favourable to bind only one electron 
in the well. Beyond this point the increase in energy due to one electron being in 
a potential Vf higher than the well is less than the increase in Coulomb energy if 
both were in the finite well region. 
An estimate of L, for a given Vf may be obtained by considering the energy, 
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Figure 2.9: Plot of finite well depth, Vf, versus width, L f, showing regions where either two or 
one electrons are bound by the central well. The three lines indicate transition points between 
one and two bound electrons obtained from exact and Hartree calculations and the approximate 
bound (2.52) and unbound (2.53) energies. 
unbound from the well. Both EB and EUB are functions of the finite well width Lf. 
By definition L, is therefore the length which satisfies 
EB(Lf=LC) = EUB(Lf=LC) (2.51) 
The bound and unbound energies may be written 
2 
EB 2E0 +e (2.52) 
47t¬OErL f 
EUB = Eo + Vf (2.53) 
where Eo = Eo (L f, Vf) is the lowest single-particle energy for an electron in a finite 
well of width Lf and depth Vf. For two bound electrons (2.52) we approximate 
the total energy as twice the single electron energy plus a Coulomb interaction 
assuming the electrons are localised near the corners of the finite well. With one 
electron unbound (2.53) the interaction energy drops to zero, however the unbound 
electron is in a region with potential energy Vf higher than the bound electron. 
Figure (2.9) plots the critical length L, for a given well depth using the approximate 
energies (2.52) and (2.53) together with the critical lengths obtained from exact 
numerical diagonalisation. The results for a Hartree calculation are also shown. 
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Here the effects of electron-electron interaction are included in an average way. A 
single-electron Hamiltonian of the form 
2 
X7 2+V, ot(xZ) 
+ Vx(xZ) 
2m* 
(2.54) HZ =-d 
is solved for each of the i electrons. In this two-electron system i=1 or 2. The 
first and second terms describe the kinetic energy and confining potential as before. 
The effect of electron interaction is included in the single-electron Hartree potential. 
VH (x). In general, if we are solving for the ith electron, the Hartree potential depends 
on all other electrons in the system. For the two electron system it simply depends 
on the one other electron. The two single-electron Hamiltonians HZ, where i=1 or 
2, are therefore coupled and must be solved iteratively. If, on one iteration, we take 
i=1 then the Hartree potential experienced by this electron may be written 
V1(xi) = fdx2 (4'0x2)12 V (IX, - x2I) (2.55) 
where V (I xl - x21) is the Coulomb interaction (2.6) and'0 (x2) is the wavefunction 
of the lowest energy `Hartree' state for the i=2 electron. Solving HZ=1 results in a 
set of Hartree states for the i=1 electron and the ground state is fed back into the 
calculation on the next iteration which solves for the i=2 electron. This iterative 
process is continued until some parameter, such as the energy of the lowest Hartree 
state, shows a negligible difference between two iterations. It is clear that to begin 
the process we must supply a guess for the initial ground state wavefunction o (x) 
for one of the electrons. In practice, the simplest starting points are a point charge 
in the corner of the well or a non-interacting ground state. Both starting points 
should result in the same converged result if a global minimum energy configuration 
has been obtained. 
Figure (2.9) shows, for a range of finite well depths, the critical width which 
marks the transition from two to one bound electrons obtained by the three meth- 
ods. The exact results, obtained by numerical diagonalisation, are shown as a solid 
line. Hartree results and the approximation to the bound (2.52) and unbound (2.53) 
energies are shown as long and short dashed lines respectively. Regions above the 
lines have two bound electrons, regions below the lines have only one electron bound 
by the central well. The approximation to the bound/unbound energies tends to 
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give a smaller critical length, for a fixed Vf. than the exact results. Therefore two 
electrons remain bound in smaller dots using this approximation. This is due to 
the underestimation of the Coulomb energy in the bound state. The approximation 
assumes the two electrons interact as point charges at the corners of the well with 
separation L f. In the exact calculation the effective separation of two bound elec- 
trons is always less than Lf since the electron wavefunction is peaked inside the finite 
well. Since the Coulomb interaction is underestimated two electrons may remain 
bound by the finite well for smaller well widths than given by the exact calculation. 
Conversely the Hartree approximation tends to give a larger critical length, for a 
given Vf, than the exact results. Therefore one electron becomes unbound for larger 
dots using the Hartree approximation. The Hartree method overestimates the en- 
ergy of both the bound and unbound states, consistent with the variational principle. 
However, the approximation to the energy of the bound state tends to be worse than 
that of the unbound state since exchange (and correlation) energies (which are not 
included in the Hartree approximation) are greater in this regime. Therefore, since 
the energy of the bound state is overestimated, one electron becomes unbound in 
the Hartree approximation for larger dots than given by the exact results. 
2.6 Conclusion 
This section has investigated both infinite and finite quasi-one-dimensional dots. 
The two-electron Hamiltonian matrix may be block diagonalised in a symmetrised 
and antisymmetrised basis of spatial functions to obtain the singlet and triplet eigen- 
spectrum respectively. In the weak correlation regime with high electron density the 
eigenspectrum resembles that of non-interacting electrons. In the low-density regime 
the eigenspectrum displays a multiplet structure and the ground state charge den- 
sity is peaked around positions of classical electrostatic minima. Such a structure 
is often termed a Wigner molecule in analogy to the formation of a Wigner crys- 
tal in an infinite system with low electron density. In this "Wigner" regime, the 
low-energy spectrum has a quasi-degenerate singlet-triplet multiplet which is well 
separated from the next set of levels. For two (or more) electrons in one-dimension 
this low-energy multiplet structure may be modelled by an effective Heisenberg spin 
Hamiltonian. Replacing the infinite well with a finite confining potential results in 
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a sharp transition between two and one bound electrons as the dot `size' (finite well 
width or depth) is reduced. This critical size may be approximated using a simple 
Hartree calculation. 
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3 Perturbation theory and numerical 
renormalisation 
3.1 Introduction 
In the previous section we considered a simple Hartree method which reproduced 
the overall energy scale for the interacting electron problem. However, approximate 
methods such as Hartree and Hartree-Fock (where the exchange interaction between 
parallel spin electrons is included) do not, in general, give the correct ordering of 
the low-energy states in the strong correlation (large L) regime. In particular, for 
two electrons, the Hartree (or Hartree-Fock) energy for the triplet state tends to be 
lower than the singlet. Therefore these approximation methods incorrectly predict 
a high-spin ground state. The situation becomes worse for more than two electrons 
since Hartree gives only an estimate of the ground state energy whereas what is 
required is an accurate description of the low-lying spin multiplet. However, these 
approximate methods do have the advantage over exact numerical diagonalisation 
of computational speed and the ability to extend the study to a large number of 
electrons. 
In this section we shall investigate two methods for refining the approximate 
solutions by means of perturbation theory and numerical renormalisation. In per- 
turbation theory we begin with a so-called model Hamiltonian which, hopefully, 
well represents the full Hamiltonian so that the perturbation is small. If the per- 
turbation is small then a low-order expansion should be sufficient to account for 
the remainder of the full Hamiltonian and hence reproduce the exact results. In 
numerical renormalisation we may consider starting with the full Hamiltonian and 
`removing' states which only weakly couple with the low-energy states of interest. 
The remaining effective Hamiltonian therefore accurately reproduces the low-energy 
results. 
3.2 Perturbation theory 
Our aim is to solve the Schrödinger equation 
HST) = EI') (3.1) 
40 
where H is the Hamiltonian which describes the many-electron problem and IT) 
are the many-electron states. In the perturbation theory approach [60,61] the 
Hamiltonian is split into two parts, a model Hamiltonian (Ho) and a perturbation 
(V). Therefore 
H=Ho+V (3.2) 
The model Hamiltonian should be a reasonable approximation to H which means 
that the perturbation is small. For atoms, a mean-field approximation - such as 
Hartree-Fock - is often used as a natural choice for Ho. The two perturbation 
methods we shall consider are the Brillouin-Wigner (BW) and Rayleigh- Schr6dinger 
(RS) expansions. The BW method contains the exact energy of the state explicitly 
within the expansion. For this reason its use is best suited to problems where 
only a single energy level is involved. The RS method has the advantage that exact 
energies do not appear in the expansion and it is therefore more suited to application 
on a group of states. However, in general, the RS perturbation expansion is more 
complicated than that obtained via the BW method. 
To begin the BW treatment let us assume the model Hamiltonian Ho has a 
complete set of orthogonal eigenvectors, { 1a) j, which satisfy 
Hola)=Eola) (3.3) 
We also assume that one of the eigenvectors in the set is a reasonable approximation 
to the exact state, IT), of interest. Let us write this so-called model state as 10). In 
this treatment the model space therefore consists of only one state. The remaining 
states, i. e. the set {Ja)la 0} form the so-called orthogonal space. We now 
introduce two operators P and Q. P is a projection operator which projects out of 
any state its component proportional to the model state. Similarly Q projects out 





Operating with P on the exact state IT) gives 





P therefore projects the exact state IT) onto the model state 10). Using the com- 
pleteness relation P+Q= Ea Ice) (cti I=1 we may write the exact state as 
IP> = IO>(OIW) + QIW> (3.7) 
Since the state 10) is the zeroth-order approximation to the exact state IIF) then QI W) 
may be regarded as the "correction" to 10). If 10) is obtained by an independent 
electron approximation, such as Hartree-Fock, this is sometimes referred to as the 
correlation correction to 10). 
To generate the BW perturbation expansion we introduce a further operator, 




RE is therefore the inverse of (E - Ho) in the orthogonal space and zero in the 
model space. A further, more explicit, form of RE may be obtained by considering 
Q operating on a state la) which may be written 







Using the completeness relation >a 1a) (a l=1 and 3.10 gives 
RE = REja)(aj _Qa la)(al =vl 
a)(al (3.11) 
aaE a#oE-Eoc 
We may now use the operator RE to generate the BW expansion. The Schrödinger 
equation (3.1) and the partition of the Hamiltonian (3.2) gives 
(E - Ho) I xF) =V IT) (3.12) 
Operating on the left with Q and then RE gives 
RE(E 
- Ho)QI 
W) = REQV I XF) 
QI ") = REV JW) (3.13) 
where we have used the definition (3.8) and the fact that QQ = Q. Substituting 
(3.13) into (3.7) gives 
IT) = 1O)(OI`I') + REV W) (3.14) 
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which. by repeated substitution of the entire right-hand side for the IT) on the right. 
generates the Brillouin-Wigner perturbation expansion for JIP}: 
(3.15 JIF) = (1 + REV + REVREV + REVREVREV +'' ') 
10)(01W) 
To obtain the expansion for the exact energy, E, we multiply the Schrödinger equa- 




Since Ho JO) = E0010) then the first term in (3.16) is simply Eo = Eo and by substi- 
tuting the expansion (3.15) we obtain 
E= E0+(OJV+VREV+VREVREV+- "10) (3.17) 
The energy expansion may therefore be written 
E= Eo + E(1} + E(2) + E(3) +. "" (3.18) 
where 
E, (n) = (OIV(REV)n-1I0) (3.19) 
Using (3.11), the first three terms may therefore be written 
Eo = (OIHolO) (3.20) 





We should note that the sum of the first two terms is simply 
Eo + E(1) = (OIHIO) (3.23) 
which, again if 10) is obtained by some Hartree-Fock procedure, is the definition of 
the Hartree-Fock energy for the state 10). The remaining terms in the expansion are 
therefore the correlation energy. 
The form of the BW perturbation expansion is relatively simple to implement. 
However, the exact energy E appears in the denominators of the perturbation terms. 
Since obviously E is unknown initially some guess, for example E= E0. must be sup- 
plied and the solution iterated to convergence. Therefore in B`V perturbation theory 
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only one level may be considered at any one time and, for this reason, is unsuited to 
studying many levels. For such situations Rayleigh-Schrödinger is preferable since it 
may be simultaneously applied to a group of levels. The RS perturbation expansion 
therefore does not have the initially unknown energies in the expansion. 
To begin the RS treatment we again assume that the eigenfunctions, la), of the 
model Hamiltonian, Ho, are known and satisfy (3.3) and form a complete orthonor- 
mal set. Rather than considering just one model state we may, in general, consider 
a set of model states which form the so-called model (or P) space. The remaining 
states are in the orthogonal (or Q) space. Including more than one state within the 
model space allows the mixing, or "interaction", between these states to be included 
to all orders in perturbation theory. The remaining orthogonal states may they be 
included by means of a low-order expansion. The problem, as before, is to solve the 
Schrödinger equation 
HIT) = Eal 1a) (3.24) 
where IV) and Ea are the exact eigenstates and energies. As before we may define 
the projection operators P and Q for the model and orthogonal subspaces respec- 
tively 
P= lcx)(a) (3.25) 
aEP 
Q= 110) (01 (3.26) 
flop 
P operating on an exact state IV) projects this state onto the model state Ia) 
therefore 
Pl, Pa) = la) (3.27) 
which is equivalent to the previous statement (3.6) but here, for simplicity, we choose 
that the overlap (a lW) = 1. This so-called intermediate normalisation simplifies 
the notation. However, this choice means that in the following expansions the exact 
eigenstates are not normalised. We may define a further operator, S2, which is the 
so-called wave operator and transforms a model state back to an exact state 
Qla) = IIa) (3.28) 
which is an equivalent statement to (3.15) in the BW perturbation expansion where 
the expansion in brackets represents the operator S2 in BW perturbation theory. 
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Note that wave operator in the B`ti" expansion contains the initially unknown exact 
energy, E; through the energy dependent resolvent RE. 
The simplest form of RS perturbation theory has all model states with the same 
energy. This was the situation in section 2.4 when we considered the Hubbard model 
and the low-energy model states with one electron per site, all degenerate in energy. 
A natural generalisation of this is to include in the model space states with different 
energies. However, irrespective of the possible degeneracies in the model space., we 
wish to obtain an expression for the wave operator, SZ, such as obtained in (3.15) for 
the BW theory. Starting with the Schrödinger equation and using (3.2) we obtain 
(%a - Ho)IW) = VIW ) 
operating with P on the left gives 
(Ea-Ho)Ia)=PVNJ ) 
since [P, Ho] = 0. Operating now with SZ and rearranging gives 
EaI Ta) = (1 H0 +QPVS2)la) 
Eliminating the unknown energy Ea using (3.29) and (3.31) gives 





This general equation allows us to define the RS perturbation expansion for the 
wave operator Q. For a degenerate model space it takes a simpler form. Let us 
assume all states 1a) within the model space have the same energy E0. Therefore 
Hol a) = EoIa) 
and 
(QHo - Hol)I a) = (Eo - Ho)cl a) 
Equation (3.32) therefore simplifies to 




We may now follow a similar analysis as used to obtain the BW perturbation ex- 
pansion. Introducing the (resolvent) operator R which is defined 
R= 
Q 
Eo - Ho 
(3.36) 
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we may write (3.35) as an operator equation of the form 
QS2 = R(VS2 - S2PVS2) (3.37) 
and using the completeness relation, P+Q=1, gives 
Q=P+ RVS2 - RQPVQ (3.38) 
If we write the expansion for the operator S2 as 
S2 = Q(°) + 5i(1) + ci 2) + 52(3) + ... (3.39) 
where each term, S2(n), in the expansion has n occurrences of the interaction V then 
by substituting (3.39) into the right-hand side of (3.38) we obtain the following 
low-order terms 
S2(0) =P 
Q(l) = RVP 
Q(2) = RVRVP - R2VPVP 
5ý(3) = RVRVRVP - RVR2VPVP - R2VPVRVP 





An important point for this RS expansion is that none of the terms are dependent 
on the unknown exact energies E. We may therefore determine all exact energies 
simultaneously by constructing and diagonalising the so-called effective Hamilto- 
nian. This effective Hamiltonian is simply generated from the original Schrödinger 
equation 
HIV) = E"IIa) (3.44) 
by operating on the left with P and using (3.28) which gives 
PHSZ l a) = Ea l a) (3.45 
Therefore the operator 
Heff = PHS1P (3.46) 
satisfies the eigenvalue equation 
Hef la) = Ea Ja) (3.47) 
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The eigenvalues of the effective Hamiltonian (3.46) are therefore the required exact 
energies E. Furthermore, using (3.2) the effective Hamiltonian may be written 
Heff = PH0SZP + PV S2P (3.48 
and using the fact that [P, Ho] =0 and PQP =P we have 
Hell = PHOP + PVQP (3.49) 
Substitution of the expansion for the wave operator S2 (3.39) into (3.49) gives the RS 
perturbation expansion for the effective Hamiltonian in a degenerate model space 
Hell = H(O) + Hel) + Hell) + Hei) + ... (3.50 eff 
where the low-order terms have the form 
Hell = PROP (3.51) 
Hell) = PVP (3.52) 
Het) = PV RV P (3.53) 
Hei) = PVRVRVP - PVR2VPVP (3.54) 
The eigenvalues of the effective Hamiltonian therefore give the approximation, to the 
order of the effective Hamiltonian considered, of the exact energies E. To construct 
the effective Hamiltonian we take matrix elements of (3.50) in the model space. For 
example, to second-order the effective Hamiltonian, Hefd = Heft + Heff + Heft, has 
matrix elements 
(aºIH ala) = ýaºIHla) + 
(a'jV j, ý)(ßjV ja) 
(3.55) 
QvP Eo - Eö 
For a non-degenerate model space we cannot eliminate the commutator [cl, Ho] 
in (3.32). Therefore we must work with this more general form. Writing (3.32) as 
an operator equation gives 
[Q, Ho]P = (VS2 - S2PVS1)P (3.56) 
Using the completeness relation, P+Q=1, the first term on the right-hand side 
may be written 
j QP = (P + Q)T S2P = PVQP + QVS1P (3.57) 
4i 
and therefore 
[S2, Ho]P = PVQP + QVS2P - QPVS1P 
To obtain an expansion for 1 let us define 
Q=p+ Q(I) + Q(2) + Q(3) +... 
where, as before, S2(n) involves n occurrences of the interaction V 
(3.59) into the right-hand side of (3.58) gives the following low-order expressions 
[52(1) 
, Ho] = QVP 
(3.60) 
[S (2) 
, Ho] = QVS2(1) - S2(1)PVP 
(3.61) 
[c (3) 
, Ho] = QVS2(2) - 52(2)PVP - 52(1)PV2(2)P 
(3.62) 
We now wish to convert these expressions into the matrix form for the effective 
Hamiltonian. For the degenerate model space this generated, to second-order, the ef- 
fective Hamiltonian (3.55). To obtain an equivalent expression for a non-degenerate 
model space consider the matrix element 
(ßI QHo - HolI a) = 
(Eö 
- E0'3) (ßIQIa) 





clear that in general 
(ßI Q(n)l a) = 
(ß [c2(), Ho] Ia) 
(3.64) 
The effective Hamiltonian (3.49) is 
Eö - Eö 
Heff =PHOP+PV2P 
which has nth order in V (i. e. He ff)) matrix elements 
(3.65) 
(a'IHe») Ia) _ (a'IHoIa) (3.66) 
(a'l Heff) I a) _ (a'IIý-Ia) (3.67) 
(a'IHeff) la) _ (a'I ß'52(l) Ia) (3.68) 
(a'IHeff) la) _ (a'I V S2 (2) la) (3.69) 
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where 1a) and la') are in the model space. Taking the second-order term (3.68). 
inserting a complete set of states and using (3.64) gives 
(Q'I Heff) la) _ ý(a'I VI ý)(ßlýýlýla) 
A 
(a' IVI ß) (ß I QV Pl a) 
ß Eo - Eo 
(a'jVIß)(/3 Vja) 
NIP Eö Eö 
To second-order the matrix elements of the effective Hamiltonian for a non-degenerate 
(3.70) 
model space are therefore 
(a'IH dla) = (a'lHla) + 
QVP 
(a'IVIß)(ßIVIa) 
Eö - Eö 
(3.71) 
Comparing (3.71) and (3.55) shows that the expression for the non-degenerate model 
space is similar to that for the degenerate model space. However, in (3.71) the 
energy denominator contains the difference in (zero-order) energy between the initial 
and final states of [SZ(1), Ho]. These energies are, in general, different for all model 
states since they are not degenerate. An important consequence is that the effective 
Hamiltonian is not, in general, hermitian. Therefore 
(a'I Hef I a) (aI Hef I a') (3.72) 
since, in second order, the energy denominators on the left-hand side contain the 
model energy Eo whereas they contain the model energy Eö " on the right-hand side. 
However, the fact that the effective Hamiltonian matrix may be non-hermitian does 
not severely increase the difficulty in obtaining its eigenvalues and hence the nth 
order approximation to the exact energies. 
3.3 Application of perturbation theory 
To study the use of the perturbation methods derived in the previous section, let 
us take the simplest case of two interacting electrons in a quasi-one-dimensional dot 
with an infinite confinement potential. This model was studied in the previous sec- 
tion by numerical diagonalisation of the two-electron Hamiltonian. For two electrons 
the total wavefunction separates into spatial and spin components and therefore we 
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x 
may fully include the effect of spin by considering only symmetric (singlet) and 
antisymmetric (triplet) products of spatial states. 
The simplest application of perturbation theory is to take the BW approach and 
consider only a single level within the model space. We may then apply the BW 
expansion (3.18) to obtain the exact energy. Because singlet and triplet states do 
not mix we may separately form expansions for the singlet and triplet ground states. 
First consider the two-electron analogy to the Hubbard model detailed in section 
2.4. Here we have two `sites' with localised electron orbital functions as shown 
in figure (3.1). These orbital functions may be obtained by Hartree or Hartree- 
Fock calculations. The Hartree orbital functions are not orthogonal. To obtain two 
orthogonal and localised states, JýbH) and 12), from the two original non-orthogonal 
states, 10111) and 102 ), we may use the relationship [89] : 
I0 1H) =` 1013 + `4 -102 / 
J 2) = A'JO)+A SOH) (3.73) 
where 
Aý =11 (3.74) 2 l+s 2 1-s 
and s= (01102) is the overlap of the two non-orthogonal states. As s increases 
the orthogonalised states deviate further from the original localised states. This is 
shown in figure (3.1) where for L= 1a* the orthogonal wavefunctions are clearly 
non-zero on both sides of the well (i. e. there is a larger mixing of 101) and 102) in 
the orthogonal states than for L= 100aB where s is small). 
If we perform a spin-polarised Hartree-Fock calculation the resulting Hartree- 
Fock states are orthogonal. However, they are not, in general, localised as shown in 
figure (3.2). Care must be taken in using these as a starting point for calculation 
of the singlet energy since the energy of a symmetrised combination of such non- 
local states results in a very poor approximation of the singlet energy. The reason 
for this is the presence of so-called "double-occupation" terms where both electrons 
occupy the same site. These terms are, in general, high in energy due to a large 
Coulomb energy since the electrons are localised in the same region of space. For 
the antisymmetric combination of orbital states, i. e. triplet states, these double- 










Figure 3.1: Localised electron wavefunctions obtained from Hartree calculations for two electrons 
in an infinite square-well confining potential. For each well width, L=1,10 and 100aB, the two 
Hartree wavefunctions have been orthogonalised. The orthogonalisation procedure (3.73) intro- 
duces a non-zero component of the wavefunction on both sides of the well. 
(and orthogonal) states, IOHF), from the spin-polarised Hartree-Fock states, IoHF) 
and IO F'), by taking the linear combinations 
4'+F) =I 
OHF) +I O2 HF) 
`)HF) 
Naturally we may perform Hartree-Fock calculations for unpolarised configura- 
tions. For the two-electron case we may take configurations with S, z =0 (i. e. one 
up-spin and one down-spin). The Hartree-Fock states, including spin, are again or- 
thogonal. However, the orbital states for electrons with different spin resulting from 
such a calculation are, like Hartree, non-orthogonal. 
Using either of these three methods we may obtain two localised and orthogonal 
states. From these two states we generate one triplet and three singlet states. One 




singlet, I T+), and one triplet, IT_), have the form 
IIF±> = 
IV)I)1V)2) + 1b2> l) (3.77) 
VG 
with the remaining two singlets being the double-occupation states with two elec- 
trons occupying the same orbital state 
1lI'11) = IV"I)kb') (3.78) 
















Figure 3.2: Lowest two spin-polarised Hartree-Fock states for two electrons are shown in red. These 
wavefunctions are obviously non-localised and generate a high-energy singlet state due to "double 
occupation" terms. Taking a +/- combination (3.75), (3.76) results in the localised states shown 
in blue. 
The triplet state has, to first order, energy E_ = (T _ 
IH kP_) . There are no 
further triplet states to include in higher order terms. However, the first order 
singlet energy E+ = (W+ IH I`P+) may be refined by including the doubly occupied 
states (3.78), (3.79) which contribute in second (or higher) orders of perturbation 
theory. It is clear that, to make connection with the previous section, the model 
space consists of the singlet state in (3.77) and the orthogonal states are (3.78) and 
(3.79). 
In the previous section the full Hamiltonian was partitioned (3.2) 
H=Ho+V (3.80) 
into model (Ho) and perturbation (V) components. However, we did not give an 
explicit form for the model Hamiltonian other than the requirement that it satisfied 
the eigenvalue equation 
Holes)=Eola) (3.81) 
where {c)} are a complete set of states with energies E0. In the BW perturbation 
treatment one of these states is assumed to well represent the exact state of interest. 





L= la* L= 10aB L= 100aB 
to 1st order 31.4383 0.562850 0.02203588 
to 2nd order 25.1529 0.554502 0.02203521 
to 3rd order 25.4185 0.554526 0.02203521 
to 4th order 25.4074 0.554526 0.02203521 
diagonalisation 25.3698 0.554526 0.02203521 
Table 3.1: Singlet energies calculated by BW perturbation theory (up to 4th order) within the 
small Hilbert space of (3.77), (3.78) and (3.79). The first-order energy is used in place of the exact 
energy in the expansion denominators and the solution iterated to convergence. These low-order 
expansions accurately reproduce the exact results obtained by diagonalisation within this restricted 
space. 
Non-zero matrix elements of Ho within the { ja) } basis are therefore the diagonal 
elements of the full Hamiltonian H in the same basis. Equivalently we may state 
that the energies Eö are the eigenvalues of H to first-order in perturbation theory. 
Using (3.80) and the definition (3.82) the matrix elements of the perturbation may 
be written 
(a'jV I a) = (a'jHja) - (a'I Ho 1a) _ 
(a'jHja) aa (3.83) 
0 aa 
Table (3.1) shows the singlet energy obtained from BW perturbation theory up 
to fourth-order. The approximate (i. e. up to first order) expression for E is used 
in the expansion denominators. The exact singlet energy obtained by diagonalising 
the two-electron Hamiltonian within this small (three state) basis is also shown. 
It is clear that the singlet energies are accurately reproduced by these low-order 
perturbation expansions. Indeed, as the confinement length is increased and the 
electrons become more localised, the perturbation expansion converges more rapidly 
since the orthogonal states (i. e. the doubly-occupied states) are pushed higher in 
energy relative to the model state. Therefore all perturbation terms are small and 
the series converges rapidly. 
This simple example outlined above does not give the full picture since we are 
dealing with a very small Hilbert space. Indeed, these three singlet states alone do 
not, for large (L > 10aB) dots, give the qualitatively correct picture of a low-spin 
ground state. To obtain the correct spin-ordering we must, in general, include more 
excited states within the calculation. Using the localised Hartree states we may 
include excited 'orbital' states on the two sites. Figure (3.3) shows the convergence 
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Figure 3.3: BW perturbation expansion up to sixth-order for a) L= 1aB and b) L= 10aB. 
Four Hartree states (two per site as shown in the inset of (b)) are included in the calculation. 
Singlet and triplet states are shown in black and red respectively. The exact energies, obtained 
by diagonalisation within this basis, are shown as dashed lines. In general the series is more 
slowly convergent as L is increased and more single-electron states are included in the calculation. 
The approximation to first-order for the triplet is better than the singlet (i. e. the triplet is less 
correlated) and the convergence tends to be more rapid. 
site. These four Hartree states give a total of 10 singlets and 6 triplets. The 
lowest energy (model) singlet and triplet states are again given by (3.77). The exact 
results, obtained by diagonalisation within this singlet and triplet space, are also 
shown for comparison. It is clear that the convergence is very much slower than 
for the previous example with only one Hartree state per site. Slow convergence 
may be an indication that some of the states within the orthogonal space are close 
in energy to the model state. If such a near-degeneracy occurs then the resulting 
energy denominator in the associated perturbation term is small and may therefore 
generate large perturbation terms and lead to slow convergence. 
The origin of the problem in this example is clear. In general, states containing 
two electrons on different sides of the well (i. e. one on each of the `sites') are close 
in energy to the model state. The model state is obviously one of the states with 
the electrons on opposite sides of the well. In the model state both electrons occupy 
the lowest energy Hartree states as shown in figure (3.1). A state in the orthogonal 
space may have one of the electrons in an excited Hartree state. Since all low-energy 
Hartree states are localised and, in the large L regime, the Coulomb energies dom- 
inate then the energy difference between the model state and orthogonal states of 
this type is small. For smaller dots, where the increased kinetic energy associated 
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sion converges more rapidly. For example, the L= 1aB expansion in figure (3.3) 
converges quicker than the expansion for L= 10aB. Such near-degeneracies occur 
in both the singlet and triplet expansions. However, the triplet shows better con- 
vergence since the first-order approximation is more accurate for the triplet model 
state. This is equivalent to stating that the triplet is less correlated than the singlet. 
To overcome this problem we may include in the model space all states which 
are similar in energy. A RS effective Hamiltonian for non-degenerate model states 
(3.65) may then be used in place of the BW energy expansion for a single level 
(3.18). However, this approach leads to the same convergence problems. Consider 
the above situation with two Hartree states per site. We may include in the model 
space those states which are similar in energy, i. e. those with one electron on each 
site. Each electron may be in either the ground or first excited Hartree state. The 
remaining orthogonal states are therefore those with two electrons on the same site. 
These are expected to be high in energy due to a large Coulomb contribution and 
the effective Hamiltonian should give, to a good approximation, the exact energies 
when these orthogonal energies are included to low-order in perturbation theory. 
Now consider adding a further excited state. For the reasons stated above we find 
that it is necessary to include further states within the model space (i. e. those with 
one electron per site, but now in either of the three Hartree states). This method 
causes problems since: 
1. The model space, i. e. the size of the effective Hamiltonian, grows with each 
addition pair of Hartree states added to the calculation. Therefore the problem of 
diagonalising large, and in general non-hermitian, matrices remains. 
2. More seriously, the model space contains states with increasingly larger en- 
ergies which may again become similar to some states within the orthogonal space. 
It is clear from the above analysis that the underlying problem is that the 
states in the model space cannot be well separated in energy from those in the 
orthogonal space. We should note that we have observed the same problem using 
spin-polarised and Sz =0 Hartree-Fock states. The application, or at least the 
straighforward application, of perturbation theory to this problem does not therefore 
appear to generate acceptable results except in the limit of one Hartree state per 
site. Beyond this "Hubbard-type" model the perturbation is slowly convergent in the 
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strongly correlated regime (i. e. L> 10aB). However, another method - numerical 
renormalisation - does give very encouraging results for this problem. 
3.4 Numerical renormalisation 
Let us restate the problem: the eigenvalues of the two electron Hamiltonian may 
be obtained by numerical diagonalisation. However, to give accurate results, par- 
ticularly in the strong correlation regime, this requires the diagonalisation of large 
matrices which is time consuming and computationally expensive. We wish to gen- 
erate an effective Hamiltonian which generates the same low-energy eigenvalues as 
the original Hamiltonian but operates within a smaller (model) space. 
Perturbation theory starts with an approximation to the exact state (or states) 
and includes the remainder as a low-order expansion. In general, for our problem, 
this expansion is slowly convergent as detailed in the previous section. However, 
another method for generating a small effective Hamiltonian is a renormalisation 
approach which starts with the full Hamiltonian and eliminates high energy states by 
including the coupling of these states with the remainder as a low-order perturbation 
expansion [62,63]. In some sense, if perturbation theory is considered a "bottom- 
up" method then this method of numerical renormalisation is therefore a "top-down" 
approach. The convergence of these two methods can be different and, as we shall 
show, numerical renormalisation produces an effective Hamiltonian which allows 
accurate results to be obtained for stronger correlations (i. e. larger L). 
Let us start with the full Hamiltonian for the two electron system which, in 
some basis {ja,, )} which will be specified later, has matrix elements (c IHja0. 
The subscript n indicates that there are a total of n single-electron states used in 
the calculation. To generate an effective Hamiltonian which, hopefully, reproduces 
the same low-energy states we may consider removing the high-energy states to 
second-order in perturbation theory. Therefore we may eliminate all states, {Iß) }) 
which contain the nth (high-energy) single-electron state. The remaining effective 




= (an-1I HI an-1) + 
AE{pn} 
(a_ iI HI ß)(ßI HI an-i) E-Eß (3.84) 
where la,, -, 
) i. e. the remaining `model' states do not contain the nth 
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single-electron state. Ea = (I31 HI ß) is the energy of one of the states involving the 
nth orbital and, following BW perturbation theory, E is strictly the exact eigenen- 
ergy. Since E is initially unknown we may insert a first order approximation and, if 
necessary, iterate the renormalisation procedure to convergence. 
Similarly we may eliminate from Hell-1ý the states {j, Qn_1)} which contain the 
(n - 1)th single-electron state. This generates a new effective Hamiltonian Hell-2) 
with matrix elements 
(n-2) , (n-1) @n-2I He 
ff 
Ian-2) = (an-2I Heff Ian-2)+ 
QE{Qn-1} 
(aý-2IHeff-1) I ß) (ßI Hell-1ý I an-2) 
E- EQ 
(3.85) 
This so-called renormalisation procedure may be continued and, on each itera- 
tion, the effective Hamiltonian operates within a smaller model space. In principle 
we may continue to eliminate states to second-order until only one model state, 
jai), remains. However, to accurately reproduce the exact results it is, in this case, 
necessary to retain more than one state within the model space. 
To begin the renormalisation calculation a set of base states, {jan)}, must be 
defined. In principle, if we were to simply diagonalise the full Hamiltonian, then we 
may choose any complete set of states. However, an optimum choice will reduce the 
number of states required for convergence. Furthermore, for the renormalisation pro- 
cedure, the choice of basis set may determine the convergence of the perturbation 
expansions in (3.84) and (3.85) and therefore determine the accuracy with which 
the effective Hamiltonians reproduce the low-energy spectrum. We have experi- 
mented with a number of different basis sets including Hartree states, spin-polarised 
Hartree-Fock states and plane waves. An optimum choice for the basis consists of the 
two localised states obtained via a Hartree calculation, as shown in figure (3.1) for 
L=1,10 and 100aB, with all further single-electron states being (non-localised) 
plane wave states. The renormalisation procedure described above therefore sequen- 
tially eliminates to second-order the highest energy plane wave states. Obviously 
the Hartree and plane wave states are not orthogonal. Although in principle we 
may use non-orthogonal states, it is much easier to deal with orthogonal states and 
therefore the plane waves are orthogonalised (via a Schmidt procedure described in 
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Figure 3.4: Numerical renormalisation for L= 1a* . 
Black and red points indicates the lowest 
singlet and triplet energies obtained by diagonalising the effective Hamiltonian. Circles show the 
results obtained by a sequential application of the renormalisation theory where one single-electron 
(plane wave) state is eliminated to second order at each iteration. Crosses indicate the results for 
renormalisation by "leaps-and-bounds" where many states are eliminated in one iteration. 
Figures (3.4) and (3.5) show the lowest-energy singlet and triplet states with 
L=1 and 1004 respectively. Results from the sequential renormalisation de- 
scribed above are shown with open circles. The calculation begins with 20 plane 
wave states (plus two localised Hartree states) and each iteration eliminates to sec- 
ond order all two-electron states containing the highest energy single-electron state. 
The effective Hamiltonian is diagonalised after each iteration of the renormalisation 
procedure to show the deviation, which in general is small, from the initial energies. 
There is obviously no requirement within the theory to perform this diagonalisation. 
Indeed, it is these large matrix diagonalisations which we are attempting to avoid 
and therefore the results at each iteration are shown merely as "proof-of-principle" . 
It is clear that many states containing the high-energy single-electron states (plane 
waves) may be eliminated from the original Hamiltonian and the remaining effec- 
tive Hamiltonian reproduces the low-energy states with high accuracy. However, 
for L= laB eliminating the three lowest energy plane waves (to the right of the 
dashed vertical line in figure (3.4)) causes some deviation from the original ener- 
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Figure 3.5: As for figure (3.4) but for L= 100aB. Note that the energy splittings between 
the lowest singlet and triplet states are extremely small. To the right of the dashed line the 
renormalisation technique does not accurately reproduce the exact energies. Eliminating many 
states in one iteration (crosses) gives, for > 10 plane waves eliminated, a worse approximation 
than the sequential renormalisation (circles). 
six plane waves severely affects the low-energy spectrum of the resulting effective 
Hamiltonian. These results indicate that states involving the lowest energy plane 
wave states (lowest 3 or 6 for L=1 and 100aB respectively) couple too strongly to 
the ground state to be accurately eliminated simply by a second-order expansion. 
Presumably a higher order expansion would increase the accuracy of the results be- 
yond this point but at the expense of increased complexity in the expansion terms 
in (3.85). Furthermore, the size of the effective Hamiltonian at these points (10x10 
and 28 x 28 for the singlet effective Hamiltonians for L=1 and 100aB respectively) 
is sufficiently small for very rapid diagonalisation. This should be contrasted with 
the size of the full Hamiltonian matrices (2.27). 
Crosses in figures (3.4) and (3.5) show results for a so-called "leaps-and-bounds" 
(a phrase first used by P. W. Anderson) approach to the renormalisation problem 
where many plane waves may be eliminated at each iteration rather than just one. 
In the limit that all plane waves are eliminated in one iteration then this method 
is identical to second-order BW perturbation theory. We should note that this 
method does not give accurate results particularly in the strong correlation (large 






the plane waves (i. e. 10 plane waves) may be safely eliminated in one iteration 
without loss of accuracy. Beyond this number, particularly for L= 100aB, sequential 
renormalisation (circles) gives better results than eliminating all plane waves in one 
iteration (crosses). To decrease computational time we may, of course, combine 
these methods and remove a number of high energy states in one "leap" and the 
remainder by sequential renormalisation. 
3.5 Conclusion 
Approximate methods such as Hartree and Hartree-Fock cannot reproduce the low- 
energy spin-ordering in the strong correlation (large L) regime. The low-energy 
spectrum may be obtained by diagonalising the full Hamiltonian although this is 
impractical for a) a large number (N > 5) of electrons and/or b) large dots where the 
small splittings in the low-energy multiplet require many base states to be included 
in the calculation. 
A perturbative treatment of such calculations starts with an approximate so- 
lution for the low-energy states of interest and includes higher energy states in a 
low-order expansion. This method works well, i. e. the expansion rapidly converges, 
if the model states are well separated from the remaining states. However, for this 
problem, this condition is not met except in limiting cases such as the "Hubbard- 
type" problem with one electron per "site". 
However, a numerical renormalisation approach where high energy states are 
eliminated (to second order) from the original Hamiltonian matrix does give very 
encouraging results. The final effective Hamiltonian "lives" in a much smaller Hilbert 
(model) space than the original Hamiltonian but reproduces the exact low-energy 
spectrum to high accuracy. This method could therefore be used to extend studies 





4 Two-electron dots 
4.1 Introduction 
Two-dimensional quantum dots confining just two electrons have been extensively 
studied theoretically. Two-electron dots are particularly appealing since they pro- 
vide the simplest interacting electron system. The majority of theoretical work has 
concentrated on parabolic confining potentials [65,66,67,68]. The parabolic well 
has the theoretical benefit that the Hamiltonian can be split into centre-of-mass 
and relative motion terms. Since these are not coupled, the energy eigenvalues are 
the sum of the centre-of-mass energy and the energy of the relative motion. Two 
confined electrons in such a potential well were studied in [69] where two-electron 
energies were calculated as a function of the oscillator length (lo) of the confining 
potential and as a function of magnetic field applied perpendicular to the dot. As 
lo is increased (weaker confinement) the absolute energies were shown to decrease 
and the level structure is significantly different from that of non-interacting elec- 
trons. In the limit lo -+ 0 the Coulomb interaction may be safely ignored and 
the resulting independent particle energy levels rearrange in a relatively simple way 
to form Landau levels in strong magnetic fields and the ground state is always a 
spin-singlet (S = 0). For lo > 0, the Coulomb interaction between electrons lifts 
some level degeracies and changes the character of the ground state (spin-singlet 
to spin-triplet transitions [70]) as a function of magnetic field. [70] also points out 
that the continued singlet-triplet oscillations to higher fields is only possible when 
ignoring the Zeeman term (g* = 0). For a negative g*-factor, the triplet compo- 
nents are split in a magnetic field with the S, z = +1 components having the lowest 
energy. Therefore for high fields all spin-singlet ground states are suppressed. Such 
singlet-triplet transitions have been experimentally observed [71,72]. A particu- 
larly interesting point made in [70] concerns the analogous spin transition in Helium 
where the S=1 ground state is predicted in a magnetic field around B=4x 105T! 
This result may be of astrophysical interest since magnetic field of the order of 109T 
are possibly present in white dwarf stars and pulsars [73]. The result also highlights 
the previously mentioned analogy of quantum dots, or "artificial atoms" , to real 
atoms. Specifically in this two-electron case to Helium. However, the ground state 
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transition in Helium occurs at rather inaccessible magnetic fields whereas in typical 
quantum dots it would occur at B1- 10T. 
Deviations from circularly symmetric confining potentials have been investi- 
gated. Breaking the circular symmetry lifts some zero-field degeneracies [74]. If the 
anisotropy is small then the energy spectrum is similar to that of a circular confining 
potential. Indeed, small deviations may be accounted for by perturbation theory 
[751. 
The specific case of square quantum dots was first considered in the pioneering 
work of Bryant [76] where the two-electron problem was numerically solved in both 
quasi-1D and 2D square dots. This showed that correlation effects dominate for 
large dots with electrons forming a Wigner molecule -a finite version of the infinite 
Wigner lattice. Associated with the formation of this Wigner molecule is a rear- 
rangement of the two-electron energies into quasi-degenerate multiplets. Relatively 
small (100 x 100nm) square GaAs dots have been studies for both interacting and 
non-interacting electrons as a function of applied magnetic field [77]. The Coulomb 
interaction is found to lift many non-interacting degeneracies and, as for parabolic 
dots, introduces singlet-triplet transitions in the ground state as a function of mag- 
netic field. The magnetisation (M) of the interacting system, M= M9/äB, where 
E9 is the ground state energy and B is the applied magnetic field shows sharp discon- 
tinuities due to cusps in Eg at the singlet-triplet degeneracy points. Singlet-triplet 
level crossings may also be generated by a repulsive impurity in the quantum dot 
[77,78]. 
In addition to numerical studies, analytic solutions for the two-electron dot have 
been found within certain approximations. In particular [79] agrees well with two 
interacting electrons in the parabolic quantum dot as a function of magnetic field 
and [80] as a function of confinement length. 
Other confinement geometries have been studied including disks [81], cylinders 
[82,83], spheres [84,85], polygons [91] and indeed confinement geometries obtained 
from models of realistic quantum dot structures [86]. 
This section details the results for two interacting electrons in a square quantum 
dot. The majority of results are for large dots in the aligner regime where the 
electron charge density is peaked near positions of classical electrostatic minima. 
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The aim is to describe the lowest multiplet in this regime. This section is organised 
as follows: first the two-electron model is described and the calculation of the single 
and two-electron matrix elements is outlined. Results from the full diagonalisation 
of the two-electron Hamiltonian are compared to an approximate diagonalisation 
using localised Hartree states. Important terms from this Hartree diagonalisation 
are isolated and an effective Hamiltonian is determined which retains all the essential 
physics of the full Hamiltonian. 
4.2 Two-electron model 
The Hamiltonian describing the two-electron dot may be written 
22 
H=1* E{(-ihVi + eAi)2 +V (r2)] +e1 (4.1) 2m i=i 47rEOET jr, - r2 
where V (r) is the confinement potential, and A is the vector potential of the applied 
magnetic field B. We assume that the confinement potential is zero inside the square 
well of side-length L and infinite outside this region. This is a good approximation 
for the low-energy states of large dots since wavefunction penetration into the barrier 
regions will be very small. 
To find the eigenvalues of the Hamiltonian (4.1) we need to choose a complete set 
of states with which to expand the two-electron eigenfunctions. An obvious choice 
(but not necessarily the most optimum) is to use the non-interacting solutions in 





and L is the side-length of the square dot. 
For the specific case of two electrons it is possible, as described in section 2.2, 
to factor the spin and orbital parts of the total two-electron wavefunction. The 
Hamiltonian matrix may therefore be simply block-diagonalised into singlet and 
triplet subspaces by using symmetrised and antisymmetrised basis functions (i. e. we 
use a symmetric (antisymmetric) product of one electron wavefunctions for singlet 
(triplet) basis states). 
Even with the block diagonalisation of the Hamiltonian into singlet and triplet 
subspaces, the matrix sizes can quickly become unmanageably large. Consider the 
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case where we wish to use m harmonics in each dimension. Figure (4.1) graphically 
illustrates the case of m=2. The set of M= m2 two-dimensional functions (i. e. 
the non-interacting, zero-field solutions) is therefore {cpi(x)cpj(y)li, j= 11 .... MI. 
From these functions we construct the symmetric singlet matrix of size Ns and the 
antisymmetric triplet matrix of size NT where 
NS = 
M(M + 1) 
and N7, 2- - 
M(M - 1) 
2 
(4.3) 
The triplet matrix is smaller than the singlet since some basis states are not 
allowed by the Pauli exclusion principle (i. e. two electron states with electrons of 
the same spin in the same orbital wavefunction are not allowed). 
From (4.3) we can see that the matrix sizes increase rather rapidly (-- m4) with 
the number of harmonics used in each dimension. However, we have been able to 
perform calculations with up to m=9 (NS = 3321 and NT = 3240) which gives 
good convergence over the range of dot sizes and magnetic field strengths considered. 
For example, the L= 800nm dots studied throughout the chapter have just a 0.001 
percent decrease in zero-field ground-state energy when increasing the basis from 
m=8 to m=9. The errors are typically greater in an applied field but remain 
< 0.3 percent for all field strengths considered. 
4.3 Uniform field 
For a uniform magnetic field, the matrix elements of all the single-electron terms 
in the Hamiltonian (4.1) can be calculated analytically in the non-interacting basis 
detailed in the previous section. For other field configurations it was necessary to 
calculate these matrix elements numerically. The matrix elements of the Coulomb 
interaction were obtained numerically. Let us write the symmetrised (+) and anti- 
symmetrised (-) normalised basis functions as 
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Figure 4.1: Non-interacting, zero-field solutions for the infinite square well. These "plane-wave" 
states form a basis with which to construct the singlet and triplet Hamiltonian matrices. For m<2 
there are M=4 states in the set {cpj(x)cpj(y)ji, j=1,21 as shown. 
Basis states (4.5) with i=j are only allowed for the singlet (symmetric) Hamil- 
tonian. Just as for the quasi-one-dimensional dot (2.13-2.15) the matrix elements 
fall into three classes: 
1. i0jandk 1 
(W2j JHIIkz) _ (ijIHIkl)+(ijlHllk) (4.7) 
2. i1 andk=l 
(TZ.; IHl kki =vI 2(zjI Hlkk) 
3. i=jandk=l 
(WZil Hl Wkk) = (iiIHIkk) 
and the remaining problem is to calculate the integrals 
(4.8) 
(4.9) 
(ZýI HI 1) =ff drldr2 i (rl)ý/ýý (r2)H`ýl'k(rl)`'i(r2) . 
(4.10) 
In practice, since the single-electron states are purely real, we may drop the complex 
conjugates, i. e. of (r) = i(r). 
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4.3.1 Single-electron terms 
The single-electron terms in (4.10) may be calculated analytically as outlined below. 
Substituting the single-particle terms (Hl) from (4.1) into (4.10) gives 
2 
(Zj I H1IIýl) =1* zj ý(Pi + eAi)2 kl (4.11) 2m 2-1 
The vector potential A=B (-y, x, 0) is taken in the symmetric gauge. Expanding 
the single-electron operator gives 
(pi + eA2)2 = -h2V +e2A2- 2iehVi " Ai (4.12) 
since [p, A] = 0. The single particle term therefore subdivides into three terms 
where 
222 
2=a2+a2, A2 =$ (x2 + y2) and V"A=B -y 
a+xa 
(4.13) 
äx äy 42 äx äy 
If we consider each of the terms in (4.12) separately we have 
-2 ij 
2) 
v2 i ki = 
(ý)2 
k+ k2 +1+ lyl bikSjl ; (4.14) 2m* 2m* LyJ Z=1 
e2 
22 A2 kl = 
e2B2 
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Zj Vi AZ lýl =- 2m* + (C(jy, ly)D(jx, lx) - C(jxI lx)D(jy, ly)) bik 
(4.16) 
where 
A(i, j) = fdx(x)x2(x) 
C(i, j) = 
fdx(x)x(x) (4.17) 





and cpj(x) is defined in (4.2). 
For the uniform external magnetic field, these integrals are sufficient to describe 
the behaviour of non-interacting electrons. In itself, the non-interacting electron 
model for a square dot contains interesting effects which will be discussed later. 
However, the main topic is to understand interacting electrons and for this we need 
to calculate Coulomb matrix elements. 
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4.3.2 Coulomb terms 
The two-electron (Coulomb) matrix elements are more complicated to calculate than 
the single-electron terms. The starting point is the four-dimensional integral 
2 
(Zj I H2I kl) =e%k (r1) t 
(r2) (4.18) 
4E rr 2l rI1- 2I 
where rl = (x1, yi), r2 = (x2) Y2) and 
ei (r) = ýp2. (x) ýci, (y) . 
(4.19) 
The aim is to simplify this four-dimensional integral to a two-dimensional integral 
by use of Fourier transform substitutions. We use the following conventions for 
defining the Fourier pair 
00 
f (x) =f F(m)e-2"mxdm 
F(m) _/f (x) e 21rimx dx. (4.20) 
Substituting (4.19) into (4.18) and using the definitions (4.20) gives 
dxi dx2 dm dm' e-27rimx1 e-27rim'x2 e-27riny1 e-27rin'y2 X 
zIH ýlýl) =f (ý 2 dyi dy2 do dn' L Fi, kx (m)Fixiý (m')Fiyky (n)Fjyty (n') V (I rx 1, Iryl) (4.21) 
where 
00 





V(IrxIýITy I)=V(Ix2-x1IýIY2-Yl1)= e1 (4.23) 
47rcoET V(X2 
- Xl)2+ (y2_yl)2 
Equation (4.21) may be greatly simplified by making the following centre-of-mass 
and relative motion substitutions: 
Rxx R= 1+ 2 x2y2 
7'x =X2-X1 ry =X2-X1 
(4.24) 
The integrals over R,, and Ry give delta functions 6 (m + m') and 6 (n + n') . Non-zero 
values for the total integral are therefore only possible when m= -m' and n= -n'. 
Therefore (4.21) becomes 
(ij I H2Il l) =f dm do 








Figure 4.2: Flux tube of radius a passing through the centre of the square dot of side length L. 
The centre of the dot and tube is located at (xo, yo). The hashed region shows the area of uniform 
magnetic field. 
where 




1rXF + lryF 
(4.26) 
is the Fourier transform of the Coulomb potential. Equation (4.25) is therefore a 
two-dimensional integral over a product of four one-dimensional Fourier transforms 
and one two-dimensional Fourier transform. To evaluate the Fourier transforms, we 
discretise the integrals and use standard Fast Fourier Transform (FFT) routines to 
give an approximation to the integrals. By taking larger successively larger mesh 
sizes (256,512 and 1024 points were used in practice) it is also possible to extrapolate 
to an infinite lattice result using Richardson's extrapolation [87]. 
4.4 Flux tube 
Consider a tube of flux of radius a passing through the centre of the square dot and 
normal to the plane of the dot as shown in figure (4.2). 
By definition we have: 
VxA=B=B, zz. 
(4.27) 
Using the symmetric gauge for A= (Ar, Ap) equation (4.27) becomes 
OxA= 
((r4)) 
z=B, zz. (4.28) 
(ar 









Figure 4.3: Comparison of the flux tube vector potential as defined by (4.32) and the approximation 
used in the numerical investigations (4.33). For both cases values of B=a=1 were used. Both 






Outside the tube B, z = 0, giving 
A, _c (4.30) 
Matching (4.29) and (4.30) at the flux tube boundary (r = a) gives 
Ba 2 (4.31) 
2 






Bat) for r<a (4.32) 
(0,2T ) for r>a 




2 r2 + a2 
(4.33) 
which has the same behaviour as (4.32) for small and large values of r but without 
the cusp at r=a (see Figure (4.3)). Expressing (4.33) in the cartesian coordinates 




Yox+ x- xoy 
2 12 + a2 12 + a2 
(4.34) 
where l2 = (x - x0)2 + (y - yo)2 and the centers of both the dot and the flux 
tube are located at (xo, yo). Using this new vector potential for the flux tube, 
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the contributions to the single electron term containing A (4.13,4.16) must be 
re-evaluated. From (4.34) we have 
B2a4 l2 
A2 =4 (l2 + a2)2 
(4.35) 
and 
1" A+ A"V= Bat x- x° 
ay y° a. (4.36) 
12+a2 äy 12+a2 äx 
Therefore the terms replacing (4.15) and (4.16) are 
e2 2 e2B2a4 
2m* Zj 
A2 ki = 8m* 
[Aiýiyký, 
ky6j1 + Ajxjylxiy6Zk] (4.37) 
2-1 
and 

















(01(y) (4.39) c2 jkc =x- 
x' a 
+a äy 
4.5 Direct diagonalisation results 
This section details results for the two-electron quantum dot with a square well 
confinement potential. The main focus of this work is to generate and explain 
the strongly correlated low-lying energy spectrum as a function of magnetic field. 
However, it is instructive to first look at the transition from the non-interacting 
to strongly correlated pictures. For all two-dimensional models we use material 
parameters (m* = 0.067 and Er = 10.9) representing a GaAs quantum dot. 
The low-lying energy spectrum for non-interacting electrons as a function of 
magnetic field is show in figure (4.4). Even this simple model generates a rather com- 
plex eigenspectrum. At low field strengths many level crossings occur and also the 
phenomenon of "avoided crossings" or level repulsion is clearly seen. Such avoided 
crossings are not seen with rotationally symmetric boundaries such as parabolic 
confining potentials [88]. The avoided crossings are a consequence of the non- 
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Figure 4.4: Low-lying energy spectrum for two non-interacting electrons in an L= 800nm square 
dot. Singlet and triplet states are shown in black and red respectively. For small magnetic fields, 
the low-lying energy spectrum is complex with many crossings of levels and avoided crossings. At 
high magnetic fields the spectrum simplifies with the formation of Landau levels. The lowest two 
Landau levels are shown in blue. 
a typical signature of the presence of quantum chaos. At high magnetic fields, the 
spectrum simplifies with the energy levels starting to condense into highly degener- 
ate Landau levels. The positions of the first two Landau levels for the two-electron 
system are shown in figure (4.4). The Landau levels have a linear dependence on 
the field, En = (n + 1/2)hw,, where w, = eB/m* is the cyclotron frequency. For 
two electrons the lowest two levels, shown in figure (4.4), have energy hw, and 2hw,. 
It should be noted that the ground-state undergoes no level crossings and evolves 
smoothly into the lowest Landau level and that the ground-state is always a spin 
singlet. 
4.6 Non-interacting to strongly correlated electrons 
We now consider the effect of turning on the Coulomb interaction. As discussed 
previously, the physical size of the dot determines the relative importance of the 
kinetic and Coulomb energies in the system due to the scaling of the relative energies 
with L. A critical length r, may be defined [90] which marks the transition from the 
dominance of kinetic energy to Coulomb energy. For small dots, L<r, the Coulomb 
energy is insignificant in comparison to the kinetic energy and the electrons behave 
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a) C) 
Figure 4.5: ground-state charge density distributions for a) L= 10nm, b) L= 100nm and c) 
L= 1600nm showing the change in structure as r, is exceeded. For LKr, the charge density 
resembles that of non-interacting electrons. As L is increased the charge density is reduced in the 
centre of the dot. In the "Wigner molecule" regime the charge density is zero in the centre of the 
dot and is peaked around positions of classical electrostatic minima. 
as uncorrelated independent particles. The ground-state electron charge density is 
delocalised over the entire dot and is peaked at the centre of the dot. As L increases, 
the Coulomb term becomes increasingly dominant. For L»r, the electrons form a 
strongly correlated quasi-crystalline state called a "Wigner molecule". The electrons 
are then localised with the charge density peaked near positions which minimise 
their classical electrostatic energy. The change in structure of the ground-state 
charge density is shown in figure (4.5). For quasi-1D dots r, ti 1.5aB [51] whereas 
for 2D polygonal dots r, r 10aB [91]. These transition points were estimated as the 
critical length where the maximum in charge density associated with non-interacting 
electrons first shows a local minima due to electron interactions. 
The structure of the low-energy eigenspectrum also changes as L is increased as 
shown in figure (4.6). For non-interacting electrons, the zero-field eigenvalues are 





(ni + n2) (4.40) 
where nZ = n2 + n2i with n., and nyi labelling the eigenfunction of the ith electron 
in the x and y directions. It is clear that in the non-interacting case there are 
many level degeneracies. Many of these degeneracies are lifted by electron-electron 
interactions. As L is increased and the effect of the Coulomb interaction increases 
there is significant level crossings and rearrangement. A low-lying multiplet, with 
a large energy gap to the next set of levels, is present in the strongly correlated 
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Figure 4.6: Variation in eigenspectrum with L in the absence of a magnetic field. Singlet and 
triplet states are shown as black and red lines respectively. The energies are scaled by L(nm)2 
and the ground-state energy has been subtracted. The Coulomb interaction lifts the degeneracy 
of many of the degenerate non-interacting energy levels leading to significant level reordering for 
dots with L-r,. For large dots, a low lying multiplet of two singlets and two degenerate triplets 
is formed. 
in the following section. 
4.7 Two electrons in a magnetic field 
Figure (4.7) shows the evolution of the lowest two-electron energy levels as a function 
of a uniform applied magnetic field. The dot size is L= 800nm which is well within 
the Wigner molecule regime discussed in the previous section. 
For all field strengths, the lowest multiplet of two singlets and two degenerate 
triplets is relatively well isolated from the next set of levels. We may subtract the 
overall increase in energy of the multiplet to more clearly show the oscillations of the 
levels with increasing field. This oscillation is shown in figure (4.8). The decrease 
in oscillation amplitude is clear together with a small but noticeable decrease in 
period. 
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Figure 4.7: Energy levels of a two-electron square-well dot in a uniform magnetic field. The dot 
size is L= 800nm, which is well within the strongly correlated Wigner regime. Black and red lines 
indicate singlet and triplet states respectively. Oscillations in the energy levels are clearly visible 



























Figure 4.8: Dependence of the low-lying energy multiplet on applied magnetic field. The average 
increase in energy with field has been subtracted. The dot size is L= 800nm. A clear decrease in 
amplitude with field together with a small increase in period is seen. 
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stand. Classically there are two (v = 2) degenerate minimum electrostatic energy 
configurations for two electrons in a square as show in figure (4.10). If we take 
just one of these configurations and add the extra spin degree of freedom we have 
2N =4 states (one singlet and one triplet) in the lowest manifold. The total number 
of states for both configurations is therefore 2x4=8 (two singlets and two triplets). 
To further understand the behaviour of this low-lying manifold in a magnetic 
field we will now generate an approximate model. The charge densities show in figure 
4.5 highlight the fact that in the Wigner regime the two-electron wavefunction is 
localised near the corners of the well. We may consider each corner as an electron 
`site'. Therefore there are four `sites' each of which may hold 0,1 or 2 electrons. We 
may already guess that two electrons on one site will be a very high energy state 
which will not make a significant contribution to the low energy multiplet, however, 
this will be addressed later. A Hartree calculation provides a simple method for 
producing localised electron states. 
4.8 The Hartree approximation 
The Hartree method was used in section 3.3 to generate localised states in one- 
dimension. Here we consider the Hartree method in two-dimensions. The Hartree 
approximation uses a single-electron Hamiltonian where the effects of the electron- 
electron interaction are included in an average way. The single-electron Hamiltonian 
is solved iteratively for each electron. If we have N electrons in the system, then for 
the ith electron, 




fdr' I, (r') I2 V (I r- r'l) . 
(4.42) 
n#i 
is the effective Hartree potential due to all the other electrons in the systems (i. e. all 
electrons except the ith electron which is being solved in this iteration). V (j r- r' j) 
is the standard expression for the Coulomb interaction (4.23) and f (x, y) is the 
ground-state wavefunction for the nth electron obtained from previous iterations. 
We need to supply an initial guess for the 0,, 's. In principle, if we provide a starting 
wavefunction close to the converged result we would expect the solution to converge 
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in fewer steps. However, in practice it is often sufficient, due to the speed of the 
calculation, to provide non-interacting wavefunctions (plane waves) at the first step. 
The favoured method for diagonalising the full two-electron Hamiltonian (4.1) 
was using a basis set constructed from plane waves. Similarly to diagonalise (4.41) 
we may use a plane-wave basis. Therefore the matrix elements required for the ith 
electron are 
(klH 1) =f drO*(r)HZ5t(r) (4.43) 
where V)k (r) = cpkx (x) cpky (y) is the product of plane waves in the x and y dimensions. 
The kinetic terms in (4.43) are derived in the same way as for the plane-wave 
diagonalisation. Therefore, for a uniform field, we may again consider each term 
in (4.12) separately giving 
ii2 ý2ý2 
2m* 
(k Iýi Il) = 2m* 
(lx 2+ ly)6ka (4.44) 
e* (kIA211) = 




-ieh(klVAZI1) _ -iehB (C, (ky, ly)D(k , lx) - C(kx) lx)D(k ) ly)) 
(4.46) 
M* 2m 
with A(i, j), C(i, j) and D(i, j) as defined in (4.18). 
The interaction matrix elements are given by 
N 
(kIVHII) _f drdr' (r) 
I (4.47) 
n#i 
The ground-state Hartree wavefunction for the nth electron, V) (r), obtained from 
previous iterations may be expressed as a linear combination of the basis states 




where Am are the coefficients for the nth electron obtained from the diagonalisation 
of (4.41) for i=n. Substituting (4.48) into (4.47) gives 
N 
(kIVHII) _I AmI2Vkmtm 
mim 
(4.49) 
where Vkmlm = (kmI H2Jkl) are the coulomb integrals calculated in section 4.3.2 
(4.25). 
(I 
Diagonalisation of the Hamiltonian (4.41) produces a set of Hartree wavefunc- 
tions for the ith electron. The lowest energy state in this set is then fed back into 
the calculation as a contribution to the Hartree potential V+1 (r) experienced by the 
(i + 1)th electron. These iterations are continued until some parameter (we choose 
the energy of the lowest Hartree state) shows only a negligible difference between 
two iterations. 
Once the solution has converged to the desired accuracy we are left with N sets 
of single-electron wavefunctions which are localised near the classical electrostatic 
minima. Where N is an electron number with more than one equivalent minimum 
energy configuration in a square (such as 2 or 3 electrons), the wavefunctions on 
other sites may be generated by rotations. For two electrons there are two degenerate 
electrostatic minima. The Hartree wavefunctions for the two possible configurations 
are shown in figure (4.9). Taking either configuration we may define the Hartree 
energy Eo as 
EO 
-l 4' `Y3 
IHI V3) 
- 4'2 4 
HI HI O2 
4'4) = 
2Ep + Vo (4.50) 
where «H is the Hartree state localised on site i and (r, r' I21H' 3) = i%' (r)'3 (r') is 
the so-called Hartree product wavefunction which is simply the product of two single- 
electron wavefunctions. The labelling convention for these sites is shown in figure 
(4.10) and since all sites are equivalent the kinetic energy on each site, Ei, is the same, 
i. e. E1 = 62 = E3 = E4 = co. The kinetic energy on site i is defined as 
EZ =H1* (pi + eA2)2H) (4.51) 2m 
Similarly the interaction energy in the two lowest energy configurations is identical, 
i. e. V13 - V24 = VO. The interaction energy is defined as 
V.? = (, 
f"i/ lV(lr - r'I)I 
HO ) (4.52) 
The Hartree approximation outlined above contains no information about elec- 
tron spin. Moreover, the method takes no account of the indistinguishability of 
electrons. We may specifically distinguish electron one as having wavefunction H, 
electron two as having wavefunction 02 , etc. The antisymmetrv principle for the 
total two-electron wavefunction does not allow us to distinguish between electrons 
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Figure 4.9: Two equivalent minimum energy configurations generated by the Hartree approxima- 
tion for two electrons in a square dot with L= 800nm. Note that the true ground-state configura- 
tion is a superposition of these two states resulting in a charge density distribution similar to that 














Double-occupation E2 of sites 
00 
Figure 4.10: Labelling convention for localised Hartree states, which form the "sites" of the effective 
lattice models, are shown on the top-left dot. If we consider only one orbital (Hartree) state per 
site, which are related by rotational symmetry, then the lowest energy configurations have energy 
Eo 
. 
Higher energy, EH have electrons on neighbouring sites and finally "double-occupation" 
configuration with two electrons on the same site have the highest energy E2 . 
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and requires that the wavefunctions be antisymmetric with respect to the inter- 
change of the two electrons. The Hartree product wavefunction does not satisfy the 
antisymmetry principle. The Hartree energy (4.50) can, however. give a reasonable 
estimate of the overall energy scale of the lowest multiplet even though it contains 
no information about the level structure within the multiplet. 
4.9 Orthogonalisation 
By using the Hartree method detailed in the previous section we may obtain the four 
single-electron wavefunctions {'Hli = 1... 4}. Since they are rotationally symmetric, 
we need only solve for one configuration as the remaining states may be obtained 
by applying the appropriate rotations. 
The single-electron wavefunctions on each site are orthogonal. However, there 
is no orthogonality between states on different sites. Dealing with orthogonal states 
leads to huge simplifications in the numerical calculations, therefore we shall con- 
sider some orthogonalisation methods in this section 
orthogonalisation have been extensively used. 
4.9.1 Schmidt orthogonalisation 
Both Löwdin and Schmidt 
Schmidt orthogonalisation is perhaps the most conceptually simple method. Con- 
sider a set of non-orthogonal states {oZ}. We may iteratively generate a set of 
orthogonal states foil where for the nth iteration 
IOn) 
-I )n) - 
n-1 
(4.53) 
To demonstrate this method, consider the four non-orthogonal Hartree states shown 
in figure (4.9). Let us label these states I'i/) where n=1,2,3,4. Taking the first 
two states, we orthogonalise 12) to I 1) generating the new orthogonal state 02) 
where 
102) =I 2) - 
Ic51)(01102) (4.54) 
where 101) = 1'01) " 
The third state 13) may then orthogonalised to 01) and 102) 
giving 
03) I01)(0114)3) - 
102)(02I '3) 4.55) 
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and finally I V)4) is orthogonalised to the other three states giving 
1 04) = 14'4) - 




I03)(o3I 1)4 . (4.56) 
The Schmidt method simply subtracts the projection of the non-orthogonal state 
onto each of the orthogonalised states from the original non-orthogonal state. The 
result is a state that is orthogonal to all others. However, the Schmidt method 
has the disadvantage that the orthogonal states do not retain the same symmetry 
properties as the original states. For example, the four Hartree states {, 0"} in figure 
(4.9) have rotational symmetry. However the orthogonalised states {0"} are not 
rotationally symmetric, although they are orthogonal. 
4.9.2 Löwdin orthogonalisation 
Löwdin orthogonalisation has the advantage over Schmidt that symmetries in the 
non-orthogonal states (e. g. the rotational symmetry of the Hartree states) are main- 
tained in the orthogonal states. Using the set of normalised but non-orthogonal 
states {Z} we may calculate the overlap matrix S which has elements SZj where 
Sig=(')2I j )= 
12 (4.57) 
It is always possible to find a transformation matrix X such that the transformed 
set of functions foil given by 
ýz(r) _ Xjzo; (r) 
are orthogonal, i. e. 
(cZ I i) =f drgz (r) qj(r) = öij 
By substituting (4.58) into (4.59) we obtain the following property for X 




The Löwdin orthogonalisation method uses the inverse square root of S for the 
transformation matrix. The orthonormal set {OZ} is therefore 
di(r) _ ý(S-i/2)ßz fi(r) . 
(4.61) 
81 
If the overlaps are small, S-1/2 may be calculated using the expansion 
S-1/2=(1+0)-1/2=1- 
1A 
+302-... (4.62) 28 
where 0=S-1 is the off-diagonal part of the overlap matrix, S. and 1 is the unit 
matrix. If the overlaps between different states are small then the matrix elements 
of 0 are small (i. e. L3«1 for i j) and the expansion is sufficiently accurate 
using only the lowest orders. However, if the overlaps are large then it is preferable 
to calculate S-1/2 directly. The overlap matrix, S, is not diagonal but is Hermitian. 
S may be diagonalised using standard eigenvalue routines which solves 
SU=AU (4.63) 
where A is a diagonal matrix (the eigenvalues of S). The unitary transformation 
which diagonalises S is therefore 
Ut5U =A (4.64) 
and similarly the reverse transform which `undiagonalises' A is 
S= UA Ut . 
(4.65) 
The inverse of S has the property SS-' = 1. Using the fact that U is unitary and 
therefore UUt = UtU =1 gives 
UtSUUtS-'U =1 (4.66) 
Substituting (4.64) into (4.66) gives 
AUtS-, u =1 
A -1 = Uts-lu 
= UtS-1/2UUts-1/2U 
= (UtS-1/2U)2 (4.67) 
Therefore 
A -1/2 = UtS-1/2U (4.68) 
which gives 
S-1/2 = UA -1/2Ut (4.69) 
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Therefore, S-1/2 may be calculated by : 
1). Diagonalising S to generate U and A; 
2). Obtaining A -1/2 which is simple since A is diagonal; 
3). Performing the matrix multiplication (4.69) to obtain S-"2 
4.9.3 Wannier states 
A particularly simple method of orthogonalising functions which are related by 
symmetry is by the formation of Bloch states and hence localised Wannier states. 
As an example, consider the four Hartree states {'i/ In = 1,2,3,4} shown in fig- 
ure (4.9). The Hartree states are not orthogonal but are normalised such that 
(ý (O, H) = 1. Four orthonormal Bloch states, 1k(x) may be created from these four 
Hartree states. The wave-vector label for the Bloch states, k, is usually taken in the 
range -ir/r9 <k< +7r/r3 where r, is the lattice spacing between neighbouring sites. 
If, for brevity, r3 =1 then the four distinct Bloch states have k=0, +7r/2 and 7r. 













Z (x) W2 
(x) i o3 (x) + 4'4 
(x) k2 
k 
-24'(x) - 4' 
(x) + 22I3 (x) + 2/J4 (x) k=2 
- 
'(x) + 02 (x) e3, (x) + e4, (x) k= 7f 
(4.70) 
(4.71) 
The Bloch states (4.71) are orthogonal but not normalised. Normalised Bloch states, 






ý(Okl 1 Okl 
The normalised Bloch states are therefore 
qýj 
2 1+S13+2S12 T k=0 
(x) 
(x) = 2/1+S13 
ek=7r/2 (x) 
(4.73) 




i 1+513+2S12 T k=7f 
(x) 
where SZj is the overlap between Hartree states localised around site i and site j. For 
simplicity the Hartree states are assumed to be real. Therefore S12 
((, ', I, OH) and due to symmetry S12 = S23 = S34 = S14 and S13 = S24- 2 
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The Bloch states (4.73) are orthonormal. However, they are not localised like the 
original Hartree states. Using the Bloch states, Wannier states {0, In = 1,2.3.4} 
may be constructed where 
On (x) = e-inkV)k (x) 
k 
4ý (4.74) 
From the form of (4.74) Wannier states are obviously the Fourier transform of the 
Bloch states. The four Wannier states (4.74) are both localised and orthonormal as 
required. 
4.10 Hartree diagonalisation 
The calculation method detailed in this section will be referred to as Hartree diag- 
onalisation. Hartree diagonalisation allows us to obtain an approximation for the 
low-lying energy multiplet. We will take a very small basis set of Hartree states 
(the four orthogonalised states from the previous section) and diagonalise the full 
Hamiltonian (4.1) using two-electron basis states generated from the Hartree states. 
In exactly the same way as for the plane-wave basis (4.4,4.5) we may define 
symmetric (singlet) and antisymmetric (triplet) combinations of the single-electron 
Hartree states. Equation (4.3) gives the total number of singlet and triplet states as 
NS = 10 singlets and NT =6 triplets since M=4 is the number of single-electron 
states. Figure (4.10) shows the occupation of sites. Four singlet sites involve the 
double-occupation of a site (i. e. two electrons on the same site). As has been 
already mentioned, these states are expected to be high in energy and can therefore 
be neglected from the calculation. The effect of including these double-occupied 
sites is considered later. For the moment let us neglect this double-occupation. The 
singlet and triplet matrices are therefore both of size NS = NT = 6. Comparing 
this to the exact calculation where typically NS NT 1000 and it is clear that a 
massive reduction in calculation time can be expected. 
Using the basis states defined above, we must now calculate the two-electron 
matrix elements. Using the same notation as for the plane waves, the matrix ele- 
ments again fall into three classes (4.7,4.8,4.9) and our problem is to calculate the 
integrals (4.10) 
(zýI HI I)H = 
ffdridr2*(ri)Lf*(r2)1(ri)5[1(r2). (4.5) 
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We must now remember thatH is the single-electron wavefunction localised around 
site i. It is also important to retain the complex conjugates since in general the 
Hartree wavefunctions are complex in a finite magnetic field. To evaluate (4.75) we 
recall that the Hartree states may be expressed as a sum of plane waves (4.48) 
n 
(r) = Am 4'm (r) 
m 
(4.76) 
where 0 L (r) is the product of two plane waves in the x and y directions (4.28) and 
Am are the coefficients for the expansion of the Hartree state localised on site n. 
Equation (4.75) therefore becomes 
(i I Hl kl)H = AmAj*Am'Al'Hmnm'n' 
mnm' n' 
(4.77) 
where Hmmm'n' = 
(mnIHIm'n') is the integral over the plane-wave basis (4.10) cal- 
culated previously (sections 1.3.1 and 1.3.2). 
The summation (4.77) obviously becomes large as the number of plane waves 
describing the Hartree states increases. However since the actual number of matrix 
elements required is small due to the small number of matrix elements used, it was 
not necessary to further optimise the calculation of (4.77). For the typical range of 
plane waves used, a single matrix element was calculated in 1 to 10 seconds. 
Diagonalising within this small basis reproduces the exact results with high 
accuracy. However, before considering these results in detail, let us generate the 
effective Hamiltonian onto which we may map the Hartree diagonalisation problem. 
4.11 Extended Hubbard model 
In the strong correlation regime, the Hartree wavefunctions are localised near po- 
sitions of classical electrostatic minima. This idea of localisation (Wigner crystalli- 
sation) naturally invokes the idea of electrons occupying distinct "sites" and hence 
the construction of a tight-binding model for the dot. Using the Hartree states it 
will then be possible to directly calculate the parameters of this model. The pro- 
posed [89] lattice model for a two-electron dot in the Wigner regime is an extended 
single-band Hubbard model. 'Neglecting direct exchange and double-occupation for 
this two-electron dot (equivalent to setting the Hubbard-U term to infinity) gives 
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the so-called tV-Hamiltonian 
Htv = Eo +P 
(t4Tcj, + h. c. ) + Vnini P (4.78) 
Oi)Q 
where P is the projection operator which eliminates doubly occupied sites, t is a 
(nearest-neighbour) hopping term and V is the difference in Coulomb energy between 
two electrons occupying nearest-neighbour sites and two electrons on diagonally 
opposite sites. The summation is over all nearest-neighbour sites. For finite magnetic 
fields the hopping parameter t= Itl e2O is in general complex. Eo = 2f0 + Vo is the 
ground-state energy where Eo is the on-site (kinetic) energy and VO is the Coulomb 
energy of two electrons on diagonally opposite sites. Eo is the ground-state Hartree 
energy Eo (cf 4.50). Note, however, that this is two-fold degenerate for each spin 
configuration, a total degeneracy of 8. 
Equation (4.78) may be diagonalised analytically. Since Sz is a good quantum 
number we may consider different S, z components separately. For the single-band 
model (one state per site) and neglecting double-occupation there are 6 two-electron 
states with Sz = +1 and 12 two-electron states with S, z = 0. Diagonalisation of the 
corresponding Hamiltonians gives the following form for the singlet (Es) and triplet 
(ET) energies: 





[v+ V2+16ltI2(1+sin20) ,12 [v+ V) , V, V 
(4.79) 
where, since t is in general complex for finite magnetic fields we have used t= Itleio. 
It is clear from (4.79) that the spectrum of Hamiltonian (4.78) has two singlet and 
two triplet states with energy --Eo. The remaining four singlets and four triplets 
are higher in energy by -V. Therefore (4.78) has the correct low-energy multiplet 
structure. Furthermore at zero-field (0 = 0) the two triplets are degenerate. The 
oscillation of the low-energy manifold with magnetic field (0) is shown in figure 
(4.11). 
In the Wigner limit, the magnitude of electron hopping is much less than the 
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Figure 4.11: Low-energy manifold obtained from the lattice model. Singlet and triplet states are 
shown in black and red respectively. The exact singlet and triplet levels (4.79) within this model 
are shown as crosses. The second- and fourth-order expressions are shown in solid and dashed lines. 
Parameters used in the models are for a) L= 400nm and b) L= 800nm. These parameters are 
obtained by a zero-field Hartree calculation and are a) t= -0.038, V=0.2766 and b) t= -0.007, 
V=0.115. Note that the low-order approximations are better for larger dots. The asymmetry in 
the spectrum, visible in the exact results, is not reproduced in the second-order expansion. This 
asymmetry is more pronounced in the spectrum of smaller dots. 
the square roots in (4.79). To second-order we have 
Es = Eo + 20 cos 20 
ET = Eo + 20 sin 20 (4.80) 
for the low-lying manifold where Eo = Eo - 20 and 0= 21t 2/V. This second-order 
expansion is also shown in figure (4.11) . 
The second-order expressions for the low- 
lying manifold do not contain the small asymmetry in the singlet-triplet splittings 
which is visible in the exact results. This is brought back with the term to fourth 
order which gives the form for the lowest manifold as 
4 




ET = Eo+241 V31 
(27\ 
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40 cos 20 + V 
4 32 81t4 
3 V sin 
20 - V3 cos 
40 . V 
(4.81) 
Along with the renormalisation of Eo and 0, the fourth order expansion introduces a 
40 term into the singlet and triplet expressions. This term introduces, for instance, 
the slight asymmetry about the mean in the oscillations with magnetic field, specifi- 
cally the asymmetry in the singlet-triplet splittings at zero-field. These asymmetries 
are not present in the second-order expansion but can be seen in the exact results. 
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The above analysis shows that the low-energy manifold may be described by a 
tV-Hamiltonian where the electrons sit on one of four sites and may hop to nearest- 
neighbour unoccupied sites. Neglecting spin and double-occupation, there are 6 base 
states (figure (4.10)). Two of these states, where the electrons sit on diagonally 
opposite sites, are of energy -V lower than the remaining four states. To further 
clarify the nature of the low-lying manifold we may imagine eliminating these higher 
energy states by degenerate perturbation theory. 
4.12 Two-electron effective Hamiltonian: 0-model 
For a degenerate model sub-space, the effective Hamiltonian to second-order in 
perturbation theory, detailed in section 3.2, may be written 
Hell = PHaP+PVP+PVRVP (4.82) 
where the full Hamiltonian H (4.78) is written as the sum of a model Hamiltonian 
Ho and the perturbation V, i. e. 
H=Ho+V V. (4.83) 
The model Hamiltonian (Ho) may be defined as the diagonal elements of the full 
Hamiltonian (H), i. e. 
Ho =I ý') Cry IHl ý'ý Cýr l (4.84) 
where the summation is over all states. 
P is a projection operator for the model space (P space) 
P=E la)(al (4.85) 
aEP 
P therefore destroys any function in the remaining orthogonal sub-space (Q space) 
but leaves all functions in the model sub-space unaffected. Similarly, the projection 




The model space is defined by configurations where electrons occupy diagonally 
opposite sites, i. e. sites labelled with energy Eo in figure (4.10). All states in the 
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model space are degenerate in energy. In general the eigenenergies of (4.82) are 
obtained by diagonalising this operator in the model space. Taking first the S, z =1 
(spin polarised) states we have two states in the model space 
{PAP =TOT O), JO TO T)} (4.87) 
and four states in the orthogonal space 
fQIQ= Itt0 o>, lat1 O), loaýfi>, Iý00t)} (4.88) 
where the notation 
Ia1 92 0-3 94) specifies the spin of the electron on sites 1,2,3 and 
4. A "0" indicates the site is unoccupied. 
To second-order, the effective Hamiltonian (4.82) may be written 
(Heff)aa' = (al HI a') + (c VIO)(01VIa') 
'O op 
Eo - Ea 
(4.89) 
where 1a) and la') are states in the model sub-space and the summation is over all 
states in the orthogonal sub-space. Eo is the energy of the (degenerate) model states 
and EQ is the energy of the intermediate states. Using (4.83) and (4.84) gives 
Eo = (aI Hoka) = (aI Hkk) 
Ep = (ßJHoIß) = (ß1HIß) 
and 
(o V jß) = (alHIO) - (al HoJO) 
= (aI HI ß) (1 - öaß) 
To second-order, the effective Hamiltonian is therefore 
(Hef)aa' = (a lHI a') + E 
(aIHIß)(ßIHIa') 
QP Eo - Ep 
The corresponding effective Hamiltonian matrix is 
l1'0 %o) 
Heff 01' 01 Eo 










where A= 21 t12/V and we have used t= Itjei0. As an example of the calculation of 
one of the matrix elements in (4.94), consider (Heff)l, l. Using the definition (4.93) 
and substituting la) = la') =IT0T 0) gives 
(Hef)l, l =Eo -1 
I(TOTOIHITT00)12+1(T0T 0IH14T T0)12 (4.95) 
V +I(TOTOHIT00T)I T)12 
] 
where we have used Eo = 2¬0 + V, 3 and Eß = 2EO + V12. Therefore Eo - Ep = 
Via - Viz = -V " 





Similarly, to calculate (Heff)1,2 we substitute 1a) =IT01 0) and la') = 10 t0 1') 
into (4.93) giving 
(TOTOIHI T00)(ýT00HIOTOT) 
1 +(T 0T OIHIO TT 0)(0 T fiOIHIO T0 T) (Heff)ý: 
2 = -V +(T0TOIHO0TT)(O0TT IHIOT0T) 





_-V sin 20 
_ -2i0 sin 20 (4.97) 
Similar applications of degenerate perturbation theory may be used for the Sz =0 
states. There are four degenerate model states with S, z =0 
{PIP=I0fi0ý>>I0ý 0T), I T0ý 0>>Iý 0Ta>} 
and eight states in the orthogonal space 
f QIQ =1 Tý0 O), Iý Ta o>> la T ý- a>> la ýT a>, ... 1 
The effective Hamiltonian matrix has the form 
11'0,0) 
(T ýý0 E0 
(ýofioý 0 
(oT0 1-l ýc2iß 
(0 4- 0 T1 ße220 





De2i<p to 0 





By diagonalising (4.94) and (4.100) we obtain the following expressions for the singlet 
and triplet energies 
Es = Eo -20+20cos20 
ET = Eo - 20 + 20 sin 2O (4.101) 
which are in agreement with the second-order Taylor series expansion of the tV- 
model result (4.80). 
Since the excited states (where two electrons occupy nearest-neighbour sites) 
have been eliminated to second-order in perturbation theory, an effective Hamilto- 
nian may be written which operates only within the lowest energy states (the model 
states from above). This effective Hamiltonian must generate a Hamiltonian matrix 
of the form (4.94) and (4.100) when operating on the S, z =1 and Sx =0 model 
states respectively. 
The effective Hamiltonian may be written 
Heff = Eo + 
(ei2112 + h. c. ) (4.102) 
where Eo = Eo - 20. R, r/2 is an operator which rotates the two electrons sitting on 
opposite diagonals by 7r/2 (i. e. the operator rotates them to the other two sites). In 
this model we therefore consider the pair of electrons tunnelling between the base 
states with an amplitude 0 modulated by a Peierls factor, ci2o. The phase angle 
20 is twice that of the underlying extended Hubbard model, reflecting the fact that 
this tunnelling process involves two-electron hops. 
From the Taylor series expansion (4.80) and now the result derived from pertur- 
bation theory (4.101), it is clear that the second-order expression does not reproduce 
the slight asymmetry in singlet-triplet splittings in the exact results. However, the 
Taylor series to fourth-order in t (4.81) does include this asymmetry. Again, we may 
gain more insight into this result by considering perturbation theory up to fourth 
order. 
The third (He 
ff) ) and fourth (He ff) order effective Hamiltonians are 
He) = PVRVRT-P - PIT 2VPVP (4.103) 
_ 
PVRVRVRVP - PVRtiýR2VPVP - PIT 2VRVPti P 4.104) Reff) - +PVR31VPj'PVP - PVR2VPVRVP 
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la) Iß'> 7> ß) la> 
Figure 4.12: Examples of processes which (a) renormalise E0, (b), renormalise 0 and (c) introduce 
a Heisenberg exchange term into the fourth-order effective Hamiltonian. The initial state 1a)' = 
It0 
. 
(. 0) goes through three intermediate states, one of which (dry)) is within the model sub-space. 
The remaining intermediates (1ß), Jß')) are in the excited (orthogonal) sub-space. 
with the terms having the same definition as in (4.82). It is clear by considering the 
allowed intermediate states that all third-order terms are zero and there is only one 
non-zero fourth order term. All fourth order contributions are of the form 
Heft = -PVR2VPVRVP 
which has matrix elements 
(Hetf)ý4> >_-ý. 
ý. 
0,01 OP -yEP 
(aIHI )(OIHI-Y)('YIHl, ')(ß'IH a') 
(Eo - Ea)2(Eo - Ea') 
(4.105) 
(4.106) 
This fourth-order term renormalises the second-order parameters Eo and A. In 
addition, the fourth-order term introduces a new class of term, a Heisenberg spin 
exchange, into the effective Hamiltonian. To highlight this spin exchange process, 
consider the case where 1a) =IT0,0) and la') =I . 
j, 0T 0). In second-order 
there is no way of connecting these two states, i. e. (a HIa') = 0. However, in 
fourth order we have terms which will connect 1a) and la') which introduces an 
effective Heisenberg exchange. Figure (4.12) illustrates fourth order processes which 
renormalise Eo and A and introduce the exchange term. 
Since the fourth-order term will introduce exchange terms, the effective Hamil- 
tonian to fourth order may be written 
Heff = E0' + 
(Lei2flr/2 + h. c. ) + J(sl ' S3 + S2 " s4) (4.107 
where s; " sj is the usual definition for the Heisenberg spin exchange operator 
Si " sj = si S. +1 
[ssS. + Si sý ]. (4.108) 2 
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Rather than directly calculating all the fourth-order terms, we may use the Taylor 
series expansion to fourth order in t to obtain expressions for the renormalised Eon 
and 0' and the Heisenberg parameter J. Diagonalising (4.107) gives the following 
singlet and triplet energies 
ES = Eo' + 20' cos 20 -3J 4 
ET= Eo' + 20' sin 20 +1J. (4.109) 4 
Comparison with the Taylor series expansion to fourth order in t (4.81) gives the 
following parameters 















The solution to fourth order is, in fact, the most general form. Higher order 
perturbations will not introduce qualitatively different terms. Therefore the low- 
energy manifold can be generally described by a charge-spin model in which the 
pair of electrons tunnel between base states and undergo Heisenberg exchange. Two 
points are worth highlighting in this model: 
1). Direct Heisenberg exchange has not been included, i. e. there is no exchange 
term in the tV-Hamiltonian (4.78). Such direct exchange terms have only a small 
effect as shall be shown in the next section. However, an effective Heisenberg ex- 
change term is obtained in fourth order perturbation theory due to the motion of the 
electrons. Note, however, that J is negative in contrast to the usual kinetic exchange 
or superexchange (e. g. in going from Hubbard to Heisenberg or t-J models) in 
which J is usually positive (antiferromagnetic). 
2). The effective Hamiltonians to second (4.102) and fourth (4.107) order involve 
the electrons tunnelling as a pair. Therefore the motion of the electrons is similar 
to that of a rigid rotor. However, the electrons are not rotating continuously but in 
discrete steps of +7r/2. The connection with the continuous rigid rotor will be made 
in chapter 8. 
To obtain values for the parameters (4.110) we could, in principle, simply fit 














Figure 4.13: Comparison of diagonalisation within the space of one Hartree wavefunction per site 
(open circles) and exact calculation (filled circles). Singlets states are shown in black, triplets in 
red. The dot size is L= 800nm and therefore the exact results are identical to those in figure (4.7). 
Hartree solutions and calculate the parameters directly. Changes in the parameters, 
specifically t, V and Eo may then by directly related to changes in the underlying 
single-electron wavefunctions. The required parameters are simply given by 
EZ =1* (i (P + eA)21i) 2m 
t2j =1* (il(P + eA)21j) (4.111) 2m 
Vi = (ijIgIzi) 
where ji) = V)H is the Hartree state on site i, Ei is the single-electron kinetic energy 
on site i, t2j is the kinetic hopping parameter between sites i and j and Vj is the 
Coulomb energy between electrons on sites i and j with g= 4ýEOET jr 
ir, 
ý being the 
Coulomb operator. 
4.13 Hartree diagonalisation: results 
Figure (4.13) shows the Hartree diagonalisation results together with exact results 
as a function of magnetic field. The increase in energy with field is again subtracted 
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Figure 4.14: As for figure (4.13), but with the overall increase in energy subtracted. Good agree- 
ment is observed between the exact results (filled circles) and the Hartree diagonalisation (open 
circles). 
diagonalisation is good and all the essential physics is reproduced. In particular, 
the increase in energy with field and the corresponding decrease in amplitude and 
small decrease in period of the oscillations is well reproduced. These features may 
now be related to changes in the single-electron Hartree wavefunctions and hence 
to changes in the parameters t, V and E0. As the field is increased, the Hartree 
wavefunctions become more localised. This is shown in figure (4.15) where the charge 
density across the diagonal of a L=200nm dot is plotted at B=0,0.5 and 1T. It is 
clear that the charge density is becoming more peaked in the higher fields, therefore 
reducing the overlap of the electron wavefunctions. It is interesting to note that 
the same effect on the charge density is seen with increasing system size (L) whilst 
maintaining a constant field. Therefore, in this sense, increasing field and increasing 
size are similar. There are two significant effects on this increased localisation of 
electrons: 
1). an increase in on-site energy (Eo ); 
2). a decrease in hopping amplitude (tip), specifically between nearest-neighbour 
sites 
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Figure 4.15: Increased localisation of the electron charge density as a function of magnetic field. 
The charge density is plotted along the diagonal of the square for aL= 200nm dot at B=0,0.5 
and 1T. 
Changes in the two-electron spectrum with field are related to these two state- 
ments. For example, the increase in on-site energy is responsible for the overall 
increase in energy with field. Figure (4.16) plots 2¬o, VO and Eo = 2fo + VO with 
field. The ground-state (Hartree) energy Eo is a good approximation to the overall 
energy scale of the exact results. The increase in Eo with field is due solely to the 
increase in on-site energy as the electron wavefunctions become more localised. The 
Coulomb energy Vo between the two electrons shows only a very slight decrease over 
the range of fields considered. This decrease is due to the higher localisation slightly 
increasing the effective distance between the two electrons and therefore reducing 
the Coulomb energy. 
The remaining effects of magnetic field on the low-energy manifold may be ex- 
plained by the decrease in hopping amplitude. From the second-order expression for 
the singlet and triplet energies (4.101), it is clear that the singlet-triplet splitting 
is determined by the parameter A. At zero-field (0 = 0), the energy gap between 
lowest singlet and the two degenerate triplets is 2A. Similarly the gap to the next 
singlet is 2L. Since 0 = 
2ti. 
,a decrease in the nearest-neighbour hopping param- 
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Figure 4.16: On-site energy for two electrons (2¬o, solid black line), interaction energy between 
electrons on diagonally opposite sites (VO, dashed line) and the sum of these, i. e. the Hartree 
energy Eo = 2¬ + Vo (blue line). Exact results are plotted as circles, although these are only 
distinguishable from the Hartree energy on the enlarged scale shown in the inset. Note that, as 
expected, the Hartree energy overestimates the exact ground-state, but gives a good approximation 
to the overall energy scale. 
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approximately constant over the field range considered. Since ., 
decreases with field. 
the bandwidth of the lowest manifold decreases, i. e. the amplitude of the oscillations 
decreases. 
The slight decrease in period with field is rather less obvious. To explain this, 
let us return to our definition of the tV-Hamiltonian. The phase angle 0 within the 
Peierls approximation is the phase acquired by an electron hopping between two 
adjacent (nearest-neighbour) lattice sites. Therefore the total phase acquired by an 
electron hopping around the square is 
4ý = 2ir 
II)o 
(4.112) 
where is the flux enclosed by the electron path and <Do = h/e is the fundamental 
flux quantum. In general, the flux enclosed by the electron path is 
JA dl (4.113) 
where A is the vector potential and the integral is around the path of the enclosed 
area. To complete a closed loop, an electron must hop around the square via adjacent 
sites. If the separation of the sites, or the lattice parameter, is rL then 
=A dl =2B 
J(-ydx + xdy) = BrL (4.114) 
where we have used the definition of A in the symmetric gauge, A= f(-yk + xy) 
and B is the applied magnetic field. Using (4.112) and (4.114) gives the phase 
acquired by an electron hopping around the square as 
eBrL 40= 27r (4.115) 
which relates the phase acquired per hop (0) to an effective lattice constant (rL). 
As the lattice parameter is increased, the phase acquired per hop (and the total 
flux enclosed by the electrons) increases. Since magnetic fields tend to increase the 
localisation of the electron wavefunctions. the effective lattice parameter is increases 
which therefore increases the phase acquired per hop (0) and hence decreases the 
period of the oscillations. 
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4.14 tV-model : results 
The exact low-lying manifold is well reproduced by diagonalising within the lowest 
orthogonalised Hartree states. The matrix elements in this approximate solution 
(4.77) include all kinetic terms (on-site energies, nearest- and next-nearest-neighbour 
hoppings) and all Coulomb terms (direct, exchange, spin-flips, etc. ). However, the 
proposed tV-model (4.78) and the derived 0 and 0-J models only contain three 
parameters: 
1). the ground-state energy (Eo); 
2). a nearest-neighbour hopping parameter (t); 
3). the difference in energy between two electrons on adjacent sites and on 
diagonally opposite sites (V). 
Figure (4.17) plots the low-energy manifold using only these terms. Each term 
has been calculated directly from the Hartree states. The average increase in energy 
with field (E0) has been subtracted for clarity. The agreement with the exact results 
(also plotted) is not terribly good. The main source of error is in the phase of the 
oscillations which have a significantly reduced frequency. It was found that the 
error is produced by neglecting some Coulomb induced hopping terms which involve 
three sites but with no spin-flips. All remaining Coulomb terms are negligible. The 
important non-diagonal Coulomb terms are therefore ones which effectively hop a 
single electron between nearest-neighbour sites (i. e. terms such as (iklgl jk) where 
an electron on site j hops to site i). The hopping is mediated not by the kinetic 
energy operator but by the Coulomb operator g. The sum of all such terms gives 
the following contribution to the effective Hamiltonian 
H3site =P (ikIgl k)cjQCkv'Ckcr-'Cja P 
ijkvvl 
i#j#k 
=PE (ik lg jk)cl cjc, nk P (4.116) 
ijko 
i54j5k 
where nk = nk-r + nk4.4, jC/co. /. 
Equation (4.116) may be further simplified 
since the projection operator (and the fact that i0j0 k) enforces no double- 
occupation. Therefore P >k nk P=1 always. This may be expressed as: if an 
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Figure 4.17: Oscillations in the lowest manifold with field. Black and red circles indicate singlet 
and triplet states respectively. Filled circles show the exact results and open circles the tV-model. 
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Figure 4.18: As for figure (4.17) but including the important Coulomb hopping terms. These terms 
involve three sites and represent a single-electron hop mediated by the Coulomb operator. The 
agreement with the exact results is now good indicating all other Coulomb terms may be safely 
neglected. 
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contain an electron (of either spin). Therefore (4.116) may be written 
H3site =P (ikIgl k)c cja P 
ijko 
i jok 
=PZ [ticit cj, + h. c. 
] P (4.117) 
(ii)a. 
where t = (ik Ig ljk) and the summation is over all nearest-neighbour pairs. The 13 
effect of these Coulomb terms is to simply renormalise the one-electron hopping 
terms (t -+ t+ tc) in the effective Hamiltonian. Plots of the low-lying manifold with 
these Coulomb hoppings are shown in fig (4.18). Comparison with the exact results 
shows the correct period of oscillation is reproduced. It turns out that t and tc have 
similar magnitudes. This is the case for a range of dot sizes and may therefore have 
some fundamental underlying cause. 
Direct calculation of the hopping parameter t (both the one-electron and the 
Coulomb contributions) using the Hartree states allows the magnitude and the phase 
oft to be determined. Figure (4.19) shows Itl and 0 as a function of B for an 800nm 
dot. The general decrease in Itl with B is consistent with the increasing localisation 
of the single-electron wavefunctions with field. The phase angle 0 which gives the 
phase acquired by an electron hopping to a neighbouring site varies approximately 
linearly with B (the sawtooth pattern in figure (4.19) arising since 0 is presented 
in the range -2<q<2). Using (4.115) we may calculate the effective lattice 




For the L= 800nm dot results presented in figure (4.19), the electron picks up 
a phase 0=2 with an increase in field from zero to 0.0195T. This corresponds 
to an effective lattice constant rL ý_- 460nm. This compares well to a measured 
distance of 495nm between the zero-field charge density peaks obtained from an 
exact calculation. 
The tV-model and the 0 models derived from it therefore reproduce all the 
essential physics of the two-electron system. Within the tV-model, there are two 
types of B-dependent terms. The renormalisation of the A, ` r parameters with field 
originate from the physical interaction of the electrons with the magnetic field. 
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Figure 4.19: Plots of Iti (black) and 4' (red) for aL= 800nm dot. The magnitude of the hopping 
parameter tends to decrease with applied field which is consistent with the increased localisation 
of the electron wavefunctions. The phase acquired by an electron hopping to a nearest-neighbour 
site varies linearly with B. 
lattice. The tV-Hamiltonian could therefore be rewritten as 
Htv = Eo(B) +P 
(Itl(B)e'Ocitej, + h. c. ) + V(B)ninj P 
2.7 i O, 
(4.119) 
highlighting the magnetic field dependence of the tV parameters. In place of a 
uniform magnetic field over the entire dot, we may introduce a flux-tube. If the 
flux-tube is small enough, effects from the physical interaction of the electrons with 
the magnetic field will not be seen. Therefore effects such as the increase in energy 
with field (due to Eo(B)) and the decrease in amplitude of oscillations (due to ltl(B)) 
should disappear in the limit of a flux-line. However, the Peierls factor, e'O, which 
produces the singlet-triplet oscillations should remain. 
Results for the flux-tube are shown in figure (4.20). As the flux tube radius is 
decreased from L/2 to L/16 (with L=800nm in all cases) it is clear that the overall 
increase in energy with field is reduces. The oscillations remain, as expected, but 
their decay in amplitude with field is significantly reduced. In the limit of a flux-line 
rather than a uniform field, the simple Peierls substitution (t - Itle'O) into the 





0 0.025 0.05 0 0.05 0.1 0 0.5 
Bm am am 
Figure 4.20: Oscillations in the lowest energy multiplet as a function of magnetic field threading 
the dot in a flux tube of radius a) L/2, b) L/4 and c) L/16. Effects derived from the physical 
interaction of the electrons with the field, in particular the increase in energy with field, become 
less pronounced as the flux tube is decreased in size. The dot size is L= 800nm in all cases. 
4.15 Conclusion 
Two electrons confined in a square dot with infinite potential barriers were studied 
by numerical diagonalisation of the full interacting Hamiltonian. The energy spectra 
as a function of external magnetic field were calculated together with the ground- 
state charge density. A set of localised one-electron states were obtained within 
the Hartree approximation. Rotation of the lowest energy Hartree state gives four 
localised states in the corners of the square dot which may then be orthogonalised 
and used as a basis for diagonalisation of the full two-electron Hamiltonian. 
Working within a lattice (extended Hubbard) model, analytic expressions for 
the ground state energies were obtained. Using a Taylor series expansion, the sec- 
ond and fourth order (in terms of the hopping parameter t) expressions were shown 
to generate eigenvalues involving the parameter 0= 2ItI2/V. Equivalent expres- 
sions may be generated by eliminating excited states in the tV-model by degenerate 
perturbation theory. An effective Hamiltonian was generated which involves the 
tunnelling of the pair of electrons between base states and, to fourth order in per- 
turbation theory, an effective Heisenberg exchange. Using the Hartree states, the 
parameters within these effective Hamiltonians may be directly calculated. 
The following conclusions may be drawn for two electrons: 
1) . 
The low-lying energy spectrum in the Wigner (localised) limit may be well re- 
produced by diagonalising within a small set of Hartree states. The Hartree method 
may therefore be thought of as generating an optimised basis set. 
2). Introducing a Peierls factor to the tV-Hamiltonian reproduces the oscilla- 
103 
tions with field seen in the low-lying energy spectrum. 
3). In a uniform magnetic field, the electron wavefunctions become more lo- 
calised as the field is increased. This is seen in both the exact charge densities and 
the approximate Hartree wavefunctions. 
4). The localisation of the wavefunctions reduces the magnitude of the hopping 
parameter, ItI. This decreases the amplitude of the oscillations with field since the 
bandwidth Htl2. Similarly the increase in energy with field and the slight decrease 
in period of oscillations may be explained by the increased localisation of the electron 
wavefunctions. 
5). To obtain the correct t behaviour it is vital to include both single-electron 
terms which perform nearest-neighbour hops and two-electron (Coulomb) effective 
hopping terms. 
6). A flux-tube may be used to reduce the effect of parameters which are renor- 
malised by interactions with the field. The oscillations due to the Peierls factor are 
still present with a flux-tube. 
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5 Three-electron dots 
5.1 Introduction 
The addition of an extra electron to the two-electron dot presents additional chal- 
lenges in the construction of the Hamiltonian matrices and in the computation work 
required to obtain numerical solutions. However, as shall be shown, going beyond 
two electrons also reveals interesting effects which are not evident from the two 
electron results. 
Firstly, we shall consider the construction of the three-electron Hamiltonian 
matrix and present the zero field results for a range of dot sizes. An external 
magnetic field is then applied and the evolution of the low-lying energy spectrum 
in the strongly correlated regime is shown. As for two electrons, an approximation 
to the exact results may be obtained by diagonalising within the lowest energy 
Hartree states. However, special care must be taken with the construction of suitably 
orthogonalised states. Finally, an appropriate tight-binding effective Hamiltonian is 
derived and its properties discussed. 
5.2 Three-electron model 
For the special case of two electrons, it was possible to factorise the spin and spa- 
tial parts of the full two-electron Hamiltonian. Therefore the electron spin could 
be fully taken into account by only considering symmetric (singlet) and antisym- 
metric (triplet) spatial, or `orbital', wavefunctions. By construction of Hamiltonian 
matrices using suitably symmetrised and antisymmetrised base states, the singlet 
and triplet eigenvalues were determined. Such a procedure is not, in general, possi- 
ble for more than two electrons. Therefore we must explicitly consider spin in the 
construction of the Hamiltonian matrices. 
The three-electron wavefunction (or, in general, N electrons) must be antisym- 
metric with respect to the interchange of the coordinates (both space and spin) of 
any two electrons. For a many-body system this antisymmetry may be enforced 
by the use of Slater determinants. Using Dirac notation, the antisymmetric three- 
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electron state vector may be written 
i 
la), I0)1 I'r)1 
lao,, y) = 3ý 
Ia)2 10) 2 17)2 (5. l) la)3 Iß)3 7) 3 
where 1,2,3 denote particle labels and a, ß, ry are the quantum numbers, of both 
space and spin, of the single-electron state vectors 1a), 1ß) and 1'y). The three- 
electron wavefunction 




aß'Y(X1) X2, X3) - 
(X1) X2, X3IWaßY/ = 
3! Wo(X2) 
0ß(X2) '5 (X2) (5.2) 
4'a 
(X3) V), 3 
(X3) 
4'7(X3) 
is an antisymmetrised product of spin-orbital wavefunctions where '0,, (x) = (x lo ) 
and x labels both the spatial and spin coordinates, i. e. x= {r, s} = {x, y, s}, 
where r and s are spatial and spin coordinates respectively. The spin-orbital may 
be written as a product of spatial, q5(r), and spin, x(s), functions 
0a(X) = (XIa) = (r, s i, a) = (rli)(slo) = oi(r)X, (s) (5.3) 
where i and a are the spatial and spin quantum numbers of the state 1a). 
The interchange of the coordinates of any two electrons (any two rows of the de- 
terminant (5.2)) changes the sign of the wavefunction, 11, (xl, x2) x3) _ -W(xl, x3) x2), 
thus enforcing the antisymmetry principle. If any two electrons occupy the same 
orbital (two columns of the determinant are equal) then the determinant is zero, 
which is the expression of the Pauli exclusion principle. 
For three electrons we may write down the Hamiltonian in first quantisation as 
H=1 ý3 [(-ihV2 + eAi)2 + V(ri)] + 
e2 31 (5.4) 
2m* 2=1 47fEOEr i<j 
Ire 
- rj 
or (as is often more convenient for many-body calculations) in second quantisation 
as 
H= ct ij i, c9Q +2i VjklctZQcjtQ, clQlckQ 5.5 
ijQ ijkl 
Qa1 
where c2u creates an electron in state i with spin a and cc, destroys an electron 
in state j with spin a. fib and V kl are one- and two-electron matrix elements 
respectively. i. e. 




j= 1 [(-ihVi + eAi)2 +V (ri)] (5.7) * 2m 
and 
Vijkl = (ijI9I kl) = 




9 47rcoEr Ir - r'l 
(5.9) 
As with two electrons, initial numerical diagonalisation uses a plane wave (sine/ 
cosine) basis. However, rather than suitably symmetrised/antisymmetrised prod- 
ucts of plane waves, the three-electron base states are Slater determinants where 
the orbitals are plane waves. Calculation of the matrix elements between Slater de- 
terminants is a well known procedure (see e. g. [92]) where the elements are expressed 
in terms of the one- and two-electron matrix elements f2j and Vjkl. 
For two electrons, the ability to factor the spin and spatial wavefunctions allowed 
the Hamiltonian matrix to be block diagonalised by construction of symmetrised and 
antisymmetrised base states. Therefore the singlet and triplet Hamiltonians could 
be separately diagonalised. This reduction in matrix size is extremely useful since, 
for a matrix of rank N, the time taken to diagonalise goes as -N3 and obviously the 
storage space required goes as -N2. Therefore, exploiting any methods to reduce 
the matrix size is desirable since it reduces the computational resources required 
for the diagonalisation. For three (or more) electrons, no term in the Hamiltonian 
(5.4,5.5) mixes states of different S, z 
(z-component of total spin). Therefore, to 
obtain eigenvalues of (5.4) for a given S, only determinants with the same Sz need 
be considered. This allows the size of the Hamiltonian matrix to be significantly 
reduced. Table (5.1) shows the matrix size for different S, e's for three electrons. 
5.3 Charge density 
Calculation of the charge density is slightly more involved than for two electrons. 
The following derivation is applicable to any number of electrons, therefore we will 
not consider the three-electron case specifically. Let Wr (x1, X2,..., XN) be the N 
electron ground-state wavefunction and define the square-modulus 
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m All S, z Sz = +3/2 
Sz = ±1/2 
2 56 4 24 
3 816 84 324 
4 4960 560 1920 
5 19600 2300 7500 
6 59640 7140 22680 
Table 5.1: Size of the Hamiltionian matrix using m harmonics (sines) in each dimension. The 
total number of 2-dimensional base states is therefore M= m2. In general, the Hamiltonian size 
(including all S, z configurations) is n8 = N! (2M 
)! 
N)! where N is the number of electrons. Using the 
separation into S, z matrices, diagonalisation of the three electron Hamiltonian was possible with 
m=5 (m =6 for the spin-polarised configuration). 
PO(N) =Io (X1, X2, ... ) XN) 
I2. The one-electron density, p(r), is obtained by in- 
tegrating pö" over all but one variable, r. Therefore 
p(r) =ýf dX2... dXNpÖN) (X, X21 ..., XN) 
Q 
(5.10) 
where the integration sign strictly means an integration over the continuous coordi- 
nates (r2... rN) and a summation over the discrete spin coordinates (02... ON). The 
summation over the remaining spin coordinate a is included explicitly. In second 
quantisation this may be written 
p(r)- J> I ý(r)0, (r) (N)) Q 
where E, ýbt (r) (r) is the so-called particle density operator 
electron with coordinates x= jr, a} and is defined as 
00 
t 1: ýPn(r) Cno- 
n=1 
where cno, creates an electron in state cpn with spin o. 
(5.11) 
(r) creates an 
(5.12) 
The N electron ground-state eigenvector, IT 0(N)), may be expanded in terms of 
the N-electron base states. The coefficients for the expansion, A°, are determined 
by the diagonalisation procedure. Therefore 




where riß is the number of N-electron base states (i. e. the size of the Hamiltonian 
matrix that was diagonalised) . The 
base states may be written 
i) ttt Ivac) Z=c? 1ollc72Q2... cZNON (5.14) 
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where c! creates an electron in the single-electron state in with spin an. ZnO'n 
Substituting (5.13) and (5.12) into (5.11) gives the expression for the N-electron 
charge density as 
n8 M 
P(r) = LA'* Ao Spn(r)(Pnl (r)C'QCn'uý. 7ý ý5.1 ) 
ij nn' or 
where M is the number of single-electron base states and (5.15) is normalised such 
that 
f 
p(r)dr = N. (5.16) 
5.4 Three electrons in zero field 
As for two electrons, our main interest will focus on the low-lying energy spectrum 
in the strongly correlated (Wigner) limit. However, the approach to the Wigner 
limit is interesting for three electrons as it involves a change in total spin, S, of 
the ground-state. For non-interacting electrons, the ground-state is always low- 
spin. For an even number of non-interacting electrons the ground-state has spin 
S=0 and for an odd number of non-interacting the ground-state is spin S= 1/2. 
Figure (5.1) shows the non-interacting energy spectrum for three electrons, together 
with the evolution of the energy levels as the system size, L, is increased. For 
small L the spectrum resembles that of the non-interacting solution since kinetic 
energy terms dominate. The relatively small Coulomb terms therefore provide only 
a minor perturbation which results in some level splittings at zero field. As L is 
increased, there are significant level rearrangements in the low-energy spectrum up 
to L- 100nm. For large L we again enter the Wigner regime where electrons are 
localised near positions of classical electrostatic minima (the corners of the square 
for three electrons). Figure (5.2) plots the ground-state charge density for L=10,100 
and 800nm. The charge density for large, strongly correlated, dots is similar to that 
of two electrons, which highlights the limitation of total charge density calculations 
for extracting information about the underlying behaviour. 
The ground-state for three electrons for L< 200nm consists of two degenerate 
S= 1/2 states. The ground-state charge density for each of these doublet states 
is shown in figure (5.3) for L= 10nm. These charge densities closely resemble 
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Figure 5.1: Lowest energy three-electron levels as a function of dot size (L). Black and red lines 
indicate S= 1/2 and S= 3/2 states respectively. The low-energy eigenspectrum forms into 
multiplets for L 100nm. The non-interacting electron degeneracies are shown together with 
the degeneracies in the lowest multiplet for L= 1000nm. The arrows indicate quasi-degeneracies 
formed at large L. 
C) 
Figure 5.2: ground-state charge densities at a) L= 10nm, b) L= 100nm and c) L= 800nm. For 
large L, the charge density is peaked near the corners of the dot. 
Figure 5.3: Individual charge densities of the two degenerate S= 1/2 ground states for L= 10nm. 
The linear combination of these is shown in figure (5.2(a)). 
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it is more correct to plot the true ground-state charge density as a suitable linear 
combination of these two states as shown in figure (5.2(a)). Alternatively. applying 
a small magnetic field breaks the degeneracy of the doublet states and the charge 
density shown in (5.2(a)) is again reproduced. For large dots with L> 200nm this 
issue does not arise since the ground state is a single S= 3/2 quadruplet state. 
For small, weakly correlated dots, the charge density is consistent with that of 
electrons filling the single-electron states. In this regime the three-electron energies 
obtained using non-interacting states, E0, is expected to approximate the exact 
energies, Ea. Figure (5.4) shows a comparison for dot sizes L=1,10,50nm of 
Eö = (Wö IHIWö) (5.17) 
and 
Ea = (WajHl! a) 
(5.18 
where Eo energy for three electrons in the non-interacting three-electron state I' ) 
and Ea are the eigenvalues of the three-electron Hamiltonian (5.4), i. e. the energy 
of three electrons in the correlated state I T, ) . 
Comparison of Eö and Ea therefore 
shows how well the non-interacting state I TO) represents the true three-electron state 
I 
a). If ö) is a good approximation to 
Ida) then Eö ti Ea and the independent 
electron picture, with electrons filling non-interacting levels, is valid. This is true 
only for relatively small dots with L< 10nm as shown in figure (5.4). Beyond this 
the independent electron picture is incorrect. It is essential to consider the correlated 
three-electron states. 
The energy spectra for large dots (L > 100nm) shows a multiplet structure. 
In general, the number of states within the low energy multiplet is n= v2N [89] 
where the number of spin configurations for N electrons is 2N and v is the number 
of (degenerate) classical ground-state configurations for the N electrons. For three 
electrons, v= 4, as shown in figure (5.6). Therefore n=4- 23 = 32, which agrees 
with the multiplet size shown in figure (5.1). The 32 states consist of 8 doublets and 
4 quadruplets. For L< 200nm the ground-state is a doublet (S = 1/2). For large L 
the ground-state is high spin (S = 3/2). 
It is interesting to compare this to the two-electron dot. For two electrons, the 
zero-field ground-state is always 
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Figure 5.4: Comparison of the exact correlated electron spectrum and that of independent electrons 
using a plane wave basis for a) L= 1nm, b) L= 10nm and c) L= 50nm. The low-energy spectra 
are similar for L< 10nm but for L= 50nm the independent electron approximation clearly breaks 
down. 
parity of the ground-state may be changed by applying an external magnetic field. 
This produces oscillations in the spin of the ground state (S =0 -3 1 -* 0... ). In con- 
trast, with the addition of a third electron, a change in the spin of the ground-state 
can be achieved with no magnetic field by simply changing the confining potential 
(i. e. changing the effective size of the dot). For strong confinement (small dot) 
the low-spin ground-state is preferred - as is the case for non-interacting electrons. 
However, as the dot size is increased there is a transition to a high-spin ground- 
state. A similar transition from a low-spin to high-spin ground-state is also ob- 
served in parabolic quantum dots confining three electrons. Although the majority 
of parabolic treatments use sufficiently strong confinement to maintain aS= 1/2 
ground-state in zero field, it was pointed out in [118] that a large parabolic dot 
should also have aS= 3/2 ground-state. This high-spin ground state is observed 
for the large parabolic dot considered in [119]. 
A further difference between the two- and three-electron dots in the square 
geometry is in the bandwidth of the lowest multiplet. In addition to there being 
more states within the low-lying manifold, the energy spacings tend to be greater 
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and the energy gap from the highest state in the lowest multiplet to the next excited 
state is less than that of a two-electron dot of comparable size. These energy spacings 
will be discussed in more detail with the construction of an effective Hamiltonian 
operating within the low-energy states However, before this the response to an 
applied magnetic field will be detailed. 
A further point to note in the strongly correlated regime is the near degenera- 
ties introduced between the two pairs of doublet states. These quasi-degenerate 
states are indicated by arrows in figure (5.1) . They may also be explained by the 
construction of an effective Hamiltonian for the three-electron system. 
5.5 Three electrons in a magnetic field 
Figure (5.5) shows the evolution of the lowest three-electron energy levels as a func- 
tion of magnetic field. The dot size is L= 800nm (the same size as used in figure 
(4.7) for the two-electron dot). The ground-state multiplet remains well separated 
from the next set of excited levels for all field strengths. As for the two-electron 
dot, the magnetic field breaks zero-field degeneracies. In fact, all doublet-doublet 
and quadruplet-quadruplet degeneracies are lifted by the magnetic field. These de- 
generacies are brought back periodically as the field is increased. The energy level 
behaviour at first appears to mimic that of the two-electron system. This implies 
that an effective t-hopping Hamiltonian together with a Peierls factor, e2O, could 
fully explain the magnetic field response (neglecting small exchange terms). By 
constructing such an effective Hamiltonian we may check this supposition. First, let 
us construct a localised basis set within the Hartree approximation. 
5.6 Hartree diagonalisation 
The solution of the Hartree Hamiltonian (4.41) for the three electrons generates 
one of four degenerate configurations which are shown in figure (5.6). The other 
configurations may obtained by rotations of +ir/2. 
As for two electrons, the Hartree energy may be calculated - from any of the 
configurations - using aa Hartree product of the three single electron wavefunctions. 
Whilst containing no information about the structure of the spin multiplet, this does 
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Figure 5.5: Evolution of the low-energy three-electron spectrum with magnetic field for L= 800nm. 
Results are obtained by full diagonalisation of the three-electron Hamiltonian with m=5 plane 
waves in each dimension. 
Figure 5.6: The four possible degenerate configurations obtained by the Hartree approximation in 
the Wigner regime. If no bias is initially provided towards one of the configurations, one is `chosen' 
at random due to numerical roundoffs during the iteration procedure. The four configurations have 
the hole - or missing electron - 
in each of the four corners. 
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The 12 single-electron states (3 in each of the 4 configurations) shown in figure 
(5.6) are not orthogonal. Within any one configuration, the states may be simply 
orthogonalised using Löwdin's method (section 4.9.2). Since the overlaps between 
wavefunctions within the same configuration are small the resulting orthogonalised 
wavefunctions will remain relatively localised like the original non-orthogonal func- 
tions. However, between states in different configurations, the overlaps may be 
very large since the functions may be localised around the same site. This means 
that simply using Löwdin's method to directly orthogonalise the 12 single-electron 
states leads to highly non-local states which would not resemble the underlying 
non-orthogonal states. Since we wish to construct a model based on the concept of 
localised states this is definitely not the way to proceed. Instead, we may take two 
approaches to diagonalise within these 12 low-energy Hartree states : 
1). diagonalise the non-orthogonal states directly; 
2). orthogonalise the 3-electron states rather than the underlying single-electron 
states. 
First, consider using the non-orthogonal states. Obtaining the eigenspectrum 
of the three-electron Hamiltonian (5.4) using a non-orthogonal set of base states 
requires solving the generalised eigenvalue equation 
HW = EST 
where H and S are the Hamiltonian and overlap matrices in the non-orthogonal 
basis. The non-orthogonal, but normalised, three electron states, which satisfy the 
(5.19) 





where ji) is a one-electron (Hartree) state and Iijk) is a product of one-electron 
states. For brevity the Hartree states are assumed to be real. The solution for 
Hartree states in a non-zero field, and hence with complex eigenvectors, is a simple 
extension of (5.20). The normalisation constant, Nick, in (5.20) may be written 
NZj k= 
(ijkl ijk) = V6(1 + 2sjjsiksjk - (s j+ sek + sjk) 
(5.21) 
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Figure 5.7: Convergence of the Hartree diagonalisation results with the number of plane waves, m, 
in each dimension. For m=7 the Hartree diagonalisation results are well converged. Note that 
for m>5 the ground-state energy from the Hartree diagonalisation is less than that of the full 
diagonalisation with m=5. However, spin polarised results using m=6 basis states again give 
a lower ground state energy. Note that the increased basis size in the full diagonalisation reduces 
the energy of all levels within the multiplet and maintains the same spin-polarised level structure 
as the m=5 results. 
between the three-electron states 1a) = Iijk) and 1, ß) = Ilmn) may be written 
Sap = (ijkIlmn) =6 
SilsjmSkn + SimsjnSkl + Siksjlskm (5.22) 
NijkNlmn silSjnskm sinsjmskl SimSjlSkn 
Similarly, the non-orthogonal Hamiltonian matrix has elements 
Haß = (ijklHllmn) _6 
((ij1H1mn) + (ijklHJmnl) + (ijklHlklm)- 




fijsjmskn + fjmSilSkn + fknSilSjm 
(5.24) 
+V jlmskn +V klnsjm + 
VjkmnSil 
where fib and Ujkl are the one- and two-electron matrix elements defined in (5.6) 
and (5.8). 
The resulting non-orthogonal Hamiltonian may be diagonalised using standard 
generalised eigenvalue routines. Figure (5.7) shows the convergence of the zero field 
Hartree diagonalisation results. The number of plane waves in each dimension is 
increased from m=4 to m=7. For m=7 the spectrum is well converged. 
Results for the full diagonalisation with m=5 plane waves in each dimension is 
shown for comparison. It is interesting to note that the ground-state energy from 
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the Hartree diagonalisation for m>5 is less than that of the full diagonalisation 
with m=5. This indicates that the full diagonalisation calculation is not fully 
converged. However, the spin-polarised full diagonalisation for m=6 (also shown 
in figure (5.7)) indicates that the only significant effect of increasing the basis size 
past m=5, at least in zero field, is an overall shift in energy and not any further 
level rearrangements. Specifically, increasing the number of basis states from m=5 
to m=6 decreases the ground state energy by 0.4%. However, the asymmetry 
in the S= 3/2 splittings (see figure (5.10) and later text) remains at 62% - 38% 
indicating no further significant level rearrangement. The Hartree diagonalisation 
results within this very small non-orthogonal basis (a Hamiltonian matrix of rank 
4 for the S, z = 3/2 states and rank 12 
for S, z = 1/2 states) is remarkably good 
in 
comparison to the plane wave diagonalisation which, for S, z = 1/2, requires the 
diag- 
onalisation of a rank 7500 matrix. The major source of error is in the overestimated 
bandwidth of the lowest multiplet. This error could, in principle, be reduced by 
including higher energy Hartree states. 
Figure (5.8) shows the low-lying eigenvalues as a function of magnetic field using 
this limited Hartree basis. Exact results are shown for comparison. The approx- 
imation is good and shows all the correct physics. Whilst the bandwidth of the 
lowest manifold is overestimated, the phase of the oscillations is well reproduced. 
However, to determine the important terms within this approximation - and hence 
to enable to construction of an effective Hamiltonian, it is useful to deal with or- 
thogonal states. Using orthogonal states it is then possible to directly compare the 
magnitude of different terms within the Hamiltonian which is not easy to do with 
non-orthogonal states. 
5.7 Orthogonalisation of three-electron states 
As previously discussed, the many-body states must generally include the spin co- 
ordinate since this cannot be separated from the spatial coordinates. However, 
for simplicity, consider the three-electron spin-polarised 
(Sz = 3/2) system where 
the spin coordinate may always be factored from the spatial coordinates since all 
spins are equal. In the following sections, when spin-polarised states are used, this 
means states with the same 
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Figure 5.8: Evolution of the low-energy manifold with magnetic field for an L= 800nm dot 
obtained from a) Hartree diagonalisation with m=7 and b) full diagonalisation with m=5. 
alent Sz = -3/2 states. Within the low-energy Hartree configurations, there are 
four spin-polarised three-electron states. These states {Va ja = 1,2,3,4} are shown 
schematically in figure (5.9). These three-electron states are not orthogonal. To 
orthogonalise we may use the Löwdin method (section 4.9.2). Starting with the 










Calculation of the matrix S-1/2 proceeds in the same way as detailed in section 4.9.2. 
The overlap matrix elements, Sp, are given by (5.23) where the three-electron states 
are written a) _lij k) with 
Ii), 11) and Ik) being the underlying single-electron 
states. The non-orthogonal three-electron states are the antisymmetrised product 
of the (known) single-electron Hartree states (5.20). Each product in (5.20) may be 
expanded in terms of plane waves 
k) _ ApAgA, lpgr) 
pqr 
(5.26) 
where (ri, r2, r3l pqr) = cpp(rl)cpq(r2)cpr. 
(r3) is a product of 2-dimensional plane waves, 
i. e. 
cpp(r) =2 sin(pi7rx) sin(pj7ry) . 
(5.27) 
The three-electron state, IVa) may therefore be expanded in terms of an antisym- 
metrised product of plane wave states 
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Figure 5.9: Schematic of the four three-electron spin-polarised states { aJca = 1,2,3,4}. The 
notation 11) =ITTT 0), IV)2) _Itt0 T), V)3) =I -to T t) and 104) = J0 TT T) is used to reference 
these states. This schematic should be compared to figure (5.6) which shows the single-electron 
orbital states in the four configurations. 
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E (S-1/2)ßa(S)aa' (S-1/2)a, ß' 
a, al=1 
4 
= (S+1/2)Oct, (S-1/2)a'Ol 
= bßß, (5.30) 
In a similar way to the spin-polarised states, the twelve three-electron states 
with S, z = 1/2 may be orthogonalised using the 
Löwdin method. Care must be 
taken to include spin orthogonality since the electron spin coordinates cannot be 
factored from the spatial coordinates. 
5.8 Effective three-electron Hamiltonians 
The orthogonalised three-electron states derived in the previous section may be used 
as base states to diagonalise the full three-electron Hamiltonian 
(5.4). The matrix 
elements may be mapped onto an effective Hamiltonian. The tight-binding 
form for 
the zero-field effective Hamiltonian was proposed in 
[89] as 
H ff °= Eo +Pt1: (ct cja + h. c. ) P (5.31) lor 
ijo 
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where Eo is the ground-state energy of the configurations shown in figure (3.6) and 
t is the amplitude for an electron to hop from site j to the nearest neighbour site 
i. P is a projection operator which eliminates states which do not have the ground- 
state energy Eo (e. g. states with doubly occupied sites). In a magnetic field, we 
may follow the results obtained for two electrons where the Peierls substitution. 
e'O, reproduced the oscillations. Therefore, a first approximation for the effective 
Hamiltonian is 
Hell = Eo +PI tl Z(e"'c2ý cj, + h. c. ) P 
ijt7 
(5.32) 
We now need to check the supposition that (5.32) reproduces the structure of 
the previous three-electron results. Consider first the spin-polarised states. There 
are four low-energy states with S, z = 3/2. Using the notation adopted in figure (5.9), 
these four states are ITTT 0), 1T0 t), IT0T 1) and 10 TT 1). Within this basis, 
the effective Hamiltonian matrix has the form 
i1Tfio) It O) ifiotfi) lottt) (t tt 01 Eo I tl ei0 0 Itle-Z0 
(t t0 tI Itle-20 Eo Itlei0 0 (5.33) 
(t 0 ttI 0 Itle-Z0 Eo Itle20 
(0 fi ti I tl e20 0 Itle-Z0 Eo 
which gives the four spin-polarised eigenvalues as 
Esz_2 - Eo = +21t1 sin 0, ±21tI cos 0. (5.34) 
It is interesting to note that these results for three spin-polarised electrons map 
directly onto the problem on a single particle hopping around four sites. This single 
particle may be considered as the `hole' site (i. e. the site with no electron shown 
in figure (5.6) and schematically in figure (5.9)). Therefore the single hole and the 
three spin-polarised, or spinless, electrons are equivalent problems. However, this is 
not true when we incorporate electron spin. 
The spin-polarised energies (5.34) oscillate with field (0). However, whereas 
for two electrons the characteristic oscillation period was 20, for the three-electron 
system it is O. The fact that the oscillation frequency is higher for two electrons 
is due to the electrons hopping between ground-state configurations as a pair. For 
three electrons, a single-electron hops between ground-state configurations. This 
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frequency halving for the three-electron spin-polarised system is a further statement 
of the fact that the problem is equivalent to a single particle ('hole') problem. 
At zero field (0 = 0), there are two degenerate spin-polarised states at energies 
ES= 
2= 
Eo with the remaining two states at ES= 
2= 
Eo + 21t1. The effective 
Hamiltonian (5.32), therefore gives equal splittings of 21tj between spin-polarised 
levels in the lowest manifold. This symmetry is not observed in the exact results. In 
the Wigner limit, the splitting of the S= 3/2 ground-state to the first degenerate 
S= 3/2 levels at zero field is only N 60% that of the splitting to the next S= 3/2 
level. Figure (5.10) highlights this asymmetry which, unlike the asymmetry in the 
two-electron levels, is seen in even the largest dots considered. 
The S, z = 1/2 solutions for (5.32) may be obtained by diagonalising within 
the set of 12 S, z = 1/2 low-energy configurations {I TT, 0), TýT 0), IýTT 0), 
Tt0 
.4), ... 
}. The full eigenspectrum of (5.32) therefore has 8 doublet (S = 1/2) 
states with energy ES= 
2 
where 
ES=2 - Eo = ±ýtI (cos q+ sin ý), +ýtI (V cos q5 + sin (5.35) 
and four quadruplet (S = 3/2) states with energy ES= 2 
where 
Es - Eo = +2ItI sin O, ±21t1 cos q. (5.36) 
Figure (5.11) plots these energy levels as a function of 0. These energy levels are an 
extension of the zero-field results in [89]. The symmetry of the spectrum around the 
two degenerate quadruplet levels is obvious. Comparing the effective Hamiltonian 
spectrum in figure (5.11) and the Hartree and full diagonalisation results in figure 
(5.8) shows that some of the correct physics is reproduced. The eigenvalues have 
the same degeneracies at zero field and these degeneracies are restored periodically 
as the field is increased. Furthermore, the spin of the ground-state oscillates with 
field (S = 3/2 -+ 1/2 -+ 3/2... ). For two electrons, the transition points from an 
S=0 to S=1 ground-state were marked by a cusp in the ground-state energy. For 
three electrons cusps also mark transitions between two different S= 1/2 states. 
Figure (5.11) shows the ratio of magnetic field values with high to low spin is 1: 2 (i. e. 
one-third of magnetic field values have a high-spin ground-state). For two electrons 
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Figure 5.10: Asymmetry in the energy levels two- and three-electron dots as a function of dot size. 
The energy levels have been scaled so as to lie between 0 and 1. For two electrons the dashed blue 
line indicates the position of the two degenerate triplet levels with respect the two singlet levels 
which are scaled to lie at 0 and 1. For three electrons the dashed red line indicates the position 
of the two degenerate S= 3/2 states with respect to the remaining S= 3/2 states which are 
also scaled to lie at 0 and 1. For two electrons, the asymmetry in the splittings decreases aL is 
increased. For three electrons the asymmetry is present in the splitting of the spin-polarised levels 
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Figure 5.11: Eigenspectrum of the effective Hamiltonian (5.32). S= 1/2 and S= 3/2 states 
are shown in back and red respectively. Note the symmetry of the spectrum about the central 




















Figure 5.12: Schematics of various processes which result in different three-electron configurations. 
The initial configuration in (a), (b) and (c) is ITTý 0), one of the 12 S, z = 1/2 base states. t' hops, which are vital to reproduce the asymmetry seen in the eigenspectrum, are shown in (a). 
The conventional next-nearest-neighbour (nnn) hop (b) and the rigid rotation of the electrons, in 
steps of ±7r/2 (c), are not important in the description of the three-electron system. Note that in 
some initial configurations, such as ITt. 4.0), the final nnn configuration is equivalent to one of the 
final t' configurations. However, the nnn interpretation does not explain the equal importance of 
the other final t' configuration. For the spin-polarised state ITTt 0) shown in (d), both possible 
t' hops result in the same final state. This state is the same as formed by a nnn hop or a rigid 
rotation. It is therefore clear that the Sz = 1/2 results are vital to identify the important hopping 
processes. The t'-hopping term may also be viewed as a hop-spin-flip process (see text). 
spin ground-state). The zero field quasi-degeneracies of the SZ = 1/2 levels marked 
by arrows in figure (5.1) are true degeneracies in the model Hamiltonian (5.32). 
Therefore this extremely fine structure is not present in this effective Hamiltonian. 
Whilst the level degeneracies, with the exception of the quasi-degeneracy men- 
tioned above, and the oscillations with field are correctly reproduced by the effective 
Hamiltonian (5.32), the asymmetry in the spectrum is not reproduced. This asym- 
metry must therefore be caused by a non-negligible term in the full Hamiltonian 
(5.5) which is not included in (5.32). 
Since orthogonalised three-electron Hartree states may be generated (section 
5.7), the resulting Hamiltonian matrix within this small basis set may be examined 
directly to determine the missing (i. e. non-negligible) terms. Such a study shows 
that the terms which generate the asymmetry may be described as involving two 
successive single-electron hops. Figure (5.12) schematically shows the two-electron 
process which are referred to as t'-hopping. It is important to distinguish t'-hopping 
from the more conventional next-nearest-neighbour (nnn) hopping. A t' hop does 
not, in general, result in the same state as a nnn hop. However, the `hole' position 
(i. e. the site not containing an electron) does move to the same site as a nnn hop. 
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However, for spin-polarised electrons, both t' and nnn hops do result in the same 
final state. Therefore for the S, z = 1/2 Hamiltonian it is vital to differentiate these 
processes. Figure (5.12) clarifies the above statements and also shows that t' is 
not equivalent to the rigid rotation of the three-electron system. The t' term in 
the effective Hamiltonian may be written directly in the form of successive nearest 
neighbour hops. However, the t' processes are equivalent to a next-nearest neighbour 
hop followed by a spin-flip of two electrons (one of which was the hopping electron). 
Therefore the effective Hamiltonian for three electrons may be written 
Hell = ED +I tI 
Z(e'Oc cjv + h. c. ) + 
ijQ 
It, I [ni, (e2cck,. + h. c .)+ czQ -cZQ 
(e2cUcka. + e-2ccý-) ] (5.37) kv ýý 
(ijk)a 
where n2, = c2ýci, and It'l is the magnitude of the new hopping term. The projection 
operators, P, have been dropped for clarity and therefore it should be stated that 
this operator acts on only the low-energy three-electron states. The summation over 
(i j k) indicates a sum over all distinct groups of three sites. This is analogous to the 
standard expression (i j) which indicates a sum over all distinct pairs of sites. For 
four sites there are four distinct groups of three sites. In the effective Hamiltonian it 
is assumed that i is the "central" site and hence sites j and k are on the diagonal of 
the square. The new term, whilst looking complicated, may be explained relatively 
simply. Choosing one of the four possible (ijk)'s we see that the first part of the new 
term leaves the "central" electron on site i unchanged and hops an electron (across 
the diagonal) from site k to site j (or j to k for the conjugate term). The second 
term does the same but with a spin flip of the electron on site i and the electron 
which hops. For the phase terms we have made the supposition that the we may 
write t' = It'Ie2io. Therefore a t' hop picks up twice the phase as at hop which is 
written t= Itle20. This assumption seems reasonable since the resulting state from 
a t' hop is commensurate performing two consecutive t hops which each pick up a 
phase 0. However, this assumption must be verified by comparing the eigenvalues 
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Figure 5.13: Eigenspectrum of the effective Hamiltonian (5.37). S= 1/2 and S= 3/2 states are 
shown in black and red respectively. The addition of the t' term introduces the asymmetry not 
seen in figure (5.11). 
The new effective Hamiltonian (5.37) has eigenvalues 
±tI(cos 0- \sin 0) - t'I (cos 20 + \sin 20) 
E __ Eo _ 
+Itl(cos q+ /sin c) - t'l(cos 20 - 
/sin 2c) 
-t I(cos 3 0- sin 0) + tI(cos 20 3- sin 20) (5.38) S_2 ý 
tI (cos 0+v sin 0) + It' I (cos 20 +J sin 2¢) 
for the 8 doublet (S = 1/2) states and 
ES= 3-E 
+21tj sin 0- 21t'l cos 20 (5.39) 
2° +21tj cos 0+ 21t'l cos 20 
for the 4 quadruplet (S = 3/2) states. These levels are plotted in figure (5.13) as 
a function of 0. The parameters t and t' used in figure (5.13) are obtained from 
the zero-field orthogonalised Hartree diagonalisation. The effective Hamiltonian 
(5.37) clearly reproduces both the oscillations with field and the asymmetry of the 
spectrum. The quasi-degeneracies shown in figure (5.1) for large L are again exact 
zero-field degeneracies in the effective Hamiltonian (5.37). These quasi-degeneracies 
are therefore likely to originate from small exchange splittings which rapidly decay 
to zero as the dot size is increased. 
To further investigate the important hopping parameters, t and t', these terms 
may be calculated directly within the orthogonalised Hartree basis. The parameters 
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Figure 5.14: Magnitude and phase of a) t and b) t' hopping terms. Both Itl and It'l show a general 
decrease with field. Importantly the phase acquired by a t' hop is twice that of at hop. 
t and t' may be defined as 
t= (tfiýOHlt O) 
t' = (fi%ý OIHIT0T. ) 
(5.40) 
(5.41) 
which are obviously matrix elements of the full Hamiltonian (5.4) in the Hartree 
basis. It is clear that there are many other equivalent definitions of t and t'. Fur- 
thermore, exchange terms implicitly present in (5.40,5.41) cause some (small) dif- 
ferences between these definitions. These small effects are negligible in the following 
discussion. Figure (5.14) shows the magnitude and phase of the hopping parameters 
t and t' as a function of magnetic field. There is a general decrease in It l and I t' l 
with field, similar to that seen for two electrons, which may be explained by the 
increased localisation of the single-electron wavefunctions with field. However, the 
decrease in Itl and It'l is somewhat less than for two electrons. This is highlighted by 
the fact that the amplitude of the oscillations with field does not reduce as rapidly 
for three electrons. In addition, it should be noted that the amplitude of the oscil- 
lations for two electrons goes as 0- Itl2, whereas for three electrons the amplitude 
It. Therefore the bandwidth of the lowest manifold is more sensitive to It l for 
two electrons than for three electrons. 
The most striking difference between t and t' shown in figure (5.14) is the phase 
acquired with magnetic field. A t' hop acquires twice the phase of at hop in the same 
magnetic field. This was a supposition used to generate the effective Hamiltonian 
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Figure 5.15: Comparison of Hartree diagonalisation with the lowest energy Hartree states (filled 
circles) and the t- t' model (5.37) (open circles). S= 1/2 and S= 3/2 levels are shown in black 
and red respectively. Retaining only the t and t' terms, along with Eo to set the overall energy 
scale, captures all the essential physics. 
for two electrons, the phase acquired by an electron hopping to a neighbouring site 
may be used to calculate the effective lattice spacing between sites. From figure 
(5.14) an electron hopping to a nearest neighbour site picks up a phase 0= it/2 
with an increase in field from zero to 0.015T. Using (4.118) this corresponds to an 
effective lattice constant of TL = 525nm for the L= 800nm dot considered here. 
This value agrees well with the measured value of 510nm between the peaks in the 
charge density plot shown in figure (5.2) for the 800nm dot. 
Figure (5.15) shows a comparison of the Hartree diagonalisation within the low- 
est energy states and the t- t'-model (5.37) with the parameters t, t' and Eo cal- 
culated from the Hartree base states. It is clear that retaining only the t, t' and Eo 
terms is sufficient to accurately reproduce the evolution of the low-energy manifold 
with magnetic field. The (diagonal) Eo terms simply set the overall energy scale and 
account for the sight increase in energy with field. Since the Hartree diagonalisation 
results also agree well with the exact results as shown in figure (5.8), the effective 




Three electrons confined in a square dot with infinite potential barriers were stud- 
ied by numerical diagonalisation of the three-electron Hamiltonian. The low-lying 
energy spectrum was calculated as a function of magnetic field. For large dots, the 
transition to the strongly correlated Wigner regime is marked by the formation of 
a multiplet structure in the low-energy eigenspectrum. At these length scales the 
ground-state charge density is peaked near the corners of the well. The bandwidth 
of the lowest multiplet is larger than for a comparable two-electron dot. Localised 
one-electron states were formed within the Hartree approximation. The Hamilto- 
nian was diagonalised using only the lowest energy three-electron states formed from 
the non-orthogonal Hartree states. This limited basis set captures all the physics of 
the problem. Orthogonalising the three-electron states allows Hamiltonian matrices 
to be generated which map directly onto a lattice model. Two hopping parameters, 
t and t', are required to reproduce all the essential physics of the full three-electron 
Hamiltonian. The parameters t and t' were calculated directly using the orthogo- 
nalised Hartree states. 
The following conclusions may be drawn for three electrons: 
1). The low-lying energy spectrum in the Wigner limit may be well reproduced 
by diagonalising within a small set of Hartree states. The Hartree method may 
therefore be thought of as generating an optimised basis set. 
2). The Hartree diagonalisation Hamiltonian generated by retaining only the 
lowest energy three-electron configurations may be mapped onto a lattice model. 
The lattice model has two important parameters: a nearest neighbour hopping term 
(t) and a term involving the sequential hopping of two electrons (t'). 
3). Introducing Peierls factors into the t- t' model reproduces the oscillations 
with field in the low-energy eigenspectrum. A t' hop acquires twice the phase of at 
hop. 
4). The t' term is essential to reproduce the asymmetry in the lowest multiplet. 
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6 Four-electron dots 
6.1 Introduction 
Four electrons confined in the dot presents a challenging computational problem. 
The method of diagonalisation may, in principle, be the same as for three electron 
dots using a basis set of four-electron Slater determinants with plane wave orbitals. 
However, the matrix size increases rapidly with the number of plane waves used in 
each dimension. With available computational resources it is not possible to obtain 
converged results in the Wigner (large L) regime using plane waves. However, 
previous chapters have shown that Hartree states may be viewed as an optimised 
basis set for diagonalising the four-electron Hamiltonian. Therefore, for strongly 
correlated dots, Hartree states are used as base states for the diagonalisation. The 
rotational symmetry of the Hartree states is exploited to further reduce the size of 
the matrices. Square dots confining four electrons are shown to have a different 
behaviour in the Wigner regime than those with two and three electrons where 
extended Hubbard Hamiltonians reproduced the main physics. For four electrons 
we show that a Heisenberg model is more appropriate. 
Firstly, the construction of the four-electron Hamiltonian is considered based 
upon plane waves (for weakly correlated dots) and Hartree states (for strongly cor- 
related dots). The evolution of the lowest multiplet as a function of magnetic field is 
calculated and finally the form of the effective Heisenberg Hamiltonian is discussed. 
6.2 Four-electron numerical diagonalisation 
The four-electron Hamiltonian may be written 
H=14 [(-ihV2 + eAi)2 + V(ri), + 
e2 41 (6.1) 
2m* a-1 47rEOE,. <j Iri - rj 
Numerical diagonalisation of (6.1) presents great computational challenges due to 
the large Hamiltonian matrices involved when a sufficient number of base states are 
included for convergence. In principle, as for two and three electrons, the Hamil- 
tonian may be diagonalised using a basis of four-electron Slater determinates with 
plane wave orbital wavefunctions. However, the matrix size quickly becomes un- 
manageable as the number of plane waves in each dimension (m) is increased. Table 
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m Sz = ±2 Sz = ±1 Sz =0 
1 1 16 36 
2 70 448 784 
3 495 2640 4356 
4 1820 8960 14400 
5 4845 22800 36100 
Table 6.1: Size of the Hamiltionian matrix using m harmonics (sines) in each dimension. The 
total number of 2-dimensional base states is therefore M= m2. For four electrons it would be 
impractical to diagonalise all S, z matrices with m>3. 
(6.1) shows the size of the S, = +2, +1 and 0 matrices for m<5. It is impractical 
to diagonalise, for all values of S, the Hamiltonian matrix formed with m>3. 
From experience with two and three electron systems, a plane wave basis of this size 
is unlikely to yield accurate results in the strongly correlated limit. However, a basis 
of this size may be perfectly adequate for small weakly correlated dots where the 
interacting electron wavefunctions closely resemble the non-interacting base states. 
However, in the Wigner limit plane waves are not an optimum basis set. Results for 
two and three electrons show that relatively few Hartree states reproduce the low- 
energy spectrum to high accuracy. Therefore for larger dots diagonalising within a 
Hartree basis is expected to give better results than a plane wave basis of the same 
size. Furthermore, the Hartree states are related by rotational symmetry which may 
be exploited to block diagonalise each S, matrix by constructing Bloch states. 
6.2.1 Four-electron Bloch states 
Bloch states have been used previously (section 4.9.3) in an orthogonalisation pro- 
cedure for Hartree states which were related by rotational symmetry. Four non- 
orthogonal single-electron Hartree states, JOH), were used to generate four Bloch 
states (4.70), J'bk), where 
4 
4 k) _ eimk 
l Hi, ) (6.2) 
m=1 
and k=0, +7r/2,7r. Here, for simplicity, we assumed the effective lattice spacing 
rs = 1. The Bloch states (6.2) are orthogonal, although not normalised. 
For the four electron system we may construct Bloch states from four electron 
states. In addition to being orthogonal, the Bloch states with different k's are not 
coupled by the Hamiltonian 
(6.1). The Hamiltonian is therefore block diagonal in 
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Hartree Sz=±2 Sz=f1 Sz=0 
per site k=0 k=±11 2 k=7r k=0 k=+ 9 k=7r k=0 k=+ 9 k=ir 
1 0 0 1 4 4 4 10 8 10 
2 18 16 20 112 112 112 200 192 200 
3 126 120 129 660 660 660 1098 1080 1098 
4 460 448 464 2240 2240 2240 3616 3584 3616 
5 1220 1200 1225 5700 5700 5700 9050 9000 9050 
Table 6.2: Size of S, z = ±2, ±1,0 Hamiltonian matrices for 1 to 5 Hartree states per site and 
exploiting rotational symmetry. Without exploiting rotational symmetry the Hamiltonian sizes 
are simply the sum of the k=0, +ir/2, -ir/2 and it matrices. Therefore, for 4 Hartree states per 
site, the S, z =0 matrix would be of rank 14400 which is too large to be directly diagonalised. 
However, the matrices of order -3500 obtained using Bloch states are easily diagonalised. 
this Bloch state basis. This fact is useful since it allows a further reduction in matrix 
size. Each S, z matrix may be rewritten in a Bloch state basis and only Bloch states 
with the same wavevector, k, need be considered at any one time. Table (6.2) shows 
the significant reduction in matrix size which is possible by exploiting this rotational 
symmetry. 
To understand the construction of the four-electron Bloch states, consider a 
general four-electron state IT) which is written as 
IT) = Iic1 10'2 kc3 194 (6.3) 
where i, j, k, l label the orbital states of the electrons and o, 0'2) a3, a4 the spin state. 
Due to the symmetry of the problem there may be other four-electron states which 
are related to IT) by rotating the electron system. We may define an operator 
f? 
which rotates the electrons and therefore couples these states. Figure (6.1) shows 
situations where four-electron states may be coupled by rotations. 
Bloch states may be constructed from these four-electron states which are related 
by rotational symmetry. Bloch states with different k's are not coupled by the 
Hamiltonian (6.1). Consider the four-electron states, Iii, ) where n=1,2,3,4, 
shown in figure (6.1(a)). We may define Bloch states, 1 "k) as 
IXF) =1E eZnkn) 2 
n=1 
(6.4) 
where it is assumed that the four-electron states, 
IT,, ), are orthogonal. In practice, 
this may be ensured by orthogonalising the underlying single electron 
(Hartree) 
states by a method which maintains rotational symmetry 
















Figure 6.1: Examples of four electron states related by rotational symmetry. R operating on any 
state in a) generates one of the other three states. Similarly R operating on either of the states in 
b) generates the other state. The high-symmetry spin polarised state shown in c) is not coupled 
to other states through the operation of R. Note that, for simplicity, we have assumed that all 
orbital states on the sites are the same. If more than one Hartree state per site is included in the 
calculation then obviously more four-electron states are possible, such as two electrons occupying 
the same site, which may also be related to a maximum of three others by rotation of the electrons. 
The factor of 1/2 ensures the Bloch states are normalised. The difference between 
(6.2) and (6.4) is that the Bloch states in (6.4) are linear combinations of four- 
electron states rather than single-electron states. The Bloch states in (6.4) again 
have k=0, +ir/2, it. These k-values label the four distinct Block states. Other 
k-states (Bloch states) are equal to those in the range -ir <k< +7r, for example 
IWk=31r/2) = 
I4jk=-7r/2). 
The action of the operator R on any state in figure (6.1(a)) performs a rotation 
of the four-electron system which results in one of the other three states. When 
describing the action of R it is vital to take into account the antisymmetry of the 
four-electron states which, in the second-quantisation formalism which follows, is 
expressed by the ordering and anticommutation of the electron creation/annihilation 
operators. 
The four-electron state IT 1) shown in figure (6.1) may be written 
ý'1) = I1T 2T 3T 4ý) =ITT Tý) = citc2fic3Tc4, Ivac) (6.5) 
where cis creates an electron with spin a on site i. Here we assume there is only one 
electron state per site. It is a simple extension to consider more than one electron 
state per site. The normal ordering of the creation operators is 
defined in (6.5), i. e. 
the electron on site i=4 is created first, then the electron on site i=3, then i=2 
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and finally the electron on site i=1. The operator R may then be defined 
RI T 1) =J Cc TctTC3TC4yI21ClC) 
= C4 fiCiTC2TC3. 
I vac) 
_ -Ci T C2. ýC3, C4 
I vac) 
= -ITfiýT) 
= -ýý4) (6.6) 
where the sign change is due to the anticommutation of the cl operators when 
preserving normal ordering. The R operator defined in (6.6) performs a 7r/2 clock- 
wise rotation. The other two states, I 2) and I1IJ3), shown in figure (6.1) may be 
generated by the same procedure giving 
RIW1) = H 4) = -Itfi -1`) 
RRI W 1) _ +11113) _ +1 (6.7) 
RRRIW1) _ H'2) _ -I tt1`) RRRRIT, ) _ +IT, ) _ +ITTtý) 
where we have performed successive operations of R on the state IT 1) .A set of four- 
electron states, preserving the correct antisymmetry and normal ordering, which are 
related by the R operator are therefore 
{I'll 1), -112), 1 W3), -1 J4)} 
Bloch states (6.4) formed from the four-electron states (6.8) are 
IT1) 
- 




Z Wi) + I'2) - Zl 
N- 
4) 
k= ? r/2 
2 -Zj'ýVl) + 
I'F2) +i W3) W4) k= -7/2 
Hilt') -1W2) - 1W3)- 1414) k=7i 
The operation of R on a Bloch state (6.9) gives 




The Bloch states are therefore eigenstates of R with eigenvalues e2'ß. For example, 




IT2) + IW3) 
= ex°I'I'k=o) (6.11) 
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RI k-ir) = eZ"ITk=, r) (6.12) 
For four-electron configurations where two states are related by rotational sym- 
metry, such as shown in figure (6.1(b) ), Bloch states may be defined as 
Iqlk) =0 1) 
1 1TO (6.13) 
where IW1) and I'2) are the two four-electron configurations. Using (6.10) gives 
k=0 or it since 
RIWk=o) =R 











Finally, high symmetry states such as shown in figure (6.1(c)) have k= 7r since, 
if IT, ) is the four-electron state, then 
RIh1)=-IT, )=e2ýý (6.16) 
Since Bloch states with different k's do not couple via the Hamiltonian (6.1), 
the Hamiltonian is block diagonal in this basis. Bloch states of different k-values, 
k=0, ±7r/2,7r in this case, may therefore be diagonalised separately thus allowing 
more Hartree states per site to be included in the calculation. Using this method 
up to four Hartree states per site were considered for dot sizes up to L= 200nm. 
6.2.2 Plane wave diagonalisation 
For small dots, the electron wavefunctions are not localised near the corners of the 
well and it is expected that a diagonalisation procedure using plane waves, i. e. the 
non-interacting wavefunctions, will converge with a small number of base states. For 
L< 100nm, a plane wave basis for diagonalisation was used. However, as shown 
in table (6.1), the total number of four-electron base states (Slater determinants of 
plane waves) rapidly grows unmanageable. For the small L regime, this problem may 
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Figure 6.2: Plane-wave diagonalisation convergence for L= 100nm. M8 is the number of low-energy 
plane-wave states selected for diagonalisation. For M8 > 2000 the structure of the lowest multiplet 
is not significantly changed and agrees well with that obtained via Hartree diagonalisation. 
to be important in describing the low-energy spectrum. The procedure is as follows: 
first, a limit on the total number of base states (i. e. the matrix size M3) is set. This 
limit may then be varied to check for convergence. Then, from the total number of 
four-electron states ITö ), those with the lowest energy Eö = (T01ö IHjW) are selected. 
Diagonalising with these Ms base states is expected to well reproduce the low-energy 
spectrum for small dots. Indeed, for L 10nm, the energies Eo themselves give a 
good approximation to the exact low-energy spectrum. This procedure works well 
for L 100nm. The convergence of the low-energy spectrum for the "worst-case" of 
L= 100nm is shown in figure (6.2). For MS > 2000 the structure of the low energy 
multiplet does not significantly change, although there is a slight decrease in all 
energy levels, as expected. Furthermore, the structure of the low-energy multiplet 
agrees well with the Hartree diagonalisation results, also shown in figure (6.2), with 
four Hartree states per site. 
6.3 Low-energy spectrum for four electrons 
Figures (6.3) and (6.4) show the lowest four-electron energy levels as a function of 
dot size (L) in the absence of an external magnetic field. Figure (6.3) shows the 





















Figure 6.3: Four-electron energy spectrum in the absence of an external magnetic field for small 














Figure 6.4: Energy levels in the lowest multiplet for larger dots up to L= 200nm. Black, red 
and green lines indicate S=0,1 and 2 states respectively. The arrow marks a quasi-degeneracy 
between formed for large dots between a singlet and two triplet states. Note that the level splittings 
for L= 200nm are approximately equal. 
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Figure 6.5: The three lowest energy non-interacting electron wavefunctions. An electron in state 
10) has energy Eo which is less than an electron in state 11) or 12). Four low-energy four-electron 
states may be generated, three singlets and a triplet, which are degenerate in energy in the absence 
of Coulomb interactions. Coulomb interactions in the small L regime lifts this degeneracy resulting 
in a triplet ground state. 
previous section. Figure (6.4) shows the spectrum from L= 100nm to L= 200nm 
calculated using a Hartree basis and exploiting rotational symmetry to allow four 
Hartree states per site to be included in the calculation. 
For the small dots shown in figure (6.3), some non-interacting degeneracies are 
lifted by the Coulomb interaction. For L< 40nm the lowest energy levels display 
a Hund's rule structure where a non-zero spin state, a triplet (S = 1) in this case, 
has a lower energy than the spin singlets. For non-interacting electrons, the ground 
state is degenerate and consists of one triplet and three singlets. In an independent 
electron picture, which is valid for small dots, electrons occupy the non-interacting 
electron states. The three lowest energy non-interacting states, labelled 0), 11) and 
12), are shown in figure (6.5). A maximum of two electrons, of opposite spin, may 
occupy each state. A single electron occupying state 10) has energy Eo = (OI f I0) 
where f is the single-electron Hamiltonian (5-7). E1 = (1 If 11) and E2 = (21f12) are 
higher in energy than E0. El and E2 are degenerate (El = E2). The lowest energy 
configurations of four electrons have two electrons of opposite spin in state 
10) and 
two electrons arranged in states 11) and 12). Four such states are possible - three 
singlets and one triplet. In the absence of Coulomb interactions all 
four states are 
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degenerate in energy. Now consider switching on the Coulomb interaction in the 
small L regime where the independent electron model, with electrons occupying the 
non-interacting states, is still valid. The four lowest energy four-electron states (3 
singlets and 1 triplet) have two electrons in the low energy state 10). These electrons 
are analogous to the core electrons in atomic physics. Since each four-electron state 
has the same core electrons we assume that these are not important to describe 
the level structure. The level splitting and, most importantly, the high spin ground 
state is therefore described by the arrangement of the remaining two electrons in 11) 
and 12). With one electron in both 11) and 12), we may construct one singlet, IT i ), 
and one triplet, JT 12), where 
1ý2) _ 
112) + 121) and IT 2) _ 
112) -121) (6.17) 
The remaining singlet states are formed with two electrons in the same state, either 
11) or 12). These singlets may be written 
I'Ii )=111) and I'22) =X22). (6.18) 
With no Coulomb interaction between the electrons, all four states (6.17) and (6.18) 
are degenerate in energy. The Coulomb interaction lifts the degeneracy of these lev- 
els. Those states with two electrons occupying the same single-electron orbital (6.18) 
will be higher in energy, due to the exact overlap of the single-electron wavefunc- 
tions, than states (6.17) with electrons in different orbital states. Of the two states 
(6.17), the triplet orbital wavefunction is antisymmetric with interchange of elec- 
tron spatial coordinates whereas the singlet is symmetric. This antisymmetry, an 
expression of Pauli exclusion, ensures the triplet wavefunction is zero if the electron 
coordinates are equal, i. e. the electrons cannot occupy the same point in space since, 
(r1, r2012) _ 
(p1(rl)(P2(r2) - (P2(rl)ýo1(r2) 
=0 if r1 = r2 . 
(6.19) 
The singlet wavefunction does not have this restriction. Therefore the singlet state, 
T 12 ), has a higher 
Coulomb contribution to the total energy since the electrons are 
allowed to occupy the same point in space. The triplet state, IT12), therefore has 
the lowest energy of the four states as shown, for small dots (L < 40nm). in figure 
(6.3). 
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For L> 40nm level reorganisation is seen in the low energy spectrum with the. 
now familiar, multiplet structure forming for L 100nm. An important feature as 
L is increased beyond the Hund's rule regime is a change in ground state spin. In 
the weakly correlated system the ground state is spin triplet as discussed above. 
However in the strongly correlated regime, where the low energy multiplet splits off 
from the next set of levels, the ground state is a spin singlet. This transition occurs 
at L 100nm. 
As L is increased beyond 100nm, as shown in figure (6.4), there is no further level 
rearrangement in the low-energy spectrum. However, a quasi-degeneracy between 
a singlet and two triplet states occurs which is marked by an arrow in figure (6.4). 
For L= 200nm, the level splittings in the lowest multiplet are approximately equal. 
Converged results for L> 200nm were not achievable due to the extremely small 
energy scale of the level splittings within the lowest multiplet. Figure (6.6) shows 
a comparison of the energy bandwidth of the lowest multiplet for two, three and 
four electrons. It is clear that the processes responsible for the low-lying multiplet 
splittings for four electrons must be very much lower in energy than the 0 and 
t- t' processes for two and three electrons. The structure of this low-energy mul- 
tiplet is investigated in later sections together with the form of the effective lattice 
Hamiltonian. However, we will first consider the effect of an external magnetic field. 
6.4 Four electrons in a magnetic field 
Figure (6.7) plots the structure of the lowest multiplet as a function of applied 
magnetic field. The dot size is L= 100nm. The four-electron low-energy spectrum 
is qualitatively different from both the two- and three-electron spectra shown in 
figures (4.8) and (5.5). The energy levels in the two- and three-electron dots oscillate 
with field causing a change in ground state spin. For two electrons the ground state 
oscillates between S=0 and S=1 and for three electrons the ground state oscillates 
between S= 1/2 and S= 3/2. For the four-electron system shown in figure (6.7) 
there is no change in ground state spin as the magnetic field is increased.. singlet 
ground state is present for all field values considered. Furthermore, there is no 
obvious oscillation of levels as a function of field except for the small splitting of 






















Figure 6.6: Comparison of the lowest multiplet bandwidth for 2,3 and 4 electrons with dot sizes 
a) L= 100nm and b) L= 200nm. The ground state energy in each case has been subtracted. For 
2 electrons, black and red lines indicate S=0 and 1. For 3 electrons, black and red lines indicate 
S= 1/2 and 3/2. For 4 electrons, black, red and green lines indicate S=0,1 and 2. The highest 
(blue) line in each set indicates the position of the next multiplet. Energy splittings in the lowest 
multiplet for 4 electrons are considerably smaller than those for 2 and 3 electrons. 
Thus the magnetic field behaviour of the strongly correlated four-electron system is 
substantially different from that of two- and three-electron systems. To investigate 
this behaviour we shall consider the form of the effective Hamiltonian which describes 
the lowest manifold. 
6.5 Effective four-electron Hamiltonians 
For two and three electrons, the effective Hamiltonian has been of the extended Hub- 
bard form. The structure of the low-energy eigenspectrum in the strongly correlated 
regime is well described by localised electron hopping between lattice sites. How- 
ever, for four electrons, the square geometry ensures that a single-electron hop from 
a ground state configuration (i. e. one electron per site) must involve two electrons 
occupying the same site (i. e. double occupation of the site). Processes involving 
double occupations are likely to be high in energy and not contribute significantly 
to the low-energy structure. This was indeed the case for two electrons and could be 
safely neglected in the strongly correlated regime where the lowest multiplet was well 
separated from the next set of energy levels. For four electrons, the proposed lattice 
model [89] for the low-energy spectrum is a Heisenberg spin model with nearest 
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Figure 6.7: Four-electron low-energy manifold for L= 100nm as a function of applied magnetic 
field. Black, red and green lines indicate S=0,1 and 2 states. 
neighbour exchange: 
Heff = Eo +PJ> si - sj P (6.20) 
(ij) 
where J is the exchange parameter between electrons on the nearest-neighbour sites 
i and j, Eo is the ground state energy of four electrons with no double occupation 
of sites and P is a projection operator which eliminates doubly occupied sites. The 
spin operator, s2 " sj, is defined 
Si - Sj = Si Si +1 
ýSi Sj + Si Sj 
2 
(6.21) 
where si measures the z-component of spin on site i. If 1o) represents an electron 
with spin a on site i then the operation of sf gives 
s2 I t) = +1/2 J T) 
si I ý) = -1/2 1 ý) 
(6.22) 
(6.23) 
The so-called "step-up" and "step-down" operators, si and s, -., raise and lower the 
spin on site i. They are defined as 
_. 
Si sý I fi) =o 
si silk) =o (6.24) 
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When combined, si sý + si sý . therefore exchanges 
the spins on sites i and j if the 
spins are different. 
Diagonalisation of (6.20) within the low-energy four-electron states with no dou- 
ble occupation gives the following energies for spin singlet (S=O), triplet (S=1) and 
quintet (S=2) states 
Es=o - Eo = -2J, 0 
ES=1 - Eo = -J, 0,0 
ES=2 - Ea =J (6.25) 
The energies within the lowest manifold (6.25) are therefore equally spaced with a 
splitting of J between levels. The Hamiltonian (6.20) has a low spin ground state, as 
shown in the numerical calculations, if J>0 (antiferromagnetic). Two triplets and 
one singlet are degenerate in energy which is consistent with the quasi-degeneracy 
observed for the L= 200nm calculation shown in figure (6.4). Furthermore, for 
L= 200nm, the level splittings are approximately equal which is consistent with the 
effective Hamiltonian (6.20). However, for smaller L, there are differences between 
the calculated four-electron spectrum and the Heisenberg spin Hamiltonian. In 
the region 100nm <L< 200nm, the electrons may be considered to be in an 
intermediate regime between weak (L < 100nm) and strong (L > 200nm) correlation. 
In this intermediate regime, the lowest multiplet is split-off from the next set of levels 
as shown in figure (6.4) but the low-energy spectrum is not fully described by the 
Heisenberg spin Hamiltonian. 
In addition to nearest-neighbour exchange, a further important process is there- 
fore required in this intermediate regime. This process is the rotation of the four- 
electron system. Consider the effective Hamiltonian 
He = Eo +JE si " sj -R 
(e4k 
2+ e-420R_ 2I 
(6.26) 
(ii) 
where the operator R+ 2 rotates the four electrons by ±7r/2 and R is the associated 
rotation parameter. Exchange and ground state energy are included as before 
(6.20). 
To account for magnetic field effects a Peierls factor, e±42o, is included. For two and 
three electrons, the effect of a magnetic field was modelled by a Peierls substitution 
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in the hopping parameter, i. e. I tl ei0, where 0 is the phase acquired by an electron 
hopping to a neighbouring site. Similarly, a Peierls substitution is used in the 
rotation parameter, i. e. IRIe4iO. Again 0 is the phase acquired by a single electron, 
therefore the total phase acquired by the rotation of four electrons is 40. 
Diagonalisation of (6.26) using low-energy states with no double occupation 
gives 
Es=o - Eo = 
ES_1 - Eo = 
ES_2-EO = 
-2J+ 2R cos 4O, -2R cos 4o 
J- 2R cos 40, ±2R sin 40 
J+ 2R cos 40 
for the singlet, triplet and quintet energies. 
(6.27) 
This low-energy eigenspectrum is 
shown as a function of 0 in figure (6.8) where the parameters J=1 and R=0.1 
have been used. For comparison with numerical results, figure (6.9) shows the low 
energy eigenspectrum for L=100nm calculated using a flux tube in place of a uniform 
magnetic field. The flux tube has a radius of L/16 = 6.25nm, which reduces the 
effects of the physical interaction of the electrons with the magnetic field. Therefore 
the overall increase in energy with field, due to greater electron localisation, is 
reduced. Comparison of figures (6.8) and (6.9) shows that the effective Hamiltonian 
including both exchange and rotation terms qualitatively reproduces the features 
of the lowest multiplet in this intermediate regime. The ground state is low-spin 
for all field values considered and displays only a slight oscillation with field. The 
correct zero-field degeneracies are obtained by including the rotational term in (6.26) 
since the degeneracy of the singlet with the two triplet states given with purely 
nearest-neighbour exchange (6.20) is lifted. Furthermore, the two triplets, which 
are degenerate in zero-field, show a weak oscillation with magnetic field as shown 
in the numerical results. It is clear from comparison with numerical results that 
J>R indicating that energy scale of the exchange processes are larger than that of 
the four-electron rotations. As the dot size is increased the exchange terms continue 
to dominate. For L= 200nm the four-electron system is effectively 'locked' by 
the square geometry with the only low-energy processes being due to direct spin 
exchange. This effect is not seen for two and three electrons where unoccupied 
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Figure 6.8: Eigenvalues of the exchange-rotation effective Hamiltonian (6.26) as a function of field 
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Figure 6.9: Lowest multiplet eigenspectrum for L= 100nm with a flux tube of width L/16 = 
6.25nm. The zero-field degeneracy of two triplet states is brought back at B=0.45T. 
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electron `rotation' in the square geometry. Hopping terms tend to be higher energy 
processes than direct exchange terms, hence the bandwidth of the lowest multiplet 
for four electrons, figure (6.6), is very much smaller than either two or three electrons. 
However, the energy to the next multiplet is similar for two, three and four electrons. 
Working within the lattice picture, the energy scale of the next multiplet is that of 
one electron in the system occupying an excited state on one of the sites. In the 
Hartree picture we can imagine one electron occupying the first excited Hartree 
state localised on site i with the remaining electrons, on sites j 54 i, remaining in 
the lowest energy Hartree state. The energy scale of the next multiplet is therefore 
set by the single-electron energies which are similar for two, three and four electrons. 
However, level splittings within excited multiplets are, as for the lowest multiplets, 
very different for two, three and four electrons. 
The small oscillations with magnetic field provide a further check on the form 
of the effective Hamiltonian (6.26). Numerical results in uniform field, figure (6.7), 
show the zero-field degeneracy between the two triplet states returns at B=0.45T. 
Comparison with the effective Hamiltonian results in figure (6.8) shows the phase 
acquired for each electron is 0= it/4. Substituting these results into (4.118) gives 
an effective lattice parameter of rL = 67nm which compares well with the measured 
lattice spacing between peaks in the ground state charge density of 55nm. 
6.6 Conclusion 
Four electrons confined in a square dot with infinite potential barriers was studied 
by numerical diagonalisation of the four-electron Hamiltonian using a plane-wave 
and Hartree basis. Exploiting the rotational symmetry of the Hartree states allowed 
block diagonalisation of the Hamiltonian using a Bloch state basis. For small dots the 
splitting of the lowest non-interacting levels displays a Hund's rule structure giving 
a triplet ground state. For larger dots there is a transition to a spin singlet ground 
state. The bandwidth of the lowest multiplet is much smaller for four electrons than 
for a two- or three-electron dot of comparable size. A Heisenberg spin Hamiltonian 
describes the low energy spectrum for L> 200nm. However, in the intermediate 
regime between weak and strong correlations, rotations of the four-electron system 
are required to qualitatively explain the four-electron system. Rotations of the four 
145 
electrons are lower energy processes than exchange. A Peierls substitution into the 
rotation term models the evolution of the low-energy spectrum with field in this 
intermediate regime. 
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7 Beyond four electrons 
7.1 Introduction 
Investigation of the low-energy spectrum in the strongly correlated regime by direct 
diagonalisation is limited to small numbers of electrons simply because the size of the 
Hamiltonian matrices becomes unmanageable. However, many studies of parabolic 
dots and other geometries have extended the range of study up to a few tens of 
electrons using approximate methods. Many such studies have been motivated by 
the experimental identification of a shell structure, similar to that of atomic physics, 
in quantum dots [93] and the addition energy - the energy required to add an ex- 
tra electron to the dot - is likened to the electron affinity of atoms. The addition 
energies for a vertical, circular quantum dot structure were measured by sweeping 
through gate voltages whilst maintaining a small source-drain voltage. The current 
through the device, measured as a function of gate voltage, shows a number of peaks. 
When no current flows (Coulomb blockade) the number of electrons in the dot, N, 
is well defined since it is energetically unfavourable to have N-1 or N+1 electrons 
in the dot. As the gate voltage is made more positive, the energy of N and N+1 
electrons are degenerate and the number of electrons in the dot oscillates between 
N and N+1. A sharp peak in current occurs at this gate voltage. Gaps between 
current peaks therefore measure the energy required to add a further electron to the 
dot. The same type of experiment has also been recently performed for dots with 
rectangular mesas [94,95] where the proposed confining potential is elliptical and 
on laterally confined triangular dots [96]. For small electron numbers, N< 20, the 
addition energy depends strongly on N, i. e. the spacing between current peaks is 
irregular. For circular dots, certain "magic" numbers of electrons (N = 2,6,12, ... 
) 
require an unusually high addition energy to add another electron which is consis- 
tent with the filling of complete `atom-like' shells. Calculations of addition spectra 
also show shell filling effects. For parabolic dots, using a single Slater determinant 
based on non-interacting states [97], peaks in the addition spectrum are observed for 
N=2,6,12 electrons for dots with high confinement energy (i. e. small dots). These 
"magic" numbers are lost for larger dots with weaker confinement energy where, pre- 
sumably, the method is unreliable since the non-interacting orbitals are unlikely to 
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well approximate the correlated ground state. Circular dots with parabolic con- 
finement up to a hard-wall [98] also give a shell structure with magic numbers of 
electrons at N=2,6,12,20,24. Here exchange and correlation effects are included 
in a mean-field (local-density-functional) approach. Density-functional methods for 
parabolic dots with no hard wall confinement [103] shows similar structure in the 
addition spectrum at zero field along with kinks in the spectrum as a function of 
magnetic field due to level crossing of the different spin states. 
For small numbers of electrons, N< 22, Hund's rules for shell filling are obeyed. 
Therefore, as degenerate states are filled, the total spin S takes the maximum value 
allowed by the exclusion principle and becomes zero for filled shells. For N> 22, 
Hund's rules may be violated [104]. This violation of Hund's rules is attributed 
to a non-parabolic effective potential caused by the Coulomb interactions which 
reduce the single-electron energies of some states by greater amount than the min- 
imisation of exchange energy obtained by following Hund's rules. Similarly, Hund's 
rules are broken for explicitly non-circular dots [104] where the single-electron level 
degeneracies are again lifted. 
Diagonalisation within a restricted configuration space gives sufficiently accurate 
results for small dots where the single-electron states are a good approximation to 
the many-body correlated states [99,1001. The shape of the confining potential, and 
hence the symmetries of the electronic wavefunctions, was found to be important for 
maintaining the shell structure. The large addition energy for `stable' numbers of 
electrons, i. e. filled shell configurations, present for circular dots is lost for elliptical 
dots. However, triangular dots [100] show a clear shell structure with magic num- 
bers of N=3,6,9. This is interpreted as a geometrical effect which occurs when 
the number of electrons is commensurate with the symmetry of the confinement 
potential. 
Three-dimensional spherical quantum dots also display shell filling effects [101] 
where ground state energies are calculated via an unrestricted Hartree-Fock method. 
Stable configurations with N=2,8,18,20 are reported. A three-dimensional clas- 
sical model with spherical confinement of repulsive point charges is also considered 
[101], together with a two-dimensional model with circular parabolic and hard-wall 
confinement [102]. For the classical models, the energies required to add successive 
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electrons to the dot does not show such clear shell filling effects - although some 
variation in addition energies with N is visible. 
7.2 Hartree and Hartree-Fock calculations 
For square dots in the strongly correlated regime it is not possible to diagonalise, 
with a sufficient number of base states for convergence, the many particle Hamil- 
tonian except for a few (N < 4) electrons. However, Hartree and unrestricted 
Hartree-Fock (UHF) calculations give a good approximation to the ground state 
energy, which has been demonstrated for 2-4 electrons. These calculations are not 
reliable for calculating the ordering of the lowest energy states in the strongly cor- 
related regime which has also been demonstrated for UHF calculations in parabolic 
wells [105]. Hartree and UHF are, however, relatively simple methods for calculating 
approximate ground-state energies for dots containing more electrons than may be 
handled by diagonalisation techniques. The UHF method gives the lowest energy 
single Slater determinant approximation for the true ground state. This method 
may be simply adapted to consider different spin configurations and approaches the 
exact energies as the dot size, and hence the strength of the correlations, is reduced. 
For the square dot, UHF methods were found to be rather slowly convergent for 
large dots (large L). In this regime a Hartree method - excluding exchange terms 
- is preferred. The difference in ground-state energy between Hartree and UHF 
methods in the large L regime is negligible since the dropped exchange energies are 
small. However, when converged, UHF always gives a (slightly) lower energy than 
Hartree. We stress again that although UHF may be used to calculate different 
spin configurations, the true ground state may not be that predicted by UHF. For 
example, for L= 50nm, UHF predicts a S, z = 3/2 ground state for three electrons 
whereas the true ground-state is low-spin (S = 1/2). Hund's rule predictions should 
also be treated with caution using UHF. Whereas the correct triplet ground state is 
predicted for small dots containing four electrons, a singlet ground state is predicted 
for L> 10nm. Exact calculations show that the triplet ground state remains up to 
L- 100nm. With these caveats, and assuming that only an approximation to the 
ground state energy is required, we may safely use Hartree/UHF methods. 
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7.3 Addition energies 
Some differences in definition of the "addition energy" are present in the literature. 
If EN is the ground-state energy for N electrons then the chemical potential of the 
N-electron system is defined 
AN=EN-EN-1 (7. i) 
which is the energy required to increase the number of electrons from N-1 to N. 
As noted in [98] this is strictly the addition energy. However, another parameter 
0%ýN = AN+1 - AN 
(7.2) 
is also often referred to (e. g. in [93] and [101]) as the addition energy. These 
definitions are easily clarified by considering the simple example of non-interacting 
electrons in the square dot. The ground state energy, EN, for N=0,1,2,3,4 is 
shown in figure (7.1(a)) . The energy required to add the Nth electron to a system 
containing N -1 electrons is AN which is the addition energy. However, to reveal the 
shell structure, the parameter 0µN is useful. Figure (7.1(b)) plots 0µN (N = 1,2,3) 
for the non-interacting system. A large value for z tN indicates the energy required 
to add the (N+1)th electron is large compared to the energy to add the Nth electron 
and hence the N-electron system is said to have a filled shell structure. Therefore 
in figure (7.1(b)) AA2 is large since N=2 electrons fill the lowest non-interacting 
level forming a singlet. Plots of O/cN versus N are therefore useful when identifying 
shell structures. 
7.4 Addition energies in weak and strong correlation regimes 
Figure (7.2) plots the addition energies, O/IN as defined by (7.2), for L= 10nm, 
i. e. in the weakly correlated regime. Figure (7.3) shows the addition energies in the 
strongly correlated regime with L= 800nm. Both regimes show clear shell structures 
but filled shell configurations, indicated by peaks in ApN, occur for different numbers 
of electrons in the two regimes. For L= 10nm, filled shells occur for N=2,6,8 and 
12 electrons. These "magic" numbers originate from filling of single-electron states 
which well approximate the UHF single electron states and indeed, in this weakly 
correlated regime, the exact states. Therefore two electrons may occupy the lowest 
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Figure 7.1: a) Ground-state energy, EN, for N=0,1,2,3,4 electrons. The energy required to add 
the Nth electron to a system containing N-1 electrons is AN. b) Peaks in 0µN indicate filled 
shells since the energy required to add the (N + 1)th electron is large compared to that required 
to add the Nth electron. 
single-electron state, then a further four electrons occupy the next two single-electron 
states (which are degenerate for non-interacting electrons). Also visible in figure 
(7.2) is a Hund's rule signature whereby half-filled shells (e. g. N=4,10) typically 
have a greater addition energy. The reason for larger OLIN at half-filling (N = 4,10) 
is similar to the Hund's rule arguments which predict a high-spin (triplet) ground- 
state for small dots containing N=4 electrons (section 6.3). The N=4 ground- 
state has, in addition to the two `core' electrons, two electrons occupying different 
excited orbital states which were labelled 11) and 12) in figure (6-5). The N=5 
electron ground-state has a double occupation of one of these orbital states. The 
energy required to add the fifth electron is therefore greater than that to add the 
third or fourth electrons and hence 0µN shows a slight peak for N=4 and other 
half-filled shells. 
The strongly correlated electrons with L= 800nm shown in figure (7.3) reveals 
a different shell structure than in figure (7.2). "Magic" numbers of electrons with 
relatively high values of 0µN are at N=4,8. The "stability" of the system confining 
this number of electrons may be attributed to geometric shell filling effects. Such 
effects have been reported for triangular dots [100]. For the square dot in the Wigner 
regime, electrons are localised near positions of classical electrostatic minima. For 
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Figure 7.2: 0µN versus N for electrons confined in aL= 10nm square dot. Clear shell structure 
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Figure 7.3: 0µN versus N for electrons confined in aL= 800nm square dot. Shell structure is 
present but at different "magic" numbers than for weakly correlated electrons. For L= 800nm 
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Figure 7.4: Classical addition energies for a square dot with electrons represented by repulsive 
point charges. For N<8, the shell structure agrees qualitatively with the Hartree calculation. 
For N>9, the classical minimum energy configuration may be different than those obtained by 
Hartree leading to different addition energies. 
"fill" this geometric shell. Similarly N=8 electrons fill the classical electrostatic 
minima - four electrons in the corners and four electrons midway along each side. 
For N<8 the classical addition energies shown in figure (7.4) qualitatively 
agree with those calculated by Hartree (or UHF). In figure (7.4) the classical energy 
minima for repulsive point charges in a square is obtained by a simple `random- 
walk' process. Each point charge on a square lattice moves to a nearest neighbour 
site if the move lowers the total energy of the system. The use of many initial 
starting configurations avoids the problem of a solution being locked into local energy 
minima. 
For N>9 electrons, the classical and Hartree addition energies are qualitatively 
different. This is a result of the Hartree (or UHF) solution for N=9 electrons 
differing from the classical electron configuration. The Hartree solution has eight 
electrons around the edge of the square - with four of these in the corners - and 
one electron in the centre of the dot. Classically this is not the lowest energy 
configuration. The lowest classical configuration has all nine electrons around the 
edge of the dot. These two configurations are shown in figure (7.5). Therefore 
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Figure 7.5: For N=9 the minimum energy Hartree configuration of electrons shown schematically 
in a) is different from that of classical point charges shown in b). Therefore, addition energies are 
qualitatively different for N>9 at L= 800nm. 
for L= 800nm, the Hartree and classical addition energies agree only for N<8 
electrons. Only in the limit L -+ oo would we expect the Hartree and classical 
addition energies to agree for all N. 
7.5 Conclusion 
For N>5 electrons, an approximation to the many-electron ground-state energy 
may be obtained using Hartree or unrestricted Hartree-Fock methods. UHF may 
also be used to calculate energies for different spin configurations, although this is 
unreliable for resolving the ordering of states in the lowest multiplet for strongly 
correlated electrons. The ground-state energies may be used to calculate addition 
energies for dots which reveals a shell-like structure similar to that seen in atomic 
physics. "Magic" numbers of electrons completely fill these shells and are said to 
form "stable" structures. For square dots we may draw the following conclusions: 
1). Both weakly and strongly correlated electrons show clear shell structures. 
2). For weakly correlated electrons, magic electron numbers are associated with 
complete filling of the non-interacting electronic states (with two electrons, of op- 
posite spin, per state). Strongly correlated electrons in larger dots show a different 
shell structure with magic numbers associated with geometric shell filling. 
3). For small numbers of electrons, the classical addition energies - with elec- 
trons behaving as point charges - agree qualitatively with the Hartree/UHF addition 
energies. For larger numbers of electrons, N>9 for the case of L= 800nm. there 
are differences between classical and Hartree ground-state configurations leading to 
different addition spectra. 
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8 Quantum rings and dots 
8.1 Introduction 
This section introduces an ideal quantum ring geometry. The eigenstates of a single 
electron on an ideal ring are calculated and from this the persistent current of a 
number of non-interacting electrons is determined. These results are compared to 
those of interacting electrons on a ring. In the strongly correlated regime the struc- 
ture of the low-energy eigenspectrum resembles that of a rigid-rotor. Comparison is 
made between the rigid-rotor spectrum on a one-dimensional ring and that of two. 
three and four interacting electrons in a two-dimensional square dot. 
8.2 Single-electron energy spectrum on a ring 
Consider a ring of area S with circumference L with a magnetic field, B, perpen- 
dicular to the plane of the ring. The magnetic flux through the area, S, is 
(D= fB -ds s 
where B is the magnetic field over the area. By Stoke's theorem we have 
(p= 
f BdS= fv xA dS=) Adl (8.2) 
c 
where the closed loop integral is around the contour, C, of the area S. For an ideal 
ring, there is only one contour - the circumference of the ring - which encloses the 
flux c. Assuming the vector potential A is radially symmetric i. e. A is constant 





where L is the circumference of the ring. This statement is true irrespective of the 
form of A, providing A is radially symmetric. For example, if B= Bz is a uniform 






where 0 is the unit vector in the B, or azimuthal, direction. Around the ring at 
r=R, where R is the radius of the ring, A= 






where the area of the ring, 7rR2, is the area of enclosed flux. Similarly for a flux-tube 
of radius a<R then the vector potential around the ring is 
and therefore 
A= 





L=B7ra2 = (8.7) 2R 
where the area of flux enclosed by the ring in this case is the area of the flux tube 
rather than that of the ring. 
The single-particle Hamiltonian for an electron on a ring in an external magnetic 





where p is the momentum of the electron, A is the vector potential and the confining 
potential V (x) describes an ideal circular one-dimensional ring of circumference L. 
The vector potential may be removed from the Hamiltonian by use of a unitary 
(gauge) transformation defined 
ie f Ad1 U=er C (8.9) 
The ideal ring geometry ensures that there is only one path - the circumference 
of the ring - to integrate around. If A is radially symmetric then A is therefore 
constant around the ring and we may write 
U=ezhAx (8.10) 
where x is the position around the ring. The single-electron Schrödinger equation 
He. (x) = En n 
(x) (8.11) 
may then be transformed using (8.10). Multiplying on the left by U and inserting 
U-1 U=1 gives 
UHU-1UVn(x) =U 2m* 
in 
d+ 




Considering first the squared term containing the vector potential, a further L'-lU = 
1 may be inserted to give 
U 
(_ih 
+ eA U-' UOn (x) =U 
(_ih -+ 
eA U-' U 
(_ih d+ 
eA U-1 ý ', z (x) dx dx dx 
(8.13) 
Equation (8.13) therefore consists of two terms with the form 
2h Ax d 
dx 
+ eA e-Z 
h Aý (-ih- 
ef (x) 












where we have used (8.10) and f (x) is some function of x. The potential term V (x) 
is unaffected by this transformation, therefore 
UV (x) U-1 Un (x) =V (x) Uin (x) (8-15) 
The transformed Schrödinger equation (8.12) therefore has the form 
UHU-lU2%>(xn) = HU0n(x) = H2/Jn(x) _ ih 
d_ 
+V(x) (x) = E(x) 
(8.16) 
The transformed Hamiltonian, H, has the form of the original Hamiltonian, H, in 
the absence of a magnetic field (i. e. A -+ 0). The transformation has removed 
the magnetic field dependence from the Hamiltonian and transferred it to the the 
wavefunctions 7z 
(x) which may be written 
On W= U'On (x) = e2 ^ 
Ax On (x) (8.17) 
using (8.3) and substituting the flux quantum, 1o = h/e, into (8.17) gives 
ýn (x) =ZL 
27r 4ý 
oý e 'On (x) (8.18) 
The eigenfunctions, 0 (x), of the original Hamiltonian must be single valued. There- 
fore they have the boundary condition 
l/) (x + L) _ jj»'n (i) (8.19) 
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where L is the circumference of the ring. However, the wavefunctions after trans- 
formation, i(x), have the so-called twisted boundary condition where, using (8.18) 
and (8.19), we have 
0 (x) = e-Z L 4>0 x (x) = (x + L) = eZ L 
4o (X+L) &(x + L) (8.20) 
which gives 
n 
(x + L) = e' 7r , 
moo 
, )n (x) (8.21) 
Therefore, the effect of the vector potential is to change the single valued boundary 
condition to a twisted boundary condition. 
If we consider the simplest case of a clean ring with no disorder then the zero 




h- äp n (x) = En en (x) (8.22) 
where the wavefunctions, &(x) have the form of plane waves 
0 (x) = Aeiknx (8.23) 
with energies 
h2 k2 
En = 2mn 
(8.24 
Using (8.21) and (8.23), the twisted boundary condition for the wavefunctions mi(x) 
asserts that 
1ý ) Ian = 
27r 
n+; n=0, +1, +2, ... 
(8.25) 
L ýo 
which gives the energy of a single-electron on an ideal ring as 






A connection between the states of an electron on a ring and that of the one- 
dimensional Bloch problem was identified by Buttiker [106,107] who states "an 
electron traversing the ring behaves exactly like an electron in a periodic potential" 
Consider equation (8.18) which reads 
T2_r X 
eL qVo V)n (xý (8.27) 
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and compare this to the Bloch theorem in which eigenstates of the one-electron 
Hamiltonian, H= -h2V2/2m + U(x) where U(x) is a periodic function, have the 
form 
ikx 
conk (x) =e Unk (x) (8.28) 
where unk (x) is a function with the same periodicity as that of the underlying 
potential U(x). If the potential is periodic over length L then 
unk (x + L) = unk (x) . 
(8.29) 
Comparing (8.27) which gives the electron states around the ring and (8.28) which 
gives the Bloch states in a one-dimensional periodic potential with the same period 
as the ring allows us to identify Lo with k. The k specifying the Block state 
in (8.28) is therefore associated with the flux through the ring, (D, in (8.27). This 
mapping allows results for electrons in periodic potentials to be transferred to the 
problem of an electron moving on a ring. For example, an electron in a Bloch state 
with energy E,, (k) has a mean velocity [108] given by 
vn(k) =1a En(k) 
h ak 
(8.30) 
The equivalent statement for rings therefore defines the mean velocity for an electron 




h Z7r IM 
_ 
(D0L a En ((D) (8.31) 
h a4> 
The current associated with such an electron, the so-called persistent current, is 









The persistent current for an electron in the ring with energy E, ' is therefore given by 
the derivative of the energy of the nth state as a function of flux. The ground-state 
energy Eo (4P), and therefore the persistent current of the ground-state, are periodic 
in 4) with period 4)o. 
10-9 
8.3 Non-interacting electrons on a ring 
Figure (8.1) shows the single-electron energy levels (8.26) for an electron confined 
in an ideal one-dimensional ring threaded by a flux 1. The single-electron energy 
levels are quadratic functions of the flux. The angular momentum of the ground- 
state changes, n=0, -1, -2, -3..., as a function of flux through the ring. For 
N non-interacting electrons, the partial current for each level may be calculated 
using (8.32) and the total persistent current, IN, may be obtained by summing over 
all filled states. The result of the summation depends on the parity of the total 
number of electrons, N, on the ring [109]. For spinless electrons [110] the ground- 
state energy, and hence persistent current, has full quantum period (period-4po) 
independent of N. However, the change in N from even to odd corresponds to a 
half period (1ý0/2) phase shift of the persistent current. Therefore the sign of the 
current, i. e. the direction, is changed by increasing the number of electrons on the 
ring by one [109]. If the number of spinless electrons on on the ring is even, the 
current has a paramagnetic character (IN >0 for small 1> 0). If the number of 
electrons is odd then the current is diamagnetic (IN <0 for small' > 0). Figure 
(8.2) shows the persistent current for N=1,2,3 spinless electrons. The maximum 
amplitude of the current is at n 10 for even N and (n + 1/2)co for odd N, where 
n=0,1,2,3, "".. The amplitude of the current increases with N since the persistent 
current for electrons in higher levels tends to be greater. 
Introducing electron spin [111] changes the dependence of the total persistent 
current to the number of particles on the ring. For spin-1/2 electrons, each level 
shown in figure (8.1) now has a twofold degeneracy due to spin. For a small odd 
number of electrons (excluding N= 1), cusps in the ground are present with a 
period of 1 o/2 as shown in figure (8.3). However, the persistent current is not 
equal at these points and therefore the period remains strictly (Do. As N (odd) is 
increased the persistent current at all cusps tends to be equal. Therefore, for a large 
odd number of spin-half electrons the ground-state persistent current has period 
IO/2 as shown in figure (8.4). For an even number. N, of electrons, the persistent 
current is analogous to that of N/2 spinless electrons with the same 4Do period but 
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Figure 8.1: Single electron energy levels as a function of flux ((D) through the ring. Each level 
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Figure 8.2: a) Ground-state energy, EN = En E,,, for N=1,2,3 spinless electrons. The ground- 
state energies are periodic with flux with period 1o. b) Total persistent current, IN, of the 
ground-state for N=1,2,3. The amplitude of the persistent current increases with N. The 
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Figure 8.3: a) Ground-state energy for N=1,2,3,4 spin-1/2 electrons. For odd N (with the 
exception of N= 1) the ground-state shows cusps with period (Do/2 which is reflected in b) the 
persistent current. However, for small odd numbers of electrons, such as N=3 shown, the energy 
at each cusp is not equal. Only for large N, shown in figure (8.4), can the persistent current said 
to be period-to/2. 
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Figure 8.4: a) Ground-state energy for N= 24,25,26 spin-1/2 electrons. b) Maxima in the 
persistent current for N= 25 are now approximately equal which highlights the 4 0/2 period for 
large odd numbers of electrons. The 4 0-period for even numbers of electrons is maintained. 
- N=25 
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Finite temperature and disorder [109,110,112,123] smoothes the discontinuities 
in the persistent current, i. e. the cusps in the ground-state energies are smoothed, 
and the amplitude of the persistent current is reduced. 
8.4 Interacting electrons in quantum rings 
For spinless electrons, electron-electron interaction has little effect on the ground- 
state energy other than an overall upwards shift in energy. Hence the persistent cur- 
rent is largely unaffected by introducing interactions [113,114,115,116]. However, 
interactions between electrons with spin have a dramatic effect on the ground-state 
energy as a function of flux and hence on the persistent current. For two strongly in- 
teracting spin-1/2 electrons, the ground-state energy - and hence persistent current 
- has T0/2 periodicity [117,120,121,122] whereas for non-interacting electrons, 
shown in figure (8.3), N=2 electrons have I)0-periodicity. This change in period- 
icity is due to level crossings of singlet (S = 0) and triplet (S = 1) states. Similar 
level crossings were observed for two electrons in a square dot. Only in the regime of 
strong correlations (i. e. large L, where L is the circumference of the ring) does the 
ground-state energy have true c0/2 periodicity. For N=2 weakly correlated elec- 
trons the ground-state is spin-triplet for values of flux around the non-interacting 
degeneracy points (1 = nco/2, see figure (8.6)) but the minimum energy in these 
"triplet regions" is greater than that in the singlet regions. Only in the strongly 
correlated regime do these energies become equal which results in the (Do/2-period. 
In general, for N strongly interacting electrons the periodicity of the ground- 
state energy is 4150/N resulting in the so-called "fractional Aharanov-Bohm effect" 
[120]. The persistent current therefore also has co/N periodicity in general. In this 
section we re-evaluate the previously published (see references above) results for 
two, three and four electrons on an ideal ring. These results may then be compared 
to the case of strongly interacting electrons in a square confining potential. To solve 
the interacting electron problem we diagonalise the full Hamiltonian using the non- 
interacting electron states, cpn(x), on the ring as a basis. For a ring of circumference 
L we may write the basis states in dimensionless units, x= x/L, as 
tn 
(x) = e1kný (8.33) 
163 
where k., = 27n and n=0, ±1, ±2. """. The single-electron matrix elements 
11 
fij _f dx ýoj (x) (p + eA)2 cps (x) 2m o 
are simply evaluated as detailed in previous chapters (see 4.3.1) 
(8.34) 
However. the 
calculation of the two-electron matrix elements is slightly more involved. We start 
with the two-dimensional integral 
f1 
V jkl =J dxldx2 cpi 




=o dxldx2 e-ikjxl e-ikýx2 eikký' eiklý2 V(x1 - x2) (8.36) 0 
where the electron-electron interaction between two electrons at position xi and x2 
is written 
V (x1 - x2) = Jsin2(7r(l + 7'2 
(8.37) 
x2ýý 
where the first term in the denominator is the length of the chord connecting the two 
points on the ring and the second term, ry =1x 10-4, is a dimensionless parameter 
representing the spreading of the wavefunction other two dimensions. The usual 
centre-of-mass, R, and relative motion, r, substitutions into (8.36) give 
V 'kl = 
01 
dR e-iR(ki+kj-kk -ki) 
f1 
dr eir(ki -k; -kk+kl)/2 (8.38) 





where K=k2+ kj- kk - ka and K' =ki- kj- kk + ki . 
The remaining one-dimensional 
integrals may be calculated numerically. 
Figures (8.5), (8.7) and (8.9) show the lowest energy levels for N=2,3,4 
interacting electrons on an ideal quantum ring as a function of the circumference of 
the ring (L). Just as in square dots, the energy spectrum for small L is similar to 
that of non-interacting electrons with only small splittings caused by the Coulomb 
interactions. For large L, the electrons enter the strongly correlated regime and the 
ground-state forms a `Vigner-molecule structure. However. in contrast to the square 
dot, the rotational symmetry of the ring allows the electrons to rotate freely. For 
square dots, the many electron ground-state in the strongly correlated regime shows 
peaks in charge density indicating localised electrons and, 
for :V<4, these peaks 
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are localised near the corners of the dot. However, in a ring the charge density must 
be rotationally symmetric and is therefore constant around the ring. The underlying 
electronic structure in the strongly correlated regime is that of a freely rotating A- 
electron "rigid-rotor" . This rigid-rotor structure is the essential model describing 
strongly correlated electrons on a ring. 
The transition from the non-interacting structure to that of an N-electron rigid- 
rotor is shown in figures (8.5) (8.7) and (8.9) for N=2,3 and 4 electrons respectively. 
For non-interacting electrons there are many level degeneracies, some of which are 
lifted by the Coulomb interaction. In common with square dots, there tends to be 
complicated level rearrangements in the intermediate regime (10nm < L< 100nm). 
In the strongly correlated regime (L > 100nm) is is clear that the lowest (scaled) 
energies are independent of L and hence the real energies vary as 1/L2. This is 
true for all electron numbers considered and marks the transition to a rigid-rotor 
structure in the low-energy spectrum where the electrons rotate together maintaining 
their maximum spacing and hence minimising the Coulomb energy. The structure 
of the lowest few energy levels (ignoring spin) is the same for N=2,3,4 electrons. 
Indeed, the basic structure is that given by a single particle of mass Nm* on the 
ring. Zero field energies are therefore given by (8.26) with 
En (N) = n2 2Nm*L2 
(8.40) 
For N>1 this level structure is obtained due to the dominance of Coulomb repulsion 
between the electrons which maintains the rigid-rotor structure. Therefore the levels 
are offset by a large Coulomb term. However, the ground-state energy is subtracted 
from all levels which removes this term. For a fixed number of electrons, the energies 
(8.40) therefore scale as - 1/L2 as observed in the strongly correlated regime. As 
N is increased for a fixed L the energies scale as - 1/N. This is confirmed in table 
(8.1) where the value AE (N) = El (N) - Eo (N) is shown for N=1,2,3,4 electrons 
with L= 1000nm. For an ideal rigid-rotor, we have 
zE(1) 
_N (8.41) AE(N) 
and the calculated results very closely agree with this ratio. 
The rigid-rotor model does not explicitly involve spin and therefore does not 
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N DE(N) DE(1)/,, E(N) 
1 2.245 1 
2 1.123 1.999 
3 0.748 3.001 
4 0.567 3.959 
Table 8.1: The separation of ground and first excited energy levels, DE(N) (meVxL(nm)2/104), 
for N=1,2,3 and 4 electrons. The circumference of the ring is L= 1000nm which is within the 
rigid-rotor regime for the low-energy states. The calculated separations agree closely to those of 
an ideal rigid-rotor. 
give information about the specific spin states of the rotor energies. For two elec- 
trons, since the orbital and spin part of the wavefunction may be separated, it is 
straightforward to introduce spin. The orbital part of the wavefunction for the two 
correlated electrons i. e. the two-electron rotor has the form 
I, n 
(0) = ein9 (8.42) 
where n=0, +1, +2, ... 
is the angular momentum quantum number and 0 is the 
azimuthal angle. For two electrons, the orbital part of the total wavefunction is 
symmetric (for singlets) or antisymmetric (for triplets) with respect to interchange 
of particles and for two electrons an exchange of particles corresponds to a rotation 
of 7r (0 -* 0+ 7r). Therefore 
for singlets 
n (e + 71) _'n (e) (8.43 
whereas for triplets 
2%x. (9 + 71) _ -en (e) (8.44) 
Using (8.42) gives 
/n(9 + 7r) = eine+7r) = einreine = (_1)nein7r =(-1)5(O) (8.45) 
Therefore comparing (8.45) with (8.43) and (8.44) gives n=0, f2, +4, ... for singlets 
and n= +1, ±3, ... 
for triplets. Each level, except the singlet ground-state with 
n=0, is therefore degenerate in energy with another level of the same spin. In 
the strongly correlated regime, the spin of the states alternates between S=0 and 
S=1 as the energy, or n, is increased. This is shown in the lowest few levels in 
figure (8.5) for L= 1000nm. 
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The response to magnetic fields for non-interacting and interacting electrons is 
shown in figures (8.6), (8.8) and (8.10) for N=2,3 and 4 electrons respectively. As 
expected the non-interacting electrons always have low-spin ground states with S= 
0 for N=2,4 and S= 1/2 for N=3. However, there are some flux values where the 
ground-state may be degenerate and include higher spin components. For example 
two non-interacting electrons shown in figure (8.6(a)) has a degenerate singlet-triplet 
ground-state at = (n + 1/2)(D0. In the presence of Coulomb interactions - even 
in the weakly correlated (small L) regime - this degeneracy is lifted with the triplet 
state being lowest in energy. This is therefore analogous to the Hund's rule picture 
generated for dots in the weakly correlated limit where the antisymmetry of triplet 
states results in a lower Coulomb contribution to the total energy. Therefore, for 
two electrons, a triplet ground-state is present in the region of these degeneracy 
points for even vanishingly small interaction strengths. In the regime of strong 
interactions (i. e. strongly correlated electrons) shown in figure (8.6(b)) the triplet 
minima in ground-state energy at 4) = (n + 1/2)1 o are equal to those of the singlets 
at = n(Do. The spin of the ground-state changes, S=0 -+ 1 -+ 0 --* """, as 
a function of magnetic flux threading the ring and the persistent current of the 
ground-state has period (Do/2. 
For three non-interacting electrons shown in figure (8.8(a)) the high-spin state 
(S = 3/2) never forms the ground-state. This is also true for three weakly correlated 
electrons. However, in the regime of strong interactions (large L) the S= 3/2 state 
does form the ground-state. Indeed, in zero field the ground-state is high-spin as 
shown in figure (8.8(b)). As the flux threading the dot is increased the ground- 
state spin changes S= 3/2 -+ 1/2 -ý 3/2 """. The persistent current of the 
ground-state has period 4D0/3. 
For four non-interacting electrons shown in figure (8.10(a)) the ground-state is 
degenerate (three singlets and one triplet state) when 4b = n4bo. In the weakly 
correlated regime the triplet state is lowered in energy with respect to these singlets 
and hence follows a Hund's rule structure. However, in the strongly correlated regime 
shown in figure (8.10(b)), the ground-state at = nco 
is quasi-degenerate with a 
singlet and triplet component. The singlet 
is slightly lower in energy although this 
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Figure 8.5: Lowest energies for two electrons on an ideal ring as a function of ring circumference (L, 
in nm). Non-interacting degeneracies are shown on the left and strongly correlated degeneracies on 
the right. Singlet (S = 0) and triplet (S = 1) states are shown in black and red respectively. Note 
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Figure 8.6: Magnetic field dependence for a) two non-interacting electrons and b) two interacting 
electrons on an ideal ring. Flux threading the ring, 
F, is measured in terms of the fundamental 
flux quantum -to = h/e. In both cases L= 200nm, putting the 
interacting electrons in the 
strongly correlated regime. Singlet 
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Figure 8.7: Lowest energies for three electrons on an ideal ring as a function of L. Doublet 
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Figure 8.8: Magnetic field dependence for a) three non-interacting electrons are b) three interacting 
electrons. In both cases L= 200nm. Doublet (S = 1/2) and quadruplet (S = 3/2) levels are shown 
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Figure 8.9: Lowest energies for four electrons on an ideal ring as a function of L. Singlet (S = 0), 
triplet (S = 1) and quintet (S = 2) levels are shown in black, red and green respectively. 
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Figure 8.10: Magnetic field dependence for a) four non-interacting electrons are b) four interacting 
electrons. In both cases L= 200nm. Singlet (S = 0), triplet (S = 1) and quintet (S = 2) levels 
are shown in black, red and green respectively. 
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quintet (S = 2) and singlet states which becomes the ground-state around 4) = 
(n+ 1/2)c0. Here, the quintet is slightly lower in energy. Therefore for four strongly 
correlated electrons, the ground-state spin changes. S=0 --3 1 -+ 2 -+ 1 -+ 0 -+ 
1 -ý """, as the flux threading the dot is increased. The persistent current of the 
ground-state has period c0/4. 
8.5 Square dots and rings 
In this section comparisons will be made between the square quantum dots re- 
sults discussed in previous sections and the quantum rings discussed above. In the 
strongly correlated regime, the degree of similarity between the two structures is 
largely dependent on the number of confined electrons. Before considering the cases 
of two, three and four electrons in detail we can point out some general trends. 
In general, the low-lying electronic spectrum for N strongly correlated electrons 
on a ring is that of a rigid-rotor and the energies of the levels are therefore approx- 
imately equal to those of a single particle on the ring of mass Nm*. In the large L 
regime, the zero field energies increase as n2 where n=0, +1, ±2... is the angular 
momentum quantum number. The overall level structure therefore does not resem- 
ble that of the square dot where the transition to the strongly correlated regime is 
marked by the formation of spin-multiplets. For example, two electrons in a square 
dot have a low-energy multiplet which consists of two singlets and two triplets. As 
L is increased this multiplet becomes increasingly well separated, i. e. typical differ- 
ences in energy between levels within a multiplet and between multiplets increases. 
In the ring there are no low-energy multiplets since there is a continual sequence 
of rotational levels. We note here that there are also excited "vibrational" sets of 
energy levels with associated rotational levels [123,124,125] (such ro-vibrational 
levels are reminiscent of molecules) but, for large rings, the lowest levels in the ex- 
cited vibrational mode are much higher in energy than the lowest rotational levels 
in the ground-state vibrational mode. Since we are concentrating on the low energy 
spectrum we shall consider only the lowest energy rotational levels. We see that the 
square dot and ring may be distinguished by the 
formation of spin-multiplets. A 
similar behaviour is seen for rigid-rotors on a 
discrete mesh [110]. Here the (tight- 
binding) spectrum, and hence the persistent current, 
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Figure 8.11: a) Lowest manifold for two electrons in a square in the strong correlation regime 
(L = 800nm). The average increase in energy with field (Eo (B)) has been subtracted from all 
levels. The range of magnetic fields plotted corresponds to -t/4)0 : 1, where (D is the magnetic flux 
threading the square. Singlet and triplet states are shown in black and red respectively. Comparison 
is made with b) which shows two electrons on a ring with circumference 200nm. Although there 
is no multiplet structure in the ring, the low energy spin transitions and degeneracies are similar 
(e. g. the singlet-triplet transitions in the ground-state) indicating a strong similarity between two 
electrons on a square and a ring which is reflected in the effective Hamiltonian for the square (see 
text). 
quadratic for continuous rotations). However, as the mesh size is increased, the low- 
energy spectrum rapidly approaches that of the continuous system. However, the 
cosine nature is strongly reminiscent of the low-energy manifold of two and three 
electrons on a square indicating a rigid-rotor picture may be applied. As we shall 
discuss later, this rotor picture is not appropriate for four electrons. 
8.5.1 Two electrons 
Figure (8.11) reproduces the results for two electrons in a square and on an ideal 
ring. In both cases the electrons are in the strong correlation regime. For the 
square (figure (8.11(a)) only the lowest manifold is shown which consists of two 
singlets and two triplets. This manifold structure, as discussed above, is obviously 
a clear difference between the ring and the square. However, there are a number of 
similarities. In zero field both have a singlet ground-state, followed by a degenerate 
pair of triplets and then a singlet (a degenerate pair for the ring). The low-energy 
spin ordering is therefore identical for the ring and the square. As the magnetic field 
is increased, both the ring and dot display a singlet-triplet transition in ground-state 
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Figure 8.12: a) Lowest manifold for three electrons in the strong correlation regime (L = 800nm). 
The average increase in energy with field has been subtracted. Doublet and quadruplet states are 
shown in black and red respectively. Comparison is made with b) the low-energy eigenspectrum 
of three electrons on a ring. For clarity the ring circumference is 5000nm which ensures only 
rotational levels in the lowest vibrational mode are shown. As for two electrons, level degeneracies 
and crossings are similar for three electrons in the square and on the ring. 
period) with field. 
The similarity between the low-energy spectrum of the two-electron rigid-rotor 
and two strongly correlated electrons in a square dot is highlighted by the form of 
the effective Hamiltonian for the lowest multiplet (4.102) which has the form 
H72 = Eo + 
(ze22112 + h. c. ) (8.46) 
where E0 is the (renormalised) ground-state energy and the operator R, /2 rotates 
the pair of electrons by it/2 and its conjugate rotates the pair by -7r/2. The two 
electrons therefore behave as a rigid-rotor on a coarse mesh with only four sites. We 
have shown that the effective Hamiltonian (8.46) is valid to second order. Higher 
order contributions only introduce a small asymmetry into the level splittings and 
therefore do not qualitatively change this picture. 
8.5.2 Three electrons 
Figure (8.12) reproduces results for three electrons in a square dot and on an ideal 
ring. In both cases the electrons are in the strong correlation regime. It is clear 
from the spectra that the statements made above for two electrons are also true 
for three strongly correlated electrons. At zero-field, the low-energy level ordering 
and degeneracies are identical for electrons on on the square and ring. However, 






Figure 8.13: Occupied sites (coloured red, green and blue) on a) a dodecagon and b) a square. Un- 
occupied sites are unfilled. On the dodecagon electrons, with a repulsive interaction, the minimum 
energy configurations have occupied sites equally spaced around the `ring' forming an equilateral 
triangle. The operator &/6 rotates the three electrons by it/6. For three electrons on a square 
there is only one unoccupied site in minimum energy configurations (i. e. with no double occupation 
of sites). The operator t hops an electron (clockwise) to this unoccupied site. The same number 
of operations of R, /6 and t are required to return to the initial configuration. 
electrons, the highest energy level is not degenerate with another of the same spin. 
As the magnetic field is increased, ground-state transitions (S = 3/2 -+ 1/2 -+ 
3/2) are reproduced in both models along with other low-energy level crossings. 
Therefore, as for two electrons, it would appear that three electrons on a square 
behave as a three-electron rigid-rotor on a (coarse) mesh resulting in a cosine-like 
energy level structure as a function of magnetic field. However, from the form of 
the effective three-electron Hamiltonian (5.32) it is not immediately obvious that 
the two models should be similar. The effective Hamiltonian was shown to have the 
form 
HN f3 = E0 +I tl E(e'Ociýcj, + h. c. ) 
id Q 
(8.47) 
cjQ where Eo is the three-electron ground-state energy and the operator tip. = c! to, 
hops an electron from site j to the (unoccupied) site i. Here we assume that the 
operator acts only only the low-energy states and therefore drop the projection op- 
erator P which eliminates other states. For simplicity we shall concentrate on the 
t-hopping terms and not the smaller t' terms which build in the asymmetry of the 
levels but do not alter the overall level structure. The effective Hamiltonian (8.47) 
allows electrons to hop around the square 
but, by definition, they hop sequentially 
and therefore not in an obvious "rigid-rotor" manner. 
However, there is an isomor- 
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phism between three-electrons with nearest-neighbour hopping on a square and a 
three-electron rigid-rotor on a lattice of 12 points (dodecagon). This, perhaps sur- 
prising, result is best explained using figure (8.13) which shows three occupied sites 
(coloured red, green and blue) on a dodecagon and a square. Unoccupied sites are 
shown as unfilled circles. The electrons are equally spaced around the dodecagon 
and therefore form an equilateral triangle. The operator R, /6 rotates each electron 
by it/6 as shown in (8.13(a)). For the electrons on a square the operator i hops a 
single electron (clockwise) to the unoccupied site as shown in figure (8.13(b)). With- 
out considering specific spin-states it is clear from figure (8.13) that the rotations 
and hops are isomorphic. Both require 12 applications of the operator (either Ar /6 
or tn') to return to the initial configuration. If we specifically consider spin-polarised 
(S, 
z = 3/2) states (i. e. all colours in figure (8.13) are the same) then four operations 
of R, /6 or t are required to return to the starting configuration. For the square this 
corresponds to the four positions for the `hole', or unoccupied, site. For S, z = 1/2, 
12 operations are required in both cases. The above analysis allows us to write the 
hopping Hamiltonian (8.47) on a square lattice as a rotational Hamiltonian of a 12 
site `ring'. Therefore 
Hf f3 = Eo + (RI 
(ei16 + e-ZoR_7r/6 ý (8.48) 
where JRI - Iti. The two effective Hamiltonians (8.47) and (8.48) give identical 
eigenvalue spectra when operating within the low-energy states shown schemati- 
cally in figure (8.13). The form of (8.48) shows that, as for two electrons, three 
strongly correlated electrons in a square dot behave as a rigid-rotor on a coarse 
mesh. However, for three electrons the rotor operates on 12 sites rather than the 
4 sites for two electrons. It is also interesting to note that the asymmetry of the 
spectrum introduced by the t'-hopping terms maps onto rotations of +7r/3 for the 
rigid-rotor on the dodecagon. This presumably explains the importance of these 
terms compared to the standard next-nearest-neighbour hops which do not map 
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Figure 8.14: Low-energy spectrum for four electrons in a) a square and b) a ring. Singlet, triplet 
and quintet states are shown in black, red and green respectively. Unlike two and three electrons, 
there is no obvious similarity between the energy spectra of four electrons on a square and on a 
ring. 
8.5.3 Four electrons 
Figure (8.14) shows the low-energy eigenspectrum as a function of magnetic field 
for four electrons in a square dot and on a ring. Unlike two and three electrons, 
there is no obvious similarity between electrons confined by a square potential and 
on a ring with rotational symmetry. For four electrons in a square, the spectrum is 
dominated by the direct exchange interaction. There is no change in ground-state 
spin as a function of magnetic field although we have shown the slight oscillations 
with field are consistent with electrons rotating rigidly. However, the rotational 
energy parameter is less than that of direct exchange and as the dot size is increased 
the exchange becomes more dominant. The electrons effectively become `locked' by 
the square confinement potential. Obviously this is not seen in the ring where the 
electrons are free to rotate and the ground-state shows spin transitions (S =0- 
1 --* 2 -4 1 -+ 0. " . ). The effective Hamiltonian 
for the square (6.26) is 
HN f4 = E0 +J> si " sj -R 
(ei + e-Z0R_ 2 (8.49) 
(iý) 
where J and R are the exchange and rotation parameters and fO is the phase 
acquired by all four electrons due to a rotation of +7r/2. Since J>R in the strongly 
correlated regime the low-energy spectrum does not resemble that of a rigid-rotor. 
Four electrons confined in a square potential well therefore deviates from the picture 
of a rotating electron system which holds 
for two and three electrons. 
176 
8.6 Conclusion 
Two, three and four electrons, with and without interactions, have been studied in 
an ideal ring. For non-interacting electrons, the period of the ground-state persistent 
current is strongly dependent on the Fermi statistics (spinless or spin-1/2) of the 
electrons. For spin-1/2 particles the period of the current depends on the number of 
electrons (i. e. whether odd or even). For interacting electrons it is vital to consider 
the spin of the electrons to observe interaction effects. For N electrons, the ground- 
state (and hence the persistent current) has (Do/N periodicity giving the so-called 
fractional Aharanov-Bohm effect. A comparison of two, three and four strongly 
correlated electrons on a ring and in a square dot draws the following conclusions: 
1). The low-energy multiplet for two and three electrons in a square dot is 
analogous to electrons rotating rigidly on a ring with a finite number of lattice 
points (4 sites for two electrons and 12 sites for three electrons). For this reason the 
structure (i. e. the level ordering and degeneracies) of the low-energy eigenspectrum 
as a function of magnetic field is similar for the square dot and the ring. 
2). Four electrons in a square dot have a fundamentally different behaviour. 
Here exchange dominates the low-energy spectrum in the strongly correlated regime 
and the structure of the eigenspectrum is different from that of a four-electron rigid- 
rotor. The four electrons are prevented from rotating by the square geometry. Other 
geometries would prevent different numbers of electrons from rotating. For example, 







Quantum dot structures confining a small number of electrons have been studied 
by numerical diagonalisation and Hartree/Hartree-Fock approximations with the 
aim of generating effective Hamiltonians that reproduce the exact low-energy spec- 
trum. The number of confined electrons; geometry of the confinement potential and 
the importance of electron correlations determine the structure of the low-energy 
spectrum. Structures with quasi-one-dimensional and two-dimensional square-well 
confinement geometries have been studied. 
In the strong correlation regime, where the Coulomb interaction between elec- 
trons gives the largest energy scale, the energy spectrum consists of a series of widely 
spaced spin-multiplets. For quasi-one-dimensional confinement, the low-energy mul- 
tiplet structure is reproduced by an effective Heisenberg spin Hamiltonian with an- 
tiferromagnetic exchange. For a finite confinement potential, the number of bound 
states is obviously also finite. We have shown that there is a sharp transition be- 
tween two and one bound electrons as the "size" of the confinement potential (finite 
well width and/or depth) is reduced. 
Obtaining exact results by numerical diagonalisation is impractical for dots with 
low-electron density and/or a large number of electrons. Approximate schemes such 
as Hartree/Hartree-Fock do not reproduce the correct low-energy multiplet structure 
in the strong correlation regime. Therefore we have investigated the application of 
perturbation theory and numerical renormalisation using two electrons in the one- 
dimensional confinement geometry as an example. In general, perturbation theory 
beginning with the lowest energy approximation to the singlet and triplet states 
does not lead to good agreement with the exact low-energy spectrum. Howevver, 
the numerical renormalisation technique, which eliminates high-energy states from 
the original Hamiltonian, does generate an effective Hamiltonian which reproduces 
the exact low-energy spectrum to high accuracy. This effective Hamiltonian oper- 
ates within a much smaller Hilbert space and may therefore 
be easily numerically 
diagonalised. 
For a two-dimensional square-well confinement potential the 
low-energy spectra 
also show a multiplet structure in the strong correlation regime and the electron 
den- 
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sities are localised around positions of classical electrostatic minima. These peaks in 
charge density may be considered as "sites" in a lattice model. The splitting between 
energy levels in the lowest multiplet, which reflects the possible low-energy processes, 
is strongly dependent on the number of confined electrons. For two and three elec- 
trons the relatively large energy splittings within the low-energy multiplet, due to 
electron "hopping" between lattice sites, may be resolved by diagonalising the full 
Hamiltonian within a small basis corresponding to one single-electron Hartree state 
per "site" . The equivalent splittings for four electrons, due to an exchange interac- 
tion, are on a very much smaller energy scale and, rather like the one-dimensional 
model, cannot be resolved with such a small basis. 
To a good approximation the low-energy spectrum for two electrons is repro- 
duced by an effective Hamiltonian that involves the tunnelling of the pair of electrons 
between the lowest energy base states where the electrons are localised on diagonally 
opposite corners of the square. Further refinement may be made, in fourth order 
perturbation theory, by the introduction of an effective Heisenberg exchange. The 
effects of an external magnetic field may be included in the resulting 0-Hamiltonian 
by the introduction of a Peierls phase factor to the hopping parameter. 
The effective Hamiltonian for three electrons in the strong correlation regime 
may also be written in the form of a lattice model. However, for three electrons 
there are two important hopping parameters: a nearest neighbour hopping term 
and a term involving the sequential hopping of two electrons. As for two electrons, 
introducing Peierls factors into the hopping parameters reproduces the oscillations 
in the low-energy multiplet as a function of magnetic field. 
The addition of a fourth electron dramatically changes the behaviour of the 
system. The splittings within the low-energy multiplet are on much smaller energy 
scale and the oscillations in ground state spin, as observed for both two and three 
electrons, are no longer present as a function of magnetic field. A Heisenberg spin 
Hamiltonian, similar to that used for one-dimensional dots, describes the low-energy 
spectrum of four electrons the square confinement geometry in the strong correlation 
regime. In the so-called "intermediate" correlation regime, between weak and strong 
correlations, rotations of the four-electron system are also important - although the 
exchange interaction dominates. In the weak correlation regime, the 
four-electron 
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system is the first that shows a Hund's rule effect resulting in a triplet ground state. 
Beyond four electrons, an approximation to the ground state energy was ob- 
tained via an unrestricted Hartree-Fock method. These ground state energies may 
be used to obtain an addition spectrum, which reveals a shell-like structure similar 
to that seen in atomic physics. Both weakly and strongly correlated systems show 
such a shell structure where "magic" numbers of electrons fill a shell and form a 
stable configuration. In the weak correlation regime, magic numbers of electrons 
are associated with the filling of the non-interacting electronic states. Strongly cor- 
related systems show a different shell structure associated with geometrical shell 
filling. 
Finally, the square well confinement is compared to an ideal ring geometry with 
full rotational symmetry. For a ring containing N electrons in the strongly correlated 
regime, the ground state shows oscillations with (Do/N periodicity as a function of 
magnetic flux threading the ring. Two and three electrons in a square confinement 
is analogous to electrons rotating rigidly on a "ring" with a finite number of lattice 
points and hence the structure of the low-energy eigenspectrum as a function of 
magnetic field is similar for the square dot and the ring. However, four electrons have 
a fundamentally different behaviour since the exchange interaction gives the energy 
scale in the low-energy multiplet. The four electrons are prevented from rotating 
by the imposed square geometry and hence the structure of the eigenspectrum is 
different from a four-electron rigid-rotor. 
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