In this paper we classify linear maps preserving commutativity in both directions on the space N(F) of strictly upper triangular (n + 1) × (n + 1) matrices over a field F. We show that for n 3 a linear map ϕ on N(F) preserves commutativity in both directions if and only if ϕ = ϕ + f where ϕ is a product of standard maps on N(F) and f is a linear map of N(F) into its center.
Introduction and statement of results
Let M be a matrix space over a field F. A linear map ϕ on M is said to be commutativity preserving if ϕ(A) commutes with ϕ(B) for every pair of commuting elements A, B ∈ M. It is said to be commutativity preserving in both directions when the condition AB = BA holds if and only if ϕ(A)ϕ(B) = ϕ(B)ϕ(A). It is one of the linear preserver problems to classify commutativity preserving linear maps on matrix spaces (see [10, Section 3.4] , [11] and [14, Section 7.1] ). Several authors have classified commutativity preserving linear maps on a number of variations of matrix spaces, see [1, 5, 6, 9, 12, 13, [15] [16] [17] .
In this paper, we will classify linear maps preserving commutativity in both directions on the space N(F) of strictly upper triangular (n + 1) × (n + 1) matrices over an arbitrary field F. Our main result is: 
where the factors in the first term on the right-hand side are standard maps on N(F) and f is a linear map of N(F) into its center.
We will give the definitions of standard maps on N(F) in Section 2 and prove this theorem in Section 3. By Theorem 1.1, we can obtain the following theorems (Theorems 1.2 and 1.3).
Theorem 1.2. Let n 3. Regard N(F) as an associative algebra over F. A map ϕ on N(F) is an F-algebra automorphism if and only if ϕ is of the form
ϕ = σ T (1 + f ),(1.
2)
where both σ T and 1 + f are standard F-algebra automorphisms of N(F).
On the other hand, we define the bracket operation [A, B] = AB − BA on N(F). It is clear that ϕ is commutativity preserving in both directions if and only if it preserves zero brackets in both directions. In this paper, we will use this fact repeatedly.
The bracket operation defines a structure of Lie algebra on N(F). Choi et al. [6] mentioned that the results on linear maps preserving commutativity can be viewed in the content of Lie algebra, where one assumes that the linear map preserves zero products and the conclusion is that the map "essentially" preserves all products. Marcoux and Sourour [12] also pointed out that the linear maps that preserve zero Lie brackets in both directions differ only slightly from those that preserve all Lie brackets. These assertions are also true for the strictly upper triangular matrix space N(F) when n 3. In fact, we have the following theorem. 
Theorem 1.3. Let n 3. Regard N(F) as a Lie algebra over F. A map ϕ on N(F) is a Lie automorphism if and only if ϕ is of the form
ϕ = ωµ
where the factors on the right-hand side are standard Lie automorphisms of N(F).
We will define standard F-algebra automorphisms and standard Lie automorphisms in Section 2 and prove Theorems 1.2 and 1.3 in Section 3.
Remark 1.
The result of Theorem 1.2 is covered with our earlier one in [4] , where for n 1 we characterize R-algebra automorphisms of strictly upper triangular matrices over an arbitrary commutative ring R.
Remark 2. In [3] , for n 3 we characterize Lie automorphisms of strictly upper triangular matrices over a local ring that contains 2 as a unit and an integral domain of characteristic other than 2. In [3] , ω, µ and 1 + f are called graph, extremal and central automorphisms, respectively, and σ T is called inner or diagonal automorphism according as T is an upper triangular matrix having entries 1's on the main diagonal or an invertible diagonal matrix. It follows from Theorem 1.3 that over a field F of characteristic 2 there exist Lie automorphisms of N(F) which cannot be expressed as a product of standard automorphisms defined in [3] . So for N(F) over a field F of characteristic 2 the result of Theorem 1.3 is new.
Remark 3.
For descriptions for Lie automorphisms of the upper triangular matrices over a commutative ring, see [2, 7] .
Preliminaries and notations
Let F be an arbitrary field and F * the group of non-zero elements of F. Let M n+1 (F) be the full matrix space of (n + 1) × (n + 1) matrices over F, and N(F) the subspace of strictly upper triangular matrices in M n+1 (F) . Let T (F) be the group of invertible upper triangular matrices in M n+1 (F) and U(F) the group of upper triangular matrices having entries 1's on the main diagonal in M n+1 (F) . Denote by E the identity matrix in M n+1 (F) and by E ij the matrix with sole non-zero element 1 in the (i, j ) position. Then, {E ij | 1 i < j n + 1} is the canonical basis of N(F). For a matrix X, we denote by X t the transpose of X and use corresponding lower case with subscripts x ij to denote the (i, j ) entry of X. If X is invertible, denote by x * ij the (i, j ) entry of X −1 . For convenience sake, in a matrix expression X = x ij E ij the subscript i can be less than 1 and the subscript j can be greater than n + 1 and we use the convention that the coefficient x ij is regarded as zero if i < 1 or j > n + 1 in some term x ij E ij .
Clearly, the following sets
are ideals of the F-algebra N(F) and N n is the center of the F-algebra N(F). We assume N k = {0} for k > n. It is easy to check that
Denote by S the set of all linear maps on N(F) that preserve commutativity in both directions and by S the set of all bijections in S. Denote by 1 the identity map on N(F).
Linear maps of N(F) into its center are given by X → f (X)E 1,n+1 where f : N(F) → F is a linear functional. We will use the term "linear functional on N(F)" to denote both the linear functional of N(F) as well as the corresponding linear map of N(F) into its center. It is clear that for ϕ ∈ S and a linear functional f on N(F),
It is easy to check that when n 3 the following linear maps on N(F) are all in S:
b for b ∈ F, i = 1, n and j = 1, 2, are defined by µ ( 
11) b
:
We call the linear maps of types (a)-(d) defined above standard maps. It is clear that σ T is an F-algebra automorphism of N(F) and if f is a linear functional satisfying the additional condition: f (XY ) = 0 for any X, Y ∈ N(F), then 1 + f is also an F-algebra automorphism of N(F). These automorphisms are called standard F-algebra automorphisms of N(F).
On the other hand, σ T , ω and µ are called extremal automorphisms in [3] and when char F = 2, the automorphisms µ ( 
12) b
and µ (n2) b are generalization of the extremal automorphisms in [3] . For the notion for extremal automorphisms of N(F), we are motivated by Gibbs [8] , where the automorphisms of certain unipotent subgroups of Chevalley groups and Steinberg groups over a field are discussed. 
Proof. (i) If
, X is in the center N n of the F-algebra N(F).
(ii) Clearly, if ϕ is bijective, we have ϕ(E 1,n+1 ) / = 0. Conversely, if ϕ(E 1,n+1 ) / = 0 and ϕ is not bijective, then there exists some non-zero X ∈ N(F) such that ϕ(X) = 0. By (i) we have X = cE 1,n+1 with some c ∈ F * . It follows that ϕ(E 1,n+1 ) = 0, a contradiction.
(iii) The assertion follows from the fact that ϕ(N n ) = N n and (ii).
(iv) It is clear that for f ϕ the assertion is true. It is easy to see that if ϕ(E 1,n+1 ) = cE 1,n+1 , then ϕf = cf .
Lemma 2.2.
(
Proof. The proof is trivial.
By Lemma 2.1(ii) all the standard maps are in S . By Lemma 2.2, it is easy to check that where k = n or 1 according as i = 1 or n. when n = 4. If n = 4, we have
where
Proof. The proof is routine, but tedious. We give the proof only for (iv-2) with i = 1. For any X ∈ N(F), (12) 
where 
In particular, if X = E m,m+k for 1 m n + 1 − k, then the equality holds.
Proof. For the sake of convenience, we first give some notations. For 1 k n and 1 m n + 1 − k, set
The matrices in U m,k , V m,k and W m,k are of the forms
respectively. It is clear that U m,k , V m,k and W m,k are left, two-sided and right ideals of the F-algebra N(F), respectively. Moreover, we have
Assume X ∈ N k \N k+1 with some x m,m+k / = 0. We write X as
, we can assume without loss of generality that
If we regard the entries z pq of Z as unknowns, then ZX = XZ yields a system of 1 2 n(n + 1) homogeneous linear equations in 1 2 n(n + 1) unknowns. The dimension of C(X) is equal to that of the solution space of the system of equations. Also, we know by (2.2)-(2.4) that the above system of equations contains the following n − k homogeneous linear equations
Since each of the n − k unknowns z 1m , z 2m , . . . , z m−1,m and z m+k,m+k+1 , z m+k,m+k+2 , . . . , z m+k,n+1 occurs once and only once in all the n − k equations in (2.5), these n − k homogeneous linear equations are linearly independent. Hence the dimension of the solution space of the system of equations given by ZX = XZ is less than or equal to 1 2 n(n + 1) − (n − k) and so the desired inequality (2.1) holds.
It is easy to see that the dimension of C(X) is equal to 
Proof. If we can prove that
, then the assertions of the lemma follow from the bijectivity of ϕ. Now, we use induction on l = n − k to prove that ϕ(N k \N k+1 ) ⊂ N k \N k+1 . When l = 0, the assertion follows from Lemma 2.1(iii). Assume that for any ϕ ∈ S the assertion holds for n − k l with l 0. Let X ∈ N k \N k+1 where k = n − l − 1 and ϕ ∈ S . Assume Y = ϕ(X) ∈ N m \N m+1 . We need to prove m = k.
If m > k, it follows from n − m n − k − 1 = l and the induction hypothe-
can be expressed as X = j −i k x ij E ij with x ij ∈ F, by the argument above and the induction hypothesis we get ϕ(X) ∈ N k . From the induction hypothesis, it is easy to see that ϕ(X) ∈ N k \N k+1 .
For any ϕ ∈ S , assume
Then ϕ determines a matrix 
)] = 0, on the left-hand side of which the coefficient of E r,s+1 for r < s or E s,r+1 for s < r is ±(a rα a sβ − a rβ a sα ). Hence a rα a sβ − a rβ a sα = 0, i.e., a rα a sβ = a rβ a sα .
Lemma 2.7. Let ϕ ∈ S such that A(ϕ) is the identity matrix. Then
where b (k) ii / = 0.
Proof. Since A(ϕ)
is the identity matrix, we have
By Lemma 2.5, for 1 < k n and 1 i n + 1 − k we may assume
If k = n, (2.6) holds by Lemma 2.1(iii). Assume k < n. We use a case-by-case analysis to prove b ii / = 0.
Proofs of Theorems 1.1-1.3
Throughout this section, we assume that n 3 and assume without loss of generality that ϕ is bijective. In fact, if ϕ is not bijective, we have ϕ(E 1,n+1 ) = 0 by Lemma 2.1(ii). Let f be a linear functional on N(F) such that f (E 1,n+1 ) / = 0. Then ϕ + f ∈ S again by Lemma 2.1(ii). Thus ϕ can be replaced with ϕ + f .
First, we will prove Theorem 1.1. The "if" part of the theorem is clear. For the "only if" part, we will prove it for the case n 4 and the case n = 3, respectively. First, we assume n 4 and we will prove that any map ϕ in S can be expressed as form (1.1) via Lemmas 3.1-3.8. Thus we have proved that row r of the matrix A(ϕ) has only one non-zero entry. Assume a rα is the sole non-zero entry in row r. We assert that α / = 1, n. Otherwise, take β such that |α − β| = 1. Then for 1 < γ < n with γ / = α, β, we have |α − γ | > 1. By Lemma 2.6, a rα a r−1,γ = a rγ a r−1,α . It follows from a rγ = 0 that a r−1,γ = 0. The same argument shows that a r+1,γ = 0. Thus, the non-zero entries in rows r − 1, r and r + 1 of the matrix A(ϕ) are all in columns α and β. This contradicts the non-singularity of the matrix A(ϕ). Hence, the sole non-zero entry in any row of A(ϕ) except rows 1 and n is in some column except columns 1 and n.
Finally we have a 11 / = 0 or a n1 / = 0. Otherwise, the entries in the first column of A(ϕ) are all zero, a contradiction. Hence, for n > 3 we have
Applying ω −1 ϕ to [E 12 , E 1n ] = 0 and [E 2,n+1 , E n,n+1 ] = 0, we obtain E 1,n+1 = 0, which imply a 12 = 0 and a 13 = 0, respectively. Similarly, a n,n−1 = 0 and a n,n−2 = 0. Thus A is diagonal. When n = 4, 5, in the same way, we can also prove that A is diagonal.
Lemma 3.2. Let ω be as above such that A(ω −1 ϕ) is diagonal. Then there exists a diagonal matrix D ∈ T (F) such that A(σ −1

D ω −1 ϕ) is the identity matrix.
Proof. By Lemma 3.1, we have (a 11 a 22 ) , . . . , (a 11 · · · a nn ) . Then
This means that A(σ −1
D ω −1 ϕ) is the identity matrix.
Lemma 3.3. There exist a T ∈ U(F) and b
Proof. First, we will use induction on k to prove that there exist T k ∈ U(F), k = 1, 2, . . . , n − 3, such that
Let T 1 = E. Then Lemma 3.2 shows that (3.4) for k = 1 is true, and for (3.4) we may assume n > 4. Assume that there exists a T k−1 ∈ U(F) with 1 k − 1 n − 4 such that (3.4) for k − 1 is true. Set θ = σ
For (3.5), we first prove the following claim:
We give a case-by-case analysis. In the following discussion, assume s / 
On the left-hand side of the above equality there is a term a Thus, the claim is proved and (3.5) may be rewritten as
To complete the induction on k, we need again use induction on l to prove that there exist S l ∈ U(F), l = 0, 1, . . . , n, such that for 1 i l,
and for l + 1 i n,
Then it follows from (3.6) that (3.8) with c
ii is trivially true, and (3.7) does not occur. Assume that (3.7) and (3.8) hold for some S l−1 ∈ U(F) with 0 l − 1 n − 1. In particular, for S l hold. Thus, the induction on l is completed. Set T k = S l T k−1 . Then (3.4) for k is true, and the induction on k is completed. Hence we have proved that for n 4, 1 i n and 1 k n − 3, (3.4) is true. In particular, for k = n − 3, we have . (Note. For k = n − 2, the arguments in (B-2) and (C-2) are invalid since E 1+k,4+k = E n−1,n+2 and E s−3,s = E 03 are not elements in N(F).) Thus (3.9) may be rewritten as
In the same argument as above, we can use induction to prove that there exists an S ∈ U(F) such that T = ST n−3 satisfies
It is easy to check that σ T , µ (12) b 3 and µ
satisfy (3.3). The proof is completed.
Proof. By Lemma 3.3, we have
. Thus, we have
. Then (µ (11) 
T θ 1 acts trivially on E i,i+1 mod N n for 1 i n. The proof is completed.
Proof. By Lemma 3.4, the assertion for k = 1 is true. So we need only to consider the case of 2 k n − 1. Since the matrix A(θ 2 ) is the identity matrix, by Lemma 2.7 we have
ii for 2 k n − 1. Then the proof is completed. Lemma 3.6. Let θ 2 and β k for 1 k < n be as above. Then
Proof. It follows from Lemma 3.4 that (3.10) for k = 1 is true. We use induction on l to prove that for 2 k n − 1, 1 i n + 1 − k and 0 l n − k − 1,
Then when l = n − k − 1, (3.11) shows that this lemma holds. First, Lemma 3.5 shows that (3.11) for l = 0 is true. Next, assume that (3.11) for l = p − 1 < n − k − 1 is true. We need to prove that (3.11) for l = p is true. In order to shorten the subscripts, we put k + p = m. Assume that for 2 k n − 1 and 1 i n+1 − k,
To prove that (3.11) for l = p is true, we need to show that the coefficients c (k) ji = 0 in the above equation. We use a case-by-case analysis.
(A-1) j 2 and j /
follows from (A-1) and (A-2) that c (k) ji = 0 for 2 j n − m and (3.12) can be rewritten as
where c (k)
Next, we consider the remaining cases.
(B-1) j = 1 and j = i − m − 1. In this case we have i = m + 2. Apply θ 2 to [E m+2,m+2+k , E m+1,m+3 ] = 0. By (3.13) and (3.14),
(B-2) j = 1 and j = i − p. In this case, i = 1 + p. By (3.13) we have
Hence c 
(3.15)
, we obtain that (3.16) is true. Next consider the case of k + l = p + q = n + 1. In this case, it is enough to prove
(3.17)
When k = 1, 2, (3.17) is clear. Assume that for k with 2 k
Then by Lemma 3.6 and (3.18), we have
2 . Then (3.15) holds. Proof. By Lemmas 3.7 and 2.1(iii) we may assume that
Let f be the linear functional on N(F) such that f (E ij ) = f ij for 1 i < j n + 1. Then f satisfies the lemma.
. Proof of Theorem 1.1 (for n 4). It follows from Lemmas 3.1-3.8 that . This contradicts the non-singularity of A. Now assume that ϕ is any map in S . We will show that ϕ can be expressed as form (1.1).
Since a 23 = 0, we have a 13 
Set b 1 = c 21 , b 2 = c 13 and θ 6 = (µ (11) 
In addition, by the argument above we may assume that
Thus we may assume that
Hence
It follows from the series of arguments above that
Finally, by Lemmas 2.1(iv), 2.2 and 2.3 we can obtain that ϕ is of form (1.1).
Proof of Theorem 1.2. It is clear that a map on N(F) of form (1.2) is an F-algebra automorphism. Conversely, assume that ϕ is any F-algebra automorphism on N(F). By Theorem 1.1, we can assume
T is a linear functional on N(F). Then ϕ = θσ T and θ is an F-algebra automorphism. First, we assert that ω = 1. In fact, if ω = ω 0 , then for any c ∈ F * and any b i ∈ F, i = 1, . . . , 4, by calculation we have 
The exceptional case n = 2
The following theorem is the analogy of Proposition 8 in [12] . Conversely, if ϕ preserves commutativity and the range of ϕ contains two noncommuting matrices ϕ(X) and ϕ(Y ), then {E 13 , ϕ(X), ϕ(Y )} are linearly independent and so span N(F). Since ϕ(E 13 ) commutes with ϕ(X) and ϕ(Y ), ϕ(E 13 ) is in the center of N(F). Hence ϕ(E 13 ) ∈ FE 13 .
(ii) If ϕ ∈ S, then the range of ϕ must be non-commutative and so ϕ(E 13 ) ∈ FE 13 by (i). Conversely, assume that ϕ(E 13 ) ∈ FE 13 and the range of ϕ is noncommutative. If ϕ(E 13 ) = 0, adding an appropriate linear functional on N(F) to ϕ, we obtain a linear map ϕ 1 on N(F) such that ϕ 1 (E 13 ) = E 13 and the range of ϕ 1 is also non-commutative. It is easy to see that if a subspace of N(F) of dim < 3 contains E 13 , then it must be commutative. Hence ϕ 1 is surjective and so bijective. From (i), we see that both ϕ 1 and ϕ −1 1 preserve commutativity. Thus ϕ 1 preserves commutativity in both directions, and so does ϕ.
