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Abstract— We present a hybrid method for localizing a mobile
robot in a complex environment. The method combines the use
of multiresolution histograms with a signal strength analysis of
existing wireless networks. We tested this localization procedure
on the campus of Columbia University with our mobile robot, the
Autonomous Vehicle for Exploration and Navigation of Urban
Environments. Our results indicate that localization accuracy
is significantly improved when five levels of resolution are
used instead of one in color histogramming. We also find that
incorporating wireless signal strengths into the method further
improves reliability and helps to resolve ambiguities which arise
when different regions have similar visual appearances.
I. INTRODUCTION
Localizing a mobile robot in a complex environment is a
complicated and difficult problem. Localization can be accom-
plished through either geometric or topological methods. In
this paper we present a fast and robust method for topological
localization using a combination of techniques. An analysis
of multiresolution color histograms is combined with a signal
strength analysis of an existing wireless ethernet network to
provide an accurate estimate of the region in which the robot
is currently located.
This topological localization is part of our Autonomous Ve-
hicle for Exploration and Navigation of Urban Environments,
AVENUE system [1]. The ultimate goal of the AVENUE
system is to autonomously model an urban site. The system
plans a path to a desired viewpoint, navigates the mobile
robot to that viewpoint, acquires images and three-dimensional
range scans of the building, and then plans for the next
viewpoint. Topological localization, however, is not sufficient
for geometrically localizing the robot. Our approach is to use
a coarse-fine localization in which the topological localization
described in this paper feeds a very precise vision-based
system which uses prominent linear features on buildings to
determine the robot’s exact location. The vision-based fine
localization is described in [2], [3].
The topological localization builds upon our earlier work
[4] in which the system attempts to match omnidirectional
images acquired from the robot to a pre-existing database
of images using color histograms. This method is fast and
rotation invariant, but suffers somewhat from sensitivity to
outdoor lighting changes. We have decreased this sensitivity
by incorporating multiresolution histograms. Such histograms,
unlike normal histograms, encode some spatial information in
addition to color composition [5].
Even with the improved histogram matching, the system
still has some difficulty distinguishing between very similar
looking topological regions. A secondary discriminator is
therefore necessary. Drawing from our other previous work
[6], we have chosen to utilize information from wireless
ethernet networks, which are becoming very common in urban
environments. A profile of the signal strengths of nearby
access points is constructed and then used for matching with
an existing database.
Our paper is organized as follows. In the next section, we
indicate previous and related work. We then describe in section
III our robot’s equipment. In section IV, we detail the pro-
cess of constructing the combined multiresolution histograms
and wireless signal strength database. We then describe the
matching procedure. In section V we discuss the results of
our localization system during a test run on the Columbia
University campus. In the concluding remarks of section VI,
we summarize our results and suggest additional possible uses
of our method for the AVENUE project.
II. RELATED WORK
Topological maps for general navigation were originally
introduced for use in mobile robotics by [7]. Many localization
methods involve the use of computer vision to detect the tran-
sition between regions [8]. Recently a number of researchers
have used omnidirectional imaging systems [9] to perform
robot localization. Cassinis et al. [10] used omnidirectional
imaging for self-localization, but they relied on artificially
colored landmarks in the scene. Winters et al. [11] also
studied a number of robot navigation techniques utilizing
omnidirectional vision.
The vision component of our current work most closely
resembles that of Ulrich and Nourbakhsh [12], who studied
outdoor topological localization of a mobile robot using color
histograms of omnidirectional images. The primary distinction
between their work and the vision part of our work is our
use of multiresolution histograms. Sablak and Boult [13] also
studied the use of just the histogram peaks from omnidirec-
tional images for indoor room recognition. Gross et al. [14]
used the Monte Carlo Localization method on omnidirectional
images with a reference-based method to control for variance
Fig. 1. The ATRV-2 Based AVENUE Mobile Robot (left). A sample laser scan taken with the AVENUE system on the Columbia University campus (right).
The hole at the center of the scan is where the scanner was positioned.
in the luminance and color in the scene over changing lighting
conditions.
The concept of using color histograms as a method of
matching two images was pioneered by Swain and Ballard
[15]. A number of different metrics for finding the dis-
tance between histograms have been explored [16]–[18]. Had-
jidemetriou et al. suggest the use of multiresolution histograms
in texture classification and recognition in [5].
The use of existing 802.11b wireless network signals as a
means of locating a user was originally presented in Microsoft
Research’s RADAR project [19]. The Microsoft group col-
lected the signal data manually in an indoor environment and
then used this information for estimating the position of a user
at a later time. Other groups have also made use of manually-
obtained 802.11b signals for indoor localization [20]. We have
extended the work of these groups by having our mobile robot
autonomously construct the database, while covering a much
larger outdoor urban environment.
There have also been a number of systems [21] based on the
characteristics of cellular signals and designed for geolocating
cellular telephone users in outdoor environments. In addition,
there have been attempts to use RF based networks, as in the
Daedalus project [22], to localize a user in an outdoor area.
Other approaches include simultaneous localization and
map building [23]–[26], probabilistic approaches [26] and
[27], and Monte Carlo localization [28].
III. THE PLATFORM
Our mobile robot, AVENUE, has as its base unit the ATRV-
2 model (see Fig. 1) manufactured by Real World Interfaces,
now part of iRobot. The base unit has an on-board computer,
odometry from wheel encoders, and a set of sonar units located
around the perimeter of the robot. In addition to these base
features, we have added additional sensors including a differ-
ential GPS unit, a laser range scanner, a camera mounted on
a pan-tilt unit, an omnidirectional camera, a digital compass,
and two 802.11b wireless network cards. Figure 1 also shows
a sample laser scan taken with this system on the Columbia
University campus.
The sensor we use to acquire color histograms is an omni-
directional camera manufactured by Remote Reality (see top
of Fig. 2). It is important to note that the ground plane around
almost all of the buildings in our environment has the same
brick pattern. As a result, aiming the omni–camera upward
(that is, with the mirror facing down at the ground) is not an
option, because all of the regions would look essentially the
same. We must therefore aim the camera downward (mirror
upward) in order to obtain a good view of the upper portions
and tops of all buildings (see bottom of Fig. 2). In addition,
the camera is mounted on top of the robot’s superstructure so
that as little of the robot as possible is in the camera’s field
of view.
Communication with the networks’ base stations is accom-
plished through an omnidirectional antenna which is mounted
on the highest point of the robot and which is connected to
the PCMCIA wireless network card in the on-board computer.
Software on the robot’s on-board computer polls this wireless
card and returns a list of access points that are in range together
with the strengths of the signals measured in dBm. This on-
board computer also handles the image acquisition and image
processing at the same time.
Our experiments were run in an outdoor environment,
specifically the northern half of the Morningside Heights
Campus of Columbia University (see Fig. 4). There is an
Fig. 2. Our robot’s omnicamera (top) and a typical image from that camera
(bottom).
extensive wireless network already installed on the campus,
so we simply used the existing infrastructure. Our method did




Our method involves constructing a database of reference
images taken throughout the various known regions that the
robot will be exploring at a later time. Each reference image
is then reduced to three multiresolution histograms, using the
red, green, and blue color bands separately. We compute a
multiresolution histogram for each image at full resolution,
as well as at 1/2, 1/4, 1/8, and 1/16 resolutions. Down
sampling of the image is accomplished by first convolving
the original image with a 5x5 Gaussian kernel to blur the
image. Then the blurred image is sub-sampled down to the
lower resolution. The resulting multiresolution histogram is a
set of five 256-bucket sub-histograms. Each bucket contains
the number of pixels in the image at a specific intensity. Since
the lower resolution sub-histograms have fewer total number
of pixels across all buckets, the 5 sub-histograms for a given
reference image are normalized such that the sum across all
256 buckets is the same for each resolution level. This prevents
the matching metric from being dominated by the highest
resolution sub-histogram.
When the robot is exploring the same database regions at
a later time; it will take an image, convert it to a set of
three multiresolution histograms, and attempt to match those
histograms against the existing database. The database itself
is divided into a set of characteristic regions. The goal is
to determine in which specific physical region the robot is
currently located.
The images themselves, both for the database and for the
later unknowns, are taken with the robot’s on-board omnicam-
era. The images are taken at a resolution of 640x480 with a
color depth of 3 bytes per pixel. We use an omnidirectional
camera instead of a standard camera because it allows our
method to be rotation invariant. Images taken from the same
location but with a different orientation will differ only by a
simple rotation. Since the histogram only takes into account
the colors of the pixels and not their position within the
image, two histograms taken from the same location but from
a different orientation will essentially be the same.
Relying solely on color has its drawbacks since lighting
conditions change over time, especially outdoors, and can
cause large variations of color in a scene. As a result, we
needed a method that would implicitly consider some spatial
information in addition to color. Multiresolution histograms
provided us with this additional information. At every level of
resolution we continued to look only at color histograms, so
that rotation invariance was maintained.
The process of blurring our images changes the histograms
significantly. Because the blurring combines the effect of ad-
jacent pixels, the new histogram is dependent on the physical
location of each pixel. As a result, two dissimilar scenes that
would normally have similar histograms could now have very
different histograms at lower resolution levels. As an extreme
example (suggested in [5]), consider one image that consists
of alternating pixels of intensity 0 and 255 and a second
image that has half of its pixels in one solid block of intensity
0 and the other half in a solid block of intensity 255. The
histograms of these two images would be identical. However,
if you blur both images, the alternating pixels would average
to gray whereas the solid blocks would remain mostly white
and black with only the boundary between them becoming
gray (see Fig. 3).
The rotation invariance of the histograms allows us to reduce
the size of our database considerably, because only one image
at a given physical location is needed to get a complete picture
of the surrounding area. In addition, by using multiresolution
histograms, we embed some information about the geometry
of the scene into the histogram, which can help overcome large
variations in color caused by different lighting conditions.
B. Wireless Signal Strengths
As the AVENUE robot travels through its environment, a
program running on the robot accesses the primary wireless
card and returns a vector of information. For each access
point that the robot can detect, we record its unique hardware
address and the signal strength (measured in dBm).
Fig. 3. An example illustrating the usefulness of multiresolution histograms.
The top row shows 2 very different scenes at full resolution, with their
corresponding histograms in the second row. The third row shows these scenes
blurred to 1/2 resolution, with their corresponding histograms in the last row.
Ultimately we will have to compare the wireless signal
strength vectors in a fast and meaningful way. This is difficult
if we only store the access points that are visible from a given
location because we never see all of them at once. To deal
with cases in which there are access points that appear in one
vector but not in the other, we assume that the other vector
has that access point in its list but with a strength of zero.
C. Constructing the Database
The robot collects simultaneous readings from the omni-
camera and the wireless card. An entry in the database is cre-
ated consisting of the 3 computed multiresolution histograms
of the image along with a record of the access points visible
and their corresponding signal strengths.
Driving the robot straight through the center of each region
does not give us enough variation in the database to identify
all potential positions reliably. The proximity of a building
or other structures has a large effect on the images that the
robot acquires. We therefore build up a more comprehensive
database by having the robot zigzag through the test envi-
ronment. This allows us to obtain representative images of a
given region from a variety of positions within that region.
Although this does increase the size of the database, it is not
a major problem because the database is stored as a series of
histograms, not images, and the comparison between each of
the 256-bucket histograms is extremely fast.
D. Matching against the Database
At this point, our software has a collection of records
grouped together according to their geographical region. We
now use this database for matching an unknown location’s
reading with one of the database entries.
Each entry in the database has a total of 15 histograms.
There are 3 multiresolution histograms, one for each separate
color band (r, g, and b). Each of these multiresolution his-
tograms has a separate sub-histogram for 5 resolution levels
(rk, gk, and bk, for k = 1, ..., 5). There are 256 buckets in
each of these 15 histograms.
To compare the histograms of an unknown location X with
those of a database entry E, we use the following histogram
difference metric hd(X,E). Let rk,i(X or E), gk,i(X or E),
and bk,i(X or E) denote the number of pixels in the ith bucket
(i = 1, ..., 256) of the red, green, and blue sub-histograms of








Rk,i = |rk,i(X)− rk,i(E)|
Gk,i = |gk,i(X)− gk,i(E)|
Bk,i = |bk,i(X)− bk,i(E)| .
Because histograms at each resolution level have been nor-
malized such that the total number of pixels across all buckets
is the same, each of these 15 differences have been weighted
equally. We then renormalize this difference metric to a value
between 0 and 1 by dividing by its maximum possible value.
Each database entry also has a list of visible access points
p along with a signal strength measure for each of them.
The signal strengths are approximately within the range of
−80dBm to −20dbm. We renormalize these strengths to be
in a quality range between 1 and 50. By going through all
entries in the database, we can find all the visible access
points throughout our test region. For each entry in the
database, we explicitly add a strength quality of 0 for each
unobserved access point, in addition to the visible access point
readings. As a result, each entry will contain a list of N
signal strengths, where N is the total number of access points
observed throughout our test region.
To compare the access point strengths of an unknown loca-
tion X with those of a database entry E, we use the following
access point difference metric apd(X,E). Let pn(X or E)
denote the renormalized strength of the nth access point





As with hd, we renormalize this difference metric to a value
between 0 and 1 by dividing by its maximum possible value.
In order to combine the histograms and signal strengths in
the most effective way, we used a weighted sum of the two
renormalized difference metrics defined above to give our final
difference metric:
D = (wh)(hd) + (wa)(apd)
with wh + wa = 1. We tried several different possible
weightings and found the best overall results with wh = 0.8
and wa = 0.2.
This weighted sum D is used as our final measure of
the difference between an unknown location’s reading and a
database entry. For an unknown location, D is computed for
all entries in the database, and the entry that has the smallest
value of D is found. We choose the region of that database
entry as the region of the unknown. Furthermore, the actual
value of D could be used as a measure of our confidence in
the estimated location.
V. EXPERIMENTAL RESULTS
We divided our outdoor test area into 13 regions according
to which buildings were most prominent. Our goal was to
get the robot to localize itself to one of these regions. The
regions spanned the northern half of the Columbia campus
(see Fig. 4). Approximately 40 combined readings (both image
and wireless signal strength) were taken in each of the regions.
Histograms were computed and the database was constructed.
Another set of readings was taken on a different day to be
used as unknowns to compare against the database. In all, 100
“unknown” readings were taken per region.
To judge the effects of multiresolution histogramming and
the additional wireless ethernet data, matching was done in
four ways. In the first, only the full-resolution color histograms
of the original image were used for matching. In the second
test, only the multiresolution histograms were used. For the
third test, only wireless readings were used. Finally, we
used the entire combination of multiresolution histograms and
wireless data described in the previous section. For each of the
four methods, the “unknown” readings were compared against
the database. A success was recorded if the method classified
the “unknown” reading in the correct region. Table I contains
the success rates for each method in each region.
In the initial test, just using simple histograms, we had
an overall success rate of 65%. The use of multiresolution
TABLE I
SUCCESS RATES OF THE LOCALIZATION EXPERIMENTS
Method A B C D
Region 1 85% 93% 73% 94%
2 62% 91% 70% 92%
3 70% 95% 74% 95%
4 48% 65% 66% 83%
5 60% 77% 68% 90%
6 52% 62% 75% 82%
7 57% 79% 73% 87%
8 68% 82% 69% 85%
9 66% 93% 73% 93%
10 75% 86% 75% 87%
11 70% 86% 71% 89%
12 61% 81% 73% 88%
13 71% 89% 76% 92%
Average 65% 83% 72% 89%
The percent of successful classifications for 13 regions in the map of Fig. 4.
Statistics are given for the four methods: (A) simple histograms, (B)
multiresolution histograms, (C) wireless signal strengths, and (D) combined
method with both multiresolution histograms and wireless signal strengths.
histograms increased that success rate to 83%. When using
the multiresolution histograms, most of the individual regions
had consistent success rates; however, of particular note were
regions 4 and 6. These two regions had substantially lower
success rates (65% and 62%, respectively). The two regions
are physically very similar as they are on opposite sides
of a mostly symmetric building. The system often confused
these two regions. Testing the wireless data alone gave an
overall success rate of 72%. Problems arose with the wireless
data in regions where one access point was mounted in
a central location and significantly covered several of our
regions, making them harder to distinguish. It would have been
possible to redefine our regions according to the influence of a
particular access point, but that would have had very negative
effects on the vision-based method.
When combining the multiresolution histograms with the
wireless signal strengths, the latter took a secondary role. As
noted in the previous section, we chose to weight the signal
strength vector less than the histograms. Nevertheless, the
signal strengths did contribute a noticeable improvement in our
results. The overall success rate with the combined system was
89%. Most notably, regions 4 and 6 had success rates much
closer to those of the other regions. These two regions had
very similar visual appearances but, because of their different
locations, had very different access points visible. Our system
had the most difficulty in nearby regions for which both the
visual scene and the detectable access points were very similar.
VI. CONCLUSION AND FUTURE WORK
The hybrid method we have presented is able to quickly
and accurately localize the robot into a correct region. Our
results indicate that localization accuracy is significantly im-
proved when five levels of resolution are used instead of
one in color histogramming. Single resolution histograms
become less useful in classification and matching when the













Fig. 4. The two dimensional map of the northern half of the Columbia University campus. The 13 regions we used for our test cases are indicated on the
map.
multiresolution histograms help in this situation and provide
additional information about spatial relationships in the scene.
We also find that incorporating wireless signal strengths into
the method further improves reliability and helps to resolve
ambiguities which arise when different regions have similar
visual appearances. Physically distant regions will often be
covered by different wireless access points, thus giving us
another clue as to the mobile robot’s current location.
Ultimately, we need to localize the robot exactly. In a very
few cases, the robot’s region is incorrectly chosen. However,
our coarse-fine localization method is able to recover from
some of these errors. For the fine-level, we use a method
based on camera pose estimation to predict the exact location
of the mobile robot [3] assuming we are in the correct region.
This method uses the coarse position information from the
topological localization to then visually find nearby buildings.
We then identify prominent linear features in the scene and
match them with a reduced model of those buildings, yielding
a pose estimation of the robot. If in fact the wrong region is
chosen, the fine matching procedure will report no matches. At
this point we can choose to either use the second best matching
region as the robot’s estimated position and repeat the vision-
based fine localization or perturb the robot’s position and
repeat the topological localization. In essence, the fine-based
localization can serve as a feedback confirmation method for
the coarse localization. The combination of the two systems
will allow us to accurately localize our robot within its test
environment without any artificial landmarks or pre-existing
knowledge about its position.
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