Abstract. In this paper, we examine the stability problem for viscous shock solutions of the isentropic compressible Navier-Stokes equations, or p-system with real viscosity. We first revisit the work of Matsumura and Nishihara, extending the known parameter regime for which smallamplitude viscous shocks are provably spectrally stable by an optimized version of their original argument. Next, using a novel spectral energy estimate, we show that there are no purely real unstable eigenvalues for any shock strength.
Introduction
Consider the isentropic compressible Navier-Stokes equations in one spatial dimension expressed in Lagrangian coordinates, also known as the psystem with real viscosity:
v t − u x = 0,
where, physically, v is the specific volume, u is the velocity, and p(v) is the pressure law. We assume that p(v) is adiabatic, that is, a γ-law gas satisfying p(v) = a 0 v −γ for some constants a 0 > 0 and γ ≥ 1. In the thermodynamical rarified gas approximation, γ > 1 is the average over constituent particles of γ = (n + 2)/n, where n is the number of internal degrees of freedom of an individual particle [3] : n = 3 (γ = 1.66...) for monatomic, n = 5 (γ = 1.4)
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This system is an important and widely studied gas-dynamical model (see for example [27] and references within), and yet little is presently known about the stability of its large-amplitude viscous shock wave solutions. Over two decades ago, Matsumura and Nishihara [24] used a clever energy estimate to show that small-amplitude shocks are stable under zero-mass perturbations. The linear portion of their analysis is equivalent to proving spectral stability, which through the more recent work of Zumbrun and collaborators [32, 21, 23, 22, 31, 17] , implies asymptotic orbital stability, hereafter called nonlinear stability. We remark that the results of [23, 22, 31] hold for shocks of arbitrary amplitude, and thus nonlinear stability is implied by spectral stability. Hence, for large-amplitude shocks, spectral stability is the missing piece of the stability puzzle and the subject of our present focus.
In this paper, we first improve upon the work in [24] slightly by extending the known parameter regime for which small-amplitude viscous shocks are provably spectrally stable, using an optimized version of the same method. We also show that this method cannot be extended any further to larger amplitudes. Using a novel spectral energy estimate, however, we are able to show that there are no purely real unstable eigenvalues for any shock strength. We note that this result is stronger than that which could be given by the Evans function stability index (sometimes called the orientation index), which only measures the parity of unstable real eigenvalues, see [14, 4, 15, 31] . A consequence of this result (which follows also by the Evans function computations used to determine the stability index [31] ) is that if an instability were to occur for large-amplitude viscous shocks, its onset, or indeed any change in the number of unstable eigenvalues, would be associated with a Hopf-like bifurcation in which one or more conjugate pairs of eigenvalues cross through the imaginary axis; see [28, 29, 30] for further discussion of this scenario.
Continuing our investigations, we appeal to numerical Evans function computation to explore the large-amplitude regime through the use of winding number calculations via the argument principle. Before doing so, however, we rule out high-frequency instability through the combination of two spectral energy estimates, showing that unstable eigenvalues are confined to a bounded region independent of shock amplitude. This reduces the problem to investigation, feasible by numerics, of a compact set. Then by checking the low-frequency regime by repeating several Evans function computations, we determine whether or not a particular viscous shock is spectrally stable. As a final verification, we use a finite-difference method to simulate perturbed large-amplitude viscous shocks, and check whether they converge, as expected, to a translate of the original profile.
Conclusions and results of numerical investigations: We carry out our numerical experiments far into the hypersonic shock regime, exploring up through Mach number M ≈ 3000 for 1 ≤ γ ≤ 3. Particular attention is given to the monatomic and diatomic cases, γ = 5/3 and γ = 7/4, respectively. In all cases, our results are consistent with spectral stability (hence also linear and nonlinear stability [23, 22, 31] ). This strongly suggests that viscous shock profiles in an isentropic are spectrally stable independent of both amplitude and γ. Our bounds on the size of unstable eigenvalues, which are independent of shock strength, may be viewed as a first step in establishing such a result analytically.
Extensions and open questions. The present study is not a numerical proof. However, as discussed in [6] , it could be converted to numerical proof by the implementation of interval arithmetic and a posteriori error estimates for numerical solution of ODE. This would be an interesting direction for future investigation. A crucial step in carrying out numerical proof by interval arithmetic is by analytical estimates special to the problem at hand to sufficiently reduce the computational domain to make the computations feasible in realistic time. This we have carried out by the surprisingly strong estimates of Section 5 and Appendices B-C.
A second very interesting direction would be to establish stability in the large-amplitude limit by a singular-perturbation analysis, an avenue we intend to follow in future work. Together, these two projects would give a complete, rigorous proof of stability for arbitrary-amplitude viscous shock solutions of (1) on the physical range γ ∈ [1, 3].
Background
By a viscous shock profile of (1), we mean a traveling wave solution v(x, t) =v(x − st), u(x, t) =û(x − st), moving with speed s and having asymptotically constant end-states (v ± , u ± ).
As an alternative, we can translate x → x − st, and consider instead stationary solutions of
Under the rescaling (x, t, v, u) → (−εsx, εs 2 t, v/ε, −u/(εs)), where ε is chosen so that 0 < v + < v − = 1, our system takes the form
where a = a 0 ε −γ−1 s −2 . Thus, the shock profiles of (3) satisfy the ordinary differential equation
subject to the boundary conditions (v(±∞), u(±∞)) = (v ± , u ± ). This simplifies to
By integrating from −∞ to x, we get the profile equation
where a is found by setting x = +∞, thus yielding the Rankine-Hugoniot condition
Evidently, a → γ −1 in the weak shock limit v + → 1, while a ∼ v γ + in the strong shock limit v + → 0. By linearizing (3) about the profile (v,û), we get the eigenvalue problem
where (7) h
We say that a shock profile of (1) is spectrally stable if the linearized system (6) has no spectrum in the closed deleted right half-plane
that is, there are no growth or oscillatory modes for (6) . We remark that a traveling wave profile always has a zero-eigenvalue associated with its translational invariance. This generally negates the possibility of good uniform bounds in energy estimates, and so we employ the standard technique (see [16, 32] ) of transforming into integrated coordinates. This goes as follows: Suppose that (v, u) is an eigenfunction of (6) with a non-zero eigenvalue λ. Thenũ
and their derivatives decay exponentially as x → ∞. Thus, by substituting and then integrating, (ũ,ṽ) satisfies (suppressing the tilde)
This new eigenvalue problem differs spectrally from (6) only at λ = 0, hence spectral stability of (6) is implied by spectral stability of (8) . Moreover, since (8) has no eigenvalue at λ = 0, one can expect to have a better chance of developing a successful spectral energy method to prove stability. We demonstrate this in the following section.
Stability of small-amplitude shocks
In this section we further the work in [24] by extending slightly the known parameter regime for which small-amplitude viscous shocks are provably spectrally stable. We also show that this method cannot be extended any further for larger amplitudes.
Theorem 3.1 ([24]
). Viscous shocks of (1) are spectrally stable whenever
In particular, as v + → 1 (hence aγ → 1), the left-hand side of (9) approaches γ and so the inequality is satisfied. Therefore, small-amplitude viscous shocks of (1) are spectrally stable.
Proof. We note that h(v) > 0. By multiplying (8b) by both the conjugatē u andv γ+1 /h(v) and integrating along x from ∞ to −∞, we have
Integrating the last three terms by parts and appropriately using (8a) to substitute for u ′ in the third term gives us
We take the real part and appropriately integrate by parts to get
where
Thus, to prove stability it suffices to show that
By straightforward computation, we obtain identities:
Using (10) and (11), we abbreviate a few intermediate steps below:
Thus from (9), we have spectral stability.
We note that the hypothesis in (9) is not sharp. Indeed, one can show from (12) , that a stronger condition could be given as
which is sharp in the following sense: When this condition fails to be true, then g(v) is no longer nonnegative, and thus the energy method fails. In Figure 1 (a), we see that g(v) dips on the left-hand side when this inequality is compromised. We remark further that near v + , the left-hand side of (14) is monotone increasing inv. Thus, (14) holds if and only if
We see from Figure 1 (b) that (15) is only a marginal improvement over (9) . However, since (15) is sharp, we cannot hope to prove large-amplitude spectral stability using this approach. Instead, we proceed by a combined analytical and numerical approach as in [6, 7, 8] , first showing that unstable eigenvalues can occur only in a bounded set, then searching for eigenvalues in this set by computing the Evans function numerically. Before doing so, Hence, the energy estimate will not generalize beyond the small-amplitude regime. In (b) we graph the stability boundaries (dark lines) given by (9) and (15), where γ and v + are the horizontal and vertical axes, respectively. We see that in our scaling (15) is only a modest improvement over (9) . The dotted lines correspond from top to bottom as the parameter regimes for Mach numbers 2, 5, and 10 (see the appendix to see how to determine the Mach number). Hence, this energy estimate does not even hold for shocks at Mach 2 and γ > 1.084.
however, we show in the following section that real unstable eigenvalues do not exist, even for large-amplitude viscous shocks.
No real unstable eigenvalues
In this section we use a novel spectral energy estimate to show that there are no purely real unstable eigenvalues for any shock strength. We note that this result is stronger than that which could be given by the Evans function stability index (sometimes called the orientation index), which only measures the parity of unstable real eigenvalues, see [4, 15, 31] . The fact that this holds for all shock strengths is interesting because it is among the strongest statements about large-amplitude spectral stability that has been proven to date.
Theorem 4.1. Viscous shocks of (1) have no unstable real spectra.
Proof. We multiply (8b) by the conjugatev and integrate along x from ∞ to −∞. This gives
Notice that on the real line,λ = λ. Using (8a) to substitute for λv in the first term and for u ′′ in the last term, we get
Separating terms and simplifying gives
We further simplify by substituting for u ′ in the second term and integrating the last terms by parts to give,
By taking the real part, we arrive at
This is a contradiction when λ ≥ 0.
We remark that the absence of positive real eigenvalues limits the admissible onset of instability to Hopf-like bifurcations where a pair of conjugate eigenvalues crosses the imaginary axis. In the following section, we give an upper bound on the spectral frequencies that are admissible. In other words, we show that if a pair of conjugate eigenvalues cross the imaginary axis, they must do so within these bounds.
High-frequency bounds
In this section, we prove high-frequency spectral bounds. This is an important step because it gives a ceiling as to how far along both the imaginary and real axes that one must explore for spectrum when doing Evans function computations. Indeed if we want to check for roots of the Evans function in the unstable half-plane, say using the argument principle, then we need only compute within these bounds. If no roots are found therein, then we have strong numerical evidence that the given shock is spectrally stable. (Indeed, at the expense of further effort, such a calculation may be used as the basis of numerical proof, as described in [6, 7] .) In this section we show that the high-frequency bounds are quite strong, only allowing unstable eigenvalues to persist in a relatively small triangle adjoining the origin. Moreover, these bounds are independent of the shock amplitude.
Lemma 5.1. The following identity holds for ℜeλ ≥ 0:
Proof. We multiply (8b) byvū and integrate along x. This yields
We get (16) by taking the real and imaginary parts and adding them together, and noting that |ℜe(z)| + |ℑm(z)| ≤ √ 2|z|.
Lemma 5.2. The following identity holds for ℜeλ ≥ 0:
Proof. We multiply (8b) byv ′ and integrate along x. This yields
Using (8a) on the right-hand side, integrating by parts, and taking the real part gives
The right hand side can be rewritten as
Now we manipulate the left-hand side. Note that
Hence, by taking the real part we get
This combines with (18) to give (17). [22, 31] . We also note that (17) follows from a "Kawashima-type" estimate as described in [22, 31] . (7), we have
Remark 5.3. Lemma 5.2 is a special case of the high-frequency bounds given in

Lemma 5.4. For h(v) as in
Proof. Defining
Substituting (5) into (20) and simplifying yields (19) .
We complete this section by proving our high-frequency bounds.
Theorem 5.5. Any eigenvalue λ of (8) with nonnegative real part satisfies
Proof. Using Young's inequality twice on right-hand side of (16) together with (19), we get
Assuming that 0 < ǫ < 1 and θ = (1 − ǫ)/2, this simplifies to
Applying (17) yields
or equivalently,
Setting ǫ = 1/(2 √ γ + 1) gives (21).
In the following section, we do an extensive Evans function study to explore numerically the rest of the right-half plane in an effort to locate the presence of unstable complex eigenvalues.
Evans function computation
In this section, we numerically compute the Evans function to locate any unstable eigenvalues, if they exist, in our system. The Evans function D(λ) is analytic to the right of the essential spectrum and is defined as the Wronskian of decaying solutions of the eigenvalue equation for the linearized operator (8) (see [9, 10, 11, 12, 13, 1] ). In a spirit similar to the characteristic polynomial, we have that D(λ) = 0 if and only if λ is in the point spectrum of the linearized operator (8) . While the Evans function is generally too complex to compute explicitly, it can readily be computed numerically, even for large systems [19] .
Since the Evans function is analytic in the region of interest, we can numerically compute the winding number in the right-half plane. This allows us to systematically locate roots (and hence eigenvalues) within. As a result, spectral stability can be determined, and in the case of instability, one can produce bifurcation diagrams to illustrate and observe its onset. This approach was first used by Evans and Feroe [13] and has been advanced further in various directions (see for example [26, 25, 2, 6, 7, 5, 19] ).
We begin by writing (8) as a first-order system W ′ = A(x, λ)W , where
and f (v) =v −v −γ h(v), with h as in (7) . Note that eigenvalues of (8) correspond to nontrivial solutions of W (x) for which the boundary conditions W (±∞) = 0 are satisfied. We remark that sincev is asymptotically constant in x, then so is A(x, λ). Thus at each end-state, we have the constant-coefficient system
Hence solutions that satisfy the needed boundary condition must emerge from the unstable manifold W − 1 (x) at x = −∞ and the stable manifold W + 2 (x) ∧ W + 3 (x) at x = ∞. In other words, eigenvalues of (8) correspond to the values of λ for which these two manifolds intersect, or more precisely, when D(λ) := det(W
As an alternative, we consider the adjoint formulation of the Evans function [26, 4] , where instead of computing the 2-dimensional stable manifold, we find the single trajectory W To further improve the numerical efficiency and accuracy of the shooting scheme, we rescale W and W to remove exponential growth/decay at infinity, and thus eliminate potential problems with stiffness. Specifically, we let W (x) = e µ − x V (x), where µ − is the growth rate of the unstable manifold at x = −∞, and we solve instead V ′ (x) = (A(x, λ) − µ − I)V (x). We initialize V (x) at x = −∞ to be the eigenvector of A − (λ) corresponding to µ − . Similarly, it is straightforward to rescale and initialize W (x) at x = ∞.
Numerically, we use a finite domain for x, replacing the end states x = ±∞ with x = ±L, for sufficiently large L. Some care needs to be taken, however, to make sure that we go out far enough to produce good results. In Appendices B and C, we explore the decay rates of the profilev and A(x, λ) and combine our analysis with numerical convergence experiments to conclude that our domain [−L, L] is sufficiently large. Our experiments, described below, were primarily conducted using L = 12, with relative error bounds ranging mostly between 10 −3 and 10 −4 . Larger choices of L were needed on the high end of the Mach scale, going up to L = 18 in some cases, to get the relative errors down to 10 −4 . In Table 1 , we provide a sample of relative errors in D(λ) for large-amplitude shocks.
We remark also that in order to produce analytically varying Evans function output, the initial data. V (−L) and V (L), must be chosen analytically. The method of Kato [20, pg . 99], also described in [8] , does this well by replacing the eigenvectors of (23) with analytically defined spectral projectors (see also [5, 18] ).
Before we can compute the Evans function, we first need to compute the traveling wave profile. We use both Matlab's ode45 routine, which is the adaptive fourth-order Runge-Kutta-Fehlberg method (RKF45), and Matlab's bvp4c routine, which is an adaptive Lobatto quadrature scheme. Both methods work well and produce essentially equivalent profiles.
Our experiments were carried out on the range Recall, for γ ∈ [1, 3] , that shocks are known to be stable for M ∈ [1, 1.6], by (15) , Section 3, hence this completes the study of the range
from minimum Mach number M = 1 far into the hypersonic shock regime, and encompassing the entire physically relevant range of γ. For each value of γ, the Mach number M was varied on logarithmic scale with regular mesh from M = 1.6 up to M = 3000. We used 50 mesh points for γ = 1.0 + 0.1k, where k = 1, 2, . . . , 20. For the special values γ = 1.4 and 1.666 (monatomic and diatomic cases), we did a refined study with 400 mesh points.
For each value of (γ, M ), we computed the Evans function along semicircular contours that contain the triangular region found in the previous section via our high-frequency bounds; see Figure 2 (a). The ODE calculations for individual λ were carried out using Matlab's ode45 routine, which is the adaptive 4th-order Runge-Kutta-Fehlberg method (RKF45), and after scaling out the exponential decay rate of the constant-coefficient solution at spatial infinity, as described in [6, 7, 8, 5, 19] . This method is known to have excellent accuracy [5, 19] ; in addition, the adaptive refinement gives automatic error control. Typical runs involved roughly 300 mesh points, with error tolerance set to AbsTol = 1e-6 and RelTol = 1e-8. Values of λ were varied on a contour with 60 points. As a check on winding number accuracy, it was tested a posteriori that the change in argument of D for each step was less than π/25. Recall, by Rouché's Theorem, that accuracy is preserved so long as the argument varies by less than π along each mesh interval.
In all the cases that we examined, the winding number was zero. This indicates that the shocks we considered are spectrally stable, and in view of [21, 23, 22] , nonlinear stability follows. Moreover, in light of the large Mach numbers considered, this is highly suggestive of stability for all shock strengths.
Numerical evolution of strong shocks
In this section, we use a standard finite-difference method to simulate perturbed large-amplitude viscous shocks, and show that they converge, as expected, to a translate of the original profile.
We do this with a nonlinear Crank-Nicholson scheme with a Newton solver to deal with the nonlinearity. This method provides second-order accuracy and will allow for larger time steps than a naive explicit scheme. By differentiating the viscosity term in (3), we have
By implementing the Crank-Nicholson averaging, we obtain
, where n and j are, respectively, the discretized temporal and spacial indices.
To cope with the nonlinearities, we use the Newton solver . This corresponds to a diatomic gas with Mach number M ≈ 2877 (see Appendix A). As expected, the wave converges to a translate of the original shock.
where F (U n+1 , V n+1 ) and G(U n+1 , V n+1 ) are the above finite difference schemes, and D u F , D v F , D u G, and D v G are their corresponding partial derivatives. Hence, we use the previous time step as our initial guess in Newton's method and then iterate until convergence. In Figure 3 , we see the evolution of a perturbed viscous shock. We used a perturbation with a positive mass so that we could observe the convergence to a translate of the original profile, thus numerically demonstrating nonlinear stability.
Appendix A. Mach number for the p-system
The Mach number is defined as
where u + is the downwind velocity, σ is the shock speed, and c + is the downwind shock speed, all in Eulerian coordinates. By considering the conservation of mass equation, we have ρ t + (ρu) x = 0. Hence, the jump condition is given by σ[ρ] = [ρu], which implies, in the original scaling for (1) , that
Hence,
To express this in our scaling, which is given in (3), we need to swap the pluses and minuses. Noting that 0 < v + < v − = 1, we simplify to get
Recalling that a ∼ v γ + as v + → 0, we find that
Appendix B. Profile bounds
Proof. By convexity of f (x) = x γ , the difference quotient (27) is increasing in x, bounded above by f ′ (1) = γ, and below by its value at x = 0. Theorem C.2 (Simplified Gap Lemma [15, 6, 7] ). Let V + and µ + be a left eigenvector and associated eigenvalue of −A + (λ) and suppose that from which the result follows by a straightforward Contraction Mapping argument using (32) . See [15, 6, 7] for details. suffices to obtain relative initialization error less than θ for γ ∈ [1, 3] and λ in the computational region (21 
