The main object of this surveycum-expository article is to present an overview of some recent developments involving the Riemann Zeta function ζ(s), the Hurwitz (or generalized) Zeta function ζ(s, a), and the HurwitzLerch Zeta function Φ(z, s, a), which have their roots in the works of the great eighteenth-century Swiss mathematician, Leonhard Euler (1707 1783) and the Russian mathematician, Christian Goldbach (16901764). We aim at considering the problems associated with the evaluations and representations of ζ(s) when s ∈ N \ {1}, N being the set of natural numbers, with emphasis upon several interesting classes of rapidly convergent series representations for ζ(2n+1) (n ∈ N). Symbolic and numerical computations using Mathematica (Version 4.0) for Linux will also be provided for supporting their computational usefulness.
The main object of this surveycum-expository article is to present an overview of some recent developments involving the Riemann Zeta function ζ(s), the Hurwitz (or generalized) Zeta function ζ(s, a), and the HurwitzLerch Zeta function Φ(z, s, a), which have their roots in the works of the great eighteenth-century Swiss mathematician, Leonhard Euler (1707 1783) and the Russian mathematician, Christian Goldbach (16901764). We aim at considering the problems associated with the evaluations and representations of ζ(s) when s ∈ N \ {1}, N being the set of natural numbers, with emphasis upon several interesting classes of rapidly convergent series representations for ζ(2n+1) (n ∈ N). Symbolic and numerical computations using Mathematica (Version 4.0) for Linux will also be provided for supporting their computational usefulness. 
and for (s) 1; s = 1 by their meromorphic continuations (see, for details, the excellent works by Titchmarsh [72] and Apostol [4] as well as the monumental treatise by Whittaker and Watson [75] ; see also [1, Chapter 23] and [57, 
Generally speaking, Mathematics appeals to the intellect. In addition, however, great mathematics possesses a kind of perceptual quality which endows it with a beauty comparable to that of great art or great music. Much of the work of the 18th century Swiss mathematician, Leonhard Euler (17071783), belongs in this category. Euler's work on ζ(s) began around 1730 with approximations to the value of ζ(2), continued with the evaluation of ζ(2n) (n ∈ N), and resulted around 1749 in the discovery of the celebrated functional equation for ζ(s) almost 110 years before the remarkably inuential German mathematician, Georg Friedrich Bernhard Riemann (18261866).
A classical about three-century-old theorem of Christian Goldbach (16901764) was stated in a letter dated 1729 from Goldbach to Daniel Bernoulli (17001782). Goldbach 
where S denotes the set of all nontrivial integer kth powers, that is, S := n k : n, k ∈ N \ {1} = {4, 8, 9, 16, 25, 27, 32, 36, · · · } .
What does Goldbach's Theorem (5) have to do with the Riemann Zeta function ζ(s) dened by (1)?
In order to answer this question, let T denote the set of all positive integers that are not in S other than 1, that is, T := {τ : τ / ∈ S and τ ∈ N \ {1}} . We then nd that
since it is easily seen that
Thus, in terms of the Riemann Zeta function ζ(s) dened by (1), Goldbach's Theorem (5) is easily seen to assume the following elegant form:
Since ζ(s) is a decreasing function of its argument s for s 2, we have
the above alternative form (6) of Goldbach's Theorem (5) can also be rewritten as follows:
As a matter of fact, it is fairly straightforward to show also that
and so on.
Several extensions and generalizations of Goldbach's Theorem (5) 
where the set S p,0 is dened (for xed p ∈ N \ {1}) by
and the set S p,1 is dened (for xed p ∈ N) by S p,1 := (pn + 1) k : n ∈ N and k ∈ N \ {1} , and the Psi (or Digamma) function ψ(z) is dened (as usual) by
In fact, in terms of the Riemann zeta function ζ(s) and Hurwitz (or generalized) zeta function ζ(s, a), we have
(p ∈ N \ {1}), and Another result that has attracted fascinatingly and tantalizingly large number of seemingly independent solutions is the so-called Basler Problem or Basel Problem:
which was used above in (7) . 
ζ (2k) (2k + 1) (2k + 2) · 2 2k , (9) which was actually contained in Euler's 1772 paper entitled Exercitationes Analyticae (cf., e.g., Ayoub [5, pp. 10841085] 
which played a key rôle in the celebrated proof (see, for details, [3] ) of the irrationality of ζ (3) by Roger Apéry (1916 Apéry ( -1994 , was derived independently by (among others) Hjortnaes [28] ,
Gosper [24] , and Apéry [3] . Such elegant expressions as in (10) are known also for ζ(2) and ζ(4):
No such single-term sum expressions are known for ζ(n) when n 5.
It is easily observed that Euler's series in (9) converges faster than the dening series for ζ (3), but obviously not as fast as the series in (10) . In fact, the order estimates for their general terms are given as follows:
It is especially remarkable that Euler was already blind when he performed the breathtaking calculations leading to his result (9) rather mentally.
Evaluations of such Zeta values as ζ (3), ζ (5), et cetera are known to arise naturally in a wide variety of applications such as those in Elastostatics, Quantum Field Theory, et cetera (see, for example, Tricomi [73] , Witten [77] , and Nash and O'Connor [39] , [40] ). On the other hand, in the case of even integer arguments, we already have the following computationally useful relationship:
(n ∈ N 0 := N ∪ {0}) with the well-tabulated
Bernoulli numbers dened by the following generating function:
as well as by the familiar recursion formula:
(n ∈ N \ {1}). Our presentation in this lecture consists of two major parts. First of all, motivated essentially by a genuine need (for computational purposes) for expressing ζ (2n + 1) as a rapidly converging series for all n ∈ N, we propose to present a rather systematic investigation of the various interesting families of rapidly convergent series representations for the Riemann ζ (2n + 1) (n ∈ N). Relevant connections of the results presented here with many other known series representations for ζ (2n + 1) (n ∈ N) are also briey indicated. In fact, for two of the many computationally useful special cases considered here, we observe that ζ (3) can be represented by means of series which converge much more rapidly than that in Euler's celebrated formula (9) as well as that in the series (10) which was used recently by Apéry [3] in his proof of the irrationality of ζ (3). Symbolic and numerical computations using Mathematica (Version 4.0) for Linux show, among other things, that only 50 terms of one of these series are capable of producing an accuracy of seven decimal places. In the second part of this lecture, we consider a variety of series and integrals associated with the Hurwitz-Lerch Zeta function Φ(z, s, a)
as well as its various interesting extensions and generalizations (see Section 6).
Series Representations
The following simple consequence of the binomial theorem and the denition (1):
yields, for a = 1 and t = ±1/m, a useful the series identity in the form:
where (λ) ν denotes the general Pochhammer symbol or the shifted factorial, since
which is dened, in terms of the familiar Gamma function, by
it being understood conventionally that (0) 0 := 1 and assumed tacitly that the Γ-quotient exists (See, for details, [48] and [57] ).
Making use of the familiar harmonic numbers H n given by
the following set of series representations for ζ (2n + 1) (n ∈ N) were proven by Srivastava [51] by appealing appropriately to the series identity (15) 
the familiar derivative formula:
so that
with, of course,
and each of the following limit relationships:
and
First Series Representation:
Second Series Representation:
Third Series Representation: 
Here, as well as elsewhere in this presentation, an empty sum is understood (as usual) to be zero.
The rst series representation (22) [80] and [81] ). Since ζ (2k) → 1 as k → ∞, the general term in the series representation (22) has the following order estimate:
whereas the general term in each of the aforecited earlier series representations has the order estimate given below:
In case we suitably combine (22) and (24), we readily obtain the following series representation:
where n ∈ N. Moreover, in terms of the Bernoulli numbers B n and the Euler polynomials E n (x) dened by the generating functions (12) and (27) respectively, it is known that (cf., e.g., [37, p. 29])
(28) Thus, by combining (28) with the identity (11), we nd that
where n ∈ N. If we apply the relationship (29), the series representation (26) can immediately be put in the following alternative form:
where n ∈ N, which is a slightly modied and corrected version of a result proven, using a sig- One other interesting combination of the series representations (22) and (24) leads us to the following variant of Tsumura's result (26) or (30):
where n ∈ N, which is essentially the same as the determinantal expression for ζ (2n + 1) derived A number of other similar combinations of the series representations (22) to (25) would yield some interesting companions of Ewell's result (31) .
Next, by setting t = 1/m and dierentiating both sides with respect to s, we nd from the following obvious consequence of the series identity (14) :
where m ∈ N \ {1}. In the particular case when m = 2, (33) immediately yields
Upon letting s → −2n − 1 (n ∈ N) in the further special of this last identity (34) when a = 1, 
which, in light of the elementary identity:
would combine with the result (22) to yield the following series representation:
This last series representation (37) (57)] where an obviously more complicated (asymptotic) version of (37) was proven similarly).
In light of another elementary identity:
where n, k ∈ N, we can obtain the following yet another series representation for ζ (2n + 1) by applying (22) and (35): 
where n ∈ N and the coecients Ω n,k (n ∈ N; k ∈ N 0 ) are given explicitly as a nite sum 
where n ∈ N; k ∈ N 0 .
Other Families of Series
Representations for
In this section, we start once again from the identity (14) with (of course) a = 1, t = ±1/m, and s replaced by s + 1. Thus, by applying (15),
we nd yet another class of series identities including, for example, (42) and
where m ∈ N \ {1, 2} . In fact, it is the series identity (42) which was rst applied by Zhang and Williams [79] (and, subsequently, by Cvijovi¢ and Klinowski [14] ) with a view to proving two (only seemingly dierent) versions of the series representation (37) . Indeed, if we appeal to (43) with m = 4, we can derive the following much more rapidly convergent series representation for ζ (2n + 1) (see [50, p. 9 , Equation (41)]):
where n ∈ N and (and in what follows) a prime denotes the derivative of ζ (s) or ζ (s, a) with respect to s.
By virtue of the identities (36) and (38) , the results (24) and (44) would lead us eventually to the following additional series representations for ζ (2n + 1) (n ∈ N) (see [50, p. 10, Equations (42) and (43) where n ∈ N, and ζ (2n + 1) = (−1)
where n ∈ N. Explicit expressions for the derivatives ζ (−2n ± 1) and ζ −2n ± 1, Out of the four seemingly analogous results (24) , (44) , (45) , and (46), the innite series in (45) would obviously converge most rapidly, with its general term having the order estimate:
From the work by Srivastava and Tsumura [69] , we recall the following three new members of the class of the series representations (24) and (45):
where n ∈ N. The general terms of the innite series occurring in these three members (47), (48) , and (49) have the order estimates:
which exhibit the fact that each of these last three series representations (47), (48) , and (49) converges more rapidly than Wilton's result (35) and two of them [cf. Equations (48) and (49)] at least as rapidly as Srivastava's result (45) .
We next recall that, in their aforementioned work on the Ray-Singer torsion and topological eld theories, Nash and O'Connor ( [39] and [40] 
Moreover, if we integrate by parts, we easily nd that
so that the result (51) is equivalent also to the following integral representation:
π/2 0 z log sin z dz, (55) which was proven in the aforementioned 1772
paper by Euler (cf., e.g., [5, p. 1084 
]).
Furthermore, since
by replacing z in the known expansion (52) by 1 2 iπz, it is easily seen that (cf., e.g., [20, 
Upon setting z = it in (57), multiplying both sides by t m−1 (m ∈ N), and then integrating the resulting equation from t = 0 to t = τ (0 < τ < 2), Srivastava [37] derived the following series representations for ζ (2n + 1) (see also the work by Srivastava et al. [62] ):
and ζ (2n + 1) = (−1)
where n ∈ N. Upon setting n = 1, (59) immediately reduces to the following series representation for ζ (3):
which was proven independently by (among others) Glasser [23, p. 446, Equation (12) Furthermore, a special case of (58) when n = 1 yields (cf. D abrowski [16, p. 202 ]; see also Chen and Srivastava [7, 5, p. 191 , Equation (60)]) ζ (3) = 2π
In fact, in view of the following familiar sum: Euler's formula (9) , that is,
is indeed a rather simple consequence of (61) .
In passing, we nd it worthwhile to remark that an integral representation for ζ (2n + 1), which is easily seen to be equivalent to the series representation (58) , was given by D abrowski [16, p. 203 , Equation (16)], who [16, p. 206 ] mentioned the existence of (but did not fully state) the series representation (59) (57)
If we suitably combine the series occurring in (53), (60), and (62), it is not dicult to deduce several other series representations for ζ (3), which are analogous to Euler's formula (9) , that is,
More generally, since λk 2 + µk + ν (2k + 2n − 1) (2k + 2n) (2k + 2n + 1)
where, for convenience,
by applying (58), (59) (67) with n replaced by n − 1, Srivastava [52] derived the following unication of a large number of known (or new) series representations for ζ (2n + 1) (n ∈ N), including (for example) Euler's formula (9):
where
and n ∈ N; λ, µ, ν ∈ C and A, B, and C are given by (64) , (65), and (66), respectively.
Numerous other interesting series representations for ζ (2n + 1), which are analogous to (58) and (59), were also given by Srivastava et al. [62] .
Computationally Useful Deductions and Consequences
In this section, we suitably specialize the parameter λ, µ, and ν in (68) and then apply a rather elaborate scheme. We thus eventually arrive at the following remarkably rapidly convergent series representation for ζ (2n + 1) (n ∈ N), which was derived by Srivastava [52, pp. 348 349, Equation (3.50)]):
where n ∈ N, E (k) := (2k + 2n − 1) (2k + 2n) · (2k + 2n + 1) (2k + 2n + 2)
and, for convenience,
In its special case when n = 1, (69) yields the following (rather curious) series representation:
where the series obviously converges much more rapidly than that in each of the celebrated results (9) and (10), that is,
An interesting companion of (73) in the following form:
where E(k) := (2k + 1) (2k + 2)
· (2k + 3) (2k + 4)
· (2k + 5) (2k + 6) (2k + 7) , was deduced by Srivastava and Tsumura [71] , who indeed presented an inductive construction of several general series representations for ζ (2n + 1) (n ∈ N) (see also [70] ).
Numerical Verications and Symbolic Computations
Based Upon Mathematica (Version 4.0)
In this section, we rst summarize the results of numerical verications and symbolic computations with the series in (73) by using Mathematica (Version 4.0) for Linux:
Out [3] = 0.0372903
Out [4] = 0.0372903
In [5] In fact, since the general term of the series in (74) has the following order estimate:
for getting p exact digits, we must have Out [1] = 17283 + 24286k + 8576k
where E 2 (k) :=2 2k (1 + 2k) (2 + 2k) (3 + 2k)
· (4 + 2k) (5 + 2k) (6 + 2k) (7 + 2k) Thus, clearly, the result does not change appreciably when we increase the precision of computation of the symbolic result from 50 to 100. This is expected, because of the following numerical computation of the last term for k = 50:
In [5] [cf. Equations (1) and (2)]:
ζ(s) = Φ(1, s, 1) and ζ(s, a) = Φ(1, s, a) (77) 
(s ∈ C when |z| < 1; (s) > 1 when |z| = 1) 
which was rst studied by Rudolf Lipschitz (1832-1903) and Matyá² Lerch (1860 Lerch ( -1922 in connection with Dirichlet's famous theorem on primes in arithmetic progressions. For details, the interested reader should be referred, in connection with some of these developments, to the recent works including (among others) [2] , [8] to [13] , [22] , [30] , [31] and [36] .
Yen et al. [78, p. 100 (81) k ∈ N; (s) > 1; (a) > 0 , which, for k = 2, was given earlier by Nishimoto et al. [41, p. 94, Theorem 4] . A straightforward generalization of the sum-integral representation (81) was given subsequently by Lin and Srivastava [35, p. 727 , Eq. (7)] in the form: 
where (λ) ν denotes the Pochhammer symbol dened in conjunction with (14) and (15) . Clearly, we nd from the denition (83) that
where, as already noted by Lin and Srivastava [35] , Φ * µ (z, s, a) is a generalization of the Hurwitz-Lerch Zeta function considered by Goyal and Laddha [25, p. 100, Equation (4)]. For further results involving these classes of generalized Hurwitz-Lerch Zeta functions, see the recent works by Garg et al. [22] and Lin et al. [36] .
A generalization of the above-dened Hurwitz-Lerch Zeta functions Φ(z, s, a) and Φ * µ (z, s, a) was studied by Garg et al. [21] 
By comparing the denitions (83) and (85), it is easily observed that the function Φ λ,µ;ν (z, s, a) studied by Garg et al. [21] does not provide a generalization of the function Φ (ρ,σ) µ,ν (z, s, a) which was introduced earlier by Lin and Srivastava [35] . Indeed, for λ = 1, the function Φ λ,µ;ν (z, s, a) coincides with a special case of the function Φ (ρ,σ) µ,ν (z, s, a) when ρ = σ = 1. 
For the above-dened function in (92), Srivastava et al. [67] established various integral representations, relationships with the H-function which is dened by means of a Mellin-Barnes type contour integral (see, for example, [65] and [67] 
the following notations will be employed: If we set
then (95) reduces to the following generalized M -series which was recently introduced by Sharma and Jain [46] as follows: 
in terms of the generalized hypergeometric function p F q (p, q ∈ N 0 ). 
where E := (1 − λ 1 , ρ 1 ; 1), · · · , (1 − λ p , ρ p ; 1), (1 − a, 1; s) (0, 1), (1 − µ 1 , σ 1 ; 1), · · · , (1 − µ q , σ q ; 1), (−a, 1; s), provided that both sides of the assertions (99), (100) and (101) exist, the path of integration L in (101) being a Mellin-Barnes type contour in the complex ξ-plane, which starts at the point −i∞ and terminates at the point i∞ with indentations, if necessary, in such a manner as Indeed, for the sake of the interested reader, we recall from Srivastava's work [56] in addition to those mentioned above, can be found in (for example) the recent works [56] and [66] , and indeed also in many of the earlier references which are cited in each of these recent works. Remarkably, just as its such aforementioned special cases as the Hurwitz-Lerch Zeta function Φ(z, s, a) and related Zeta functions, the λ-generalized Hurwitz-Lerch Zeta function Φ (ρ1,··· ,ρp,σ1,··· ,σq) λ1,··· ,λp;µ1,··· ,µq (z, s, a; b, λ)
dened by (105) is potentially useful and is currently being applied in many areas of the mathematical, statistical, physical and engineering sciences. The relevant details of such developments are easily accessible in the current literature on the subject.
