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Introduction
In this work, we are interested in accelerating the convergence of the Induced Dimension Reduction method (IDR(s)) [1] to solve a system of linear equations
with A ∈ C n×n and b ∈ C n ,
and also to solve sequences of systems of linear equations
with A ∈ C n×n and b (i) ∈ C n , for i = 1, 2, . . . , p.
The vectors x, x (1) , . . . , x (p) represent the unknowns in C n , and we only consider the case when the coefficient matrix A is a non-Hermitian and non-singular matrix.
IDR(s) is a Krylov subspace method which has been proved to be effec- 5 tive for solving large and sparse systems of linear equations. Both theoretical and practical aspects of the IDR(s) have been studied in different works, e.g., [2] , [3] , [4] , [5] , and [6] among others. Simoncini and Szyld reformulate IDR(s) as a Petrov-Galerkin method in [2] . The authors prove that in IDR(s) the subspace of constraints or left space is a block rational Krylov subspace. 10 Based on this connection with the rational subspaces, they propose to use the Ritz values to accelerate the convergence of IDR(s). This idea originates Ritz-IDR(s), which is an effective IDR(s) variant to solve systems of linear equations (1) where the spectrum is highly complex.
To obtain a subset of the Ritz values, Ritz-IDR(s) requires a preceding call to an external sparse eigensolver routine, for example the Arnoldi method [7] or Bi-Lanczos method [8] . In the first part of this paper, we present a self-contained version of the Ritz-IDR(s), i. e., a Ritz-IDR(s) variant that does not require an external call to an eigensolver routine. We compute the upper Hessenberg matrix H m from a Hessenberg relation as
during the first iterations of IDR(s). Then, we obtain the Ritz values from the 15 matrix H m , and use them as input parameters of the subsequent iterations of IDR(s).
In the second part of this paper, we apply IDR(s) to solve sequences of systems of linear equations (2) . We only consider the case when the coefficient matrix does not change and the right-hand side vectors {b (i) } p i=1 are not 20 available simultaneously. These kind of problems arises naturally from the dis-cretization of linear time-dependent differential equations and the solution of systems of non-linear equations using modified Newton-type methods with constant Jacobian matrix.
Subspace recycling is a common technique to accelerate the Krylov method 25 (see for example [9] , [10] , and [11] among others). This process consists of approximating invariant subspaces or calculating a "good" Krylov subspace basis and use this information to save matrix-vector products at the solution of the system of linear equations. For methods as GMRES [12] and GCR [13] the recycling idea has been incorporated to accelerate the solution of a single linear 30 system of equations in [9] and [10] respectively. In the case of solving sequences of systems of linear equations, these methods have been adapted in [14] and [15] .
Also, other Krylov methods have been adapted to solve sequences of systems of linear equations, for example BiCG in [16] , GMRES(m) in [15] , and IDRstab in [17] .
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GCROT [14] and GMRES are long-recurrences methods, with an optimal residual minimization property, but also these methods can be expensive in terms of memory and CPU consumption. For this reason, we propose an IDR(s) variant, that is a short-recurrences and memory-limited method to solve (2) . 
Review on IDR(s)
In this section, we first review the recurrence formulas of IDR(s) for solving a system of linear equations, and then we discuss the work of Simoncini and Szyld in [2] .
The Induced Dimension Reduction method is based on the following theo-65 rem.
Theorem 1 (IDR(s) Theorem). Let A be any matrix in C n×n , let v 0 be any nonzero vector in C n , and let G 0 be the full Krylov subspace K n (A, v 0 ). Let S be any (proper) subspace of C n such that S and G 0 do not share a nontrivial invariant subspace of A, and define the sequence G j , j = 1, 2, . . . as
where ω j 's are nonzero scalars. Then
Proof. See [1] .
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The main idea of the IDR(s) method is to create approximation vectors x m such that their corresponding residual vectors r m = b − Ax m belong to the nested and shrinking subspaces G j . IDR(s) creates s + 1 residual vectors in G j , and uses those vectors for the creation of the s + 1 subsequent residuals in G j+1 .
This process is repeated iteratively until convergence.
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Our implementation of IDR(s) is based on IDR(s) with biorthogonal residuals (see [4] ). In practice, this variant has proved to be more stable, and is also slightly less expensive. Next, we present the recurrences used by this IDR(s) variant. For sake of simplicity, we introduce new notation. The subspace S is k represents the kth residual in G j . The first residual vectors in G j+1 and its respective approximation are
and the recurrences to create the intermediate residuals in G j+1 , are
, for k = 1, 2, . . . , s.
The scalar β
The direction vectors are defined as
and
where the vectorû
The scalars {α (7) and (8) are selected, such that
and the scalars {γ
The conditions (6), (11), and (12) not only ensure that the residual r (j+1) k belongs to G j+1 , but also, that the residual r (j+1) k is orthogonal to the vectors p 1 , p 2 , . . . , p k for k = 1, 2, . . . , s.
An important property needed for the deduction of the IDR(s)-Hessenberg relation to be presented in the section 3, is that for any IDR(s) variant a residual in G j can be also written as
where
Ω 0 (t) = 1, and Ψ m (t) is a multi-Lanczos-type polynomial [18] of order m, that uses s + 2 terms recurrences such that Ψ 0 = 1 (see section 5 in [1] ). When the 80 first residual vector is created in G j+1 , the polynomial Ω j (A) increases by one degree. Then, the degree of the polynomial Ψ m (A) is increased by one for each matrix-vector product during the creation of the others intermediate residuals.
IDR(s) as a Petrov-Galerkin method and Ritz-IDR(s)
As we mention in the introduction of this work, Simoncini and Szyld showed that IDR(s) can be viewed as a Petrov-Galerkin method in [2] . Particularly 6 IDR(s) finds the approximation x k+1 in the right or searching subspace x 0 + K k+1 (A, r 0 ), by imposing the condition that r k+1 is orthogonal to the subspace W j , defined as
where Ω j (A) is the polynomial defined in (14) , and K j (A H , P ) is the block In the following section we present how to obtain an Hessenberg relation from the IDR(s) recurrences. Using this Hessenberg relation, we can obtain approximations to the eigenvalues of the coefficient matrix, and in this form we obtain a self-contained variant of the Ritz-IDR(s). To distinguish it, we label 100 our proposed algorithm as SC-Ritz-IDR(s).
Part 1: Accelerating IDR(s) using the Ritz values
IDR(s) has been previously used to obtain spectral information of a matrix.
In [19] , the authors adapt IDR(s) to solve the eigenvalue problem, and they obtain the matricesĤ m and T m from a generalized Hessenberg relation
where W m ∈ C n×m (not explicitly available) represents a Krylov subspace basis for K(A, w 1 ), T m is an s-banded, upper triangular matrix;Ĥ is an s-banded,
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upper Hessenberg matrix, andf ∈ C n . The approximation of the eigenvalues of A are obtained from the eigenvalue pencil (Ĥ m , T m ). In [20] , the authors create a standard Hessenberg relation
where W m ∈ C n×m , and H m is a Hessenberg matrix. This matrix H m has the same eigenvalues as the matrix pencil (Ĥ m , T m ).
The mentioned works [19] and [20] target specifically the eigenvalue/eigenvector To derive this Hessenberg matrix, let us consider the IDR(s) relations described in section 2. Substituting (8)- (10) in (5), we obtain
From the equations above, we obtain the following relation
Using (13), we obtain that each vector in G j can be written as
and equivalently, any residuals in G j+1 can be written as
Taking into account (19) and (18), we can multiply (17) by Ω j+1 (A) −1 and obtain ω j+1 Ar
The set of vectorsr i represents the Krylov basis associated with the polynomial Ψ(A). In fact, one can see that the basis grows with the degree of the polynomial Ψ(A). Substituting (18) and (19) in (4), we obtain that
This implies that every s + 1 matrix-vector products, IDR(s) creates s new vectors basisr i . Using (21), we can rewrite (20) as
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One can see in (22) that the vector Ar
This defines a Hessenberg relation of the form
wherem is the number of intermediate residuals created by IDR(s), andRm is a Krylov subspace basis defined aŝ
1 , . . . ,r (1) s , . . . ,r
The vectorsr i are not constructed explicitly, however, it is easy to see that
The matrix Hm is an upper and s + 1 banded Hessenberg matrix whose columns are defined as
Our implementation of SC-Ritz-IDR(s) is based on the IDR(s) with biorthog-115 onal residuals. The memory consumption of SC-Ritz-IDR(s) is similar to that of IDR(s) (see section 3.5 in [4] ). The sets of coefficients For Ritz-IDR(s) and SC-Ritz-IDR(s), we use as parameter
where λ i is an eigenvalue of the matrix Hm. We selectm = 20 and the 15 smallest magnitude eigenvalues. For Ritz-IDR(s), the matrix Hm is obtained with a preliminary call to the Arnoldi method. In the case of SC-Ritz-IDR(s) the matrix Hm is computed as is explained in section 3. Before the creation of the 125 matrix Hm, SC-Ritz-IDR(s) uses the converge maintenance strategy, proposed in [4] , to select the first ω j parameters.
Convection-diffusion-reaction equation examples
The linear systems of equations used in the next three examples are based on the finite difference discretization of the simple convection-diffusion-reaction
with d = 2 or d = 3, and homogeneous Dirichlet boundary conditions on ∂Ω.
Particularly, it is known that IDR(s) with s > 1 outperforms BiCGStab [21] when the v (see for example [22] and [23] ).
Algorithm 1 IDR(s) accelerated with Ritz values
3:
4:
P a random matrix in C n×s . 
5:
G = 0 ∈ C n×s , U = 0 ∈ C
37:
Overwrite kth columns of G and U by g k and u k respectively.
38:
end for Entering G j+1 39: 
42:
ω is selected using the converge maintenance strategy [4] .
43:
else 44:
ω is selected using the spectral information provided by Hm. 
45:

50: end procedure
Example 1. In this example the coefficient matrix A is given by the finite difference discretization of (27) for the 2D case. The physical parameters used are = 1, v = [4, 0] T , and ρ = 400. We discretize the domain Ω using 21 points in each direction. Figure 1 (a) shows the convergence of the norm of the 135 residual for the matrix A of order 400 generated with the parameters described.
Ritz-IDR(s) and SC-Ritz-IDR(s) do not show any improvement over IDR(s).
However, using a convection-dominated taking 41 points in each direction and = 1, v = [80, 0] T , and ρ = 1600, we can see in Figure 1 Matrix-vector products
Ritz-IDR (4) SC-Ritz-IDR(4) Matrix-vector products
Ritz-IDR (4) SC-Ritz-IDR(4) (b) of previous example, IDR (4) does not converge for the maximum number 150 of iterations allowed, while Ritz-IDR(4) and SC-Ritz-IDR(4) converge using almost the same number of matrix-vector products (see Figure 3 ).
Examples from Matrix Market
The matrices used in the next two examples are part of the Matrix Market collection [24] .
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Example 4. We consider the highly indefinite matrix Sherman5 of order 3312.
As is reported in [2] , Ritz-IDR(s) diverges for this example. SC-Ritz-IDR(s) exhibits a similar behavior. On the other hand, Figure 4 shows that both Ritz-
IDR(s) variants converge using the Incomplete LU factorization of the matrix
A + I as preconditioner with threshold tolerate 10 −2 . In this example, IDR(s) 160 and its variant behave similarly in term of matrix-vector products required. in [2] , we also consider 20 Leja points located in the interval where the 20 real
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Ritz values are located. The Leja points are computed using the algorithm proposed in [25] . Figure 5 shows a similar behavior between all the IDR(s) variants.
We include Table 1 where we compare the execution times required by the different methods for the solution of each numerical example. The numerical re- Matrix-vector products
Ritz-IDR (4) SC-Ritz-IDR(4) Figure 5 : (Example 5) Evolution of the residual norm of full GMRES, IDR(4), Ritz-IDR(4), and SC-Ritz-IDR(4) for the matrix ADD20.
Part 2: Accelerating IDR(s) using Ritz vectors
In the previous sections we use the recurrences of IDR(s) to obtain an upper Hessenberg matrix Hm. From this matrix Hm, we obtain the Ritz values to accelerate the IDR(s) method. In this section, we incorporate the Ritz vectors to the Krylov basis generated by IDR(s). First, we present how to add additional vectors to the IDR(s) searching subspace basis, i.e., the augmented Krylov subspace K s+m (A, r 0 ) = span{r 0 , y 1 , . . . , y s , Ar 0 , . . . , A m−1 r 0 }.
Secondly, we use the matrix Hm to recover the Ritz vectors of the coefficient matrix, and add these Ritz vectors in IDR(s).
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To add additional direction vectors to the Krylov basis created by IDR(s), we exploit the fact that G 0 is C n . We can choose freely the first s + 1 linearly independent direction vectors in IDR(s) and obtain their corresponding approximations and associated residuals. In the case of the biorthogonal variant, we have to ensure that each residual r i is orthogonal to p j for i = 1, 2, . . . , s and Table 1 : CPU time consumed for the methods GMRES, IDR(4), Ritz-IDR(4), and SC-Ritz-IDR(4) for the solution of systems of linear systems. The symbol '*' indicates that the method diverges. The recorded time for Ritz-IDR(s) includes the call ofm steps of the Arnoldi method. j = 1, 2, . . . , i, and each vector g i is orthogonal to p j for i = 1, 2, . . . , s and j = 1, 2, . . . , i − 1. In order to do so, we present the Algorithm 2, to create the first s biorthogonal residuals.
To add the vectors {y i } s i=1 to the IDR(s), we should replace Algorithm 2 by the lines 5 and 6 in Algorithm 1. As is proposed in [9] , [10] , and [26] , we use 190 as extra basis vectors the Ritz vector associated with the smallest-magnitude Ritz values. Example 6. (A Motivating Example.) To exemplify the idea of using the spectral information in the initial subspace G 0 , we consider solving a system of linear equations with the following bidiagonal matrix vector is x 0 = 0. Figure 6 shows the evolution of the norms of the residuals, one can see a considerable reduction in the number of matrix-vector products for IDR(s) with recycling.
It is worth mentioning the recently proposed M(s)STAB( ) method by Neuenhofen [17] . M(s)STAB( ) is a variant of the IDRstab [22] , that is specialized The upper Hessenberg matrix Hm ∈ Cm ×m is computed using Algorithm 1. To compute the Ritz vectors after the first execution of IDR(s), we need to compute the Krylov basisR in (23) . To compute thisR, we use (13) and obtain that,
and taking into account the upper Hessenberg structure of the matrix Hm, we obtain the following recurrence formula for the vectorr î
Because (31) uses only the last s + 1 vectors, we can even obtain the Ritz vector saving temporally only the last s + 1 basis vectors. Algorithm 3 presents how to obtain the Ritz vectors of A, after we have obtained the matrix H.
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Once we compute the s Ritz vectors associated with the smallest magnitude, we proceed to use these vectors in IDR(s) with recycling to solve the remaining systems of linear equations. Algorithm 4 summarizes this procedure.
Numerical experiments
In this section, we conduct two numerical experiments of solving sequences of systems of linear equations (Algorithm 4). We use the same computer setting as is described in section 3.1. The stopping criterion consider in this experiment
and for the subsequent linear systems, we use the approximate solution of the previous linear system of equations.
Example 7. In this example, we consider the linear time-dependent convection-
with homogeneous Dirichlet conditions on the unit cube, and u(t 0 ) = 0, v = [1, 1, 1], = 0.1 (diffusion-dominated) or = 0.005 (convection-dominated), the reaction parameter ρ is 5, the function f is obtained from
We solve (32) Tables 2 and 3 show that IDR(s) with Ritz vectors solves the convection and diffusion-dominated problems much faster that GMRES and GCROT, and other short recurrences methods.
Conclusions
In this work, we have derived a Hessenberg relation from the IDR(s) method 235 for solving system of linear equations. This is a key component to obtain approximations to the eigenvalues and eigenvectors of the coefficient matrix involved.
We have used this spectral information to accelerate the IDR(s) method.
In the first part of this paper, we have proposed a Ritz-IDR(s) variant, by Simoncini and Szyld [2] . This algorithm uses the inverse of the Ritz values as parameters ω j for the creation of the residuals vectors into the subspaces G j . In contrast to Ritz-IDR(s), our proposed variant SC-Ritz-IDR(s) is a selfcontained algorithm, i. e., it does not use an external sparse eigensolver to compute the Ritz values. In terms of CPU requirements and memory consump-245 tion, SC-Ritz-IDR(s) has a similar computational behavior as Ritz-IDR(s) [2] .
Implementations of both methods Ritz-IDR(s) and SC-Ritz-IDR(s) may use complex arithmetic, even when the coefficient matrix and the right-hand side vectors are real, in the case of complex Ritz values as parameters ω j .
In the second part of the paper, we have explained how to enrich the search- 
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