X = D(A)
with its graph norm. When S is strongly continuous in t § 0 then S is a strongly continuous semigroup and A its generator, characterized by the Hille-Yosida-Phillips theorem ( [6] , Ch. VIII); in the general case (S E 3)' 0 ((E; X))) S is a distribution semigroup in the sense of Lions [15] and ^generator A is characterized by a result of Chazarain ([2] , [3] ; see also [19] ). Several subcases and variants have been studied by Pazy [20] , Barbu [1] , Da Prato-Mosco [4] , [5] , Foias [12] , Fujiwara [13] , Yosida [25] and others (see [15] for the semigroup case). Similar problems for more general differential operators have also been considered; see for instance [8] , [9] , [10] , [11] , [24] .
Our aim is to show here that many of the results just mentioned extend to the general case (with no restrictions on P, except perhaps on the support of P or on its growth at infinity) although some interesting new phenomena appear. Motivation for this extension is provided by the fact that many state equations arising in applications are not purely differential; for instance equations describing the behavior of materials with memory (which appear in magnetic hysteresis, viscoelasticity, etc). We examine in detail in §8 a heat equation proposed by Gurtin and Pipkin [14] where the temperature at a given time depends on the temperature history of the system. We shall assume throughout that the distribution P in (1.1) belongs to the space S' 0 ((X;E)) of tempered, (X; E)-valued distributions with support in t ^ 0 (in fact, it is enough that exp (-ωt)P E 5^J((X; JB)), since exp (-ωt)P * exp (-ωt)S = exp (-ωt) (δ ® /) = δ (g) / and a similar equation holds interchanging P and S). This can be dispensed with in some cases which are indicated later. Some of the results (for instance, Theorem 6.1) require that P should have compact support; we write in this case PεϊP E)).
Existence of a solution to (1.1) is related to the possibility of solving the "Cauchy problem" ( 
1.2) P*U=T
Here T E Q)'{E) is given with supp (T) bounded below and U E Q)'{X) is required to satisfy
where [ ] indicates convex hull. This formulation is due to Lions [18]; note that if P = δ' (g) I -δ (g) A (1.2) reduces to and if U coincides, say, with a piecewise continuous function, then (1.3) simply states that U has "zero initial value", i.e. U = 0 for t î nfsupp(Γ). The relation mentioned above is established in §2 where we also characterize those P E 5^J((X; E)) for which (1.1) has a solution SE3)' 0 ((E;X)) (we write then that PG^ίp X))" 1 or simply P E 3)'i ι ). We look in §3 at conditions on S = P~ι that imply exponential growth of S at infinity and in §4 and §5 we establish a perturbation result and collect same observations on smoothness of solutions.
The case where S is infinitely-differentiate is examined in §6 and, finally, we set up in the last two sections a version of the Cauchy problem that applies to hereditary equations and study in this light some difference -differential equations and the Gurtin-Pipkin equation.
We note that, in most applications X is a dense 'subspace of E and the injection /:X-»J3 is continuous (we denote this by X->E).
However, this is unnecessary for most of the results and will only be assumed when explicity stated. The proof is immediate; in fact, S 2 = S 2 * δ = S 2 * (P * Si) = (S 2 * P) * Si = δ * S x = Si in t < a. To prove Lemma 2.2 define S = S fl in t < a and apply Lemma 2.1 to show that this definition makes sense.
Existence of
Following Lions [18] and Chazarain [3] we say that the Cauchy problem for (2.1) P*U=T is well set (in the sense of distributions) if (i) For every T E 3)'{E) with support in t ^ a there exists a unique U G 3)'(X) with support in t ^ a satisfying (2.1).
(
The relation between (i), (ii) and the existence of a solution to (1.1) is given by The proof runs exactly like that of Corollaire 4.1 and Theoreme 5.1 in [18], thus we only sketch it. If (1.1) has a solution then U = S * T is a solution of (2.1) satisfying the requirements in (i). If U u U 2 are two such solutions, P*t/i = P*l/ 2 and the second equation (1.1) implies U 1 = U 2 . Then (ii) follows from known results on continuity of the convolution product [22] . Conversely, if (i) and (ii) hold the map U = MT defined by (2.1) must be given by MT = S * Γ, Se2' 0 ((E;X)) ([18], Theoreme 5.1) and is easy to see that S must be a solution of (1.1).
We return now to (1.1). As in Schwartz [22] we shall indicate by f(i) the function ί->/(0 (or the distribution it defines) while f{t) indicates the value of / at t. Distributions will be sometimes written in "functional" notation: for instance, δ(i -1) indicates the Dirac measure at t = 1. We denote by $β(λ) or £P(λ) the Laplace transform of P defined by $(λ) = P(exp (-λi)). $(λ) is defined in Re A > 0, is analytic and has polynomial growth at infinity. It follows from analiticity of %{λ) that ^(λ) (2.2) follows from the fact that the Laplace transform of a distribution in 5^ό, ω exists in Re A > ω and grows (at most) like a power of | A | at infinity (see [17] ). On the other hand, any analytic function defined in Re A > ω and growing polynomially must be the Laplace transform of a distribution in 0f^ω ( [17] ), so that, by virtue of (2. 
where C> 0 and m is an integer ^ 0.
Proof. Let ffl a be the set of all test functions in 2 which equal 1 in t ^ α, 0 in t ^ 2α. If <^ E 2^ we have (2.6) P*<pS = δ(g)/-Φ, φ5*P = where clearly Φ E £?'((£;£)), Ψ E 5^'((X; X)) and (since
where / is a (£; E)-valued continuous function that vanishes for t ^ a and grows (at most) like a power of t at infinity. This is easily seen to imply that
If we now choose a positive γ with γ < 1 and take λ in a logarithmic region (2.4) with β = α"Mog Cy~\ a = a~\p -1), ω = 1 we have
On the other hand, since φS
We take now the Laplace transform of the first equation (2.6) and avail ourselves of (2.8) which implies that (/-ifΦ(Λ))" 1 exists in Λ(α, β, ω) and
Operating now exactly in the same way with Ψ we obtain (modifying if necessary the parameters α, β, ω) that Lions [18] for the case P = δ'® J -δ (g) A, X = D(A), X equipped with the graph norm; note that in these conditions we have ^(A)" 1 = R(λ A) and p(P)= ρ(A). Theorem 2.5 was proved by Foias [12] in the same case under the assumption that £ is a Hubert space and A is normal and in all generality by Chazarain [2] , [3] where P is allowed to be a linear combination of derivatives (possibly of fractional order) of δ. Note that in these results estimates of the type of (2.5) are given in the (E ί?)-norm rather than the (jB X)-norm as here; however, since
and |JR(λ;Λ)| (E:E)^| l?(λ;Λ)| (EfD(A)) , the two norms can be interchanged. The same comment applies to all results involving P = δ'(g)J-δ(g)A like Theorem 6.1. REMARK 2.6. Theorem 2.5 can be extended -if in a somewhat awkward form -to the case P E 2' 0 . In fact, let 3€ = U a>0 3€ a . Then we have
But φP = P in ί ^ α, so P * S φ = δ(^)/, S φ *F = δ0/in ί<α and Lemma 2.2 applies. Conversely, if P E Si" 1 let S = P\ Then, if φ E ^ we have <,PP * <pS -δ (g) / -Φ, δ(g)/-ψ where belongs to SfΌ((E; E)) and vanishes in t ^ a and the same holds for Ψ. We can then proceed just as in the proof of the first half of Theorem 2.5 to show that φP satisfies the assumptions in the theorem and hence belongs to 2Ό~ι.
Exponential growth at infinity.
We consider here the following problem.
III. Let P E 2Ό~\ What conditions on P (or S) will imply that
for some ω?
We examine first the case dim E <oc (note that if there is in this case a P E.3)' 0 ' ι ((E;X)), ^(λ):X->£ is invertible for some λ and then dimX = dim£ 1 ; we may then assume that X = E). 
which does not satisfy (3.1) for any ω. On the other hand, if P = δ'(g)J-δ(g)A, then P G 2' 0~\ S(t)= Λ(ί)exp(ίA) and
for some C, ω ^ 0. This holds also for a more general class of distributions P; in fact, we have
and S satisfies (3.2).
Proof. Define, for a > 0
Then Y a defines a distribution in ίf' o that can be continued anallytically to all complex a (see Schwartz [21] ) and satisfies
for m ^ 0. We consider now the series 
S(t)=Σ
where the exponent *n indicates convolution power. Note first that, since Y n+1 , n > 0 is continuous in -oo < ί < oo each term in (3.4) is continuous. Since \μ *" | [0,^] < ω", (Y π+1 *μ* n )(ί)<ί n ω n /n! This shows that the series (3.4) is uniformly convergent on compacts and direct term-by-term computation shows that S -P" 1 . Clearly S satisfies (3.2) with C = 1.
We note that, as a byproduct of Lemma 3.1 we obtain that P~λ is continuous whenever P is of the form (3.3) (the condition | μ \ [0, oo] < oo is actually unnecessary, as we shall see later). Note that the result can be easily extended to P = δ {n) (g) / -Y-(n -υ * μ-When dim E = oo the situation is considerably more complex. In fact, even in the case P = -δ (g) A, S may not satisfy even (3.1) (see a general class of '~ι examples in Foias [12] ). However, it is true in general that "if P G Q)' 0 and 5 is smooth enough, then (3.1) holds". To explain what we mean by this, consider again the case P = δ(g)J-δ(g)A ESό 1 but assume that S is strongly continuous in t ^ 0, that is, assume that A is the infinitesimal generator of the semigroup S. Then it is known that (3.2) holds. This result can be generalized to
). Assuming only that P = δ f (g) I -δ (g) A G Sir 1 but requiring S to be uniformly C 00 in t>0 Barbu [1] has shown that (3.1) holds. All these results are particular cases of the following. Proof Since O has support in t ^ α, Q* n has support in t > na and the series
converges in Q)\{E:E)) (we don't use here any of the hypotheses in Theorem 3.2). Now, it is easy to see by direct term-by-term computation that, if S = φS*(δ(g)I-ΛO then P*S = δ(g)J, S*P = δ(g)/so that It is not difficult to see (as in [6] , Theorem VIII. 1 have compact support and assume that S is a C%E;X)-valued function for t > b. Then it is clear that, if φε% α with α > b, Q = P * (1 -φ)S is a C°°{E\ X) valued function for all t and has compact support so that (3.5) is satisfied. It follows then from Theorem 3.2 that S G Sf' ω for some ω. If P G Sf' Q , which falls short of (3.5), we don't know whether (3.1) must necessarily hold.
The requirement that S be C 00 can be relaxed; in fact, if
where μ is a (X; E)-valued measure it is enough to require that S should be C (m) for ί large enough. In some cases this requirement can be further relaxed; for instance, if P = δ'(g)J-δ(2)A with A densely defined and closed, X = D(A) with the graph norm and 5 is merely strongly continuous (as an (£;£)-valued function) for t>b then Theorem 3.2 applies; in fact, P * φS -δ (g) I = φ'S. this time in infinite dimensional space, where Su is everywhere discontinuous for all u E E). Even in the less artificial difference-differential case
which is merely continuous (although, it becomes smoother as t->oo). This kind of situation arises in more generality; in fact,
measure with values in (E\ E). Then, if S ~ P~\ S is continuous in
Proof. As in Lemma 3.1, X = E. We have S' = /z*S + δ(g)J. Hence Replacing S in the right-hand side of (4.2) by its left-hand side and iterating, we obtain
(4.3)
But S is, locally, the derivative of a continuous function, thus Y n * S will be continuous on any given compact if n is large enough. This proves Lemma 4.1 (note that the proof can be generalized to the case When dimE = °o the situation becomes more complicated. Assume (in the case X-+E) we call an element uEX "smooth" if Pu E 2Ό(X; X\ P*PMG 9Ό(X 9 X\ P * P * Pu G 2' 0 (X; X), which would be a generalization of the condition u£ΞD(A°°) in the case P = δ'®/-δ®A. Then it is possible to show that Su is continuous for t ^ 0 by using the same argument as in Lemma 4.1 if P is of the form (4.1). However, even in the purely differential case, there may be no other smooth elements that u = 0, as the following example shows. Let It would be interesting to know conditions on P (for instance, P(φ)P(ψ) = P(ψ)P(φ)) that imply denseness of smooth elements. Proof. By virtue of Lemma 2.4, P G S^J" 1 . We use now the expression (2.14) for Y p * S, the pth antiderivative of S with, say, p > m + 1. Then the contour of integration in (2.14) can be deformed to Σ(α), boundary of Ω(α, β(α)+ 1, ω + 1) for a arbitrary. Now, in the last integral the integrand is O(| λ |~α'~p +m ) so that, if t > (ra + 1)1 a we can differentiate p times under the integral sign and finally obtain (6.2) s ( f ) = 1 f
A perturbation result.
Now, it is obvious that (6.2) holds for t > (m + 1)1 a where a is arbitrary, so that P E (C 00 )" 1 as claimed. We prove now the converse. Assume that S = P" 1 is C 00 for t > 0, where PE% r . Let supp (P) C [0, b] and, given a > 0 choose 0 < α < 1/2 and an integer p in such a way that (6.3) pil + by'^a, pa{l + by ι^H 2
Let now φ E $f α . As in Theorem 2.5 we have (6.4) P * φS = δ (££) / -Φ, <pS *P = δ(^)J -Ψ but now Φ = P*(l-< j e)S = δ(g)/-P*< j eS is a C°°(E;E)-valued function with support in a^t^2a + b whereas Ψ is an (X X)-valued function with the same properties. After repeated integration by parts we have Operating in the same way with Ψ and modifying if necessary β, ω we obtain
Observe next that, for some integer q ;X)^C |λh (ReλSO) (6.8) . Combining now (6.6) and (6.7) as in Theorem 2.5 we see that 1 in Ω(α, β, ω) and the result follows from (6.9).
REMARK 6.2. Note that we obtain as a by-product of Theorem 6.1 (see Barbu [1] ) that if P E (C 00 )" 1 then S grows exponentially at infinity; more precisely, (6.2) implies for any e >0. REMARK 6.3. We don't know of a characterization of P E (C 00 )' 1 for P E Sf' not having compact support. The conditions in Theorem 6.1 are certainly sufficient even if P£ %Ό but they are no longer necessary; if P EL3)Q and these conditions are verified for φP for any φ E ffl then it is easy to see (using Lemma 2.2 in the style of Theorem 2.7) that P E (C 00 )" 1 . We do not know whether this is a necessary condition. It seems natural to ask whether the condition that PG%'Π (C 00 )" 1 implies any smoothness properties of P itself. Somewhat surprisingly, the answer to this question turns out to be affirmative when dim E < oo but negative in general.
The following result is an adaptation of a theorem in Ehrenpreis [7] . We follow closely the proof of Hormander [16] THEOREM 6.4. Let dim £ < oo. Assume that Pe% f Π (C 00 )" 1 . Then P coincides with a C 00 function with values in (X E) for t >0.
Proof Note (see the remarks following (3.11)) that dimX = dimE, so we may take X = E\ we assume coordinates have been introduced in E and work with matrices instead of operators. Let P = 0 for t ^ a and choose φ E 5ίf β . We take the Laplace transform of the first equation (6.4), pre-multiply both sides by ^(λ)" 1 and take determinants. We obtain, for every a > 0
so that, in view of (6.6), /(A) does not have zeros in any of the regions Ω(α, β(α), ω(α)). This is easily seen to imply that, if {λ n } are the zeros of / (say, arranged in order of increasing modulus), (6.11) Reλ n /log|A n |-*-oo as n->°o.
We take now inverses in (6.10), Finally, note that f(λ) is the Laplace transform of a distribution with singular support equal to {0} (the "convolution determinant" of <pS). It has been proved by Hormander [16] that this, (6.11) and (6.13) imply that 1// satisfies the conditions set up for Sβ" 1 in the proof of Theorem 5.1, that is, for all α>0 | l//(λ)| ^ C(l + |λ |) m (λεft(α,j8(α),ω(α)). Observe next that, since sing supp (φS) = {0}, 15£{ψS) (λ) |, thus each of the entries of the matrix φS, must obey a family of inequalities of the same type of (6.11). It follows then that the entries of ^(φS)(λ)' . But, by virtue of Lemma (φS)' 1 = P in t ^ α, which proves the result. REMARK 6.5. Theorem 6.4 becomes false when dimE = oo. Examples showing this can be given by "interchanging a semigroup with its generator" as follows. Let S be a semigroup with no tendency towards smoothness -say, a group with unbounded generator A. Set E = D(A) with the graph norm, X = E. Then, if P = S,
which is clearly C 00 -in fact, zero -in ί>0. We can obtain an even worse P by replacing 5 by a regular group distribution with unbounded generator or by using
7. The strong Cauchy problem. We assume in this section that X-»J5, that is, X is a dense subspace of E and the injection map i: X-+E is continuous. Let P E Sf' 0 ((X\E)) and write
where μ is a measure with values in (X; Z?) and m is the least integer for which a representation of the type of (7.1) is possible. Denote by °U Q the space of all X-valued functions u Q (t) defined in t ^0, m times continuously differentiate and with compact support. We study the following version of the Cauchy problem: given u 0 E %o, to find an £"-valued continuous function u(t) defined in t^O such that u(') (extended to be zero in t<0) defines a distribution in
The definition of solution can be made more stringent in several ways (for instance, we may require u to be an m times continuously differentiate function with values in X, so that u is a "true" solution of (7.2)). The Cauchy problem in this sense appears in connection with systems whose behavior is described by "hereditary" equations, for instance differencedifferential or integro-differential equations, integration being performed with respect to time. The "initial function" u 0 is the history of the system up to t = 0; at that time, the equation (7.2) takes over and determines the future evolution of the system. We can also consider the inhomogeneous equation
where / is, say, an E-valued continuous function in t ^ 0 and vanishes in t < 0 and is interpreted as an external influence acting upon the system. An important particular case of (7.3) is that where u Q = 0 for t ^ 0; here the system is dormant until t = 0, at which time begins to be excited by /. In this case, (7.3) reduces to where w (t) = (P * κ 0 ) (ί) for ί < 0, w (t) = 0 for t ^ 0 (note that P * w 0 is a continuous X-valued function for ί ^ 0). Clearly, 7.5 is the only distribution satisfying (7.3). Let || || be a semi-norm in % 0 It seems natural to say that the Cauchy problem for (7.3) is well posed (with respect to || ||) if the solution u of (7.3) (given by (7.5) ) is H-strongly continuous in t ^ 0 for any M o G °U Q and / strongly continuous and 
\' \f(s)\ds)
Jo where ry is a continuous function independent of u 0 , /. This definition can clearly be modified in many ways. We present now four examples to illustrate the form of (7.5), (7.6) in several particular cases and to deduce conditions that assure that (7.6) will hold. We obtain an inequality of the type of (7.6) if, in addition to strong continuity of S we assume
(t)=S(t)u o (O)+ [ S(t-s)f(s)ds
for some locally bounded function v(t)>0. ί^Owe obtain easily (7.6) . Under the same hypotheses, but this time assuming γ summable, we obtain (7.6) for the semi-norm (7.13) l| Mo| | = |no(0)| + |κί(0)|+ sup |M O (O|.
We note that if we only require (7.6) for the case u 0 = 0 (systems which are at rest until t = 0), it suffices in all cases to require that 5 be a strongly continuous (E\ £)-valued function for t i^ 0.
Two applications, (i)
We examine the differencedifferential equation
in the spirit of §7, especially Example 3. Here A is the infinitesimal generator of a strongly continuous semigroup S
(t); t^O and B is a closed operator with D(B)D D(A).
We assume that B is "subordinated" to A in the following sense: there exist two continuous functions
Jo Jo
We begin by showing that (a) implies that E) ), where X = D(A) endowed with the graph norm. We do this by pertubation of
Observe first that (8.2) implies that for every t > 0 the operator BS{t) admits a bounded extension BS(t)£(E; E) such that
Moreover, BS() is strongly continuous in t >0; to see this, in view of (8.5) it is enough to show that BS(-)u is continuous for u in a dense subset of E.
But, if u G D(Λ), BS(t)u = BR(λ;A)S(t)(λI-A)u and BR(λ A)
is bounded by virtue of the closed graph theorem.
Observing now that (P { * Su)(t) = BS(t -l)u (we set S(t) = O for t <0) for u G D(A) it is not difficult to deduce that (8.6) (
P ι *S)(t) = BS(t-l).
We look now at the perturbation series We rewrite now (8.7) using (8.6) and the associativity of the convolution product, S, = S + (S * F,) * S + (S * P,)* 2 * S + . Now, it is immediate that, if u E X (S * P x u)(t)= S{t ~ \)Bu. Using arguments similar to the ones preceding and following (8.5) we see that S(t)B can be extended to an (E; £)-valued strongly continuous function satisfying for suitable constants C, ω. We consider now a concrete partial difference-differential operator where the preceding considerations apply. Let E be the space of all continuous functions u defined and continuous in -oo < x < oo and such that lim^i^oo u(x) = 0 endowed with its usual supremum norm. The operator A is defined by (ί) Gurtin and Pipkin [14] propose a generalized heat equation that, in the case of one space variable can be written, after linearization, (8.13) When β = 0 this equation also arises in the theory of viscoelasticity (see [14] ). For the sake of simplicity we shall only consider this case here, although our methods apply equally well to the complete equation (8.13) . We shall also suppose, to simplify some formulas, that c = α(0)= 1. We consider then (see §7, Example 4)
An approximation argument then shows + S(t)B* S(t -1)B* S(taccordingly, if uED(B), S 1 (t)Bu = S(t)Bu+ S(t)B*S(t -ί)Bu + S(t)B*S(t -\)B* S(t -\)Bu

cj~(x,t) + β(O)^(x,t)+ I β'(s)^(x,t-s)ds
P = S"(g)J-δ(g)A-α'(g)A.
The space E and the operator A are defined in the same way as in (i). Again we write P = P o +P ί with P o = δ" <g) / -δ (g) A, P ι = a f (g) A and we assume a to be twice continuously differentiable and α"E 1/(0,00). It is well known (D'Alembert's formula) that P 0 E 3)Ό~ ((E X)) and that S = PΌ 1 is given by (8.14)
S(t)u(x) = \ Γ u(y)dy.
J x-t
Note that S is a continuously differentiable (E £)-valued function and 
= i a\ΰ)(μ{x + t)+u(x-t))-a\t)u{x)
[ a"{t-s)(u(x + s)+u{x-s))ds.
Jo
Taking now into account that a" G L 1 and that, accordingly, a'(t)-*0 as t -+ oo we see that (i^ * S) is a strongly continuous function with values in (E E) and (8.17) |(P 1 *S)(0l^C (r^O) so that we deduce from Theorem 5.1 and from Remark 5.3 that PGS^P X)) and that S ] = P~ι ι is a strongly continuous function given by (8.18) Si = S + S * (Λ * S) + S * (/>! * S)* 2 + . Now, 5 is continuously differentiate (see (8.14) and following comments) and it is easy to see that (8.18) can be differentiated term by term. Hence 5i itself is continuously differentiate and S[, which is itself an (E; E)-valued strongly continuous function, is given by If we assume a' summable, then there is an inequality of the same type but using the semi-norm (7.13) for the initial function u 0 .
