The paper starts by presenting a new concept of differentiation similarity transformations for commensurate pseudo-states-space representations. It is proven that a pseudo-state-space representation with a commensurate differentiation order ν and a dimension of the transition matrix n can be similar to a pseudo-state-space representation with a commensurate order ν/k and a dimension of the transition matrix kn, where k is an integer number. A direct consequence of the aforementioned concept in fractional subspace-based identification methods for MIMO systems is that an overestimated pseudo-state-space representation has multiple minimums at commensurate differentiation orders over the integral number k. This result is especially visible when deterministic input/output signals are considered and less visible in the stochastic case due to overestimation.
Introduction
Fractional models have witnessed a growing interest during the last years. Many diffusive phenomena can be modeled by fractional transfer c 2013 Diogenes Co., Sofia pp. 273-287 , DOI: 10.2478/s13540-013-0017-8 functions. In electrochemistry for instance, diffusion of charges in acid batteries is governed by Randles models [20] that involve Warburg impedance with an integrator of order 0.5. Electrochemical diffusion showed to have a tight relation with derivatives of order 0.5, [17] . In thermal diffusion of a semi-infinite homogeneous medium, Battaglia et al. [3] have shown that the solution for the heat equation links thermal flux to a half order derivative of the surface temperature on which the flux is applied.
Subspace-based methods for system identification using fractional models was first developed in [22] in the deterministic case and then extended in [21] to the stochastic case. In the former reference the MOESP algorithm (MIMO output-error state space) algorithm [24, 10] is extended to deal with fractional pseudo-state-space models. In the latter reference PO-MOESP (Past Output MIMO Output-Error State Space) algorithm [23, 24] is adapted to deal with fractional pseudo-state-space representations. The PO-MOESP algorithm allows to eliminate bias due to the presence of noise in the stochastic case and is based on an instrumental variable method. Both methods are extensions of methods presented in the literature for rational (thus non fractional) systems [6, 8, 9 ] to the fractional case. Other subspace techniques for identifying continuous-time rational models can be found in [2, 16, 11, 15] . So, the proposed method inherits the advantages of subspace methods which stem from the reliability of numerical algorithms using the QR and the singular value decompositions [10] . Thus, it does not involve nonlinear optimization to obtain state-space matrices. In addition, no canonical form (such as modal or companion realizations) of the state-space representation is required. Finally, the proposed subspace algorithms can be applied to the identification of both SISO and MIMO fractional systems.
As shown in both references [22] and [21] dealing with subspace identification with fractional models, the fractional pseudo-state-space representations involve an additional parameter which is the commensurate order. In both references the dimension of the transition matrix was assumed to be known and a non-linear programming algorithm was proposed for commensurate order optimization. However, when neither the dimension of the transition matrix nor the commensurate order are known, it becomes more problematic to apply subspace-based identification algorithms. It is shown in this paper, that an overestimated pseudo-state-space representation might have multiple global minimums. For that purpose, a new concept of differentiation similarity transformations for commensurate pseudo-states-space representations is introduced. It proves that a pseudostate-space representation with a commensurate differentiation order ν and a dimension of the transition matrix N can be similar to a pseudo-statespace representation with a commensurate order ν/k and a dimension of the transition matrix kN , where k is an integral number.
In Section 2, system representation using fractional models is first recalled. Section 3 presents the new concept of differentiation similarity transformations for commensurate pseudo-states-space representations. Observability and controllability of fractional systems is addressed in Section 4. Then, MOESP and PO-MOESP methods, used to estimate the matrices of the continuous-time fractional state-space representation, are recalled in Section 5. Finally, simulation examples are given in Section 6.
Fractional Systems
A SISO fractional system is governed by a fractional differential equation:
where (a j , b i ) ∈ R 2 , and the differentiation orders α 1 < α 2 < . . . < α m A , β 0 < β 1 < . . . < β m B are allowed to be non-integer positive numbers. State space representation was extended by Oustaloup [18] , to commensurate fractional systems, where all the differentiation orders are multiple integers of α. The extension was done by allowing the differentiation order of the state vector to be any commensurate order α ∈ R + * . The fractional state space representation is presented in a MIMO case as:
1)
where x ∈ R n is the state vector, u ∈ R m the input vector, y ∈ R p the output vector, A ∈ R n×n , B ∈ R n×m , C ∈ R p×n , D ∈ R p×m are constant matrices. Here, zero initial conditions are considered: x(t) = 0 for t ≤ 0. Matignon [12] proved that the fractional system (2.1)-(2.2) is stable if:
where λ k is the k th -eigenvalue of A and −π < arg(λ k ) ≤ π. The conversion of (2.1)-(2.2) to the MIMO transfer function form is obtained as for the rational systems by:
where s is the Laplace variable.
One of the main difficulties with fractional models is the time-domain simulation. This problem has been extensively studied and an overview of the principal methods can be found in [1] . The most commonly used approximation of fractional operators is the recursive distribution of zeros and poles, proposed in [18] , which approximates the frequency behavior of s α in the frequency range [ω A , ω B ]:
where:
• N c is the number of cells (directly related to the quality of the approximation), • G α is fixed so that s −α has the same gain as s
• ω k and ω k are respectively zeros and poles recursively distributed in the frequency range
where σ is generally set to 10 to minimize border effects. They are defined by the following relations:
This approximation is used to simulate the fractional systems presented in this paper (Section 6) with the parameters: N c = 20, ω A = 10 −5 and ω B = 10 5 .
Differentiation Similarity Transformations
One of the main results of the paper is presented in the following 
with a commensurate order α/k and dim(A) = kn, where k ∈ N \ {0},
P r o o f. The state space representation (2.1)-(2.2) uses elementary differential equations of order α. The key idea to prove this theorem is to write a new state space representation with elementary differential equations of order α/k which requires augmenting the number of elementary differential equation from n to kn. A rigorous proof can be done by induction. When k = 1, the relations (3.1)-(3.2) are identical to (2.1)-(2.2). By assuming the relations true for a given k > 1, it can be proven straightforwardly (although quite cumbersome) that they remain true for k + 1.
2
The fractional pseudo-state-space representation (2.1)-(2.2) is equivalent to the fractional pseudo-state-space representation:
3)
This result is useful when dealing with fractional subspace identification methods when neither the dimension of the transition matrix, nor the commensurate order are known. It shows that an overestimated model has multiple solutions for multiple commensurate differentiation orders.
Pseudo-State Observability and Controllability of Fractional Systems
Observability and controllability of fractional systems were addressed in [13, 14, 7, 4, 19] . In [19] , the authors treated the problem of observability of the true states (not the pseudo-states), i.e. (2.1)-(2.2) with α = 1, of fractional systems and they concluded on the non-observability of the true states. Only the observability and the controllability of the pseudo-states (2.1)-(2.2) is required for developing a subspace identification method for fractional systems. As shown in [13, 14, 7] , the pseudo-state space observability conditions extend straightforwardly from the observability conditions of rational systems. Matignon's observability theorem [13] is reformulated to explicitly point out that the pseudo-state-space observability is addressed and not the state-space observability. 
is of full rank.
The following corollary to the previous pseudo-state observability theorem can be formulated regarding the augmented fractional pseudo-statespace representation (3.1)-(3.2). 
with dim(Γ) = pkn × kn.
It appears clearly that if the matrix 2) are assumed to be respectively observable and controllable at the commensurate order α. Hence, according to the previous corollaries, the pseudo-states observability and controllability conditions hold also at the commensurate order α/k in the case the representation (3.1)-(3.2) is used.
Subspace Algorithms for Fractional State-Space Identification
Consider the linear continuous-time fractional state-space representation (2.1)-(2.2) corrupted by additive noise:
1) y(t) = Cx(t) + Du(t) + w(t),
2) where v ∈ R n and w ∈ R p are zero-mean processes. Under some mild conditions on v and v (uniform spectrum, uncorrelation) [9] , the statespace representation (5.1)-(5.2) can be replaced by the innovations model:
y(t) = Cx(t) + Du(t) + e(t). (5.4)
The problem in this section is to estimate the system matrices A, B, C, D from sampled input-output data By computing the successive α-order fractional derivatives of (5.4) and by substitution, the following extended linear model is obtained:
with input and output variables:
More details on the choice of the tuning parameter i will be given later. The structure of (5.5) is the same as the extended linear model used in classical discrete-time subspace identification methods [10] . Unfortunately, (5.5) contains the successive α-order fractional derivatives of the inputouput data which are not measured in most practical cases and which are difficult to estimate particularly in a noisy framework [5] .
To avoid this difficulty, the following state variable (low-pass) filter is introduced (p is the differentiator operator):
More details on the choice of M ∈ N will be given later. Moreover, define
Note that Λ 0 = Λ. Now, to avoid the straightforward differentiation of state variables in (5.3), the state variable filter is introduced in both sides: Then, from (5.9), it is found by recursion that:
)α e(t)] + [Λ kα e(t)].
As a consequence, the input-output data can be formulated as the following extended linear model (with filtering instead of direct differentiation of input/output data):
with state, input-output and noise variables: X (t) = Λx(t)
Λ α e(t) . . .
and where Γ i ∈ R ip×n is the extended observability matrix and Φ i ∈ R ip×im , Ψ i ∈ R ip×im are block Toeplitz matrices.
Back to the choice of M in (5.6). The state variable filters, such as Poisson filters in (5.6), are low-pass filters which behave as differentiators in low frequencies and cut high frequencies. For the filters (5.6) to behave as low-pass for any i in (5.10), it is required that:
A good choice of M might be 12) where . stands for the floor operator. The bigger i, the bigger M , and the more input/output data are filtered, including important information. Hence, i should not be chosen very big, in order not to have a big M . Now, from N available input-output samples observed at discrete times t k = kT s for k = 0, . . . , N − 1, the extended linear model (5.10) can be rewritten as:
13) where
and [Λ jα u] k denotes the sampled filtered data. The matrices Y N ∈ R pi×N , X N ∈ R n×N and E N ∈ R mi×N are constructed in a similar way. The formulation given in (5.13) enables to use subspace identification algorithms as in their original non-factional discrete-time version. The difference is the additional stage of filtering (classical stage in continuous-time system identification [5] ). This lowpass filtering requires tuning two additional parameter ω f and M .
Deterministic Framework : MOESP Algorithm
First, start by using the most popular subspace identification method called MOESP (MIMO output-error state space) algorithm [24, 10] . This is a deterministic approach based on the properties of the noise-free version of (5.10):
14) The principle of this algorithm is as follows:
(1) Compute the LQ decomposition of the data matrix: 15) where
Compute the singular value decomposition (SVD) of the L 22 matrix approximating the column space of Γ i :
where U 1 ∈ R ip×n , U 2 ∈ R ip×(ip−n) and Σ 1 ∈ R n×n . The state order n can be estimated from the SVD since n = dim Σ 1 in the noise-free case. 
( 5.17) (6) Estimate the B and D matrices. For that purpose, it can be shown that:
which is a linear equation with respect to B and D. Define:
. . .
. . , i, and get the following overdetermined system of linear equations: This method is consistent in its discrete-time version if the output noise (w) is white and if there is no process noise (v = 0). In our framework, the filtering of the input-output data calls the consistency into question.
Stochastic Framework: PO-MOESP Algorithm
In a stochastic framework, instrumental variables can be used to remove the noise effect. The most popular method in this context is the PO-MOESP (Past Output MIMO Output-Error State Space) algorithm [23, 24] . Due to the lack of space, the PO-MOESP algorithm is not recalled in this paper. However, the interested reader can refer to [21] for an adaptation of this algorithm to fractional models.
Simulation Example
The algorithms are applied to input-output data of length N = 1023 generated by simulating the linear system (2.1)-(2.2) with α = 1.5,
and zero initial conditions (x(t) = 0 for t ≤ 0). The input signal is a pseudorandom binary sequence (PRBS) with maximum length. The sampling period is T s = 0.05s. The influence of the method parameters (the number of block rows i and the filter frequency ω f ) has been studied in [22] . It was shown that ω f can be chosen in a suitable range over one decade, between 1 and 10 and that the choice of i influences more the results: acceptable results are obtained starting from i = 4. For this example, the algorithm parameters are fixed to i = 4 and ω f = 5rad/s. The dimension of the state matrix of the identified system is now fixed to dim(A) = 4 and the MOESP algorithm is applied for commensurate orders in the interval (0.2, 1.9) with a step of 0.01. The following quadratic norm on each output error is evaluated:
where i ∈ {1, 2} stands for the output number. Both criteria are plotted in Fig. 1 which shows that they have two global minimums, as expected at α = 1.5 and α = 0.75, when dim(A) = 4.
In the stochastic case, the results are much less satisfactory. This is certainly due to over-parametrization as the number of parameters of the pseudo-state space representation doubles in the identified model with dim(A) = 4 as compared to the simulated system with dim(A) = 2.
Conclusion
A new concept of differentiation similarity transformations for commensurate pseudo-states-space representations has been presented in this paper. It has been proven that a pseudo-state-space representation with a commensurate differentiation order ν and a dimension of the transition matrix n can be similar to a pseudo-state-space representation with a commensurate order ν/k and a dimension of the transition matrix kn, where k is an integral number. This result has then been verified is subspace-based system identification in the deterministic case. It is much less visible in the stochastic case due to overestimation.
