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Abstract
In an earlier paper we presented a pseudometric on the states of a probabilistic transition system, yielding a quantitative notion
of behavioural equivalence. The behavioural pseudometric was deﬁned via the terminal coalgebra of a functor based on a metric on
Borel probability measures. In the present paper we give a polynomial-time algorithm, based on linear programming, to calculate
the distances between states up to a prescribed degree of accuracy.
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1. Introduction
In this paper, we consider reactive probabilistic transition systems. One of the standard equivalences for such systems
is probabilistic bisimulation, introduced by Larsen and Skou [27]. Brieﬂy, a probabilistic bisimulation is an equivalence
relation on states such that for any two related states their probability of making a transition to any equivalence class is
equal. Two states are either bisimilar or they are not bisimilar, and a slight change in the probabilities associated to a
system can cause bisimilar states to become nonbisimilar and vice-versa. Consider, for example, the system depicted
in the following diagram.
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The states s1 and s2 are only bisimilar if  is 0. However, the states give rise to almost the same behaviour for very
small  different from 0.
Motivated by such examples, Giacalone et al. deﬁne in [17] a pseudometric on the states of a (restricted type
of) probabilistic transition system. This yields a quantitative notion of behavioural equivalence. A pseudometric dif-
fers from an ordinary metric in that different elements, that is, states, can have distance 0. The distance between
states, a real number between 0 and 1, is used to express the similarity of the behaviour of those states. The smaller
the distance, the more alike the behaviour. In particular, the distance between states is 0 if they are behaviourally
indistinguishable.
In [5,7], we presented a behavioural pseudometric for reactive probabilistic transition systems. In fact, we introduced
a family of pseudometrics, parametric in a constant c in the interval (0, 1)—we will discuss the signiﬁcance of this
constant later. For instance, the distance between states s1 and s2 in the above example is c ·. Also, 0-distance coincides
with probabilistic bisimilarity.
It turns out that our pseudometric coincides (modulo some minor details) with the one presented by Desharnais et
al. [12,13,15]. Their pseudometric is deﬁned by giving a real-valued semantics to a probabilistic modal logic where,
in particular, the modal connective is interpreted by integration. The proof that the two pseudometrics coincide (see
[5,7]) can be seen as a quantitative analogue of the logical characterization of bisimulation [20]. It is our coinductive
presentation of the pseudometric that we will exploit in this paper.
The main contribution of the present paper is a polynomial-time algorithm to approximate distances in our pseu-
dometric up to a prescribed degree of accuracy. As we explain below, the key ingredients of our pseudometric and
algorithm are coalgebras, a metric on Borel probability measures and linear programming.
Many different kinds of transition system can be viewed as coalgebras; Rutten [33] provides numerous examples.
Given an endofunctorF , anF-coalgebra consists of an object S, which is called the carrier, and an arrow t : S → F(S).
The object S represents the state space and the arrow t captures the transitions. de Vink and Rutten [37] have shown
that probabilistic transition systems can be represented as P ′-coalgebras, where P ′ is an endofunctor on the category
of 1-bounded complete ultrametric spaces and nonexpansive functions. Furthermore, they have proved that the functor
P ′ is locally contractive (a natural generalization of contractive function to the setting of functors). Hence, according
to Rutten and Turi’s (ultra)metric terminal coalgebra theorem [35], there exists a terminal P ′-coalgebra. A terminal
coalgebra can be viewed as a universal system as it minimally realises all behaviour. By deﬁnition, there is a unique
map from the carrier of an arbitrary coalgebra to the carrier of the terminal coalgebra. This map preserves and reﬂects
transitions. de Vink and Rutten have also shown that the kernel of this unique map from a P ′-coalgebra to the terminal
P ′-coalgebra is probabilistic bisimilarity. That is, states are mapped to the same element in the terminal P ′-coalgebra
by the unique map if and only if they are probabilistic bisimilar.
In this paper, we study a variation on the endofunctor P ′. Our endofunctor P on the category CMet1 of 1-bounded
complete metric spaces and nonexpansive functions is based on a metric on Borel probability measures. This metric
arises in very different contexts and under many different names, including the Hutchinson metric [21], the Kantorovich
metric [24] and the Vaserstein metric [36]. LikeP ′-coalgebras,P-coalgebras can also represent probabilistic transition
systems, as we will show in Example 15. Furthermore, we will prove that the functor P is locally contractive and,
hence, has a terminal coalgebra. Since the terminalP-coalgebra carries a metric, we can also consider the pseudometric
kernel of the unique map  from a P-coalgebra to the terminal P-coalgebra. This is a pseudometric on the carrier of
theP-coalgebra. The distance between states s1 and s2 of aP-coalgebra, that is, a probabilistic transition system, is the
distance in the terminal P-coalgebra of their images (s1) and (s2). Since our functor is similar to the one considered
by de Vink and Rutten, we still have that states are bisimilar if and only if they are mapped to the same element in the
terminal P-coalgebra and, hence, have distance 0.
As Rutten and Turi [35] have shown, the unique map from an F-coalgebra to the terminal F-coalgebra, where
F is a locally contractive endofunctor on the category CMet1, can be deﬁned as the unique ﬁxed point ﬁx() of a
function  from a nonempty complete metric space to itself. Since the functor F is locally contractive, the function
 is contractive. Hence, according to Banach’s ﬁxed point theorem [2],  has a unique ﬁxed point ﬁx(). This ﬁxed
point can be approximated by a sequence of functions (n)n. The function 0 is an arbitrary constant function from
the F-coalgebra to the terminal F-coalgebra and the other functions are deﬁned by n = (n−1). The pseudometric
kernel of the unique map ﬁx() assigns distances to the elements of the carrier of the F-coalgebra. We denote this
pseudometric by dﬁx(). The approximations n of ﬁx() also induce pseudometrics on the carrier of theF-coalgebra:
the pseudometric kernels of n. We denote these pseudometrics by dn . We will show that the pseudometric dﬁx()
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can be approximated by the pseudometrics dn . In particular, to calculate the dﬁx()-distances to a prescribed degree
of accuracy , we only have to calculate the 1, . . . ,logc(/2)-distances.
As we will see, the problem of computing n+1 from n can be reduced to a linear programming problem. In
particular, it can be reduced to more speciﬁc problems including the minimum cost network ﬂow problem and the
minimum cost circulation problem. These problems can be visualized as follows.
The aim is to minimize the cost of transportation from the origins on the left to the destinations on the right. Each origin
node is labelled with its supply and each destination node with its demand. Furthermore, each origin is connected to
each destination via an edge labelled with its cost. For a detailed discussion of such a transportation problem we refer
the reader to, for example, [8, Chapter 21]. Problems like the minimum network ﬂow problem [30] and the minimum
cost circulation problem [34] can be solved in polynomial time.
2. Probabilistic transition systems and probabilistic bisimulation
We present the probabilistic analogues of labelled transition systems and bisimulation. For simplicity we only
consider unlabelled transitions, though all our results generalize to the labelled case.
Deﬁnition 1. A probabilistic transition system consists of a ﬁnite set S of states together with a transition function
 : S × S → [0, 1] such that, for each s ∈ S,∑s′∈S (s, s′)1.
The transition function  is a conditional sub-probability distribution. It determines the interaction of the system
with the environment. (s, s′) is the probability that the system ends up in state s′ given that it was in state s before the
interaction. This interpretation of  is known as the reactive model and it is due to Larsen and Skou [27].
We impose the restriction
∑
s′∈S (s, s′)1 instead of the more common, but also more restrictive, condition∑
s′∈S (s, s′) ∈ {0, 1}. We interpret 1 −
∑
s′∈S (s, s′) as the probability that the system refuses to interact with the
environment when the system is in state s.
Larsen and Skou [27] adapted bisimulation—a key behavioural equivalence for labelled transition systems due to
Milner [29] and Park [31]—for probabilistic transition systems as follows.
Deﬁnition 2. Let 〈S, 〉 be a probabilistic transition system. An equivalence relation R on the set of states S is a
probabilistic bisimulation if s1Rs2 implies
∑
s′∈E (s1, s′) =
∑
s′∈E (s2, s′) for all R-equivalence classes E. States
s1 and s2 are probabilistic bisimilar if s1Rs2 for some probabilistic bisimulation R.
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Example 3. Consider the probabilistic transition system presented in the introduction and assume that  equals 0.
The smallest equivalence relation containing (s1, s2) is a probabilistic bisimulation. Hence, the states s1 and s2 are
probabilistic bisimilar.
3. A metric terminal coalgebra theorem
We introduce coalgebras and Rutten and Turi’s metric terminal coalgebra theorem [35]. For more details about the
theory of coalgebra we refer the reader to, for example, [22].
Deﬁnition 4. Let C be a category. Let F : C → C be a functor. An F-coalgebra consists of an object C in C together
with an arrow f : C → F(C) in C. The object C is called the carrier. AnF-homomorphism fromF-coalgebra 〈C, f 〉
to F-coalgebra 〈D, g〉 is an arrow  : C → D in C such that F() ◦ f = g ◦ .
The F-coalgebras and F-homomorphisms form a category. If this category has a terminal object, then this object is
called the terminal F-coalgebra.
We restrict our attention to the category CMet1 of 1-bounded complete metric spaces and nonexpansive functions. A
metric spaceX is 1-bounded if all its distances are bounded by 1, that is, for all x1, x2 ∈ X, dX(x1, x2)1. A function f :
X → Y is nonexpansive if it does not increase any distances, that is, for all x1, x2 ∈ X, dY (f (x1), f (x2))dX(x1, x2).
We denote the collection of nonexpansive functions from the space X to the space Y by X →
1
Y . This collection can
be turned into a metric space by endowing the functions with the supremum metric, that is, for f1, f2 ∈ X →
1
Y ,
dX →
1
Y (f1, f2) = supx∈X dY (f1(x), f2(x)).
Let c be a constant in the interval (0, 1). A function f : X → Y is c-contractive if it decreases all distances by at
least a factor c, that is, for all x1, x2 ∈ X, dY (f (x1), f (x2))c · dX(x1, x2).
Deﬁnition 5. A functor F : CMet1 → CMet1 is locally c-contractive (locally nonexpansive) if for all 1-bounded
complete metric spaces X and Y, the function FX,Y : (X →
1
Y ) → (F(X)→
1
F(Y )) deﬁned by
FX,Y (f ) = F(f )
is c-contractive (nonexpansive).
In the rest of this section, we restrict ourselves to locally c-contractive functors. For these functors, we have
Theorem 6 (Turi and Rutten [35, Theorem 4.8]). There exists a terminal F-coalgebra 〈ﬁx(F), 〉.
From (the dual of) Lambek’s lemma [26, Example 0] we can conclude that  is an isomorphism and, hence, its inverse
−1 exists and is isometric. Recall that a function f : X → Y is isometric if it preserves all distances, that is, for all x1,
x2 ∈ X, dY (f (x1), f (x2)) = dX(x1, x2).
For the rest of this section, we ﬁx 〈X, 〉 to be anF-coalgebra. To characterize the unique map from theF-coalgebra
〈X, 〉 to the terminal F-coalgebra 〈ﬁx(F), 〉 we introduce the following function.
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Deﬁnition 7. The function  : (X →
1
ﬁx(F)) → (X →
1
ﬁx(F)) is deﬁned by () = −1 ◦ F() ◦ .
Note that the above diagram does not commute.
Since the functorF is locally c-contractive, the function is c-contractive (see proof of [35, Theorem 4.5]). Since
is a contractive function from a nonempty complete metric space to itself, we can conclude from Banach’s ﬁxed point
theorem [2, Theorem II.6] that it has a unique ﬁxed point ﬁx(). The function ﬁx() is the unique F-homomorphism
from the F-coalgebra 〈X, 〉 to the terminal F-coalgebra 〈ﬁx(F), 〉 (see proof of [35, Theorem 4.5]). We conclude
this section by showing that the unique map ﬁx() can be approximated by the maps n.
Deﬁnition 8. Let 0 : X →1 ﬁx(F) be some constant function. For n > 0, the function n : X →1 ﬁx(F) is deﬁned by
n = (n−1).
Proposition 9. For all n0,
dX →
1
ﬁx(F)(n, ﬁx())cn.
Proof. By induction on n. Obviously, the property holds for n = 0. Let n > 0. Then
dX →
1
ﬁx(F)(n, ﬁx())
= dX →
1
ﬁx(F)((n−1),(ﬁx()))
c · dX →
1
ﬁx(F)(n−1, ﬁx()) [ is c-contractive]
c · cn−1 [induction]
= cn. 
4. Pseudometric kernels
Our behavioural pseudometric on the states of a probabilistic transition system will be deﬁned as the so-called
pseudometric kernel induced by the unique map from the probabilistic transition system, viewed as a coalgebra, to the
terminal coalgebra. Below, we introduce pseudometric kernels. Furthermore, we show that the pseudometric kernel
induced by ﬁx() can be approximated by the pseudometric kernels induced by n.
A function  from the space X to the space ﬁx(F) deﬁnes a distance function d on X. We call this distance function
the pseudometric kernel induced by . The distance between x1 and x2 in X is deﬁned as the distance of their -images
in the metric space ﬁx(F).
Deﬁnition 10. Let  ∈ X → ﬁx(F). The distance function d : X × X → [0, 1] is deﬁned by
d(x1, x2) = dﬁx(F)((x1),(x2)).
One can easily verify that the distance function d is a pseudometric. Recall that different elementsmay have distance
0 in a pseudometric space. Note that the elements x1 and x2 of the pseudometric space 〈X, d〉 have distance 0 only if
they are mapped by  to the same element in ﬁx(F), since ﬁx(F) is a metric space.
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The pseudometric dﬁx() can be approximated by the pseudometrics dn as is shown in
Proposition 11. For all n0 and x1, x2 ∈ X,
|dn(x1, x2) − dﬁx()(x1, x2)|2 · cn.
Proof.
|dn(x1, x2) − dﬁx()(x1, x2)| = |dﬁx(F)(n(x1),n(x2)) − dﬁx(F)(ﬁx()(x1), ﬁx()(x2))|
dﬁx(F)(n(x1), ﬁx()(x1)) + dﬁx(F)(n(x2), ﬁx()(x2)) [triangle inequality]
2 · dX →
1
ﬁx(F)(n, ﬁx())
2 · cn [Proposition 9]. 
To compute the dﬁx()-distances up to accuracy , it sufﬁces to calculate the dlogc(/2)	-distances.
Proposition 12. For all 0 <  < 1 and x1, x2 ∈ X,
|dlogc(/2)	(x1, x2) − dﬁx()(x1, x2)|.
Proof.
|dlogc(/2)	(x1, x2) − dﬁx()(x1, x2)|
2 · clogc(/2)	 [Proposition 11]
2 · clogc(/2)
= . 
5. A metric on Borel probability measures
We present a metric on the set of Borel probability measures on a metric space. We restrict ourselves to 1-bounded
complete metric spaces. We also only consider tight Borel probability measures. A measure  is tight if it is completely
determined by its values for the compact subsets of the metric space X, that is, for all  > 0 there exists a compact subset
K of X such that (X \ K) < . We denote the set of tight Borel probability measures on X by M(X). Under quite
mild conditions on the space, for example, compactness, every measure is tight (see, for example, [32, Section II.3]).
In particular, all probabilistic transition systems can be represented using tight measures as we will see in Example 15.
A distance function on M(X) is introduced in the following deﬁnition.
Deﬁnition 13. The function dM(X) : M(X) × M(X) → [0, 1] is deﬁned by
dM(X)(1, 2) = sup
{∫
X
f d1 −
∫
X
f d2 | f ∈ X →1 [0,∞)
}
.
For a proof that dM(X) is a 1-bounded complete metric, we refer the reader to, for example, [16, Section 2.5].
In [7, Section 4] we show that M can be extended to an endofunctor on the category CMet1 by deﬁning M(f ):
M(X) → M(Y ) by M(f )() =  ◦ f −1 for f ∈ X →
1
Y .
Later, we will exploit the following proposition.
Proposition 14. Let f ∈ X →
1
Y , g ∈ Y →
1
[0,∞) and  ∈ M(X). Then ∫
Y
g d(M(f )()) = ∫
X
(g ◦ f ) d.
Proof. See, for example, the proof of [18, Theorem 1]. 
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6. The functor P
We show that probabilistic transition systems can be seen as coalgebras of an endofunctor P on CMet1. As we will
see, this functor is locally contractive. Hence, by Theorem 6, it has a terminal coalgebra. The pseudometric kernel of
the unique map to the terminal P-coalgebra deﬁnes a pseudometric on the carrier of an arbitrary P-coalgebra and,
hence, on the states of a probabilistic transition system.
The functor M, which we introduced in the previous section, is the key ingredient of our functor P . The following
objects also play a role in the deﬁnition of P:
• The terminal object of CMet1 is the singleton space 1 whose sole element we denote by 0.
• The coproduct object of the objects X andY in CMet1 is the disjoint union of the sets underlying the spaces X andY
endowed with the metric
dX+Y (v,w) =
⎧⎨
⎩
dX(v,w) if v ∈ X and w ∈ X,
dY (v,w) if v ∈ Y and w ∈ Y,
1 otherwise.
• Let c ∈ (0, 1). The scaling by c · of an object in CMet1 leaves the set unchanged and multiplies all distances by c.
Now, we are ready to present the functor P . But ﬁrst we introduce the functor R which models refusal:
R = 1 + c · − : CMet1 → CMet1.
The functor P is deﬁned by
P = M ◦ R : CMet1 → CMet1.
Every probabilistic transition system can be seen as a P-coalgebra as is demonstrated in
Example 15. Let 〈S, 〉 be a probabilistic transition system. We endow the set of states S with the discrete metric, that
is, for all s1, s2 ∈ S,
dS(s1, s2) =
{
0 if s1 = s2,
1 otherwise.
Consequently, every subset of the 1-bounded complete metric space R(S) is a Borel set. For every state s, the Borel
probability measure s is the discrete Borel probability measure determined by
s(1) = 1 −
∑
s′∈S (s, s
′),
s({s′}) = (s, s′).
Since the space S is ﬁnite,R(S) is ﬁnite and, hence, compact. Therefore, the measure s is tight. Because S is endowed
with the discretemetric, the function mapping the state s to themeasure s is nonexpansive. Hence, every probabilistic
transition system can be viewed as a P-coalgebra.
P-coalgebras can also capture probabilistic systems the state space of which is continuous. We refer the reader to
[7] for examples.
As shown by America and Rutten in [1, Theorem 5.4], the functor c · is locally c-contractive and the functor + is
locally nonexpansive. In [7, Proposition 17], we show that the functor M is locally nonexpansive as well. From these
facts and [1, Theorem 5.4] we can conclude that the functor P is locally c-contractive. Thus, according to Theorem 6,
there exists a terminal P-coalgebra. Our behavioural pseudometric on a probabilistic transition system is deﬁned as
the pseudometric kernel dﬁx() where ﬁx() is the unique map from the probabilistic transition system, viewed as a
P-coalgebra, to the terminal P-coalgebra. In this pseudometric, states have distance 0 only if they are probabilistic
bisimilar.
Proposition 16 (van Breugel and Worrell [7, Proposition 32]). States s1 and s2 are probabilistic bisimilar if and only
if dﬁx()(s1, s2) = 0.
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More generally, the distance between states is a trade-off between the depth of observations needed to distinguish
the states and the amount each observation differentiates the states. The relative weight given to these two factors
is determined by the discount factor c lying between 0 and 1: the smaller the value of c the greater the discount on
observations made at greater depth.
Example 17. For the system depicted in the introduction, the distances are given in the table below:
7. Pseudometric kernels for P-coalgebras
Our behavioural pseudometric on a probabilistic transition system is deﬁned as the pseudometric kernel dﬁx() where
ﬁx() is the unique map from the probabilistic transition system, viewed as aP-coalgebra, to the terminalP-coalgebra.
As we have already seen in Section 4, dﬁx() can be approximated by the pseudometric kernels dn . Next, we present a
characterization of the pseudometrics dn for P-coalgebras. Furthermore, we show that the dn -distances are smaller
than or equal to the dﬁx()-distances.
To prove our characterizations, we use the following:
Proposition 18. Let  ∈ X → ﬁx(P). Then
R〈X, d〉→1 [0,∞) = { g ◦ R() | g ∈ R(ﬁx(P))→1 [0,∞)}.
Proof. By a slight abuse of notation, may be regarded as an isometric embedding of the pseudometric space 〈X, d〉
in ﬁx(P). Thus R() is an isometric embedding of R〈X, d〉 into R(ﬁx(P)).
According to theMcShane–Whitney extension lemma [28, Theorem1] and [38, footnote on p. 63], for every isometric
embedding i : X → Y and nonexpansive function f : X → Z, there exists a nonexpansive function g : Y → Z such
that g ◦ i = f .
R〈X, d〉 R() 
f 



R(ﬁx(P))
g




[0,∞)
Hence, every nonexpansive map f : R〈X, d〉 → [0,∞) has a nonexpansive extension g : R(ﬁx(P)) → [0,∞)
in the sense that g ◦ R() = f .
The other inclusion is trivial. 
We can characterize the pseudometric dn on the carrier of a P-coalgebra 〈X, 〉 as follows.
Theorem 19. For all x1, x2 ∈ X,
d0(x1, x2) = 0.
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For all n > 0 and x1, x2 ∈ X,
dn(x1, x2) = sup
{∫
R(X)
g dx1 −
∫
R(X)
g dx2 | g ∈ R〈X, dn−1〉→1 [0,∞)
}
.
Proof. Obviously, d0(x1, x2) = dﬁx(P)(0(x1),0(x2)) = 0, since 0 is a constant function. Furthermore, for all
n > 0 we have
dn(x1, x2)
= dﬁx(P)(n(x1),n(x2))
= dﬁx(P)((n−1)(x1),(n−1)(x2))
= dﬁx(P)((−1 ◦ P(n−1) ◦ )(x1), (−1 ◦ P(n−1) ◦ )(x2)) [Deﬁnition 7]
= dP(ﬁx(P))((P(n−1) ◦ )(x1), (P(n−1) ◦ )(x2)) [−1 is isometric]
= sup
{∫
R(ﬁx(P))
f d((P(n−1) ◦ )(x1))
−
∫
R(ﬁx(P))
f d((P(n−1) ◦ )(x2)) | f ∈ R(ﬁx(P))→1 [0,∞)
}
= sup
{∫
R(X)
(f ◦ R(n−1)) dx1
−
∫
R(X)
(f ◦ R(n−1)) dx2 | f ∈ R(ﬁx(P))→1 [0,∞)
}
[Proposition 14]
= sup
{∫
R(X)
g dx1 −
∫
R(X)
g dx2 | g ∈ R〈X, dn−1〉→1 [0,∞)
}
[Proposition 18]. 
Next, we present a dual representation for dn . This representation is based on the Kantorovich–Rubinstein duality
theorem [25]. Let Y be a compact metric space. Let 1 and 2 be Borel probability measures on Y. (Recall that each
Borel probability measure on a compact space is tight.) We denote the set of Borel probability measures on the product
space with marginals 1 and 2, that is, the Borel probability measures  on Y 2 such that for all Borel subsets B of Y,
(B × Y ) = 1(B) and (Y × B) = 2(B),
by 1 ⊗ 2. The Kantorovich–Rubinstein duality theorem tells us
sup
{∫
Y
f d1 −
∫
Y
f d2 | f ∈ Y →
1
[0,∞)
}
= inf
{∫
Y 2
dY d |  ∈ 1 ⊗ 2
}
.
We exploit this theorem in
Corollary 20. If X is compact then for all n > 0 and x1, x2 ∈ X,
dn(x1, x2) = inf
{∫
R(X)2
dR〈X,dn−1 〉 d |  ∈ x1 ⊗ x2
}
.
Proof.
dn(x1, x2)
= sup
{∫
R(X)
g dx1 −
∫
R(X)
g dx2 | g ∈ R〈X, dn−1〉→1 [0,∞)
}
[Theorem 19]
= inf
{∫
R(X)2
dR〈X,dn−1 〉 d |  ∈ x1 ⊗ x2
}
[Kantorovich–Rubinstein duality theorem]. 
We conclude this section with a proof that the dn -distances are smaller than or equal to the dﬁx()-distances.
382 F. van Breugel, J. Worrell / Theoretical Computer Science 360 (2006) 373–385
Proposition 21. For all n0,
dndn+1 .
Proof. By induction on n. The case n = 0 is trivial. Let n > 0. For all x1, x2 ∈ X,
dn(x1, x2)
= sup
{∫
R(X)
g dx1 −
∫
R(X)
g dx2 | g ∈ R〈X, dn−1〉→1 [0,∞)
}
[Theorem 19]
 sup
{∫
R(X)
g dx1 −
∫
R(X)
g dx2 | g ∈ R〈X, dn〉→1 [0,∞)
}
[by induction dn−1dn , so R〈X, dn−1〉→1 [0,∞) ⊆ R〈X, dn〉→1 [0,∞)]
= dn+1(x1, x2) [Theorem 19]. 
Corollary 22. For all n0, dndﬁx().
8. The algorithm
Suppose that the P-coalgebra considered in the previous section represents a probabilistic transition system 〈S, 〉,
where S = {s1, . . . , sN }. Below, we show that the calculation of dn(sk, s) can be reduced to a linear programming
problem and that approximating our behavioural pseudometric for 〈S, 〉 up to accuracy  boils down to solving
(N(N −1)/2)logc(/2)	 linear programming problems, where each problem has 2N nodes and N2 edges. Since there
exist strongly polynomial algorithms to solve this type of linear programming problem (see, for example, [30,34]), our
algorithm to approximate the behavioural pseudometric is strongly polynomial as well.
First, we introduce some notation. We add a special state, named s0, that will play the role of 0. For 0 i, jN we
deﬁne cij = dR〈X,dn−1 〉(si, sj ), that is, for 1 i, jN , cij = c ·dn−1(si, sj ), and ci0 = 1, c0j = 1 and c00 = 0. Also,
we deﬁne pi = (sk, si) and qi = (s, si) for 1 iN . Finally, we deﬁne p0 = (sk, s0) = 1 −∑1 iN (sk, si)
and q0 = (s, s0) = 1 −∑1 iN (s, si).
Since integration against discrete measures reduces to summation, according to Corollary 20 to calculate dn(sk, s)
we need to
minimize
N∑
i,j=0
cij · 	ij ,
subject to
N∑
i=0
	ij = pj , 0jN,
N∑
j=0
	ij = qi, 0 iN,
0	ij , 0 i, jN.
The above is a particular type of linear programming problem that we already discussed in the introduction. The network
in the introduction corresponds to the above problem.
Now, we are in a position to present our algorithm for calculating the pseudometric dﬁx() on 〈S, 〉 up to a prescribed
degree of accuracy . The algorithm iteratively calculates dn , with the value of dn(sk, s) being stored in dk. By
Proposition 12, logc(/2)	 cycles of the main loop sufﬁce to get within  of dﬁx(). Also, recall from Corollary 22
that the dn approximate dﬁx() from below.
Step 1 (initialization): We initialize the distance matrix by setting dk = 0 for 1k, N . The main body of the
algorithm also uses an N + 1 by N + 1 matrix c, and we initialize some of the entries of this matrix thus: ci0 = 1 and
c0j = 1 for 1 i, jN , and c00 = 0. These values never change during the execution of the algorithm.
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Step 2 (main loop):
do logc(/2)	 times
for each 1 i, jN do
cij = c · dij
for each 1k, N do
dk = minimum value of
N∑
i,j=0
cij · 	ij
subject to
N∑
i=0
	ij = (sk, sj ), 0jN,
N∑
j=0
	ij = (s, si), 0 iN,
0	ij , 0 i, jN.
The presentation above is aimed at clarity. There is an obvious redundancy in that the distance matrix is always
symmetric and has 0s along its diagonal, so we only ever need to calculate dk for k < .
9. Conclusion
At the time we came up with our algorithm, we only were aware of the Hutchinson metric. Only later we found out
that the metric is known under many different names including the Kantorovich metric and the Wasserstein (Vaserstein
or even Waserstein) metric. In the initial derivation of our algorithm, we showed that the characterization of dn in
Theorem 19 can be reduced to a linear programming problem. Using the duality theorem of linear programming, we
transformed the problem into the linear programming problem of Section 8. We refer the reader to [6] for more details.
Here, we use the more general Kantorovich–Rubinstein duality theorem instead.
In this paper, we consider probabilistic transition systems without labels to simplify the presentation. However, all
our results can easily be generalized to a setting with labels. The coalgebras of the functor
PL : CMet1 → CMet1,
where L is the ﬁnite set of labels, represent probabilistic transition systems the transitions of which are labelled. To
compute the dn -distance between states of a labelled system, for each label we consider only the transitions with that
label and compute the dn -distance between the states, and take the maximum of all the computed distances.
Desharnais et al. [13] gave a decision procedure to calculate distances. Their decision procedure involves the gen-
eration of a representative set of formulae of their logic. They only consider formulae with a restricted number of
nested occurrences of the modal connective. This corresponds to our approximation of dﬁx() by dn . In both cases, the
depth at which observations are considered is restricted. Their decision procedure calculates distances in exponential
time—the main contribution of this paper is to give a strongly polynomial algorithm.
Recall that the functor P contains a scaling by a factor c smaller than 1. As we have shown in [4], a terminal
P-coalgebra and, hence, a behavioural pseudometric exists also in case that c equals 1. However, in that case we cannot
exploit Proposition 12 to conclude that this behavioural pseudometric can be approximated to some prescribed degree
of accuracy. Whether this behavioural pseudometric can be approximated is still an open problem.
Desharnais et al. [15] have shown that ﬁnite-state probabilistic transition systems are dense in the space of all
probabilistic transition systems in the behavioural pseudometric that we have been considering in this paper. More
precisely they provide an approximation construction that, given an inﬁnite-state probabilistic transition system and a
prescribed degree of accuracy , computes a ﬁnite-state approximation that is within distance  of the original system
(see proof of [12, Corollary 6.2.3]). One possible direction for future research would be to combine the approximation
techniques (like, for example, the algorithm presented in [3]) with our algorithm to compute distances between states
of systems with inﬁnitely many states.
The network in the introduction is very similar to one occurring in the proof of the ‘splitting lemma’ by Jones and
Plotkin in [23], except there one has a network whose edges have capacities rather than costs. In fact, hiding in Section 8
there is a splitting lemma for the metric on Borel probability measures which can be used to characterize M(X) as a
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free algebra (see [4] for some details). The same network also appears in the proof in [37] that the functor P ′ of de
Vink and Rutten preserves weak pullbacks.
Our characterization of the behavioural pseudometric in terms of a linear programming problem has had impact on
the deﬁnition of a pseudometric analogue of weak probabilistic bisimilarity by Desharnais et al. [14]. Also de Alfaro
et al. [9,10], Deng et al. [11] and Gupta et al. [19] have deﬁned behavioural pseudometrics along those lines.
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