S U M M A R Y For anisotropic media with discontinuities, t h e bending method is introduced in a very simple way by using the Hamiltonian formulation. Rays propagating in the vicinity of a reference curve are obtained with the help of a propagator. Boundary conditions and interfaces are introduced easily in this formulation. In the second part of the paper, the efficient determination of the propagator is discussed for a 3-D isotropic heterogeneous medium. A finite element approach is proposed in which t h e medium is divided into a set of elements with a simple polynomial distribution. Analytical expressions of rays are obtained for such a medium. Examples of calculation of rays are presented.
INTRODUCTION
This paper is concerned with the development of fast two-point ray tracing algorithms, which are applicable to routine earthquake location and traveltime inversion problems. There are two kinds of ray tracing problems, namely initial value and boundary value ray tracing. Initial value ray tracing is numerically stable and fast, but in seismological applications we are instead confronted with two-point ray tracing, which is a boundary value problem. Two-point ray tracing in heterogeneous isotropic media is a formidable task which has been investigated by several authors (Julian & Gubbins 1977; Pereyra, Lee & Keller 1980; Keller & Perozzi 1983; Urn & Thurber 1987; Hanyga 1988; Pereyra 1988; Virieux, Farra & Madariaga 1988; Prothero, Taylor & Eickmeyer 1988; Sambridge & Kennett 1990; Virieux & Farra 1991) . The methods used fall into three groups: shooting methods, continuation methods and bending methods. The method we propose here belongs to the third class and draws extensively from recent work on perturbation methods for the calculation of rays (Farra & Madariaga 1987; Farra, Virieux & Madariaga 1989; Farra 1989 Farra , 1990 Jech & PSeniSik 1989; Nowack & Lyslo 1989; Nowack & PSenEik 1991; Virieux 1991) . These are methods to calculate the propagation of rays and beams in the vicinity of a reference ray. We intend to show in this paper that the bending method proposed by Julian & Gubbins (1977) is also an application of perturbation theory. In order to introduce this theory, it is convenient to use Hamilton's formalism. In general heterogeneous anisotropic media with discontinuities, expressions of rays in the vicinity of a reference curve can be obtained to first order by using a propagator matrix. Boundary conditions and interfaces can be introduced very easily in this formulation. Once the general formalism is presented, we will present an efficient ray tracing method that is suitable to use in isotropic media. Following Farra (1990) , we divide the medium into a set of elements inside each of which the square of slowness has a simple polynomial distribution. Ray tracing may be performed analytically to first order in these elements so that ray bending reduces to connecting these analytical solutions at the boundaries of the cells in order to satisfy the boundary conditions.
HAMILTONIAN A P P R O A C H
The theory of ray tracing in inhomogeneous isotropic or anisotropic media is well known (see Babich 1961; Cerveng 1972 Cerveng , 1985 Cerveng , 1989 . Since it has been described in many papers, we quote only the results we need.
Hamiltonian formulation of ray tracing
In the high-frequency approximation, the elastodynamic equation yields a non-linear first-order partial differential equation for the traveltime which is called the eikonal equation. This equation can be written as H ( x , p, . ) = 0.
The function H is called the Hamiltonian. z is a variable along the ray and may represent the arclength, the traveltime, etc. p = VT is the slowness vector and T is the traveltime. Many suitable forms of the Harniltonian can be used (see Cerveng 1989 for a discussion). From Hamilton's means of perturbation theory. The position of these rays and their slowness vector are given by x(r) = %(t) + AX(t)? P(Z) = P"(t) + AP(t>,
where Ay( t) = [Ax( t), Ap( t)] denotes the perturbation of the canonical vector in phase space at the same value of the sampling parameter t (Fig. 1) . In order to trace these rays, we insert (4) into (2). Developing to first order, we find the following linearized system:
with canonical equations, we find the ray tracing equations:
where the dot denotes differentiation with respect to t; V , and V , denote the gradients with respect to the vectors x and p, respectively. The so-called canonical vector y ( t ) = [~( t ) , p(t)] of the ray describes a curve in the phase space. Let us recall that the six equations in (2) are not independent since at least one of them may be eliminated by using the fact that p should satisfy the eikonal equation (1). Moreover, by definition of the slowness vector p, we can write (3) where the notation (a I b ) represents the scalar product of the vectors (a1 and (bl.
Ray tracing consists of solving the non-linear system (2) for x ( t ) , p(t) with given initial conditions (shooting) or boundary value conditions (the boundary value problem). In seismological applications, we are instead confronted with boundary value problems. In tomography applications, one has to solve the two-point ray tracing problem. Modelling CMP data leads to the problem of finding a ray that is orthogonal to a given reflector at one end and terminates at a given shot point at the other end. In order to solve these problems, three methods were proposed independently: the shooting method, the continuation method and the bending method. In the shooting method, the missing initial condition is first assumed and the resulting initial value problem is solved by one of the standard forward integration techniques. If the boundary condition is not satisfied, another initial value is estimated and the process is repeated. One method by which new values of the missing initial condition can be chosen is the so-called paraxial method. At each iteration step, the trajectory satisfies the differential equations (2). In the bending method (Julian & Gubbins 1977; Pereyra et al. 1980) , an estimate of the ray path between the two endpoints is made; then this path is modified while keeping the endpoints fixed, until it becomes a stationary time path. Boundary conditions are satisfied throughout the iterative process while deviation from the differential equations (2) is gradually reduced in the course of iterations. In the continuation method (Keller & Perozzi 1983) , the two-point ray tracing problem is assumed to be solved in a reference medium. Then, this reference model is gradually deformed; the solutions of the two-point ray tracing problem in the successive models are obtained by perturbation.
The unifying concept of the shooting and continuation methods is the perturbation ray theory that incorporates these apparently unrelated techniques in a common theoretical framework (Farra & Madariaga 1987) . We intend to show in this paper that the bending method is also a particular application of first-order perturbation theory.
Ray tracing around a reference curve
Let us assume that we have defined a curve in the phase space by its canonical vector yo( t) = [xg( t), po( t)]. Around this reference curve, we can trace neighbouring rays by In (6), all the derivatives are calculated on the reference curve described by its canonical vector yo( t) = When the reference curve is a ray, AB(t) = 0 and system (5) reduces to the paraxial ray equations in Cartesian coordinates (Farra 1989) . The source term AB is closely related to the terms Q , , Q 2 and Q , of Julian & Gubbins [Xg(t), Po(t)l. Figure 1 . Geometry of the reference curve and a neighbouring ray. The reference curve is defined in the phase space by its position x g ( t ) and slowness vector pa(.). In the vicinity of the reference curve, a ray is defined by its perturbation of position
Ax( t) = ~( t )
-xg( r) and slowness vector Ap( t) = p( t) -pa( t) calculated at the same value of the parameter t. Projections in x space (top figure) and in p space (bottom) are shown. (1977) , whose expressions where derived from a Lagrangian formalism. The vector A B contains the deviation of the reference curve from the ray equations.
Then, given the initial conditions Ay( to), the subsequent evolution of the canonical vector is given by Ay(t) = P(T, to) Ay(to) + 1' P ( t , t') A3(t') dr' (7) t ( l where 9(~, tn) is the 6 X 6 propagator matrix of system (5) (Aki & Richards 1980) . Moreover, the perturbation Ay( t) should satisfy a condition derived from the eikonal equation (1):
where the subscript () indicates that the Hamiltonian H and its partial derivatives are computed at yo(t). Since this expression is constant along any solution of system ( 5 ) , it is sufficient to enforce it at the source in order to satisfy (8) everywhere.
Expressions obtained in this section are very general, the Hamiltonian formalism being independent of the expression of the Hamiltonian itself. We will use these results in order to obtain rays in isotropic media with complex velocity distributions. Similar results can be obtained in anisotropic media by using corresponding Hamiltonians (see Cervenq 1989).
A simple isotropic example
In this section, we use the perturbation theory developed in order to obtain rays in an isotropic medium. Various expressions of the Hamiltonian have been used in the seismological literature [see Cervenf (1989) for a discussion]. For isotropic media, we will adopt the Hamiltonian proposed by Burridge (1976) :
where the slowness u is equal to c u -' = q p / ( A + 2 p ) for P-waves and B-' = for S-waves. p is the density and (A, p ) are the Lam6 parameters. The parameter t is related to traveltime T by the relation dT = u2 d t . The Hamiltonian (9) is very interesting because terms which are functions of position x are separated from terms which are functions of the slowness vector p, so that the matrix A in (5) has a very simple expression.
For our choice of the Hamiltonian (9), we deduce from (6):
where I is the identity matrix and U is the matrix of second-order derivatives of the square of slowness defined by Let us consider the following linear distribution of the square of slowness:
where l7 defines the gradient. In such a medium, the rays have the following simple expressions (Cervenv 1987; Virieux et a1 1988):
where x( to) and p( t n ) are the initial conditions.
In order to perform first-order ray tracing, we repface the slowness distribution (11) into the linear system (5). The propagator matrix 9 of the differential system (5) is given by whatever the reference curve may be. In the neighbourhood of the reference curve, rays are solutions of (S), with
The perturbations Ay(t) of these rays are given by (7), which can be written explicitly after integration by parts:
To first order, the canonical vector y( t) = yo(') + Ay( t) of the neighbouring rays is then given by the following expression:
(16) which corresponds to the exact ray expression (12). Thus, first-order perturbation gives the exact expressions of rays in media with constant gradient of the square of slowness, whatever the expression of the reference curve may be.
INTERFACES
In order to take into account more complex velocity distributions, the model can be divided into individual layers separated by interfaces of the zero order (velocity discontinuities). The presence of these interfaces requires the introduction of appropriate boundary conditions for ray tracing (see Farra et al. 1989; Farra 1989) . One can compute exact transformation (Snell-Descartes law) at the intersection point of the ray with the interface. This technique was used by Farra & Madariaga (1987) and Farra (1989 Farra ( , 1990 ) to obtain rays in isotropic and hexagonally anisotropic media; the reference curve is reinitialized at each interface. This method is interesting for the initial value ray tracing problem. In the ray bending method, the reference curve is defined a priori and initial conditions of the ray are not known; a reinitialization technique cannot be used. One has to construct the transformation to first order in order to have the general expression of the rays in the neighbourhood of the reference curve.
Let us consider a reference curve described by its canonical vector yn(t). This curve intersects the interface at point 0 of coordinate +,(ti) with a local slowness vector p,(t,) (see Fig. 2 ). In the neighbourhood of this reference where dy = (dx, dp) and Vfo is the normal vector to the interface at point 0. In (23), the 6 X 6 matrix ni is given by Figure 2 . Geometry of the interaction of the reference curve and a neighbouring ray with an interface. The reference curve intersects the interface at 0, while the neighbouring ray arrives at I. At the interface, the perturbation Ay(ti) = (Ax, Ap) is transformed into dy = (dx, dp) by matrix ni. Then matrix is applied as well as a perturbation Ay' to obtain A9 = (d?, dp). n = VJ, is the local normal vector to the interface at point 0.
curve, we consider now a ray that intersects the same discontinuity at point I of position x ( t : ) , with ray parameter q' and local slowness vector p(t,') (see Fig. 2 ). We denote d t the increment (t,' -t l ) , dx = x(tt') -q,(tt) and dp = p($) -pn(t,), the perturbations of position and slowness vector of the ray along the interface (Fig. 2) . The perturbation in position and slowness vector at parameter t, is Ay(t,) in the incident medium.
Let the interface be defined by the relation f(x) = 0. By using the same procedure as in Farra et al. (1989) , we can write where n, and n2 are 3 x 3 matrices defined as
The notation la)(bl represents a matrix obtained by the tensor product of the vectors (a1 and (bl. The elements of this matrix are given by [la>(bll, = 0,. Using the projection matrix n,, one obtains the canonical vector dy of the neighbouring rays along the interface.
Let us now construct the continuity conditions for the ray across the interface. We will denote variables in the reflected/transmitted medium with a circumflex above them. (z,) and d@ = P(tc') -Po(tt) are the perturbations of position and slowness vector of the reflected/transmitted ray along the interface (see Fig. 2 ). At the interface, the ray satisfies the following equations:
where the cross product has been denoted by X . The two first equations correspond to the continuity of the ray and Snell-Descartes law. The third relation comes from the conservation of the Hamiltonian along the ray. These relations give the initial conditions of the reflected/transmitted ray in the new medium. One can develop these relations around the reference curve.
Let us denote (%,&) the canonical vector of the reference curve in the new medium. In order to simplify the expressions, we assume that the reference curve satisfies the following relations on the interface:
so that the reference curve satisfies the two first equations of The continuity of position of rays at the interface gives the following simple relation to first order:
Writing the continuity of H = H at the interface in terms of perturbations, we obtain
The other condition comes from the local perturbation of Snell's law along the interface:
(24) where VVfn stands for the matrix of second-order derivatives of the function f at x g ( t , ) . The elements of this matrix are defined by (VVf),] = a2f / a x , ax,.
After some lengthy but straightforward algebra, following the same procedure as in Farra et al. (1989) and Farra (1989) , from (22), (23) and (24), we express the perturbation vector d j = (dP, dfi) in terms of dy as d j = 9, dy + Ayf where The 6 x 6 matrix 9; is given by where the submatrices TI and T, are defined as and All the quantities appearing in (19), (25) and (27) are calculated on the reference curve at point 0. The canonical perturbation vector d j may be used as the initial condition A9 to propagate the ray in the new medium. Therefore, the complete transformation of the perturbation vector at the discontinuity is given by A? = ni AY + a y f .
(28)
If the reference curve satisfies the eikonal equation at 0, then Ayl = 0 and the neighbouring rays satisfy the relation followed by the paraxial rays at the interface (see Farra et al. 1989; Farra 1989) . Relation (28) is very general and independent of the expression of the Hamiltonian. Let us remark that, if the canonical vector of the reference curve in the reflected/transmitted medium does not satisfy relation (21) at the interface, one has to add to Ayf the difference between the six-dimensional vector satisfying relation (21) and the true value of j o at the interface.
R A Y B E N D I N G
Given a source S and a receiver R, there may be zero, one or many different paths a ray can follow from the source to the receiver. Each one of these paths can be described by its signature (Cervenq, Molotkov & PSenEik 1977) which specifies the ordered sequence of regions and interfaces traversed by the ray. Let us assume that a curve has been defined between the two points S and R. The canonical vector yo(t) of this curve does not quite fit the ray equations (2) nor the boundary conditions (20) at the interfaces. First-order theory can be used in order to find the true ray which connects the two points S and R and has the same signature as the reference curve. To first order, rays in the neighbourhood of the reference curve satisfy the following general relation obtained from Sections 2 and 3:
( 29) where the perturbation Aye is defined by N Aye( T, to) = 6( t, t') AB( t') dt' + 6( t, ti) Ay:. (30) i = l N is the number of interfaces crossed by the reference curve between to and t, AB and Ayf are given by expressions (6) and (25), respectively, and 6 is the generalized propagator taking into account transformation matrices at these interfaces. For example, we have
where matrices n, and YL are given by expressions (18) and (26), respectively.
To first order, the ray between the points S and R satisfies (29) with the following boundary conditions:
n; Ax( tr) = 0,
where t, and t, are the curve parameters at S and R , respectively. ni is one submatrix of the projection matrix (18) that extrapolates Ay(t,) on a local plane passing through R. This extrapolation is necessary because the ray can arrive at R with a parameter t which is different from tr. In practice, this plane will be the plane passing through the receivers. Let us remark that because ni is a projection matrix, the three equations in (32b) are linearly dependent, so that the seven relations given in (32) are equivalent to six independent boundary conditions. Let us introduce the following partition of the propagator:
Because of the linear relation (29) between Ay(ts) and Ay( t r ) , the two-point boundary problem corresponding to boundary conditions (32) can be written as the following linear system of four equations and three unknowns [the three components of Ap( ts)]:
This linear system is not overdetermined, because the three equations (33a) are linearly dependent; however, it may be ill-conditioned in the vicinity of caustics. By introducing the solution Ay( ts) = [0, Ap( ts)] into relation (29), the value of Ay(t) can be computed at any value of the t parameter. In this way, we obtain a new curve which, we hope, will be closer to the true ray. Perturbation of source and receiver locations can be done easily by using the corresponding boundary values in relation (29):
Ax( t,) = Ax,, n; Ax( tr) = Axr, where Ax, and Axr are the perturbations of the source and the receiver positions, respectively. The matrix n; corresponds to the projection (18) on a local plane passing through the point R and parallel to the perturbation Axr.
obtain an analytical expression of this propagator. In certain types of media, the propagator 9 has an analytical form: for example in an isotropic medium with constant velocity or with constant gradient of the square of slowness, 9 has the simple form (13). Using this type of medium as reference medium, one can compute the propagator 9 in a medium with a more complex elastic parameter distribution by using a perturbation method.
Let 
All these expressions can be used in isotropic as well as anisotropic media. We do not have to solve a large linear system as it is the case in the classical bending method (Julian & Gubbins 1977; Pereyra et af. 1980) or in two-point algorithms derived from Fermat principle (Guiziou & Hass 1988) . In the method of Pereyra et af. (1980) , the derivatives in the differential equations (2) are replaced by appropriate finite differences and the differential system is therefore reduced to a system of non-linear algebraic equations. These non-linear algebraic equations are linearized by Newton's method. The solution of the resulting set of linear equations which incorporates the boundary conditions then gives approximations to the required trajectory at discrete values of the sampling parameter. The size of this linear system, which is related to the number of finite difference nodes, can be quite large. However, rays propagating in the vicinity of the reference curve can be obtained by calculating the propagator of the linear differential system (5) along the reference curve. The boundary problem is then reduced to solving the very simple system (34). This two-step procedure is similar to the paraxial ray tracing method, though the reference curve does not need to satisfy the ray equations nor the interface boundary conditions.
The two-point ray tracing problem is a non-linear problem. The linearization (5) of the ray equations (2) permits to obtain a first-order solution (29), which can be used for a new iteration. How is the bending method connected to other methods (paraxial method and continuation method) used for solving the two-point ray tracing problem? The paraxial ray tracing method corresponds to the case where the reference curve is a ray for the considered model. In this case, the neighbouring rays satisfy expression (29) with Ay, = 0. In the continuation method, the two-point ray tracing is first solved in a simpler model than the actual model under consideration (see Keller & Perozzi 1983) . Then the model is gradually deformed. The reference curve is a ray for a reference model defined by its Hamiltonian H' . In the perturbed model, the canonical vector of the rays satisfies expression (29), where Ay, contains the perturbation of the medium (see Farra & Madariaga 1987; Farra et al. 1989; Farra 1989 ). In the framework of perturbation ray theory, the three methods are equivalent although the sampled paths in the phase space during two-point ray tracing iterations are generally different.
ANALYTICAL INTEGRATION OF THE RAY EQUATIONS
Solving the ray tracing equations (7) or (29) requires the computation of the propagator matrix 9 of the system (5).
Simple numerical integration techniques such as the Runge-Kutta algorithm can be used. For computer efficiency of the method, it is much better to have an analytical expression of the propagator 9. In this paper, we propose to also use a perturbation approach in order to
Matrices A' and AA are computed on the reference curve.
To first order in the Hamiltonian perturbation, S(t, to) is given by its Born approximation (Farra & Madariaga 1987 ):
In the following sections, we use this perturbation approach in order to obtain analytical expressions of the propagator 9
and rays in isotropic media. Similar expressions can be obtained in anisotropic media by using a first-order expansion of the Hamiltonian (Jech & PSenNk 1989; Farra 1989 Farra , 1990 ; Nowack & PSenNk 1991).
Isotropic media with polynomial distribution of the square of slowness
Consider the Hamiltonian @ given by (9) with a linear distribution of the square of slowness ug(x) (see equation 11). The corresponding propagator matrix 9'0 of system (5) is given by (13). Let us now consider a model such that the square of slowness is slightly changed from ug to u2 = uz + Au2. The perturbation in slowness produces a corresponding perturbation of the Hamiltonian:
Matrix AA is of the form (35) and is given by where matrix AU is defined by 2 Au2
To first order in the slowness perturbation, the propagator 9(t, to) in the perturbed medium is given by (36) and can be written
9(~, t o ) = P(t, to) + A~( T > t o )
where 9'0 is the propagator (13). The perturbation A?? can be written as of the reference curve is given by
zn which may be written to first order as with
'
AP --(t-t ' ) A U d t ' , l 1 -2 I,,
The perturbations Ay( t) of the rays in the neighbourhood of the reference curve satisfy the general relation
AY(z) = s(t, Ay(tO) + AYB(s, (41)
where the perturbation AyB(t, to) = (AX,, Ap,) can be obtained from (7) and (10) and can be explicitly written t o first order:
Ax,(t, t o ) = XC)(tn) -%(t) + (t -to)Po(to)
1 "
, {AP11(s, t')[Po(t') -f ) ( t ' ) l + I:, {AP21(t? t')[Po(~') -%(t')l + AP,,(t, t')[;r -po(t')]} dt', (42) 1 " ApB(t, t o ) = p o ( t o ) -p o ( t ) +~r ( t -t o ) + -VAu'dt'
1"" + AP22(t, t')[$r -pO(t')]} dt'.
The canonical vector y(t) = [~(t), p(t)]
of the rays in the neighbourhood of the reference curve can then be written to first order:
+I ( t -t')V Au2 d t ' 2 i, + [ {APl1(G t')[Po(t') -&(t')l

+ [ { A P Z l (~~ t')[Po(t') -%(z')l + AP,,(t, t')[$r -po(t')]} dt', (43)
' p ( t ) = p ( t , ) + $ r ( t -t o ) + -V A u 2 d t ' 2 I," + AP2,(t, t')[$ -pO(t')]} dt'.
All the terms in (40-43) must be integrated along the reference curve yo. If Au2(x) is a polynomial in Cartesian coordinates, and x&) and po(t) are polynomials in the parameter t, the expressions (40) and (42-43) are also polynomials in the parameter t and can be calculated analytically. Using the relation dT = u2 d t (see relations ( 3 ) and (9)), the traveltime along the rays in the neighbourhood Using relations (43) and (45), the traveltime can be computed analytically on rays propagating in the neighbourhood of the reference curve.
Let us remark that if yo(t) satisfies the ray equations corresponding to fT0, which means that ~g ( t ) and pO(t) are given by the expressions (12), the expression of the rays in the perturbed medium is given by X( t) = X( to) + (t -to)p( to) + fr( t -to)2
+ I IT, T ( t -t ' ) V A~2 d~' , (46)
1 ' p(t) = p(to) + ;r(t -t o ) + -These expressions were used by Farra (1990) in order to compute the rays in a medium decomposed in finite elements. Another simple choice of the reference curve is given by V Au2 dt'.
I, (47)
which corresponds to a straight line in the phase space. In this case the expression of the rays in the perturbed medium is given by
+;L(t--t ' ) V A u 2 d t ' 1 '
+ /To AP,,(t, t')r dt'.
p(t)=p(t,)+;r(t-to)+-
VAu'dt' 2 I,,
"
Let us remark that we can simplify the integrals in (48):
(t, t ' ) r d t '
(t -t')( t' -to)' A U r dt', (49)
Expression (48) can be used to obtain rays in a medium decomposed in finite elements by using a similar procedure as in Farra (1990).
Cell ray tracing
Assume now a general 3-D model in which the square of slowness u2 is a polynomial in the Cartesian coordinates. where 8(t, t,) and AyB(t, t i ) are given by expressions (39-40) and (42), respectively and P(q, to) and AyB(ti, to) have been previously computed. Then, one can compute analytically cell by cell the propagator P and the perturbation Ay,, terms which can be used to obtain rays around the reference curve and solve the two-point ray tracing problem (equations 29-34). Moreover, when the reference curve intersects an interface of zero order (velocity discontinuity), we can write in the new medium:
one of the simplest case is the B-spline interpolation of order 3 (see de Boor 1978) , also called quadratic B-spline interpolation, which assures the continuity of first derivatives of the function. This order of continuity is necessary in order to have stable behaviour of the propagator (Farra 1990) . Inside a parallelepiped delimited by eight knot points, the interpolated function has a simple polynomial expression (see Farra 1990) , so that one can use the results obtained in Section 5.1. Inside one of these cells, we shall consider the development at the point x, = %(to) of the reference curve. We can write u'(x) in the following form:
+ (r I x -x,) + +(x -x , )~u & -x,) + . . ., (50) where r = Vu2(x,) and Us = VVu2(x,).
The first two terms of this development are used in order to define the reference medium, so that the perturbation Au2 is given by Au'(x) = ',(X -x,)~U,(X -x,) + . . . .
(51)
In order to compute the expressions (40) to (43), we need to have the t expansion of V(Au') and AU = VV(Au2) along the reference curve. Let us remark that if we know the t expansion of AU, it is very easy to obtain Au2(t) and V(Au')(t). Along the reference curve, we can write
I, noting that Au2( to) = 0 and V(Au2)( to) = 0 because of our choice of the reference medium. Let us consider the development of matrix AU at the point x,. From (Sl), we can write AU = Us + VU,(X -X,) + f(x -x,)~VVU,(X -x,) (53) assuming that the higher derivatives can be neglected.
Tensors U,, VU, and VVU, can be obtained from partial derivatives of u2(x) calculated at x,. Along the reference curve, the matrix AU coefficients can be easily written as polynomials in the parameter t if the parametric expression of the reference curve q,(t) is a polynomial in the t parameter. Then, from (52), Au2 and VAu2 can be obtained as a function of t. Using these expressions, we can compute analytically to first order the expressions of the propagator 9" and the rays in a medium approximated by a polynomial expansion of the square of the slowness. Let us remark that approximation (53) is sufficient to obtain stable and accurate computations of rays and propagators of paraxial rays in the heterogeneous media (see Farra 1990) . Assuming that A U = U , in the cell is generally sufficient and gives very simple expressions (see the Appendix), which will be used in the following examples.
Inside the cell containing the initial point x, of the reference curve, u2 is developed as in (50). The linear part of the development effected at x, is used to define the reference medium. If the reference curve has a polynomial expression of degree lower than 3, the intersection of this curve with a plane boundary may be solved analytically. The where matrices ni and q. and the perturbation Ay: are given by expressions (18), (26) and (25), respectively. When the perturbation Ay(t) is obtained, one can compute the traveltime along the ray by using expression (45).
Choice of reference curves and iterations
In the examples shown in this paper, the reference curve is a set of segments (Fig. 3) defined by expression (47) . In the phase space, the corresponding canonical vector yo( t) presents a discontinuity of the slowness vector po at every extremity of the segments (Fig. 3) . At every extremity, a perturbation term must be added to AYB.
where t, is the corresponding value of the sampling parameter; yo(tJ and y0(t;) are the left-sided and the right-sided limits of yo(t) at t,, respectively. Moreover, if the canonical vector of the reference curve does not satisfy the relations (21) on the interface, one should add to Aye the difference between the true canonical vector of the reference curve yo( t : ) and the canonical vector fo(ti) which satisfies relation (21): where ti is the value of the sampling parameter on the interface.
Let us assume that the reference curve is a polygonal line defined by a sequence of points $)( t k ) . Some of these points can be located on an interface. By simple integration along this reference curve, one computes the values P ( t k , to) and AyB( t k , to). Inside each traversed cell, analytical expressions are obtained (see the Appendix) by assuming that AU has a constant value. After solving the boundary value 
For t E ( T,, t 2 ) , t) is a straight line and p o ( t ) = p,,(s:) is constant; a neighbouring ray is defined by Ax@) = ~( t ) -~( t ) and Ap(t) = p ( t ) -p,](t:).
For t = t2, Ax(t:) = Ax(r;), but Ap(t:) = p(t2) -p(,(t;) is different from Ap(t;) = p(rJ -p,(t;).
problem, by using relations (29) and (33), one can reinitialize the reference curve by taking the polygonal line defined by the points x g ( t k ) + Ax(tk). One must check that the signature is preserved throughout the iterations. The number of segments can be modified during the iteration process if the distance between two successive nodes becomes too large, or if the difference po(t;) -p,(z;) is larger than a tolerance value. Iterations are stopped when the maximum value of ( A x ( t , ) ( is less than a given accuracy. The algorithm may not converge for a certain number of reasons. The curve may go off the model or change of signature. Near caustic surfaces, shadow zones, we can expect difficulties like lack of existence of solutions, multiple solutions which are close together and then may produce ill-conditioning of the linear system (33).
EXAMPLES
In order to illustrate the accuracy of our ray bending method, we consider a simple medium with a constant vertical gradient of the velocity u ( z ) = (2 + 0.22) km sC1.
Rays in this medium are the well-known circular trajectories. For several source-receiver pairs, the exact rays are shown on the right side of Fig. 4 . With the same boundary positions, we performed ray tracing with the semi-analytical bending method. The medium is approximated by a quadratic B-spline interpolation with knot points distributed every 0.5 km. The initial reference curves are straight lines divided into 11 segments. We show on the left side of Fig. 4 the final curves obtained. The agreement between the two figures is excellent. Fig. 5 shows for one of these source-receiver pairs the corresponding iterations. The convergence is very fast and achieved in three iterations.
In Fig. 6 , we present the result of ray tracing obtained by the 3-D routines. We used a simple 3-D distribution which consists of a homogeneous medium of velocity u g = 1.7 km s-' containing a smooth ellipsoidal low-velocity zone. The total velocity is
where ( x -4)2 + ( y -4)2 zz +--. Fig. 6 . They fit perfectly the rays obtained with the finite element ray tracing method proposed by Farra (1990) together with a paraxial two-point ray tracing algorithm. In order to illustrate the bending problem, when the medium presents interfaces, the method is applied to a model with a dipping interface. Source and receivers are located on the free surface. In the upper layer, the model method is very fast (two iterations). The rays obtained using a paraxial ray tracing method are indistinguishable from those calculated by the bending method.
We consider a model where the interface has a valley shape. The interface is represented by a function f ( x , y , z ) = z -Z ( x , y ) = O , where Z ( x , y ) is given by a cubic B-spline interpolation. Using this representation, the normal vector Vf and the matrix VVf are easy to compute.
We assume a constant velocity in the upper medium. The source and the receivers are located on the free surface. For reflected rays, a triplication area is created by the interface and three rays arrive at some of the receivers (Fig. 8) . Using a shooting algorithm based on branch investigation and paraxial ray tracing [see Virieux & Farra (1991) for explanations] multiple rays can be obtained for stations located in the triplication area (Fig. 8) . In this example, two of the receivers have multiple arrivals (Fig. 8) . Solutions obtained by the bending algorithm (Fig. 9 ) are identical to rays obtained by the shooting algorithm for stations outside the triplication area. In the triplication area, the bending algorithm converges to one of the possible trajectories, the final solution depending on the initial reference curve used.
For the examples shown in this paper, the bending method requires as many iterations as the paraxial shooting method. Though the bending method requires more Figure 9 . Rays obtained by the bending algorithm. The model is the same as that in Fig. 8 . The bending method gives only one of the possible solutions. memory space than the shooting method, it has a greater speed per iteration.
CONCLUSIONS
We have applied perturbation theory to the calculation of rays in 3-D heterogeneous media. We used a Hamiltonian formalism to obtain rays which propagate in the vicinity of a reference curve. The theory is independent of the chosen Hamiltonian and can be used in isotropic as well as anisotropic media. The Hamiltonian formulation of the ray equations is much better adapted than the Eulerian form (or Lagrangian form) to numerical applications and to the study of anisotropic media. In an anisotropic medium, the Euler equations are exceedingly complicated. The Hamiltonian equations on the other hand are simpler and of first order so that they are more convenient for application of perturbation theory which can be formulated in a consise way. Moreover, the interface boundary conditions are much easier to express by using the slowness vector p (Hamiltonian approach) than by using the t-derivative of the position vector x (Lagrangian approach) especially in anisotropic media.
The method proposed in this paper may be compared with the work published by a number of researchers. For instance, for isotropic media, Julian & Gubbins (1977) , Pereyra et al. (1980) and Thomson & Gubbins (1983) developed the bending equations in a Lagrangian form. The equations were solved with a finite difference method followed by a linearization. The size of the final set of linear equations is related to the number of finite difference nodes. Introducing the Hamiltonian approach helps us to explicitly obtain the general form of the solution with the help of a propagator matrix. Boundary conditions and interfaces are introduced very easily in this formulation. The corresponding linear system to be solved is much simpler than that used in the classical bending method (Julian & Gubbins 1977; Pereyra et al. 1980) or in algorithms derived from Fermat principle (Keller & Perozzi 1983; Guiziou & Hass 1988) . Moreover, this approach shows that the bending method is also a particular application of first-order ray perturbation theory (Farra & Madariaga 1987; Farra et al. 1989; Farra 1989) and is not intrinsically more complicated than the paraxial shooting method.
Classical ray tracing is usually considered to be too slow for routine use in earthquake location programs or tomography. The lack of speed is due to the use of a finite difference approach for the integration of the ray equations and to the requirement of solving the two-point ray tracing problem. In order to accelerate ray tracing, several authors (Miiller 1984; Chapman 1985; Langan, Lerche & Cutler 1985; Cervenv 1987; Virieux et al. 1988; Farra et al. 1989; Farra 1989 Farra , 1990 Lafond & Levander 1990; Virieux 1991) have proposed to use a finite element approach in which the medium is divided up into a set of elements with simple velocity distributions. This is the approach we adopted in this paper. However, in order to have stable behaviour of the propagator, and therefore good convergence of the bending procedure, it is necessary to use polynomial distributions which assure the continuity of first-order derivatives of the elastic parameters. The parametrization adopted inside the individual elements yields analytical expressions valid to first order for tracing rays in the vicinity of a reference curve. Then, the bending approach is used in order to solve the two-point ray tracing problem. These results can be easily extended to media with hexagonal anisotropy by using the corresponding Hamiltonian (see Farra 1990 ). Two-point ray tracing is a formidable task in the presence of multiple solutions. Bending methods have the unsatisfctory feature that they converge to only one of the possible ray trajectories when there are multiple arrivals. Shooting methods try to eliminate this problem by a previous coarse ray tracing in order to locate branches (Virieux & Farra 1991) . Combination of shooting and bending (Pereyra 1988; Guiziou 1989) can be used to start the procedure as can methods based on Graph theory (Moser 1991) . This problem requires further work, especially if 3-D ray tracing is used in reflection tomography problems. However, bending methods should be interesting to use in tomography problems, because one can use paths obtained at a previous step of the iterative inversion algorithm as initial curves for the bending procedure (Lee 1990 ).
square of the slowness: u2(x) = u', + (r I x -x,) + ;(x -XJ~U,(X -XJ. ('41) T h e exact solutions of the ray equations in such a medium contain trigonometric a n d hyperbolic functions a n d are not numerically efficient. T h e perturbation method developed in Section 5 is used in order to obtain a polynomial expression of the rays in such a medium.
This distribution is different from the linear distribution:
u:,(x) = U: + (r I x -x,)
Au2(x) = $(x -x , )~U~( X -x~) .
( A 4 (A3)
by the following quadratic term:
The matrix of second order derivatives AU of Au2 is then constant, AU = Us. To first order in t h e slowness perturbation, the propagator P(t, to) of equations (5) is given by (36) a n d can b e written which means that yO(t) satisfies the ray equations and the expression of the rays in the neighbourhood of the corresponding to the linear distribution of the square of reference curve is also given by (A10). Expression (A10) is slowness (A2), the corresponding perturbation Ay, is given identical to that obtained by Cervenf (1987) by assuming a by polynomial series form of the canonical vector y(t). These expressions can be used to obtain rays in a medium A X~( t , = -to)iPo(to) i -;(' -(A12) decomposed in finite elements by using a similar procedure
A P~(~, to) = :u,[(t -t o ) 2~o ( t o )
+ i(t -toi3r1.
as in Farra (1990).
