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THE´ORIE D’IWASAWA DES REPRE´SENTATIONS
CRISTALLINES II
par
Denis Benois & Laurent Berger
Re´sume´. — Soit K une extension finie non-ramifie´e de Qp et V une repre´sentation
cristalline de Gal(Q
p
/K). Dans cet article, on montre la conjecture CEP(L, V ) pour
L ⊂ Qab
p
et sa version e´quivariante CEP(L/K, V ) pour L ⊂ ∪
∞
n=1
K(ζpn). Les principaux
ingre´dients sont la conjecture δZp(V ) sur l’inte´gralite´ de l’exponentielle de Perrin-Riou, que
nous de´montrons en utilisant la the´orie des (ϕ,Γ)-modules, et des techniques de descente
en the´orie d’Iwasawa pour montrer que δZp(V ) implique CEP(L/K, V ).
Abstract. — Let K be a finite unramified extension of Qp and let V be a crystalline
representation of Gal(Q
p
/K). In this article, we give a proof of the CEP(L, V ) conjecture
for L ⊂ Qab
p
as well as a proof of its equivariant version CEP(L/K, V ) for L ⊂ ∪
∞
n=1K(ζpn).
The main ingredients are the δZp(V ) conjecture about the integrality of Perrin-Riou’s expo-
nential, which we prove using the theory of (ϕ,Γ)-modules, and Iwasawa-theoretic descent
techniques used to show that δZp(V ) implies CEP(L/K, V ).
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Introduction
Soient p un nombre premier impair,K une extension finie deQp et V une repre´sentation
potentiellement semi-stable de GK = Gal(Qp/K). Fontaine et Perrin-Riou ont formule´
une conjecture qu’ils ont appele´e CEP(K, V ), conjecture qui entraˆıne la compatibilite´ de
la conjecture de Bloch et Kato sur les valeurs spe´ciales des fonctions L avec l’e´quation
fonctionnelle. L’objet de ce texte est de montrer la conjecture CEP(L, V ) pour toute
extension finie L de K telle que L ⊂ Qabp , quand K est non-ramifie´ sur Qp et V est
une repre´sentation cristalline de GK ainsi que, sous les meˆmes hypothe`ses, la version
e´quivariante CEP(L/K, V ) de cette conjecture pour toute extension finie L de K contenue
dans K∞ = ∪
∞
n=1K(ζpn). Comme ingre´dient de la de´monstration, on montre aussi la
conjecture δZp(V ) de Perrin-Riou, que nous appelons CIw(K∞/K, V ) en raison de son
lien avec la the´orie d’Iwasawa de V .
Rappelons tout d’abord la conjecture CEP(L/K, V ). Pour cela, on se donne une ex-
tension abe´lienne finie L/K de groupe de Galois G = Gal(L/K), une repre´sentation
potentiellement semi-stable V de GK et un re´seau T de V stable sous l’action de GK . On
de´finit la droite d’Euler-Poincare´ de V en posant :
∆EP(L/K, V ) = detQp[G]RΓ(L, V )⊗ detQp[G](IndL/QpV ).
On sait que RΓ(L, T ) est un complexe parfait de Zp[G]-modules et que l’image de
∆EP(L/K, T ) = detZp[G]RΓ(L, T ) ⊗ detZp[G](IndL/QpT ) dans ∆EP(L/K, V ) ne de´pend
pas du choix de T .
On note DLcris(V ), Dpst(V ) et D
L
dR(V ) les modules associe´s a` la restriction de V a` GL
par la the´orie de Fontaine, et tV (L) = D
L
dR(V )/Fil
0DLdR(V ) l’espace tangent de V sur L.
La suite exacte :
0→ H0(L, V )→ DLcris(V )→ D
L
cris(V )⊕ tV (L)→ H
1(L, V )→
→ DLcris(V
∗(1))∗ ⊕ t∗V ∗(1)(L)→ D
L
cris(V
∗(1))∗ → H2(L, V )→ 0,
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qui provient de la suite exacte fondamentale (cf §1.4) et l’isomorphisme t∗V ∗(1)(L) ≃
Fil0DLdR(V ) donnent un isomorphisme canonique :
detQp[G]RΓ(L, V )
∼
→ det−1
Qp[G]
DLdR(V ).
La the´orie des constantes locales permet d’autre part de de´finir un e´le´ment ε(L/K, V ) ∈
Qp(ζp∞)[G] associe´ a` l’action de GK sur Dpst(V ). L’isomorphisme de comparaison :
BdR ⊗Qp IndL/Qp(V ) ≃ BdR ⊗Qp D
L
dR(V ),
normalise´ par ε(L/K, V ) et par le facteur Γ habituel Γ∗(V ), fournit un isomorphisme :
det−1
Qp[G]
DLdR(V )⊗ detQp[G] IndL/Qp(V ) ≃ Qp[G]V,L/K ,
ou` Qp[G]V,L/K est un certain Qp[G]-module libre de rang 1 qui contient un sous-Zp[G]-
module inversible canonique Zp[G]V,L/K (cf de´finition 2.4.2). En composant ces isomor-
phismes, on obtient une trivialisation canonique de la droite d’Euler-Poincare´ :
δV,L/K : ∆EP(L/K, V ) ≃ Qp[G]V,L/K .
Dans son manuscrit non-publie´ [Kat93b], Kato a propose´ la conjecture suivante (qu’il
appelle « local ε-conjecture ») :
Conjecture CEP(L/K, V ). — Si V est une repre´sentation potentiellement semi-stable
et si L/K est une extension abe´lienne finie, alors l’application δV,L/K envoie ∆EP(L/K, T )
sur Zp[G]V,L/K .
C’est la conjecture 2.5.2 de cet article. Si L = K, alors on retrouve la conjecture
CEP(K, V ) de Fontaine et Perrin-Riou que l’on peut d’ailleurs reformuler en termes de
nombres de Tamagawa (cf conjecture 2.5.3).
Rappelons a` pre´sent la conjecture CIw(K∞/K, V ). On suppose pour cela queK est non-
ramifie´, on fixe une suite compatible de racines primitives pn-ie`mes de l’unite´ ε = (ζpn)n>0
et pour n > 1, on poseKn = K(ζpn) ainsi que K∞ = ∪n>1Kn. Soient HK = Gal(Qp/K∞),
Γ = Gal(K∞/K) et Γn = Gal(K∞/Kn) ce qui fait que Γ = ∆K × Γ1 ou` ∆K est le
sous-groupe de torsion de Γ. Soit H l’alge`bre des se´ries formelles f(X) ∈ Qp[[X ]] qui
convergent sur le disque unite´ ouvert et H(Γ1) = {f(γ1 − 1) | γ1 ∈ Γ1 et f ∈ H}. On
pose Λ = Zp[[Γ]], H(Γ) = Qp[∆K ]⊗Qp H(Γ1) et K(Γ) est l’anneau total des fractions de
H(Γ). On de´finit la cohomologie d’Iwasawa d’une repre´sentation V en posant :
H1Iw(K, T ) = lim←−
corKn/Kn−1
H1(Kn, T ),
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et H1Iw(K, V ) = Qp ⊗Zp H
1
Iw(K, T ).
Supposons a` pre´sent que V est cristalline. Dans [Per94], Perrin-Riou a construit une
famille d’applications :
ExpεV,h : D(V )
∆=0 → H(Γ)⊗Λ H
1
Iw(K, V )/V
HK ,
qui interpolent les exponentielles de Bloch et Kato. Plus pre´cisement, pour tout h > 1
ve´rifiant Fil−hDdR(V ) = DdR(V ), on a un diagramme commutatif :
D(V )∆=0
ExpεV,h
−−−−→ H(Γ)⊗Λ H
1
Iw(K, V )/V
HK
ΞεV,n
y yprT,n
DKndR (V )
(h−1)! expV,Kn
−−−−−−−−→ H1(Kn, V )/H
1(Γn, V
HK ).
Ici, D(V ) est isomorphe a` Λ⊗Zp Dcris(V ) et les applications ∆ et Ξ
ε
V,n sont explicites,
mais leur de´finition est un peu technique pour cette introduction (cf paragraphe 3.1).
Cette construction joue un roˆle important dans la the´orie des fonctions L p-adiques (cf
[Per95] et [Col99b]). Posons maintenant :
∆Iw(K∞/K, T ) = detΛRΓIw(K, T )⊗ detΛ(IndK∞/QpT ),
et ∆Iw(K∞/K, V ) = Qp⊗Zp∆Iw(K∞K, T ). On pose ℓj = j−log γ1/ logχ(γ1) et on de´finit
un facteur Γ par la formule :
Γh(V ) =
∏
j>−h
(ℓ−j)
dimQp Fil
jDcris(V ).
Le de´terminant de ExpεV,h normalise´ par Γh(V )
−1 ne de´pend alors pas de h, et la loi de
re´ciprocite´ de Perrin-Riou entraˆıne qu’il induit un isomorphisme canonique :
δV,K∞/K : ∆Iw(K∞/K, V )→ Qp ⊗Zp ΛV,K∞/K ,
ou` ΛV,K∞/K est un certain Λ-module libre de rang 1 (cf le paragraphe 4.1). Perrin-Riou
a propose´ la conjecture suivante (appele´e δZp(V ) dans [Per94] et [Per95]) relativement
au de´terminant de ExpεV,h.
Conjecture CIw(K∞/K, V ). — Si V est une repre´sentation cristalline de GK, alors
l’application δV,K∞/K envoie ∆Iw(K∞/K, T ) sur ΛV,K∞/K .
Le re´sultat principal de cet article est le suivant :
The´ore`me A. — Si K est une extension non-ramifie´e de Qp et si V est une repre´sen-
tation cristalline de GK , alors :
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(1) la conjecture CIw(K∞/K, V ) est vraie ;
(2) la conjecture CEP(L/K, V ) est vraie pour toute extension finie L de K contenue
dans K∞.
En utilisant les proprie´te´s fonctorielles de la conjecture CEP(L/K, V ), on en de´duit le
corollaire suivant :
Corollaire B. — Si K est une extension non-ramifie´e de Qp et si V est une repre´sen-
tation cristalline de GK , alors :
(1) la conjecture CEP(L, V ) est vraie pour toute extension L/K contenue dans Q
ab
p ;
(2) la conjecture CEP(K, V (η)) est vraie pour tout caracte`re de Dirichlet η de Γ.
Le the´ore`me A et le corollaire B sont de´montre´s a` la fin de cet article (cf le the´ore`me
4.4.4 et le corollaire 4.4.5). Disons quelques mots du plan de l’article. Les chapitres 1 et 2
sont consacre´s a` des rappels, qui aboutissent a` l’e´nonce´ de la conjecture CEP(L/K, V ). Les
chapitres 3 et 4 sont le coeur technique de l’article. On commence par y rappeler la con-
struction de l’exponentielle de Perrin-Riou, puis on y e´nonce la conjecture CIw(K∞/K, V ).
Apre`s cela on montre dans les paragraphes §§4.2, 4.3, en utilisant des techniques de de-
scente en the´orie d’Iwasawa, que la conjecture CIw(K∞/K, V ) est e´quivalente a` la con-
jecture CEP(Kn/K, V ) pour tout n > 1. Enfin dans le §4.4 on de´montre la conjecture
CIw(K∞/K, V ).
Les meˆmes arguments, avec un peu plus de calculs, permettent de de´montrer la
conjecture CEP(L/K, V ) pour toute extension L/K contenue dans Q
ab
p . Cette petite
ge´ne´ralisation est importante pour la version e´quivariante des conjectures de Bloch et
Kato ; nous en laissons les de´tails au lecteur.
Pour terminer cette introduction, remarquons que dans le cas ou` V est ordinaire, ces
re´sultats e´taient de´ja` connus (voir [Per94, BN02, BF04]).
1. Repre´sentations potentiellement semi-stables
Dans tout cet article, le corps K est une extension finie de Qp (dans le chapitre 3, on
suppose qu’elle est non-ramifie´e). L’anneau des entiers de K est note´ OK et son corps
re´siduel kK est de cardinal qK . On fixe une fois pour toutes une suite compatible de
racines primitives pn-ie`mes de l’unite´ ε = (ζpn)n>0 et pour n > 1, on pose Kn = K(ζpn)
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ainsi que K∞ = ∪n>1Kn. La notation K0 de´signe le sous-corps maximal non-ramifie´ de
K.
On pose :
GK = Gal(Qp/K) HK = Gal(Qp/K∞)
Γn = Gal(K∞/Kn) Gn = Gal(Kn/K)
et Λ = Zp[[Γ]] est l’alge`bre d’Iwasawa de Γ. Profitons-en pour remarquer que le caracte`re
cyclotomique χ envoie Γ dans Z×p et que cette application est un isomorphisme si K est
non-ramifie´ sur Qp.
L’objet de ce chapitre est de donner quelques rappels, sur la the´orie de Hodge p-adique,
la the´orie des (ϕ,Γ)-modules, la cohomologie galoisienne et l’exponentielle de Bloch-Kato.
1.1. The´orie de Hodge p-adique
Dans ce paragraphe, on rappelle quelques unes des constructions de Fontaine (voir
[Fon94a, Fon94b]) qui sont utilise´es dans la suite de cet article. On note σ le Frobenius
arithme´tique absolu agissant sur Qnrp .
Soient Bcris, Bst et BdR les anneaux de pe´riodes p-adiques construits par Fontaine (voir
[Fon94a] par exemple). Le corps BdR = B
+
dR[1/t] est une Qp-alge`bre qui contient Qp et
qui est munie d’une action de GK ainsi que d’une filtration de´croissante exhaustive et
se´pare´e par des FiliBdR = t
iB+dR. Remarquons que l’uniformisante t = log[ε] de´pend
du choix de ε = (ζpn)n>0 que l’on a fait ci-dessus. L’anneau Bst est une Qp-alge`bre
qui contient Q̂nrp et qui est munie d’une action de GK ainsi que d’un endomorphisme ϕ
commutant a` l’action de GK et σ-semi-line´aire et d’un ope´rateur de monodromie N :
Bst → Bst qui commute a` l’action de GK et ve´rifie N ◦ϕ = pϕ ◦N . Enfin, Bcris = B
N=0
st .
On a donc Bcris ⊂ Bst et de plus on a une injection Qp ⊗Qnrp Bst →֒ BdR.
Pour toute repre´sentation p-adique V de GK , on pose D
K
dR(V ) = (BdR ⊗Qp V )
GK , ce
qui fait que DKdR(V ) est un K-espace vectoriel filtre´ de dimension finie. S’il n’y a pas
de confusion possible quant au corps K, on e´crit plus simplement DdR(V ). De manie`re
analogue on pose :
DKcris(V ) = (Bcris ⊗Qp V )
GK et Dpst(V ) = lim−→
L/K
(Bst ⊗Qp V )
GL ,
ou` L parcourt l’ensemble des extensions finies de K, ce qui fait de DKcris(V ) un K0-espace
vectoriel muni d’une action σ-semi-line´aire de ϕ et de Dpst(V ) un K
nr
0 -espace vectoriel
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muni des ope´rateurs ϕ et N ve´rifiants N ◦ϕ = pϕ◦N . Comme ci-dessus, on e´crit Dcris(V )
s’il n’y a pas de confusion possible. On a :
dimK0 D
K
cris(V ) 6 dimKnr0 Dpst(V ) 6 dimKD
K
dR(V ) 6 dimQp V.
On dit que V est cristalline (resp. potentiellement semi-stable, resp. de de Rham) si
dimK0 D
K
cris(V ) = dimQp V (resp. si dimKnr0 Dpst(V ) = dimQp V , resp. si dimKD
K
dR(V ) =
dimQp V ). Remarquons que l’on sait maintenant que toute repre´sentation de de Rham
est potentiellement semi-stable (cf [Ber02]).
Si V est une repre´sentation de de Rham, on pose :
hi(V ) = dimK(Fil
iDKdR(V )/Fil
i+1DKdR(V )).
La de´composition de Hodge-Tate de V s’e´crit alors Cp ⊗Qp V ≃ ⊕i∈ZCp(−i)
hi(V ) ou` Cp
est le comple´te´ p-adique de Qp. Les oppose´s des entiers i tels que hi(V ) 6= 0 sont les poids
de Hodge-Tate de V . On pose tH(V ) =
∑
i∈Z ihi(V ).
1.2. Modules de Wach et (ϕ,Γ)-modules
Soit K/Qp une extension finie que l’on suppose ici non-ramifie´e. On note E˜
+ =
lim
←−
(OQp/pOQp) l’anneau construit par Fontaine (voir [Fon91] par exemple, cet anneau s’y
appelle R), E˜ = Frac(E˜+) son corps des fractions et W (E˜) l’anneau des vecteurs de Witt
a` coefficients dans E˜. On pose X = [ε]− 1, avec ε = (ζpn)n>0, A
+
K = OK [[X ]] et on note
AK le comple´te´ p-adique de A
+
K [1/X ]. Les anneaux A
+
K et AK sont munis d’un Frobenius
ϕ et d’une action de Γ = Gal(K∞/K), donne´s par les formules ϕ(X) = (1 +X)
p − 1 et
γ(X) = (1 +X)χ(γ) − 1 pour γ ∈ Γ, ou` χ : Γ → Z×p est le caracte`re cyclotomique. Soit
B le comple´te´ p-adique de l’extension maximale non-ramifie´e du corps BK = Qp⊗Zp AK
dans W (E˜). On pose A = B∩W (E˜), B+ = B∩W (E˜+)[1/p] et A+ = A∩W (E˜+). Tous
ces anneaux sont munis d’une action de GK et d’un Frobenius ϕ. Enfin, on a AK = A
HK .
Un (ϕ,Γ)-module est un module libre de rang fini sur AK muni d’un Frobenius semi-
line´aire ϕ et d’une action continue et semi-line´aire de Γ commutant avec ϕ. Dans [Fon91],
Fontaine a de´fini un foncteur :
D : T 7→ D(T ) = (A⊗Zp T )
HK ,
qui fournit une e´quivalence entre la cate´gorie des Zp-repre´sentations de GK et la cate´gorie
des (ϕ,Γ)-modules e´tales. Le foncteur :
M 7→ (A⊗AK M)
ϕ=1
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est un quasi-inverse de D. De meˆme, le foncteur D : V 7→ (B ⊗Qp V )
HK donne une
e´quivalence entre la cate´gorie des repre´sentations p-adiques de GK et la cate´gorie des
(ϕ,Γ)-modules e´tales sur BK = Qp ⊗Zp AK .
Si V est une repre´sentation cristalline, alors un re´sultat de Colmez [Col99a] dit qu’il
existe une base de D(T ) dans laquelle les matrices de ϕ et de γ ∈ Γ sont a` coefficients
dans A+K . Plus pre´cisement, on a le re´sultat suivant, de´montre´ dans [Ber04] :
Proposition 1.2.1. — Si V est une repre´sentation cristalline dont les oppose´s des poids
de Hodge-Tate sont 0 = r1 6 r2 6 · · · 6 rd = h, alors il existe un unique sous A
+
K-module
N(T ) de D+(T ) = (A+ ⊗Zp T )
HK , stable par ϕ et qui satisfait les conditions suivantes :
(1) N(T ) est un A+K-module libre de rang d = dim(V ) et contient une base de D(T )
sur AK ;
(2) l’action de Γ pre´serve N(T ) et elle est triviale sur N(T )/XN(T ) ;
(3) XhD+(T ) ⊂ N(T ).
De plus, on a qhN(T ) ⊂ ϕ∗N(T ), ou` q = ϕ(X)/X et ϕ∗N(T ) est le A+K-module engendre´
par ϕ(N(T )).
Soit B+rig,K l’ensemble des se´ries formelles f(X) =
∑∞
k=0 akX
k, avec ak ∈ K et telles
que f(X) converge sur le disque unite´ ouvert {x ∈ Cp | |x|p < 1}. L’anneau B
+
rig,K est
de Be´zout [Laz62] et de plus il admet la the´orie des diviseurs e´le´mentaires ; il est aussi
muni d’actions de ϕ et de Γ et on a un plongement ϕ−n : B+rig,K →֒ Kn[[t]] ⊂ B
+
dR qui
envoie X sur ζpn exp (t/p
n)− 1.
Proposition 1.2.2. — Si V est une repre´sentation cristalline dont les oppose´s des poids
de Hodge-Tate sont 0 = r1 6 r2 6 . . . 6 rd = h, alors Dcris(V ) ≃ (B
+
rig,K ⊗A+K
N(T ))Γ
et : [
B+rig,K ⊗A+K
N(T ) : B+rig,K ⊗K Dcris(V )
]
=
[(
t
X
)r1
; · · · ;
(
t
X
)rh]
.
De´monstration. — Voir [Ber04, prop III.4].
1.3. Cohomologie galoisienne
Rappelons maintenant comment on peut calculer la cohomologie galoisienne des
repre´sentations p-adiques a` partir des (ϕ,Γ)-modules. On suppose toujours que K/Qp
est non-ramifie´e, on pose Γn = Gal(K∞/Kn), on fixe un ge´ne´rateur topologique γ1 de Γ1
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et on pose γn = γ
pn−1
1 . Si T est une repre´sentation Zp-adique de GK , on note Cϕ,γn(Kn, T )
le complexe :
0→ D(T )
f
→ D(T )⊕D(T )
g
→ D(T )→ 0,
ou` les applications f et g sont de´finies par f(x) = ((ϕ − 1)x, (γn − 1)x) et g(y, z) =
(γn − 1)y − (ϕ− 1)z.
Dans [Her98], Herr a montre´ que les groupes de cohomologie H i(Cϕ,γn(Kn, T )) s’iden-
tifient canoniquement aux groupes de cohomologie galoisienne H i(Kn, T ) (voir [Ben00,
prop 1.3.2] ou bien [CC99, prop I.4.1] ou encore [Ber03, prop I.8] pour une description
explicite de cet isomorphisme quand i = 1).
Enfin, on peut aussi retrouver la cohomologie d’Iwasawa :
H iIw(K, T ) = lim←−
corKn/Kn−1
H i(Kn, T ),
en utilisant les (ϕ,Γ)-modules. Pour cela, on utilise l’ope´rateur ψ : B→ B qui est de´fini
par la formule :
ψ(x) =
1
p
ϕ−1(TrB/ϕ(B)(x)).
L’ope´rateur ψ commute a` l’action de GK et on a ψ◦ϕ = id. La cohomologie du complexe :
D(T )
ψ−1
→ D(T )
s’identifie canoniquement a` la cohomologie d’Iwasawa de T , c’est-a`-dire que H1Iw(K, T ) ≃
D(T )ψ=1 et que H2Iw(K, T ) ≃ D(T )/(ψ−1) (voir [CC99, §II.3]). Donnons une description
explicite du premier isomorphisme. Si α ∈ D(T )ψ=1, alors (ϕ−1)α ∈ D(T )ψ=0 et comme
γn−1 est inversible sur D(T )
ψ=0 (cf. [Her98] ou [CC99, prop I.5.1]), il existe xn ∈ D(T )
ve´rifiant (γn−1)xn = (ϕ−1)α. Les cl(xn, α) ∈ H
1(Cϕ,γn(Kn, T )) forment alors un syste`me
compatible d’e´le´ments de H1(Kn, T ).
1.4. L’exponentielle de Bloch-Kato
Soit V une repre´sentation de de Rham. Bloch et Kato ont de´fini (voir [BK90, §4]) la
partie exponentielle (resp. parties finie et ge´ome´trique) de H1(K, V ) en posant :
H1e (K, V ) = ker(H
1(K, V )→ H1(K,Bϕ=1cris ⊗Qp V )),
H1f (K, V ) = ker(H
1(K, V )→ H1(K,Bcris ⊗Qp V )),
H1g (K, V ) = ker(H
1(K, V )→ H1(K,BdR ⊗Qp V )).
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La dualite´ locale fournit un accouplement (·, ·)V : H
1(K, V )×H1(K, V ∗(1))→ Qp pour
lequel l’orthogonal de H1e (K, V ) est H
1
g (K, V
∗(1)) et celui de H1f (K, V ) est H
1
f (K, V
∗(1)).
L’espace tangent de V sur K est par de´finition le quotient :
tV (K) = D
K
dR(V )/Fil
0DKdR(V ).
Les anneaux Bcris et BdR sont relie´s par l’inclusion Bcris ⊂ BdR mais aussi et surtout
par les suites exactes fondamentales :
0→ Qp → B
ϕ=1
cris
α
→ BdR/Fil
0BdR → 0,
0→ Qp → Bcris
β
→ Bcris ⊕BdR/Fil
0BdR → 0,
ou` α(x) = x mod Fil0BdR et β(x) = ((1−ϕ)x, x mod Fil
0BdR). En prenant les produits
tensoriels de ces suites par V et les invariants sous l’action de GK , on obtient des suites
exactes longues de cohomologie qui nous donnent les deux suites exactes :
0→ H0(K, V )→ Dcris(V )
ϕ=1 → tV (K)→ H
1
e (K, V )→ 0,(eq1)
0→ H0(K, V )→ Dcris(V )→ Dcris(V )⊕ tV (K)→ H
1
f (K, V )→ 0.(eq2)
L’application de connexion expV,K : tV (K)→ H
1(K, V ) dans la premie`re suite s’appelle
l’exponentielle de Bloch et Kato. L’exponentielle duale exp∗V,K : H
1(K, V )→ Fil0DKdR(V )
est de´finie par la formule :
TrK/Qp[exp
∗
V,K(x), y]V = (x, expV ∗(1),K(y))V ,
ou` [·, ·]V : D
K
dR(V )×D
K
dR(V
∗(1))→ K est la dualite´ canonique. On ve´rifie facilement que
ker(exp∗V,K) = H
1
g (K, V ).
Lemme 1.4.1. — On a des isomorphismes canoniques :
expV,f/e :
Dcris(V )
(1− ϕ)Dcris(V )
∼
→
H1f (K, V )
H1e (K, V )
,
exp∗V,g/f :
H1g (K, V )
H1f (K, V )
∼
→ Dcris(V )
ϕ=p−1.
De´monstration. — On remarque que la suite (eq1) s’injecte dans (eq2), d’ou` on obtient
le premier isomorphisme. D’autre part, pour tout K0-espace vectoriel W de dimension
finie muni d’un ope´rateur σ-semi-line´aire ϕ, on a un isomorphisme :
HomK0(W,K0)
ϕ=1 ∼→ HomQp(W/(1− ϕ)W,Qp)
f 7→ TrK0/Qpf,
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ce qui fait que :
H1g (K, V )
H1f (K, V )
≃
(
H1f (K, V
∗(1))
H1e (K, V
∗(1))
)∗
≃
(
Dcris(V
∗(1))
(1− ϕ)Dcris(V ∗(1))
)∗
∼
→ Dcris(V )
ϕ=p−1,
et le lemme est de´montre´.
On pose maintenant Lf (K, V ) = detQp H
0(K, V )⊗Qp det
−1
Qp
H1f (K, V ). La suite exacte
(eq2) fournit alors un isomorphisme canonique iV : Lf (K, V ) ≃ det
−1
Qp
tV (K). Soit T un
Zp-re´seau de V stable sous l’action de GK et soit ω une base de detQp tV (K). On note
H1f (K, T ) l’image inverse de H
1
f (K, V ) dans H
1(K, T ) et l’on pose :
Lf(K, T ) = detZp H
0(K, T )⊗Zp det
−1
Zp
H1f (K, T ).
De´finition 1.4.2. — On appelle nombre de Tamagawa, et on note Tam0K,ω(T ), l’unique
puissance de p telle que iV (Lf (K, T )) = ZpTam
0
K,ω(T )ω
−1, ou` ω−1 est la base duale de ω
(voir [BK90, Per95]).
Ces nombres interviennent dans la formulation de la conjecture CEP(K, V ) (conjecture
2.5.3 ci-dessous).
2. De´terminants et constantes locales
L’objet de ce chapitre est d’e´noncer la conjecture CEP(L/K, V ). On commence par des
rappels sur la the´orie des de´terminants ge´ne´ralise´s, puis on passe en revue la construction
des constantes locales, pour les repre´sentations de Weil-Deligne tout d’abord, et pour les
repre´sentations potentiellement semi-stables ensuite.
2.1. De´terminants ge´ne´ralise´s
Dans le reste de cet article, nous avons besoin de la construction de de´terminants sur
des anneaux tels que Zp[G] ou Qp[G], pour un groupe abe´lien fini G, ou encore Zp[[X ]] et
Qp ⊗Zp Zp[[X ]]. Nous commenc¸ons donc par quelques rappels, tire´s de [KM76, Del87,
BF01], sur le formalisme tre`s ge´ne´ral des de´terminants.
Soit A un anneau commutatif unitaire. On note M(A) la cate´gorie des A-modules et
P(A) la sous-cate´gorie de M(A) forme´e des modules projectifs de type fini.
On appelle cate´gorie de Picard une cate´gorie P dont toute fle`che est un isomorphisme,
munie d’un foncteur ⊠ : P×P → P et d’une contrainte d’associativite´ pour ⊠. On peut
de´duire de ces axiomes l’existence d’un objet unite´ 1P , unique a` isomorphisme pre`s. Tout
objet X de P admet un inverse X−1 tel que X ⊠X−1 ≃ 1P . On dit qu’une cate´gorie de
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Picard P est commutative si elle est munie d’une contrainte de commutativite´ compatible
a` la contrainte d’associativite´.
Soit (P(A), is) la cate´gorie dont les objets sont ceux de P(A) et dont les fle`ches sont
les isomorphismes. On appelle foncteur de´terminant un foncteur det : (P(A), is) → P
ve´rifiant les proprie´te´s suivantes :
(1) Pour toute suite exacte 0→ P ′ → P → P ′′ → 0, on a un isomorphisme fonctoriel :
det(P ) ≃ det(P ′)⊠ det(P ′′).
(2) Pour toute suite exacte 0 → P
α
→ Q → 0, l’application det(α) co¨ıncide avec le
compose´ :
det(P ) ≃ det(0)⊠ det(Q) ≃ det(Q),
et de meˆme det(α)−1 co¨ıncide avec le compose´ :
det(Q) ≃ det(P )⊠ det(0) ≃ det(P ).
(3) Si P = P ′ ⊕ P ′′ et si :0→ P ′ → P → P ′′ → 0 et 0→ P ′′ → P → P ′ → 0 sont les
suites exactes naturelles, alors le diagramme :
det(P )
vvnnn
nn
nn
nn
nn
n
((PP
PP
PP
PP
PP
PP
det(P ′)⊠ det(P ′′) // det(P ′′)⊠ det(P ′)
est commutatif.
(4) Pour tout module projectif P muni d’une filtration P ⊃ P ′ ⊃ P ′′ ⊃ {0}, le
diagramme :
det(P ) −−−→ det(P ′)⊠ det(P/P ′)y y
det(P ′′)⊠ det(P/P ′′) −−−→ det(P ′′)⊠ det(P ′/P ′′)⊠ det(P/P ′)
est commutatif.
Soit K(A) = K(M(A)) la cate´gorie des complexes de A-modules. On dit qu’un mor-
phisme de complexes f : M• → N• est un quasi-isomorphisme si pour tout i, l’application
H i(M•) → H i(N•) est un isomorphisme. La cate´gorie de´rive´e D(A) = D(K(A)) est la
localisation de K(A) par rapport aux quasi-isomorphismes.
On dit qu’un objet M• de D(A) est parfait s’il existe un complexe borne´ de A modules
projectifs de type fini : P • = (· · · → Pi+1 → Pi → Pi−1 → · · · ) quasi-isomorphe a` M
•.
Soit Dp(A) la sous-cate´gorie de D(A) forme´e des objets parfaits. Pour tout objet M• de
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Dp(A), on fixe un complexe P • ve´rifiant les conditions ci-dessus et l’on pose :
det(M•) = ⊠i∈Z det(Pi)
(−1)i .
On obtient ainsi une extension du foncteur det, unique a` e´quivalence pre`s, a` un foncteur
(encore note´ det) :
det : (Dp(A), qis)→ P.
Si les modules de cohomologie H i(M•) sont parfaits en toutes dimensions, on a alors un
isomorphisme fonctoriel :
det(M•) ≃ ⊠i∈Z det(H
i(M•))(−1)
i
.
Dans [Del87], Deligne construit une cate´gorie de Picard commutative V (A) et un
foncteur de´terminant universel [·]A : (P(A), is)→ V (A) tel que tout foncteur de´terminant
det s’e´crit comme le compose´ de [·]A avec un foncteur additif V (A)→ P. On en de´duit en
particulier un foncteur [·]A : (D
p(A), qis) → V (A). La proposition ci-dessous rassemble
quelques proprie´te´s du foncteur [·]A.
Proposition 2.1.1. — Si f : A → B est un morphisme d’anneaux, alors le foncteur
« extension des scalaires » f ∗M = B ⊗A M induit des foncteurs Lf
∗ : Dp(A) → Dp(B)
et f ∗ : V (A)→ V (B), et les foncteurs [·]B ◦ Lf
∗ et f ∗ ◦ [·]A : (D
p(A), qis)→ V (B) sont
quasi-isomorphes.
Si on suppose de plus que B est projectif de type fini sur A, alors la restriction des
scalaires induit des foncteurs f∗ : D
p(B)→ Dp(A) et f∗ : V (B)→ V (A), et les foncteurs
f∗ ◦ [·]B et [·]A ◦ f∗ : (D
p(B), qis)→ V (A) sont quasi-isomorphes.
De´monstration. — Voir [Del87, section 4.11].
On note P(A) la cate´gorie des A-modules inversibles gradue´s. Un objet de P(A)
s’identifie a` une paire (X,α) ou` X est un A-module inversible et α : Spec(A) → Z est
une fonction localement constante. Une fle`che f : (X,α)→ (Y, β) n’existe que si α = β,
auquel cas c’est un isomorphisme. On munit P(A) d’un produit tensoriel en posant
(X,α)⊗ (Y, β) = (X ⊗A Y, α + β).
Munie de la contrainte de commutativite´ donne´e par la re`gle de Koszul :
ψ : X ⊗A Y → Y ⊗A X
ψ(x⊗ y) = (−1)αβy ⊗ x,
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la cate´gorie P(A) est alors une cate´gorie de Picard commutative. On identifie l’oppose´
(X,α)−1 d’un e´le´ment (X,α) a` (X∗,−α) ou` X∗ = HomA(X,A).
Si P est un A-module projectif de type fini, alors le rang de P est une fonction locale-
ment constante rgP : Spec(A) → Z et on de´finit le de´terminant de Knudsen-Mumford
detA(P ) en posant :
detA(P ) = (∧
rP, rgP ) ∈ Ob(P(A)).
Remarquons que la proprie´te´ universelle du foncteur [·]A donne un foncteur additif
V(A)→ P(A) qui n’est pas, en ge´ne´ral, une e´quivalence de cate´gories.
Dans cet article nous n’utilisons que les de´terminants sur des produits finis d’anneaux
locaux. Dans ce cas les cate´gories V(A) et P(A) sont e´quivalentes par [Del87, section
4.13] et la construction de Knudsen-Mumford fournit donc un foncteur de´terminant uni-
versel. Les anneaux typiques auquels nous allons appliquer la the´orie pre´cedente sont :
(1) A = Qp[G] ou bien A = Zp[G], ou` G est un groupe abe´lien fini.
(2) A = Zp[[X ]] ou bien A = Qp ⊗Zp Zp[[X ]].
Proposition 2.1.2. — Si A est un anneau local re´gulier de dimension n, alors :
(1) Tout A-module de type fini M admet une re´solution projective P • : 0 → Pm →
· · · → P0 →M → 0 avec m 6 n.
(2) Si Q(A) est l’anneau total des fractions de A, et si M est un A-module de torsion,
alors le produit tensoriel de P • par Q(A) donne une suite exacte 0 → Q(A) ⊗A Pm →
· · · → Q(A) ⊗A P0 → 0. On en de´duit une injection canonique iA : detA(M) →
detQ(A)(Q(A)⊗A P
•) ≃ Q(A) et l’image de detA(M) dans Q(A) ne de´pend pas du choix
de P • et co¨ıncide avec l’ide´al fractionnaire de M .
De´monstration. — La premie`re assertion est un the´ore`me classique de Serre (voir par
exemple [Mat92, §19]). Pour la deuxie`me voir [KM76, the´ore`me 3].
Exemple 2.1.3. — En particulier, conside´rons l’anneau A = Zp[[X ]] qui est local
re´gulier de dimension 2 et soit M un A-module de type fini et de torsion. Il existe alors
une suite exacte :
0→ (fini)→M → ⊕ni=1A/fiA→ (fini)→ 0,
ou` les fi sont des polynoˆmes distingue´s. On a alors detA(M) = carA(M)
−1A ou` carA(M) =∏n
i=1 fi est le polynoˆme caracte´ristique de M .
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Remarque 2.1.4. — L’approche de Deligne a e´te´ ge´ne´ralise´e aux anneaux non-com-
mutatifs par Burns et Flach, voir [BF01].
2.2. De´terminants de la cohomologie galoisienne
On noteM(GK) la cate´gorie des Zp-repre´sentations de GK , c’est-a`-dire la cate´gorie des
Zp-modules (pas ne´cessairement de type fini) munis d’une action line´aire et continue de
GK . Si L est une extension finie de K on a les foncteurs habituels : ResL/K : M(GK)→
M(GL) et IndL/K : M(GL) → M(GK), ce dernier foncteur e´tant donne´ par la formule
IndL/KM = Zp[GK ]⊗Zp[GL] M .
Supposons maintenant L abe´lien sur K et posons G = Gal(L/K). On note ι : Zp[G]→
Zp[G] l’involution g 7→ g
−1. Si M ∈ M(GK), on note (pour simplifier) IndL/KM le
Zp[GK ]-module IndL/K(ResL/KM). Le module IndL/KM a alors une structure naturelle
de Zp[G]-module donne´e par la formule g(σ⊗m) = σg
−1⊗g(m), et on a des isomorphismes
canoniques :
MGL ≃ (IndL/KM)
GK , m 7→
∑
g∈G
g ⊗m;
IndL/K(M) ≃ (Zp[G]⊗Zp M)
ι, σ ⊗m 7→ σ ⊗ σ(m).
SoitM(GK)
ind la sous-cate´gorie deM(GK) dont les objets sont les limites inductives de
Zp[GK ]-modules de type fini sur Zp. Pour toutM ∈M(GK)
ind, on note C•(GK , IndL/KM)
le complexe des cochaˆınes continues de GK a` valeurs dans IndL/K(M). On obtient ainsi
un foncteur deM(GK)
ind dans D(Zp[G]) qui a`M associe C
•(GK , IndL/KM) et qui induit
un foncteur exact :
RΓ(L, ·) : D(M(GK)
ind)→ D(Zp[G]).
Le lemme de Shapiro donne un isomorphisme RiΓ(L,M) ≃ H i(L,M).
Proposition 2.2.1. — Si L/K est une extension abe´lienne finie et si M est un Zp[GK ]-
module qui est de type fini sur Zp, alors :
(1) RΓ(L,M) ∈ Dp(Zp[G]) ;
(2) si de plus M est de Zp-torsion, alors detZp[G]RΓ(L,M) = det
−1
Zp[G]
(IndL/QpM) dans
Q(Zp[G]).
De´monstration. — Voir [Kat93c] et [BF96].
Pour terminer ce paragraphe, faisons le lien entre les constructions ci-dessus et la the´orie
d’Iwasawa des repre´sentations p-adiques. Rappelons que l’on a fixe´ un syste`me compatible
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(ζpn)n>0 de racines primitives p
n-ie`mes de l’unite´ et pose´ Kn = K(ζpn) et K∞ = ∪n>1Kn.
Soient Gn = Gal(Kn/K), HK = Gal(Qp/K∞), Γ = Gal(K∞/K), Γn = Gal(K∞/Kn) et
enfin Λ = Zp[[Γ]] l’alge`bre d’Iwasawa de Γ.
Si T est une Zp-repre´sentation de GK , alors le module induit IndK∞/K(T ) est isomorphe
a` (Λ⊗Zp T )
ι et on pose RΓIw(K, T ) = RΓ(K, IndK∞/K(T )). La proposition suivante est
un cas particulier d’un re´sultat de Nekova´rˇ (voir [Nek02, prop 8.4.22]).
Proposition 2.2.2. — (1) On a des isomorphismes canoniques RiΓIw(K, T ) ≃
H iIw(K, T ).
(2) Dans la cate´gorie D(Zp[Gn]), on a un isomorphisme canonique :
Zp[Gn]⊗
L
Λ RΓIw(K, T ) ≃ RΓ(Kn, T ).
(3) On a une suite spectrale de´ge´ne´re´e :
Eij2 = H
i(K∞/Kn, H
j
Iw(K, T ))⇒ H
i+j−1(Kn, T ),
qui donne lieu a` des suites exactes :
0→ HjIw(K, T )Γn → H
j(Kn, T )→ H
j+1
Iw (K, T )
Γn → 0.
Enfin, remarquons que la dualite´ locale fournit un isomorphisme H2Iw(K, T ) ≃
H0(K∞, V
∗(1)/T ∗(1))∧ ou` ∧ signifie le dual de Pontryagin. En particulier, si (V ∗)HK = 0,
alors H2Iw(K, T ) est fini et on a ♯H
2
Iw(K, T )
Γn = ♯H0(Kn, V
∗(1)/T ∗(1)).
2.3. Constantes locales des repre´sentations de Weil-Deligne
L’objet de ce paragraphe est de fournir des rappels sur la the´orie des constantes locales,
telle qu’elle est de´veloppe´e dans [Del73], auquel nous renvoyons pour plus de de´tails. Le
corps K est toujours une extension finie de Qp. On fixe une uniformisante πK de K et
on note | · |K la norme de K normalise´e par |πK |K = q
−1
K ou` qK est le cardinal du corps
re´siduel kK de K.
On note Knr l’extension maximale non-ramifie´e de K et FrK le Frobenius ge´ome´trique
de Knr. Le groupe de Weil WK de K est par de´finition le sous-groupe de GK forme´ des
g ∈ GK tels que la restriction de g a` K
nr soit une puissance entie`re de FrK . On a donc
une suite exacte :
0→ IK →WK
ν
→ Z→ 0,
ou` l’application ν est de´finie par la formule w|Knr = Fr
ν(w)
K .
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Soit E un corps de caracte´ristique 0 et contenant toutes les racines de l’unite´ d’ordre
une puissance de p et d’ordre p−1. On fixe une mesure de Haar µK sur K et un caracte`re
additif continu ψ : K → E× (le corps E e´tant muni de la topologie discre`te). Comme ψ
est continu, il est trivial sur un sous-groupe ouvert de K et l’on de´finit son conducteur
n(ψ) comme e´tant le plus grand entier n tel que ψ est trivial sur π−nK OK .
La the´orie de Langlands et Deligne (voir [Del73]) associe a` toute repre´sentation E-
line´aire V de WK une constante ε(V, ψ, µK) ve´rifiant les proprie´te´s suivantes :
(1) Si V est de dimension 1, alors ε(V, ψ, µK) co¨ıncide avec la constante locale
« abe´lienne » de´finie par la the´orie de Tate (dans [Tat67]). Plus pre´cisement, l’iso-
morphisme de re´ciprocite´ K× → W abK permet de voir V comme un quasi-caracte`re
η : K× → E×. On note a(η) le conducteur de η et on fixe c ∈ OK ve´rifiant
vK(c) = a(η) + n(ψ). Si η est non-ramifie´, alors on a :
ε(η, ψ, µK) =
η(c)
|c|K
∫
OK
dµK ,
et si η est ramifie´, alors on a :
ε(η, ψ, µK) =
∑
n∈Z
∫
{vK (x)=n}
η−1(x)ψ(x)dµK =
∫
c−1OK
η−1(x)ψ(x)dµK .
(2) Pour toute suite exacte de repre´sentations 0 → V ′ → V → V ′′ → 0, on a
ε(V, ψ, µK) = ε(V
′, ψ, µK)ε(V
′′, ψ, µK).
(3) Pour tout a ∈ K×, on a ε(V, ψ, aµK) = a
dimV ε(V, ψ, µK) et si ma de´note la fonction
x 7→ ax, alors ε(V, ψ ◦ma, µK) = det(V )(a)|a|
−dimV
K ε(V, ψ, µK).
(4) Si L est une extension finie de K, alors il existe une constante λ(L/K, ψ, µL, µK) ∈
E telle que pour toute repre´sentation V de WL on ait :
ε(IndL/K(V ), ψ, µK) = λ(L/K, ψ, µL, µK)
dimV ε(V, ψ ◦ TrL/K , µL).
(5) Soient ω1 : K
× → E× le quasi-caracte`re donne´ par la formule ω1(a) = |a|K et µ
∗
K
la mesure duale de µK relativement a` ψ. On a alors :
ε(V, ψ, µK)ε(V
∗ ⊗ ω1, ψ ◦m−1, µ
∗
K) = 1.
(6) Pour une repre´sentation non-ramifie´e W , on a :
ε(V ⊗W,ψ, µK) = det(W )(π
a(V )+dim(V )n(ψ)
K )ε(V, ψ, µK)
dimW ,
ou` a(V ) est le conducteur d’Artin de V .
Rappelons que l’on a fixe´ un syste`me compatible (ζpn)n>0 de racines de l’unite´. On note
ψ0 l’unique caracte`re additif de Qp ve´rifiant ψ0(1/p
n) = ζpn et on pose ψK = ψ0 ◦TrK/Qp.
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On normalise la mesure µK en imposant µK(OK) = 1. Soit enfin (·, ·)K : K
××K× → {±1}
le symbole de Hilbert. Le lemme suivant est bien connu des experts.
Lemme 2.3.1. — Si L/K est une extension finie, alors :
λ(L/K, ψK , µL, µK) = ±(−1, dL/K)
1/2
K |dL/K |
[K:Qp]/2
p ,
ou` dL/K est le discriminant de L/K.
De´monstration. — Les formules (3) et (5), applique´es a` la repre´sentation re´gulie`re
IndL/K [1] donnent :
ε(IndL/K [1], ψK , µK)ε(IndL/K [1]⊗ ω1, ψK ◦m−1, µK) = |dK |
−[L:K]
p .
Comme par ailleurs a(IndL/K [1]) = vK(dL/K) (voir par exemple [Ser68, chap IV, prop.
4]) et n(ψK) = vK(DK/Qp), on a :
ε(IndL/K [1]⊗ ω1, ψK ◦m−1, µK) = |dL|p det(IndL/K [1])(−1)ε(IndL/K [1], ψK , µK).
On a |dL|p = |dL/K |
[K:Qp]
p |dK |
[L:K]
p et det(IndL/K [1])(−1) = (−1, dL/K)K , d’ou` :
ε(IndL/K [1], ψK , µK) = ±(−1, dL/K)
1/2
K |dL/K |
[K:Qp]/2
p |dL|
−1
p .
Comme ε([1], ψL, µL) = |dL|
−1
p , on en de´duit le lemme.
Remarque 2.3.2. — Il est facile de voir que si L/K est une extension non-ramifie´e de
degre´ f , alors λ(L/K, ψ, µL, µK) = (−1)
(f−1)n(ψ).
Supposons maintenant que K est une extension non-ramifie´e de Qp de degre´ f , et
notons X(Gn) le groupe des caracte`res de Gn = Gal(Kn/K) a` valeurs dans E. Pour tout
η ∈ X(Gn), on note eη l’idempotent habituel
eη =
1
♯Gn
∑
g∈Gn
η−1(g)g.
On de´finit la somme de Gauss τ(η) en posant τ(η) =
∑
g∈Gk
η−1(g)g(ζpk) = ♯Gkeη(ζpk),
ou` k = a(η) est le conducteur de η.
Lemme 2.3.3. — Pour tout caracte`re η ∈ X(Gn), on a :
ε(η, ψK , µK) = (−1)
(f−1)a(η)τ(η)f .
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De´monstration. — Comme K/Qp est non-ramifie´e, les groupes de Galois des extensions
Qp(ζpn)/Qp et Kn/K sont isomorphes et η peut eˆtre vu comme la restriction ResK/Qp η˜
d’un caracte`re η˜ : Gal(Qp(ζpn)/Qp)→ E
×. Comme λ(K/Qp, ψ0, µK , µ0) = 1, on a :
ε(η, ψK , µK) = ε(IndK/Qpη, ψ0, µ0)ε(IndK/Qp[1]⊗ η˜, ψ0, µ0) = (−1)
(f−1)a(η)ε(η˜, ψ0, µ0)
f .
Si on suppose que n = a(η), alors l’application compose´e Q×p → Gal(Q
ab
p /Qp) → Gn ≃
(Z/pnZ)× envoie u ∈ Z×p sur u mod p
n et p sur 1, ce qui fait que :
ε(η˜, ψ0, µ0) = p
n
∑
u∈Z×p /1+pnZp
µ0(1 + p
kZp)η˜(u)
−1ζupn =
∑
u∈Z×p /1+pnZp
η˜(u)−1ζupn = τ(η).
Le cas ge´ne´ral s’en de´duit.
On appelle repre´sentation du groupe de Weil-Deligne un couple (ρ,N) forme´ d’une
repre´sentation ρ : WK → AutE(V ) du groupe de Weil WK et d’un endomorphisme
nilpotent N : V → V ve´rifiant ρ(w)−1Nρ(w) = q
ν(w)
K N (voir [Del73, §8]). On pose alors :
ε(V, ψK , µK) = ε(ρ, ψK , µK) det(−FrK | V
IK/(V IK)N=0).
2.4. Constantes locales des repre´sentations potentiellement semi-stables
Pour plus de de´tails, voir [FP94, chapitre I, §1.3]. On garde les notations et les
conventions des paragraphes pre´ce´dents. En particulier, K est toujours une extension
finie de Qp et K0 est son sous-corps maximal non-ramifie´, dont le degre´ sur Qp est
f = [K0 : Qp]. Rappelons que l’on a de´fini ci-dessus un caracte`re additif ψK a` valeurs
dans Qp(ζp∞) = ∪n>0Qp(ζpn) en posant ψK(a/p
n) = ζ
TrK/Qp (a)
pn . On fixe une extension
abe´lienne finie L/K et on pose toujours G = Gal(L/K).
Le lemme suivant est laisse´ en exercice au lecteur.
Lemme 2.4.1. — Si L/K est une extension finie et si V est une repre´sentation p-adique
de GL, alors D
K
dR(IndL/KV ) ≃ D
L
dR(V ) et Dpst(IndL/KV ) ≃ IndL/KDpst(V ).
Si V est une repre´sentation potentiellement semi-stable de GK , alors la repre´sentation
IndL/KV ≃ (Qp[G] ⊗Qp V )
ι est bien-suˆr elle aussi potentiellement semi-stable et D =
Dpst(IndL/KV ) est un K
nr
0 [G]-module muni d’une action naturelle FrK-semi-line´aire de
WK . On munit D d’une action line´aire de WK , ρ : WK → AutKnr0 [G](D) en posant
(ρ(w))(d) = wϕfν(w)(d) ou` l’application ν est celle de´finie au paragraphe 2.1. Le module
D est muni d’un ope´rateur de monodromie N ve´rifiant N ◦ ϕ = pϕ ◦ N ce qui fait que
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ρ(w)−1Nρ(w) = q
ν(w)
K et que (ρ,N) est une repre´sentation du groupe de Weil-Deligne.
On pose alors :
ε(L/K, V ) = ε(D,ψK, µK) = ε(ρ, ψK , µK) det(−FrK | D
IK/(DIK)N=0).
Il est facile de voir (cf [FP94, remarque 1.3.3]) que la repre´sentation ρ est Qp-rationnelle,
d’ou` l’on tire que ε(L/K, V ) ∈ Qp(ζp∞)[G].
Si E est un corps contenant Knr ainsi que les valeurs des caracte`res de G, alors on a :
E[G] = ⊕η∈X(G)Eη, ou` Eη = eηE,
et le module D se de´compose sur E en produit de ses η-composantes :
E ⊗Knr0 D = ⊕η∈X(G)Dη, ou` Dη = eη(E ⊗Knr0 D).
On appelle η0 le caracte`re trivial. On de´duit de la de´composition ci-dessus que
ε(L/K, V ) =
∑
η∈X(G) ε(Dη, ψK,η, µK), avec ε(Dη, ψK,η, µK) ∈ Eη.
Si V est une repre´sentation potentiellement semi-stable de GK , alors par le lemme 2.4.1
ci-dessus, D
Qp
dR(IndL/Qp(V )) ≃ D
L
dR(V ) et on a donc un isomorphisme canonique :
compL/Qp : BdR ⊗Qp IndL/QpV ≃ BdR ⊗Qp D
L
dR(V ).
On en de´duit un homomorphisme :
α˜V,L/K : det
−1
Qp[G]
(DLdR(V ))⊗ detQp[G](IndL/QpV )→ Qp[G]⊗Qp BdR.
On voit que detQp[G](IndL/QpV ) est une Qp[G]-repre´sentation de de Rham de rang 1
et de poids r = −[K : Qp]tH(V ) et il existe donc une extension abe´lienne finie K
′/Qnrp
telle que la restriction de detQp[G](IndL/QpV ) a` GK ′ soit isomorphe a` Qp[G](r). On en
de´duit donc une application αV,L/K : det
−1
Qp[G]
(DLdR(V )) ⊗ detQp[G](IndL/QpV ) → K
′[G],
donne´e par la formule αV,L/K = t
−rα˜V,L/K , ou` t = log[ε] ∈ BdR est l’uniformisante de
B+dR associe´e a` ε = (ζpn)n>0.
Soit σ̂ l’e´le´ment de Gal(Qabp /Qp) qui ope`re trivialement sur les racines p
n-ie`mes de
l’unite´ et dont la restriction a` Qnrp est e´gale a` σ, et soit aV,L/K = detQp[G](IndL/QpV )(σ̂) ∈
Zp[G]
×.
De´finition 2.4.2. — On pose : Zp[G]V,L/K = {x ∈ Ẑnrp [G] | σ(x) = aV,L/Kx} et
Qp[G]V,L/K = Qp ⊗Zp Zp[G]V,L/K .
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Le module Zp[G]V,L/K est alors libre de rang 1 sur Zp[G] (voir [Kat93b]). Posons
Γ∗(i) =
{
(i− 1)!, si i > 0
(−1)i
(−i)!
, si i 6 0,
et Γ∗(V ) =
∏
i∈Z Γ
∗(−i)hi(V )[K:Qp]. Soit aussi :
βV,L/K = λ(K/Qp)
− dimV Γ∗(V )ε(L/K, V )−1αV,L/K ,
ou` λ(K/Qp) = λ(K/Qp, ψ0, µK, µ0) est la constante de´finie dans le paragraphe 2.1.
Lemme 2.4.3. — L’application βV,L/K induit un isomorphisme :
βV,L/K : det
−1
Qp[G]
(DLdR(V ))⊗ detQp[G](IndL/QpV )→ Qp[G]L/K,V .
De´monstration. — On note χ : GK → Z
×
p le caracte`re cyclotomique. Si on pose D =
Dpst(IndL/K(V )) = (Qp[G]⊗Qp Dpst(V ))
ι, alors on a (voir le paragraphe 2.1) :
λ(K/Qp)
dimV ε(D,ψK , µK)
ε(IndK/QpD,ψ0, µ0)
∈ Qp[G].
Pour tout g ∈ GQp , on a :
g(ε(IndK/QpD,ψ0, µ0)) = ε(IndK/QpD,χ(g)ψ0, µ0)
= detQp[G](IndL/QpDpst(V ))(χ(g))ε(IndK/QpD,ψ0, µ0),
D’autre part, si x ∈ det−1Qp[G](D
L
dR(V ))⊗ detQp[G](IndL/QpV ), alors :
g(αV,L/K(x)) = χ
−r(g) detQp[G](IndL/QpV )(g)αV,L/K(x)
= detQp[G](IndL/QpDpst(V ))(g)αV,L/K(x).
On en de´duit le lemme.
On donne maintenant une formule explicite pour l’application βV,Kn/K pour les
repre´sentations absolument cristallines, formule qui est utilise´e dans la suite. On suppose
donc que K est non-ramifie´e, et on e´crit comme ci-dessus f = [K : Qp], qK = p
f et
d = dimV .
Lemme 2.4.4. — Si V est une repre´sentation cristalline de GK , alors :
ε(Dη, ψK,η, µK) = det(ϕ | Dcris(V ))
a(η)τ(η−1)fd ⊗ eιη.
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De´monstration. — Comme D = Dpst(IndKn/KV ) = (K
nr[Gn] ⊗K Dcris(V ))
ι, on a Dη =
eιηQ
ab
p ⊗K Dcris(V ), ce qui fait que GK ope`re sur Dη par le caracte`re η
−1 et en utilisant
le lemme 2.3.3, on obtient :
ε(Dη, ψη, µK) = ε(η
−1, ψK , µK)
d det(ρ(FrK)
a(η) | Dcris(V ))⊗ e
ι
η
= τ(η−1)fd det(ϕ | Dcris(V ))
a(η) ⊗ eιη,
et le lemme est de´montre´.
Soit xn = ζp + ζp2 + · · ·+ ζpn et soit Rn le OK [Gn]-re´seau de Kn engendre´ par xn. On
fixe un OK-re´seau M de Dcris(V ) et T un re´seau de V et on pose Mn = Rn ⊗OK M ainsi
que :
βV,Kn/K(M,T ) = βV,Kn/K(det
−1
Zp[Gn]
(Mn)⊗ detZp[Gn](IndKn/KT )).
Proposition 2.4.5. — Si V est une repre´sentation cristalline de GK et T un re´seau de
V , alors :
βV,Kn/K(M,T ) = c
fdΓ∗(V )q−ndK
(∑
η 6=1
det(ϕ | Dcris(V ))
−a(η)eη + (−1)
fdqdKe1
)
αV,K(M,T ),
ou` c est la conjugaison complexe c : ζpn 7→ ζ
−1
pn .
De´monstration. — Soient compcris : Bcris ⊗Qp V
∼
→ Bcris ⊗K Dcris(V ) et compKn/K :
BdR ⊗Qp IndKn/KV
∼
→ BdR ⊗K D
Kn
dR (V ) les isomorphismes de comparaison. Alors
compKn/K,V s’e´crit comme le compose´ :
BdR ⊗Qp (Qp[Gn]⊗Qp V )
ι compcris−→ BdR ⊗K
(
(Qp[Gn]⊗Qp Kn)
Gn ⊗K Dcris(V )
)ι
∼
→ BdR ⊗K D
Kn
dR (V ).
L’isomorphisme (Qp[Gn]⊗Qp Kn)
Gn ∼→ Kn envoie e
ι
η ⊗ ♯Gneη(xn) sur eη(xn), et donc :
compKn/K,V (e
ι
η ⊗ v) = (compcris(v)eη(xn))⊗
1
♯Gneη(xn)
.
Si k = a(η) 6= 0, alors on a eη(xn) = eη(ζpk), et la formule bien connue τ(η)τ(η
−1) =
η(c)pk nous donne 1/(♯Gneη−1(xn)) = p
−nτ(η−1)η(c).
Si au contraire η = 1, alors on a e1(xn) = (1− p)
−1 d’ou` 1/(♯Gne1(xn)) = −p
1−n.
La proposition re´sulte maintenant de la de´finition de l’application βV,Kn/K et du lemme
2.4.4.
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2.5. La conjecture CEP(L/K, V )
On commence ce paragraphe par la de´finition de la droite d’Euler-Poincare´. Rappelons
que V est une repre´sentation p-adique de GK , que L est une extension abe´lienne finie de
K et que l’on a pose´ G = Gal(L/K).
De´finition 2.5.1. — La droite d’Euler-Poincare´ ∆EP(L/K, V ) de V est de´finie par la
formule suivante :
∆EP(L/K, V ) = detQp[G]RΓ(L, V )⊗ detQp[G](IndL/QpV )
≃ ⊗2i=0(detQp[G]H
i(L, V ))(−1)
i
⊗ detQp[G](IndL/QpV ).
Si T est un Zp-re´seau de V , alors IndL/QpT = IndK/Qp(Zp[G]⊗Zp T )
ι et RΓ(L, T ) sont
parfaits sur Zp[G], et par la proposition 2.2.1 le sous-Zp[G]-module de ∆EP(L/K, V ) :
∆EP(L/K, T ) = detZp[G]RΓ(L, T )⊗ detZp[G](IndL/QpT )
ne de´pend pas du choix de T et de´finit donc un Zp[G]-re´seau canonique de ∆EP(L/K, V ).
Revenons aux constructions du paragraphe 1.4. Comme H2(L, V ) est le dual de
H0(L, V ∗(1)), la suite duale de la suite (eq2) s’ecrit :
0→ H1f (L, V
∗(1))∗ → DLcris(V
∗(1))∗ ⊕ t∗V ∗(1)(L)→ D
L
cris(V
∗(1))∗ → H2(L, V )→ 0,
et en composant cette suite avec la suite (eq1), on obtient une suite exacte de Qp[G]-
modules :
0→ H0(L, V )→ DLcris(V )→ D
L
cris(V )⊕ tV (L)→ H
1(L, V )
→ DLcris(V
∗(1))∗ ⊕ t∗V ∗(1)(L)→ D
L
cris(V
∗(1))∗ → H2(L, V )→ 0.
En utilisant la suite exacte 0 → t∗V ∗(1)(L) → D
L
dR(V ) → tV (L) → 0, on en de´duit des
isomorphismes canoniques :
δ′V,L/K : detQp[G]D
L
dR(V )⊗ detQp[G]RΓ(L, V )
∼
→ Qp[G],(eq3)
∆EP (L/K, V )
∼
→ det−1
Qp[G]
(DLdR(V ))⊗ detQp[G](IndL/QpV ).
En composant le dernier isomorphisme avec l’application βV,L/K , on obtient une triviali-
sation canonique de la droite d’Euler-Poincare´ :
δV,L/K : ∆EP (L/K, V )
∼
→ Qp[G]V,L/K .
Nous pouvons maintenant enfin e´noncer les conjectures CEP(L/K, V ) et CEP(K, V )
(voir [FP94, Per95, Kat93b]).
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Conjecture 2.5.2 (CEP(L/K, V )). — Si V = Qp ⊗Zp T est une repre´sentation poten-
tiellement semi-stable de GK et si L/K est une extension abe´lienne finie, alors l’applica-
tion δV,L/K envoie ∆EP (L/K, T ) sur Zp[G]V,L/K.
Si L = K, alors on peut reformuler cette conjecture en termes des nombres de Tam-
agawa locaux (voir [FP94] et la de´finition 1.4.2 ci-dessus). Soit ω ∈ detQp D
K
dR(V ) une
base ve´rifiant ω ≃ ω−12 ⊗ ω1 avec ω1 ∈ detQp tV (K) et ω2 ∈ detQp tV ∗(1)(K). Soit ωT une
base de IndK/Qp(T ) et soit αV,K(ω, T ) = αV,K(ω
−1 ⊗ ωT ).
Conjecture 2.5.3 (CEP(K, V )). — Si V = Qp⊗ZpT est une repre´sentation potentielle-
ment semi-stable de GK, alors :
Tam0K,ω1(T )
Tam0K,ω2(T
∗(1))
= |dK|
dimV/2
p
∣∣∣∣Γ∗(V )αV,K(ω, T )ε(K, V )
∣∣∣∣
p
.
La proposition suivante rassemble quelques proprie´te´s fonctorielles de la conjecture
CEP(L/K, V ).
Proposition 2.5.4. — (1) Les conjectures CEP(L/K, V ) et CEP(L/K, V
∗(1)) sont
e´quivalentes.
(2) Si 0→ V ′ → V → V ′′ → 0 est une suite exacte de repre´sentations potentiellement
semi-stables et si la conjecture CEP est vraie pour deux des repre´sentations V
′, V et V ′′,
alors elle est vraie pour la troisie`me.
(3) Si M/K est une extension de K contenue dans L et si CEP(L/K, V ) est vraie,
alors les conjectures CEP(L/M, V ) et CEP(M/K, V ) le sont aussi.
(4) Si la conjecture CEP(L/K, V ) est vraie, alors pour tout caracte`re η ∈ X(G), la
conjecture CEP(K, V (η)) est vraie.
De´monstration. — La de´monstration se fait comme dans [Per95, C.2.9], en utilisant en
plus les remarques suivantes :
(1) La dualite´ locale donne un isomorphisme detZp[G]RHomZp(RΓ(L, T ),Zp) ≃
detZp[G]RΓ(L, T
∗(1)).
(2) Pour le triangle exact RΓ(L, T ′) → RΓ(L, T ) → RΓ(L, T ′′) → RΓ(L, T ′)[1], on a
un isomorphisme fonctoriel detZp[G]RΓ(L, T )
∼
→ detZp[G]RΓ(L, T
′) ⊗ detZp[G]RΓ(L, T
′′)
(voir [KM76, prop 7]).
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(3) Si on pose H = Gal(L/M) et DL/M = Dpst(IndL/MV ) et DL/K = Dpst(IndL/KV ),
alors pour tout η ∈ X(H) on a :
λ(M/K)dimV ε(DL/M,η, ψM,η, µM) = ε(IndM/K(DL/M,η), ψK,η, µK)
=
∏
η̂∈X(G)
η̂ 7→η
ε(DL/K,η̂, ψη̂, µK).
On en de´duit que la restriction transforme βV,L/K en βV,L/M et le fait que CEP(L/K, V )
implique CEP(L/M, V ) re´sulte maintenant de la proposition 2.1.1. La deuxie`me implica-
tion est analogue : on voit facilement que la projection de Qp[G] sur Qp[G/H ] transforme
βV,L/K en βV,M/K .
(4) Soit E un corps contenant toutes les valeurs des caracte`res η ∈ X(G) et soit V (η) =
E(η) ⊗Qp V . Si on note A(G) l’ordre maximal de E[G], alors on a des isomorphismes
canoniques :
A(G)⊗LZp[G] RΓ(L, T )
∼
→ RΓ(K,A(G)⊗Zp T )
∼
→ ⊕η∈X(G)RΓ(K, T (η)).
Si la conjecture CEP(L/K, V ) est vraie, alors l’application δV,L/K envoie ∆EP (K,A(G)⊗Zp
T ) sur A(G)V,L/K = A(G)⊗Zp[G]Zp[G]V,L/K . En de´composant cet isomorphisme caracte`re
par caracte`re, on en de´duit les conjectures CEP(K, V (η)) pour tous les caracte`res η ∈
X(G).
3. L’exponentielle de Perrin-Riou
Dans tout ce chapitre, on suppose que K est une extension non-ramifie´e de Qp. On
commence par des rappels et des comple´ments sur l’exponentielle de Perrin-Riou, ce qui
nous permet d’e´noncer la conjecture CIw(K∞/K, V ). Dans le chapitre suivant, on montre
que CIw(K∞/K, V ) est e´quivalente a` CEP(Kn/K, V ) pour tout n > 1 et finalement, on
de´montre la conjecture CIw(K∞/K, V ).
3.1. Rappels et comple´ments
L’objet de ce paragraphe est de rappeler la construction et certaines proprie´te´s de
l’exponentielle de Perrin-Riou, tout d’abord telle qu’elle a e´te´ de´finie par Perrin-Riou
elle-meˆme dans [Per94], puis ensuite (dans le paragraphe suivant) telle qu’elle a e´te´ fait
par l’un d’entre nous dans [Ben00].
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Rappelons que Kn = K(ζpn), que K∞ = ∪n>1Kn, que Γ = Gal(K∞/K) et que Gn =
Gal(Kn/K) ≃ Γ/Γn. On fixe un ge´ne´rateur topologique γ1 de Γ1 et on pose γn = γ
pn−1
1 ce
qui fait de γn un ge´ne´rateur topologique de Γn. Si on note ∆K le sous-groupe de torsion
de Γ, alors on a Γ ≃ ∆K ×Γ1 et Λ = Zp[∆K ]⊗Zp Zp[[Γ1]]. On de´finit une action de Γ sur
K[[X ]] par la formule :
g(X) = (1 +X)χ(g) − 1,
ou` χ : Γ→ Z×p est le caracte`re cyclotomique. On munit par ailleursK[[X ]] d’un Frobenius
ϕ et d’un ope´rateur diffe´rentiel ∂ en posant :
ϕ(
+∞∑
i=0
aiX
i) =
+∞∑
i=0
aσi ϕ(X)
i, ou` ϕ(X) = (1 +X)p − 1,
∂ = (1 +X)
d
dX
.
On ve´rifie facilement que ∂ ◦ ϕ = pϕ ◦ ∂. Soit ψ : K[[X ]]→ K[[X ]] l’ope´rateur de´fini par
la formule :
ψ(f(X)) =
1
p
ϕ−1
(∑
ζp=1
f(ζ(1 +X)− 1)
)
,
qui est compatible avec la de´finition du paragraphe 1.2. Il est classique que OK [[X ]]
ψ=0 =
{f ∈ OK [[X ]] | ψ(f) = 0} est un OK [[Γ]]-module libre engendre´ par 1 +X .
On note H l’ensemble des se´ries formelles f(X) ∈ Qp[[X ]] qui convergent sur le disque
unite´ ouvert, c’est-a`-dire {x ∈ Cp, |x|p < 1}, et l’on pose H(Γ1) = {f(γ1 − 1), f ∈ H} et
H(Γ) = Qp[∆K ]⊗QpH(Γ1). Pour tout Λ-module N , l’homomorphisme naturel N → NΓn
se prolonge en une application H(Γ)⊗Λ N → Qp ⊗Zp NΓn .
Si V est une repre´sentation cristalline de GK , alors on pose D(V ) = OK [[X ]]
ψ=0 ⊗OK
Dcris(V ). Pour tout k ∈ Z, on de´finit une application ∆k : D(V ) → Dcris(V )/(1 −
pkϕ)Dcris(V ) par la formule ∆k(f) = (∂
kf)(0) mod (1 − pkϕ)Dcris(V ). Si on e´crit ∆ =
⊕k∈Z∆k, alors pour tout f ∈ D(V )
∆=0, l’e´quation (1 − ϕ)F (X) = f(X) a une solution
dans H(V ) = H⊗Qp Dcris(V ) et on en de´duit une application :
ΞεV,n : D(V )
∆=0 → DKndR (V )/Dcris(V )
ϕ=1,
f 7→ p−n(σ ⊗ ϕ)−n(F )(ζpn − 1).
Dans [Per94], Perrin-Riou a de´montre´ le re´sultat suivant.
The´ore`me 3.1.1. — Si h est un entier tel que Fil−hDKdR(V ) = D
K
dR(V ), alors pour tout
i ∈ Z ve´rifiant i+ h > 1, il existe un Λ-homomorphisme (appele´ exponentielle e´largie, ou
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exponentielle de Perrin-Riou) :
ExpεV (i),h+i : D(V (i))
∆=0 →H(Γ)⊗Λ (H
1
Iw(K, T (i))/T (i)
HK),
ve´rifiant les proprie´te´s suivantes :
(1) Le diagramme ci-dessous est commutatif :
D(V (i))∆=0
Expε
V (i),h
−−−−−→ H(Γ)⊗Λ (H
1
Iw(K, T (i))/T (i)
HK)
Ξε
V (i),n
y yprT (i),n
DKndR (V (i))
(h+i−1)! expV (i),Kn
−−−−−−−−−−−→ H1(Kn, V (i))/H
1(Γn, V (i)
HK ).
(2) Soit e1 = ε
−1 ⊗ t le ge´ne´rateur de Dcris(Qp(−1)) associe´ au choix de ε et soit :
TwεV (i),k : H
1
Iw(K, V (i))→ H
1
Iw(K, V (i+ k))
l’application de´finie par TwεV (i),k(x) = x⊗ ε
⊗k. On a alors :
ExpεV (i+1),h+1 = −Tw
ε
V (i),1 ◦ Exp
ε
V (i),h ◦ (∂ ⊗ e1).
(3) Si :
ℓm = m−
log(γ1)
logχ(γ1)
,
alors ExpεV (i),h+1 = ℓhExp
ε
V (i),h.
On de´duit de ce the´ore`me plusieurs formules qui nous sont utiles. Tout d’abord, en
ite´rant (2), on obtient :
ExpεV (i),h+i = (−1)
iTwεV,k ◦ Exp
ε
V,h ◦ (∂
i ⊗ ei).
Soit K(Γ) l’anneau total des fractions de H(Γ) (il suffit en fait d’inverser les ℓi). Le (3)
permet de de´finir pour tout h ∈ Z :
ExpεV,h : D(V )
∆=0 → K(Γ)⊗Λ
(
H1Iw(K, T )/T
HK
)
.
En particulier, si Fil0Dcris(V ) = Dcris(V ), alors on dispose de l’application :
ExpεV,0 : D(V )
∆=0 →H(Γ)⊗Λ
(
H1Iw(K, T )/T
HK
)
,
qui est telle que pour tout i > 1, si l’on pose Ξ
(k),ε
V,n = Ξ
ε
V (i),n ◦ (∂
−k ⊗ e−k), alors le
diagramme ci-dessous commute :
D(V )∆=0(i)
TwεV,i◦Exp
ε
V,0
−−−−−−−−→ H(Γ)⊗Λ
(
H1Iw(K, T (i))/T (i)
HK
)
Ξ
(k),ε
V,n
y yprT (i),n
DKndR (V (i))
(−1)i(i−1)! expV (i),Kn
−−−−−−−−−−−−−→ H1(Kn, V (i))/H
1(Γn, V (i)
HK ).
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Rappelons a` pre´sent quelques re´sultats techniques concernant l’application ΞεV,n et qui
sont de´montre´s dans [Per94, §3.4]. L’homomorphisme ∆ donne lieu a` une suite exacte
courte :
0→ D(V )∆=0 → D(V )
∆
→
⊕
j∈Z
(
Dcris(V )
(1− pjϕ)Dcris(V )
)
(j)→ 0,
qui induit une suite exacte :
(eq4) 0→
Dcris(V )
(1− ϕ)Dcris(V )
→ (D(V )∆=0)Γn → D(V )Γn →
Dcris(V )
(1− ϕ)Dcris(V )
→ 0.
La deuxie`me fle`che de cette suite est donne´e par la formule d˜ 7→ d ⊗ (γn − 1)(1 +X) si
d˜ = d mod (1− ϕ)Dcris(V ).
L’application ΞεV,n se factorise par (γn − 1)D(V )
∆=0 et on note :
Ξ˜εV,n : (D(V )
∆=0)Γn → D
Kn
dR (V )/Dcris(V )
ϕ=1
la fle`che qui s’en de´duit. Soit :
ExpεV,h,n : (D(V )
∆=0)Γn → (Qp ⊗Zp H
1
Iw(K, T )/T
HK)Γn
l’application de´duite de ExpεV,h.
Proposition 3.1.2. — (1) La suite :
0→ Dcris(V )/(1− ϕ)Dcris(V )→ ker Ξ˜
ε
V,n
f
→ Dcris(V )
ϕ=p−1 → 0,
ou` f(α(X)) = α(0), est exacte.
(2) L’application α 7→ (1− ϕ)TrKn/K(α) induit un isomorphisme :
coker(Ξ˜εV,n)
∼
→ Dcris(V )/(1− p
−1ϕ−1)Dcris(V ).
(3) On a une suite exacte :
(eq5) 0→ ker(Ξ˜εV,n)→ ker(Exp
ε
V,h,n)→ Fil
0DKndR (V )/V
GK
→ Dcris(V )/(1− p
−1ϕ−1)Dcris(V )→ (V
∗(1)GK)∗ → 0.
De´monstration. — Voir [Per94, 3.4.4-3.4.5].
3.2. L’application exponentielle et les (ϕ,Γ)-modules
Nous rappelons maintenant la construction de l’exponentielle en termes de (ϕ,Γ)-
modules qu’a donne´e l’un d’entre nous (dans [Ben00]). On suppose de´sormais que V
est une repre´sentation cristalline de GK qui est positive, c’est-a`-dire que les oppose´s des
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poids de Hodge-Tate de V sont 0 = r1 6 r2 6 · · · 6 rd = h. On fixe un Zp-re´seau T de
V stable par GK , et on de´finit un OK-re´seau M de Dcris(V ) par :
M = {f(X) ∈ (B+rig,K ⊗A+K
N(T ))Γ | f(0) ∈ N(T )/XN(T )}.
La proposition V.1 de [Ber04] nous dit que le de´terminant de l’isomorphisme de com-
paraison BdR ⊗Qp IndK/QpV ≃ BdR ⊗Qp Dcris(V ), calcule´ dans des bases de T et de
M , appartient a` Ô×Knrt
r1+...+rd , c’est-a`-dire que dans les notations de la section 2.4, on a
αK,V (M,T ) ∈ Ô
×
Knr.
L’anneau OK [[X ]] est muni comme ci-dessus des ope´rateurs ψ et ∂ = (1 + X)d/dX ,
et on pose D(T ) = OK [[X ]]
ψ=0 ⊗OK M , ou` M est le re´seau de Dcris(V ) que l’on vient de
de´finir.
Pour des raisons techniques, on remplace le complexe Cϕ,γn(Kn, T ) par le complexe
ϕ−n(Cϕ,γn(Kn, T )) de (ϕ,Γ)-modules sur AKn = ϕ
−n(AK), complexe qui est isomorphe
a` Cϕ,γn(Kn, T ). On pose Xn = [ε
1/pn ]− 1.
Supposons d’abord que V HK = 0. Soit n1, . . . , nd une base de N(T ) et soit m =∑d
i=1 ai(X)⊗ni, avec ai(X) ∈ B
+
rig,K , un e´le´ment deM . Si γ ∈ Γ, alors un petit calcul qui
utilise les congruences γ(ni) ≡ ni mod XN(T ) montre que si l’on pose ck =
∏k
j=1(χ
j(γ)−
1) pour un ge´ne´rateur topologique γ de Γ et pour tout k > 1, alors ai(X) appartiennent a`
l’anneau A′K = A
+
K [[X
k/ck, k > 0]]. Si α = f(x)⊗m ∈ D(T ), alors on pose Ek,n(f)⊗m =∑d
i=1(ai(X)Ek,n(f))⊗ ni, ou` :
Ek,n(f) =
∞∑
j=1
(1− k)(2− k) · · · · (j − k − 1)
tj
pn(j−1)∂−j(f(Xn)).
On tronque les se´ries ai(X)/t
j modulo X et on note aiEk,n(f) les se´ries que l’on obtient
ainsi. Soit :
ET,k,n(α) =
d∑
i=1
ni ⊗ aiEk,n(f)⊗ ε
⊗k.
On ve´rifie que ET,k,n(α) ∈ ϕ
−n(D(T (k))) et on de´finit FT,k,n(α) ∈ ϕ
−n(D(T (k))) par :
(1− ϕ)FT,k,n(α) = (1− γn)ET,k,n(α),
ce qui fait que (ET,k,n(α),FT,k,n(α)) de´finit une classe de cohomologie dans l’espace
H1(ϕ−n(Cϕ,γn(Kn, T (k)))). En composant avec l’isomorphisme :
H1(ϕ−n(Cϕ,γn(Kn, T (k))))
∼
→ H1(Kn, T (k)),
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on obtient un homomorphisme :
ΩεT,k,n : D(T )→ H
1(Kn, T (k)).
Revenons maintenant au cas ge´ne´ral (on ne suppose plus que V HK = 0) et posons :
H(T ) = {α ∈ OK [[X ]]⊗OK M | ψ(α) = α}.
Un petit calcul montre qu’on a une suite exacte :
0→Mϕ=1 →H(T )
1−ϕ
−→ D(T )∆0=0 → 0,
et la meˆme construction qu’avant fournit un homomorphisme :
ΣεT,k,n : H(T )→ H
1(Kn, T (k))
qui s’inscrit dans un diagramme :
H(T )
ΣεT,k,n
−−−→ H1(Kn, T (k))
1−ϕ
y y
D(T )∆0=0 −−−→ H1(Kn, T (k))/H
1(Γn, T (k)
HK).
En particulier, si V HK = 0, alors on a :
ΣεT,k,n(α) = Ω
ε
T,k,n((1− ϕ)α).
Les re´sultats suivants sont de´montre´s dans [Ben00, the´ore`mes 4.3 et 5.1.2].
Proposition 3.2.1. — Si V est une repre´sentation positive ve´rifiant V HK = 0 et si
α ∈ D(T ), alors :
(1) Pour tous k > 1 et n > 1, on a :
ΩεT,k,n(α) = (−1)
k(k − 1)! expV (k),Kn(Fk(ζpn − 1)),
ou` Fk(X) est une solution de l’e´quation (1−ϕ)Fk = (∂
−k⊗e−k)(α) et e−k est le ge´ne´rateur
de Dcris(Qp(k)) associe´ a` ε.
(2) Plus ge´ne´ralement, pour tous k ∈ Z et n > 1, on a :
ΩεT,k,n((ϕ⊗ σ)
−n(α)) = prV (k),n ◦ Tw
ε
V,k ◦ Exp
ε
V,0(α).
(3) Soit (·, ·)T (k),n : H
1(Kn, T (k))×H
1(Kn, T
∗(1−k))
∪
→ Qp l’accouplement fourni par
la dualite´ locale. On a alors
(ΩεT,k,n(α),Ω
ε
T ∗(−h),h−k+1,n(β))T (k),n =
(−1)kpnh
h∏
m=1
(k −m)TrK/Qpres
(
1
X
[
∂−kα(Xn), (∂
k−h−1 ⊗ e−h)β(Xn)
] dXn
1 +Xn
)
.
THE´ORIE D’IWASAWA DES REPRE´SENTATIONS CRISTALLINES II 31
Remarque 3.2.2. — Cette proposition entraˆıne la loi de re´ciprocite´ de Perrin-Riou (le
the´ore`me 4.1.1 ci-dessous).
Rappelons qu’une repre´sentation cristalline W telle que W = WHK est ne´cessairement
de la forme W = ⊕i∈ZQp(i)
di .
Proposition 3.2.3. — Si V n’a pas de sous-quotient isomorphe a` Qp(m), avec m ∈ Z,
alors pour tout k /∈ [1, h], l’application ΩεT,k,1 induit un isomorphisme
D(T )(k)Γ1
∼
→ (ϕ∗N(T )(k))ψ=1Γ1 →֒ H
1
Iw(K, T (k))Γ1.
La de´monstration de cette proposition fait l’objet du reste de ce paragraphe. Pour
simplifier la notation on pose ΩεT,k = Ω
ε
T,k,1.
Lemme 3.2.4. — Le Λ-module (ϕ∗N(T ))ψ=1 est libre de rang d = dim(V ) et pour tout
k /∈ [1, h], l’application ΩεT,k induit une injection :
D(T )(k)Γ1
ΩεT,k
→֒ (ϕ∗N(T )(k))ψ=1Γ1 →֒ H
1
Iw(K, T (k))Γ1.
De´monstration. — Rappelons que A ⊂ W (E˜) et soit A>0 l’ensemble des x =∑∞
k=0 p
k[xk] ∈ A tels que xk ∈ mE˜ pour tout k > 0. On a une suite exacte scinde´e
0 → A>0 → A+ ⇆ W (kK) → 0. Si D
>0(T ) = (A>0 ⊗Zp T )
HK , alors on a une suite
exacte :
0→ D>0(T )→ D+(T )⇆ (W (kK)⊗Zp T )
HK → 0.
Comme la restriction de ψ a` W (kK) co¨ıncide avec ϕ
−1, on a ((W (kK)⊗Zp T )
ψ=1)HK =
THK = 0 par hypothe`se , d’ou` D+(T )ψ=1 = D>0(T )ψ=1. Comme T est positive, on a
ϕ∗(N(T )) ⊂ N(T ) ⊂ D+(T ), d’ou` (ϕ∗N(T ))ψ=1 ⊂ D>0(T )ψ=1. L’ope´rateur 1 − ϕ est
inversible sur D>0(T ), d’inverse
∑
j>0 ϕ
j, et un petit calcul montre qu’il donne lieu a` un
isomorphisme :
(ϕ∗N(T ))ψ=1
∼
→ (ϕ∗N(T ))ψ=0.
Pour montrer que le Λ-module (ϕ∗N(T ))ψ=1 est libre de rang d = dimV , il reste
enfin a` remarquer que (ϕ∗N(T ))ψ=0 est un Λ-module libre engendre´ par les e´le´ments
ϕ(ni)⊗ (1 +X), ou` n1, . . . , nd est une base de N(T ).
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Posons maintenant α = f ⊗m ∈ D(T ), ou` m =
∑d
i=1 ai(X)⊗ni ∈ (B
+
rig,K⊗A+K
N(T ))Γ
et f ∈ OK [[X ]]
ψ=0. La proposition 3.1.3 de [Ben00] montre que l’on a alors :
(1− γ1)ET,k(α) ≡ (1− γ1)(Ek,1(f)⊗m⊗ ε
⊗k)
≡
1− χ(γ1)
k
pk
f(X1)⊗m⊗ ε
⊗k mod X1Qp[[X1]]⊗A+K
N(T )(k)
≡
d∑
i=1
ai(0)
1− χ(γ1)
k
pk
f(X1)⊗ ni ⊗ ε
⊗k mod X1N(T )(k)
ce qui fait que (1− γ1)ET,k(α) ∈ AK1 ⊗A+K1
N(T )(k). D’autre part, soit ψ1 l’ope´rateur ψ
agissant sur AK1. Comme ψ1(∂
−jf(X1)) = 0 et ψ1(X
mx) = Xm1 ψ1(x), on a ψ1(ET,k(α)) =
0 et donc (1− γ1)ET,k(α) ∈ (AK1 ⊗A+K1
N(T )(k))ψ1=0, d’ou` :
FT,k(α) = (1− ϕ)
−1(1− γ1)ET,k(α) ∈ (A
+
K1
⊗A+K
N(T )(k))ψ1=1,
et la formule α 7→ ϕ(FT,k(α)) de´finit un homomorphisme D(T )(k) → (ϕ
∗N(T )(k))ψ=1
qui induit un diagramme commutatif :
D(T )(k)Γ1 //
ΩεT,k
!!B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
(ϕ∗N(T )(k))ψ=1Γ1

H1Iw(K, T (k))Γ1
_

H1(K1, T (k)).
Le (3) de la proposition 3.2.2 entraˆıne l’injectivite´ de ΩεT,k pour k /∈ [1, h] et l’ap-
plication D(T )(k)Γ1 → (ϕ
∗N(T )(k))ψ=1Γ1 est donc injective. D’autre part, D(T )(k)
et (ϕ∗N(T )(k))ψ=1 sont des Λ-modules libres de meˆme rang, donc D(T )(k)Γ1 et
(ϕ∗N(T )(k))ψ=1Γ1 sont des Zp-modules libres de meˆme rang et D(T )(k)Γ1 est un re´seau de
(ϕ∗N(T )(k))ψ=1Γ1 . On en de´duit que l’application (ϕ
∗N(T )(k))ψ=1Γ1 → H
1
Iw(K, T (k))Γ1 est
injective et le lemme est de´montre´.
Remarque 3.2.5. — On donnera plus bas une autre preuve de l’injectivite´ de l’appli-
cation (ϕ∗N(T )(k))ψ=1Γ1 → H
1
Iw(K, T (k))Γ1 (voir Proposition 4.4.2).
Lemme 3.2.6. — (1) Si f(X1), g(X1) ∈ A
+
K1
, alors pour tout k ∈ Z et n > 0, on a :
res
(
Ek,1(f)t
ng(X1)
dX1
1 +X1
)
≡ 0 mod
(
pn
Γ∗(k)
Γ∗(k − n)
)
.
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(2) Si m⊗ f ∈ D(T ) et β ∈ (ϕ∗N(T (−h)))ψ=1(h− k − 1), alors :
res
(
Ek,1(f)[m,ϕ
−1(β)]V (k)
dX1
1 +X1
)
≡ 0 mod
(
ph
Γ∗(k)
Γ∗(k − h)
)
,
ou` h est le dernier saut de la filtration de Hodge de DdR(V ) et ou` on a Γ
∗(k)/Γ∗(k−n) =
(k − 1)× · · · × (k − n), meˆme si k 6 0.
De´monstration. — On commence par montrer le (1). Si ∂1 = (1+X1)d/dX1, alors ∂1 = p∂
et on a :
∂1
(
h(X1)
tn
)
=
∂1h(X1)
tn
− np
h(X1)
tn+1
.
On en de´duit que :
res
(
h(X1)
tn+1
dX1
1 +X1
)
=
1
np
res
(
∂1h(X1)
tn
dX1
1 +X1
)
,
et par re´currence on obtient la formule :
res
(
h(X1)
tn
dX1
1 +X1
)
=
1
(n− 1)!pn−1
res
(
∂n−11 h(X1)
X
dX1
1 +X1
)
.
On applique cette formule au calcul du re´sidu :
res
(
Ek,1(f)[m,ϕ
−1(β)]V (k)
dX1
1 +X1
)
.
La se´rie Ek,1 est de´finie par :
Ek,1(f) =
∞∑
j=1
(1− k)(2− k) · · · (j − k − 1)
tj
pj−1∂−j(f(X1)).
Si n 6 j − 1, on a (n+1−k)×···×(j−1−k)
(j−n−1)!
∈ Z, d’ou` :
res
(
(1− k)(2− k) · · · (j − k − 1)
tj
pj−1∂−jf(X1)t
ng(X1)
dX1
1 +X1
)
=
(1− k)(2− k) · · · (j − k − 1)pj−1
(j − n− 1)!pj−n−1
res
(
∂j−n−1(∂−jf(X1)g(X1))
X
dX1
1 +X1
)
,
et on en de´duit la congruence (1) du lemme.
Montrons maintenant le (2) ; rappelons qu’on a pose´ cj = (χ(γ)− 1) · · · (χ(γ)
j − 1), ou`
γ est un ge´ne´rateur topologique de Γ. On a X = exp(t)− 1 = t + t2/2! + · · · , d’ou` :
(eq10) Xj+h = tj+h
∑
s1,··· ,sj+h>0
ts1+···+sj+h
(s1 + 1)! · · · (sj+h + 1)!
.
Comme m ∈M et ϕ−1(β) ∈ A+K1 ⊗A+K
N(T ∗(−h)), on a :
(eq11) [m,ϕ−1(β)]V = X
h
∞∑
j=0
bj(X1)X
j
cj
,
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pour des e´le´ments bj(X1) ∈ A
+
K1
. En utilisant la congruence (1) du lemme et les congru-
ences e´videntes ps/(s + 1)! ≡ 0 mod p et ps/cs ≡ 0 mod p pour tout s > 1, on montre
que :
res
(
Ek,1(f)bj(X1)
ts1+...+sj+h
(s1 + 1)! · · · (sj+h + 1)!cj
dX1
1 +X1
)
≡ 0 mod
(
ph
Γ∗(k)
Γ∗(k − h)
)
,
et la congruence (2) de´coule maintenant des formules (eq10) et (eq11).
Proposition 3.2.7. — Soient (·, ·)T (k) : H
1(K1, T (k))×H
1(K1, T
∗(1 − k)) → Zp l’ac-
couplement fourni par la dualite´ locale, α ∈ D(T )(k), β ∈ (ϕ∗N(T ∗(−h)))ψ=1(h − k +
1) et cl(β) ∈ H1(K1, T
∗(1 − k)) la classe de cohomologie associe´e a` β via l’injection
(ϕ∗N(T ∗(−h)))ψ=1(h− k + 1) →֒ H1Iw(K, T
∗(1− k)) suivie de la projection. On a alors :
(ΩεT,k(α), cl(β))T (k) ≡ 0 mod
(
ph
Γ∗(k)
Γ∗(k − h)
)
.
De´monstration. — Soit A ∈ ϕ−1(D(T ∗(1−k))ψ=0) une solution de l’e´quation (γ1−1)A =
ϕ−1(ϕ − 1)β. La formule du cup-produit en termes de (ϕ,Γ)-modules (voir [Her01,
proposition 4.4]) s’e´crit :
(ΩεT,k(α), cl(β))T (k) = −cl
(
[γ1ET,k(α), ϕ
−1(β)]V (k) − [ϕFT,k(α), A]V (k)
)
.
Pour calculer cette classe, on reprend les arguments de la preuve du the´ore`me 5.1.2 de
[Ben00]. En termes de (ϕ,Γ)-modules, l’isomorphisme canonique H2(Kn,Zp(1)) ≃ Zp
est donne´ par la formule (voir [Ben00, the´ore`me 2.2.6]) :
TRn : H
2(ϕ−n(Cϕ,γn(Kn,Zp(1))))
∼
→ Zp
(cl(h(Xn)⊗ ε)) 7→ −
pn
logχ(γn)
TrK/Qp
(
res
h(Xn)dXn
1 +Xn
)
.
Si α = f⊗m ∈ OK [[X ]]
ψ=0⊗OKM , alors il existe y tel que ET,k(α) = Ek,1(f)⊗m+(ϕ−1)y,
FT,k(α) = FT,k(α) + (1− γ1)y et (ϕ− 1)FT,k(α) = (γ1 − 1)(Ek,1(f)⊗m).
On en de´duit que :
(ΩεT,k(α), cl(β))T (k) =
p
logχ(γ1)
TrK/Qp
(
res([γ1ET,k(f)⊗m,ϕ
−1(β)]V (k) − [ϕFT,k(α), A]V (k))
dX1
1 +X1
)
.
Comme ψ1(A) = 0, on a ψ1([ϕFT,k(α), A]V (k)) = 0, d’ou` (cf. [Ben00, lemme 2.2.2.1]) :
res
(
[ϕFT,k(α), A]V (k)
dX1
1 +X1
)
= 0.
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D’autre part, comme (γ1 − 1)Ek,1(f) ∈ Qp[[X1]] le (2) du lemme 3.2.6 nous donne :
res
(
[γ1ET,k(f)⊗m,ϕ
−1(β)]V (k)
dX1
1 +X1
)
=
res
(
[ET,k(f)⊗m,ϕ
−1(β)]V (k)
dX1
1 +X1
)
≡ 0 mod
(
ph
Γ∗(k)
Γ∗(k − h)
)
.
De´monstration de la proposition 3.2.3. — La (3) de la proposition 3.2.2 nous donne :
detZp
(
ΩεT,k(D(T )(k)Γ1),Ω
ε
T ∗(−h),1+h−k(D(T
∗(−h))(1 + h− k)Γ1)
)
T (k)
=
(
ph
Γ∗(k)
Γ∗(k − h)
)[K1:Qp]d
Zp,
ou` d = dim(V ). Par ailleurs, la proposition 3.2.7 donne l’inclusion :
detZp
(
(ϕ∗N(T )(k))ψ=1Γ1 ,Ω
ε
T ∗(−h),1+h−k(D(T
∗(−h))(1 + h− k)Γ1)
)
T (k)
⊂
(
ph
Γ∗(k)
Γ∗(k − h)
)[K1:Qp]d
Zp.
Comme l’inclusion D(T )(k)Γ1 →֒ (ϕ
∗N(T )(k))ψ=1Γ1 est de´ja` e´tablie, on en de´duit que
D(T )(k)Γ1
∼
→ (ϕ∗N(T )(k))ψ=1Γ1 et la proposition 3.2.3 est de´montre´e.
Corollaire 3.2.8. — Si k /∈ [1, h], alors :
[
D(T (k))ψ=1Γ1 : (ϕ
∗N(T )(k))ψ=1Γ1
] [
D(T ∗(1− k))ψ=1Γ1 : (ϕ
∗N(T ∗(−h))(h + 1− k))ψ=1Γ1
]
=
(
ph
Γ∗(k)
Γ∗(k − h)
)[K1:Qp] dim(V )
.
De´monstration. — Soit H˜1(K1, T (k)) = H
1(K1, T (k))/H
1(K1, T (k))tor. Comme par hy-
pothe`se V (k)GK = 0, on a H1(K1, T (k))tor ≃ H
0(K1, V (k)/T (k)), d’ou` :
[H1Iw(K, T (k))Γ1 : (ϕ
∗N(T )(k))ψ=1Γ1 ] =
♯H0(K1, V (k)/T (k))
♯H0(K1, V ∗(1− k)/T ∗(1− k))
[H˜1(K1, T (k)) : (ϕ
∗N(T )(k))ψ=1Γ1 ].
Le corollaire re´sulte alors du fait que D(T (k))ψ=1 ≃ H1Iw(K, T (k)).
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4. La conjecture CIw(K∞/K, V )
Dans ce chapitre, on e´nonce la conjecture CIw(K∞/K, V ) puis on montre qu’elle est
e´quivalente CEP(Kn/K, V ) pour tout n > 1 et finalement, on de´montre la conjecture
CIw(K∞/K, V ).
4.1. Enonce´ de la conjecture
Dans ce paragraphe, on e´nonce la conjecture CIw(K∞/K, V ) (c’est la conjecture que
Perrin-Riou appelle δZp(V )). On commence par des rappels et des comple´ments sur la loi
de re´ciprocite´ explicite.
Soit (·, ·)T,n : H
1(Kn, T ) × H
1(Kn, T
∗(1)) → Zp l’accouplement fourni par la dualite´
locale. On de´finit une application bilineaire :
〈·, ·〉T : H
1
Iw(K, T )×H
1
Iw(K, T
∗(1))ι → Λ,
en imposant que pour tout n > 1, on ait :
〈x, y〉T ≡
∑
τ∈Gn
(τ−1xn, yn)T,nτ mod (γn − 1).
Par line´arite´, on obtient un accouplement :
〈·, ·〉V : K(Γ)⊗Λ H
1
Iw(K, T )×K(Γ)⊗Λ H
1
Iw(K, T
∗(1))ι → K(Γ).
D’autre part, en posant (1 + X) ⋆ (1 + X) = 1 + X , on e´tend la dualite´ canonique
DKdR(V )×D
K
dR(V
∗(1))→ K a` une forme Λ-biline´aire :
⋆D(V ) : D(V )×D(V
∗(1))→ K ⊗OK OK [[X ]]
ψ=0.
Le the´ore`me suivant est la loi de re´ciprocite´ de Perrin-Riou (la conjecture Rec(V ) de
[Per94]).
The´ore`me 4.1.1. — Si V est une repre´sentation cristalline de GK, alors pour tout h
on a :
〈ExpεV,h(f),Exp
ε−1
V ∗(1),1−h(g
ι)〉V (1 +X) = (−1)
h−1TrK/Qp(f ⋆D(V ) g).
On dispose de plusieurs de´monstrations de ce re´sultat : voir [Col98, KKT96, Ben00,
Ber03]. L’approche de [Ben00], qui repose sur la the´orie des (ϕ,Γ)-modules et qui a e´te´
re´sume´e dans le paragraphe 3.2, joue un roˆle important dans la suite de cet article. On
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note ΛQp l’anneau Qp ⊗Zp Λ, et on pose :
∆PR(K∞/K, V ) = detΛQp RΓIw(K, V )⊗ detΛQp D(V )
≃ ⊗2i=1(detΛQp H
i
Iw(K, V ))
(−1)i ⊗ detΛQp D(V ).
L’exponentielle de Perrin-Riou induit alors une application :
detΛ(Exp
ε
V,h) : ∆PR(K∞/K, V )→H(Γ).
Soient Γh(V ) =
∏
j>−h(ℓ−j)
dimQp Fil
jDcris(V ) et δ′V,K∞/K = Γh(V )
−1 detΛ(Exp
ε
V,h). Un petit
calcul montre que l’application δ′V,K∞/K : ∆PR(K∞/K, V ) → K(Γ) ne de´pend pas de h,
et le the´ore`me 4.1.1 entraˆıne le re´sultat suivant (c’est l’ancienne conjecture δQp(V ) de
[Per94]).
The´ore`me 4.1.2. — On a δ′V,K∞/K(∆PR(K∞/K, V )) = ΛQp.
De´monstration. — Voir le the´ore`me 3.4.2 et la proposition 3.6.6 de [Per94] .
Nous allons maintenant donner une version entie`re de la conjecture δQp(V ) ci-dessus,
c’est la conjecture δZp(V ) de Perrin-Riou. Soient :
∆Iw(K∞/K, T ) = detΛRΓIw(K, T )⊗Λ detΛ(IndK∞/QpT )
≃ ⊗2i=1(detΛH
i
Iw(K, T ))
(−1)i ⊗Λ detΛ(IndK∞/QpT ),
et ∆Iw(K∞/K, V ) = ∆Iw(K∞/K, T )⊗Zp Qp.
Soit aV,K ∈ Z
×
p l’e´le´ment de´fini au paragraphe 2.4 et soit :
ΛV,K∞/K = {f ∈ ÔKnr⊗̂ZpΛ | σ(f) = aV,Kf}.
On a IndK∞/Qp(V ) ≃ (Λ ⊗Zp IndK/Qp(V ))
ι et D(V ) ≃ Λ ⊗Zp Dcris(V ). Comme V est
cristalline, on a Dpst(V ) = K
nr ⊗K Dcris(V ) et le lemme 2.4.4 donne ε(K, V ) = 1. L’ap-
plication αV,K induit donc par line´arite´ un homomorphisme :
αV,K∞/K : det
−1
ΛQp
D(V )⊗ detΛQp (IndK∞/Qp(V ))→ ΛV,K∞/K ⊗Zp Qp.
En le composant avec δ′V,K∞/K , on obtient une trivialisation canonique :
δV,K∞/K : ∆Iw(K∞/K, V )
∼
→ ΛV,K∞/K ⊗Zp Qp.
Conjecture 4.1.3 (CIw(K∞/K, V )). — On a δV,K∞/K(∆Iw(K∞/K, T )) = ΛV,K∞/K.
Cette conjecture est de´montre´e dans le paragraphe 4.4, c’est le the´ore`me 4.4.4.
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4.2. E´quivalence de CIw et de CEP : e´tude de Ξ
ε
V,n
Ce paragraphe et le suivant sont consacre´s a` la de´monstration du the´ore`me suivant.
The´ore`me 4.2.1. — Pour tout n > 1, la conjecture CIw(K∞/K, V ) est e´quivalente a`
la conjecture CEP(Kn/K, V ).
Afin de montrer le the´ore`me ci-dessus, nous avons besoin de re´sultats de descente. La
technique ge´ne´rale de descente des complexes a e´te´ de´veloppe´e par Nekova`rˇ (voir [Nek02,
§11.6] ainsi que [BG03, lemme 8.1]). Nous avons besoin d’un cas tre`s particulier de cette
the´orie, qui est sans doute bien connu, et qui en tout cas se de´montre facilement.
Dans cette section, on pose H = H(Γ) pour alle´ger la notation. Si M et N sont deux
H-modules libres de meˆme rang et si f : M → N est un homomorphisme injectif, on
note :
if,∞ : detHM ⊗ det
−1
H N →H
l’homomorphisme qui s’en de´duit. Pour tout n > 0, on a une projection naturelle H →
Qp[Gn]. L’alge`bre Qp[Gn] se de´compose en produit de corps Qp[Gn] ≃ ⊕λEλ, et on note
p(λ) le noyau de la projectionH → Eλ. On poseMλ = Eλ⊗HM , et on note fλ : Mλ → Nλ
l’homomorphisme de Eλ-modules qui se de´duit de f . Le diagramme commutatif :
0 −−−→ M
γn−1
−−−→ M −−−→ Mn −−−→ 0yf yf yfn
0 −−−→ N
γn−1
−−−→ N −−−→ Nn −−−→ 0
donne lieu a` des isomorphismes canoniques :
ker(fn) ≃ coker(f)
Γn,
coker(fn) ≃ coker(f)Γn.
On dit que f est λ-semi-simple si la λ-composante de l’application :
Bf,n : ker(fn) →֒ coker(f)→ coker(fn)
est un isomorphisme. Dans ce cas on a un isomorphisme canonique :
if,λ : detEλ Mλ ⊗ det
−1
Eλ
Nλ ≃ detEλ ker(fλ)⊗ det
−1
Eλ
coker(fλ) ≃ Eλ,
le deuxieme isomorphisme e´tant induit par Bf,n.
On dit que f est λ-admissible si Im(if,∞) s’e´crit sous la forme (γn − 1)
rhH, avec
h ∈ Hp(λ) et r = dimEλ(ker fλ). On dit que f est admissible si elle est λ-admissible pour
tout λ.
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Lemme 4.2.2. — On conserve les hypothe`ses concernant f : M → N . Si f est λ-
admissible, alors f est λ-semi-simple et le diagramme suivant est commutatif :
detHp(λ) Mp(λ) ⊗ det
−1
Hp(λ)
Np(λ)
(γn−1)−rif,∞
−−−−−−−−→ Hp(λ)y y
detEλ Mλ ⊗ det
−1
Eλ
Nλ
if,λ
−−−→ Eλ.
De´monstration. — Soit X1, . . . , Xr ∈Mp(λ) un rele`vement d’une base x1, . . . xr de ker fλ.
Comme Mλ est un facteur direct de Mn on peut choisir Xi de telle fac¸on que f(Xi) =
(γn−1)Ai ou` Ai ∈ Np(λ). On fixe un comple´ment Xr+1, . . . , Xm de X1, . . . , Xr a` une base
de Mp(λ). Soit Y1, . . . , Yr ∈ Np(λ) un rele`vement d’une base y1, . . . , yr de coker(fλ). Les
e´le´ments Y1, . . . , Yr, Yr+1 = f(Xr+1), . . . , Ym = f(Xm) forment alors une base de Np(λ) et
on a :
if,∞(∧
m
i=1Xi ⊗ ∧
m
j=1Y
∗
j ) = det(∧
r
i=1Xi ⊗ ∧
r
j=1Y
∗
j ) = (γn − 1)
r det16i,j6r(Y
∗
j (Ai)),
ce qui montre le lemme.
En particulier, soit N un ΛQp-module de torsion et de type fini ; il admet une re´solution
projective 0 → P1
f
→ P0 → N → 0, ou` rg(P0) = rg(P1). Pour tout λ, on note Λp(λ) la
localisation de ΛQp en p(λ). On dit que N est λ-admissible si f : P1 → P0 l’est. Dans ce
cas, le lemme 4.2.2 fournit un diagramme commutatif :
det−1Λp(λ) Np(λ)
(γn−1)−rif,∞
−−−−−−−−→ Λp(λ)y y
det−1Eλ (NΓn)λ ⊗ detEλ (N
Γn)λ −−−→id
Eλ,
ou` la deuxie`me ligne est induite par la projection NΓn → NΓn .
On pose maintenant ΛΓ1 = Zp[[Γ1]], et on fixe un isomorphisme ΛΓ1 ≃ Zp[[T ]] en
envoyant γ1 sur 1 + T . On pose :
δi =
1
♯∆K
∑
g∈∆K
χi(g−1)g,
ce qui fait que Λ = ⊕p−2i=0Λi, ou` Λi = δiΛΓ1.
Il est clair que δi(Zp(j)) = 0 si i 6= j mod (p − 1). Sinon, on a une suite exacte
0→ Zp[[T ]]
fj
→ Zp[[T ]]→ Zp(j)→ 0, ou` fj est la multiplication par (χ(γ1)
j − 1)− T , ce
qui fait que det−1Λi Zp(j) = ((χ(γ1)
j − 1)T )Λi si i = j mod (p− 1).
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Proposition 4.2.3. — Si h > 1 est un entier tel que Fil−hDKdR(V ) = D
K
dR(V ), alors
l’application ExpεV,h est admissible.
Nous allons de´duire cette proposition du the´ore`me 4.1.2. Pour alle´ger les notations,
posons aj = dimQp Fil
jDKdR(V ), bj = dimQp Dcris(V )
ϕ=p−j et ωk(T ) = (1 + T )
pk − 1. On
commence par un lemme purement technique.
Lemme 4.2.4. — Pour tout n > 1, on a Γh(V ) ≡ Γ
∗
h(V )ωn−1(T )
a0 mod ωn−1(T )
a0+1,
ou` Γ∗h(V ) = ±(h− 1)!
dimQp Dcris(V )(logχ(γn))
−a0Γ∗(V )−1.
De´monstration. — Comme :
log(γ)
logχ(γ)
=
log(γn)
logχ(γn)
≡ log−1 χ(γn)ωn−1(T ) mod ωn−1(T )
2,
on a :
Γh(V ) ≡ (−1)
a0(logχ(γn))
−a0
∏
j>−h
j 6=0
jajωn−1(T )
a0 mod ωn−1(T )
a0+1.
Un calcul facile montre alors que :
(h− 1)!dimQp Dcris(V ) = ±
∏
j>−h
j 6=0
jaj
∏
i>0
Γ∗(h− i)[K:Qp]hi−h(V )
= ±
∏
j>−h
j 6=0
jajΓ∗(V ),
d’ou` le lemme.
De´monstration de la proposition 4.2.3. — Il re´sulte de la suite exacte (eq4) que l’image
de :
detΛQp D(V )
∆=0 ⊗ det−1ΛQp
(
H1Iw(K, V )
V HK
)
dans H(Γ) est e´gale a` :
v = Γh(V ) detΛQp (V
HK ) det−1ΛQp (V
∗(1)HK )∗
∏
j∈Z
(
det−1ΛQp Qp(j)
)bj
.
Fixons un λ et notons n le plus petit entier tel que Eλ ⊂ Qp[Gn].
Supposons d’abord que λ 6= λ0 (λ0 correspond a` l’inclusion de Qp dans Qp[Gn]). Alors
detΛQp (V
HK ), detΛQp (V
∗(1)HK)∗ et detΛQp Qp(j) sont des unite´s de Hp(λ) et v est congru
a` :
Γ∗h(V ) detΛQp (V
HK ) det−1ΛQp (V
∗(1)HK)∗
∏
j∈Z
detΛQp Qp(j)
−bjωn−1(T )
a0 mod ωa0+1n−1 (T ).
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D’autre part, la suite exacte (eq5) nous donne ker(ExpεV,h,n)λ ≃ Fil
0DKndR (V )λ, ce qui fait
que dimEλ(ker(Exp
ε
V,h,n)λ) = a0 et Exp
ε
V,h est bien λ-semi-simple.
Supposons maintenant que λ = λ0. Le meˆme calcul montre alors que v est congru a` :
Γ∗h(V ) detΛQp (V
HK/V GK ) det−1ΛQp (V
∗(1)HK/V ∗(1)GK )∗
∏
j∈Z
detΛQp Qp(j)
−bjT r mod T r+1,
ou` :
r = dimQp(ker(Exp
ε
V,h,n)λ0)
= dimQp(Dcris(V )
ϕ=1) + dimQp(Fil
0Dcris(V ))− dimQp(V
GK ) + dimQp(V
∗(1)GK ),
et ExpεV,h est bien λ-semi-simple dans ce cas aussi.
Nous allons maintenant calculer le de´terminant de l’application ΞεV,n ; ces calculs
ge´ne´ralisent (et corrigent. . .) ceux de [Per94, lemme 3.5.7]. Si :
∆0 : D(V )→ Dcris(V )/(1− ϕ)Dcris(V )
est l’application de´finie ci-dessus par ∆0(α(X)) = α(0) mod (1 − ϕ)Dcris(V ), alors on
voit facilement que D(V )∆0=0Γn = D(V )
∆=0
Γn et que ∆0 induit une suite exacte :
0→
Dcris(V )
(1− ϕ)Dcris(V )
→ (D(V )∆=0)Γn → D(V )Γn →
Dcris(V )
(1− ϕ)Dcris(V )
→ 0.
Lemme 4.2.5. — On a :
Ξ˜εV,n(α(X)) = p
−n
(
n∑
k=1
(σ ⊗ ϕ)−kα(ζpk − 1) + (1− ϕ)
−1α(0)
)
mod Dcris(V )
ϕ=1.
De´monstration. — Si α(X) ∈ D(V )∆0=0, alors α(0) ∈ (1 − ϕ)Dcris(V ) et l’e´le´ment (1 −
ϕ)−1α(0) ∈ Dcris(V )/Dcris(V )
ϕ=1 est bien de´fini. Soit F (X) ∈ H ⊗K Dcris(V ) telle que
(1− ϕ)F (X) = α(X). Pour tout 0 6 k 6 n− 1, on a :
(ϕ⊗ σ)kF (ζpn−k − 1)− (ϕ⊗ σ)
k+1F (ζpn−k−1 − 1) = (ϕ⊗ σ)
kα(ζpn−k − 1)
ainsi que (1− ϕ)F (0) = α(0), ce qui fait que :
Ξ˜εV,n(α(X)) = p
−n(ϕ⊗ σ)−nF (ζpn − 1)
= p−n
(
n∑
k=1
(ϕ⊗ σ)−kα(ζpk − 1) + (1− ϕ)
−1α(0)
)
mod Dcris(V )
ϕ=1.
Le (2) de la proposition 3.1.2 donne une suite exacte :
0→ ker Ξ˜εV,n → D(V )
∆0=0
Γn
Ξ˜εV,n
−→
DKndR (V )
Dcris(V )ϕ=1
→
Dcris(V )
(1− p−1ϕ−1)Dcris(V )
→ 0.
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En composant cette suite avec les suites tautologiques :
0→ Dcris(V )
ϕ=1 → Dcris(V )
1−ϕ
−→ Dcris(V )→
Dcris(V )
(1− ϕ)Dcris(V )
→ 0,
0→ Dcris(V )
ϕ=p−1 → Dcris(V )
1−p−1ϕ−1
−→ Dcris(V )→
Dcris(V )
(1− p−1ϕ−1)Dcris(V )
→ 0,(eq6)
et en utilisant le (1) de la proposition 3.1.2, on obtient un isomorphisme canonique :
κV,n : detQp[Gn]D(V )
∆=0
Γn ⊗ det
−1
Qp[Gn]
DKndR (V ) ≃(
det−1
Qp[Gn]
Dcris(V )
ϕ=1 ⊗ detQp[Gn]
Dcris(V )
(1− ϕ)Dcris(V )
)
⊗
(
detQp[Gn]Dcris(V )
ϕ=p−1 ⊗ det−1
Qp[Gn]
Dcris(V )
(1− p−1ϕ−1)Dcris(V )
)
≃ Qp[Gn].
Rappelons que l’on note Rn le OK [Gn]-module libre engendre´ par xn = ζp + · · ·+ ζpn
et que l’on appelle η0 le caracte`re trivial. On fixe un re´seau M de Dcris(V ) et l’on pose
DM(V ) = OK [[X ]]
ψ=0 ⊗M et Mn = Rn ⊗Zp M .
Proposition 4.2.6. — L’isomorphisme κV,n envoie detZp[Gn]DM(V )
∆0=0
Γn
⊗det−1
Zp[Gn]
Mn
sur le re´seau engendre´ par :
p−nd
∑
η 6=η0
(η(γ1)− 1)
δ(η) dimQp Dcris(V )
ϕ=1
det(ϕ | Dcris(V ))
−a(η)eη
+ (−1)dp(1−n)d+dimQp Dcris(V )
ϕ=1
eη0 ,
ou` δ(η) = 1 si η ∈ X(Γ1) et δ(η) = 0 sinon.
De´monstration. — Nous allons commencer par montrer qu’il suffit de de´montrer la
proposition caracte`re par caracte`re. Posons Λ′ = TΛ0 ⊕ (⊕
p−2
i=1Λi) ce qui fait que
(XZp[[X ]])
ψ=0 = Λ′(1 +X) et donc que (XZp[[X ]])
ψ=0 est un Λ-module libre engendre´
par λ = Tδ0(1 +X) +
∑p−2
i=1 δi(1 +X).
Si N = (1 − ϕ)Dcris(V ) ∩M , alors M/N est sans torsion et il existe N
′ ⊂ M tel que
M = N ⊕N ′. On a :
DM(V )
∆0=0 ≃ (Zp[[X ]]
ψ=0 ⊗Zp N)⊕ ((XZp[[X ]])
ψ=0 ⊗Zp N
′).
Soient A et B deux Zp[Gn]-modules libres de meˆme rang et supposons que l’on se donne
un isomorphisme :
κ : detQp[Gn](AQp)⊗ det
−1
Qp[Gn]
(BQp)→ Qp[Gn].
Soit E une extension de Qp contenant toutes les valeurs des caracte`res de Gn. Pour tout
η ∈ X(Gn), posons Aη = eη(OE ⊗Zp A) et Oη = eηOE . Pour tous a ∈ detZp[Gn]A et
THE´ORIE D’IWASAWA DES REPRE´SENTATIONS CRISTALLINES II 43
b ∈ detZp[Gn]B, on a alors eη(κ(a⊗ b
−1)) = κη(eη(a)⊗ eη(b)
−1). On en conclut qu’il suffit
de de´montrer la proposition 4.2.6 caracte`re par caracte`re.
On fixe une base (ni) (resp. (n
′
j)) de N (resp. N
′) et l’on pose :
αi = ni ⊗ (1 +X) βi = ni ⊗ xn
α′j = n
′
j ⊗ λ β
′
j = n
′
j ⊗ xn
α˜ = ∧iαi β˜ = ∧jβj
α˜′ = ∧iα
′
i β˜
′ = ∧jβ
′
j
a˜ = α˜ ∧ α˜′ b˜ = β˜ ∧ β˜ ′.
Si η 6= η0 est un caracte`re de conducteur p
k, alors il s’e´crit sous la forme η = ωiη′,
ou` ω est le caracte`re de Teichmu¨ller et η′ ∈ X(Γ1/Γk). Si η 6∈ X(Γ1), alors i 6= 0,
eη(λ) = eη(1 +X), et la proposition 4.2.5 nous donne :
eη
(
Ξ˜εV,n(αi)
)
= p−nϕ−k(ni)eη(ζpk),
eη
(
Ξ˜εV,n(α
′
j)
)
= p−nϕ−k(n′j)eη(ζpk).
Comme eη(xn) = eη(ζpk), on a pour η 6∈ X(Γ1) :
κV,η(eη(a˜⊗ b˜
−1)) = p−ndimQp Dcris(V ) detQp(ϕ
−k | Dcris(V )),
tandis que si η ∈ X(Γ1), alors on a :
eη(λ) = (η(γ1)− 1)eη(1 +X),
eη
(
Ξ˜εV,n(α
′
j)
)
= p−n(η(γ1)− 1)ϕ
−k(n′j)eη(ζpk),(eq7)
κV,η
(
eη(a˜⊗ b˜
−1)
)
= p−n dimQp Dcris(V )(η(γ1)− 1)
dimQp Dcris(V )
ϕ=1
detQp(ϕ
−k | Dcris(V )).
Supposons maintenant que η = η0. Dans ce cas, eη0(ζp) = (1 − p)
−1 et la proposition
4.2.5 nous donne :
eη0
(
Ξ˜εV,n(αi)
)
=
1
[Kn : K]
(1− p−1ϕ−1)(1− ϕ)−1ni,
eη0
(
Ξ˜εV,n(α
′
j)
)
= 0.
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On a un diagramme commutatif :
0

0

ker(Ξ˜εV,n)
(2)
//

Dcris(V )
ϕ=p−1 //

0
0 //
Dcris(V )
(1−ϕ)Dcris(V )
(1)
77nnnnnnnnnnnn
(3)
//
(
D(V )∆0=0Γn
)
η0
(4)
//

(1− ϕ)Dcris(V ) //
(5)vvmmm
mm
mm
mm
mm
mm
m
0
Dcris(V )
Dcris(V )ϕ=1
(6)

Dcris(V )
(1−p−1ϕ−1)Dcris(V )

0
dont les fle`ches sont donne´es par les formules suivantes :
(1) et (3) : d 7→ d⊗ (γn − 1)(1 +X) ;
(2) et (4) : α(X) 7→ α(0) ;
(5) : d 7→ [Kn : K]
−1(1− p−1ϕ−1)(1− ϕ)−1(d) mod Dcris(V )
ϕ=1 ;
(6) : d 7→ [Kn : K](1− ϕ)(d).
On en de´duit que la η0-composante de κV,n s’e´crit comme le compose´ des isomorphismes
suivants ; par les suites (eq3) et (eq4), detQp
(
D(V )∆0=0Γn
)
η0
⊗det−1Qp Dcris(V ) est isomorphe
a` :(
detQp
(
Dcris(V )
(1− ϕ)Dcris(V )
)
⊗ detQp((1− ϕ)Dcris(V ))
)
⊗
(
det−1Qp
(
Dcris(V )
Dcris(V )ϕ=1
)
⊗ det−1Qp Dcris(V )
ϕ=1
)
,
qui est isomorphe a` :(
detQp((1− ϕ)Dcris(V ))⊗ det
−1
Qp
(
Dcris(V )
Dcris(V )ϕ=1
))
⊗
(
det−1Qp Dcris(V )
ϕ=1 ⊗ detQp
(
Dcris(V )
(1− ϕ)Dcris(V )
))
,
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qui, par les suites (eq5) et (eq6), est lui-meˆme isomorphe a` :(
detQp Dcris(V )
ϕ=p−1 ⊗ det−1Qp
(
Dcris(V )
(1− p−1ϕ−1)Dcris(V )
))
⊗
(
det−1Qp Dcris(V )
ϕ=1 ⊗ detQp
(
Dcris(V )
(1− ϕ)Dcris(V )
))
,
qui est ≃ Qp.
On a (D(V )∆0=0)η0 ≃ (1 − ϕ)Dcris(V ) ⊕ D
′, ou` D′ = Qp ⊗Zp N
′ et la deuxie`me ligne
du gros diagramme ci-dessus s’e´crit donc :
(eq8) 0→
Dcris(V )
(1− ϕ)Dcris(V )
d7→(0,pn−1d)
−→ (1− ϕ)Dcris(V )⊕D
′ (a,b)7→a−→ (1− ϕ)Dcris(V )→ 0.
Posons a` pre´sent n˜ = ∧ini ∈ detQp(1 − ϕ)Dcris(V ) et n˜
′ = ∧jn
′
j ∈ detQp D
′. Fixons
m˜1 ∈ detQp M
ϕ=1 et m˜2 ∈ detQp DM(V )
∆0=0
Γn
(M/Mϕ=1), ve´rifiant m˜1 ⊗ m˜2 ≃ n˜ ⊗ n˜
′, et
posons b˜i = m˜i ⊗ xn. En utilisant le diagramme tautologique :
0 0
0→ Dcris(V )
ϕ=p−1 // (1− ϕ)Dcris(V )
OO
(5)
// Dcris(V )
Dcris(V )ϕ=1
OO
// Dcris(V )
(1−p−1ϕ−1)Dcris(V )
→ 0
0→ Dcris(V )
ϕ=p−1
p−n
OO
// Dcris(V )
[Kn:K](1−ϕ)
OO
1−p−1ϕ−1 // Dcris(V )
pr
OO
// Dcris(V )
(1−p−1ϕ−1)Dcris(V )
→ 0
p−n
OO
Dcris(V )
ϕ=1
OO
1− 1
p // Dcris(V )
ϕ=1
OO
0
OO
0
OO
on montre que l’image de eη0(α˜)⊗ e
−1
η0
(˜b2) par l’application :
detQp(1− ϕ)Dcris(V )⊗ det
−1
Qp
(
Dcris(V )
Dcris(V )ϕ=1
)
≃
detQp Dcris(V )
ϕ=p−1 ⊗ det−1Qp
Dcris(V )
(1− p−1ϕ−1)Dcris(V )
≃
det−1Qp Dcris(V )⊗ detQp Dcris(V )
id
≃ Qp
est e´gale a` :
(−1)dimQp Dcris(V )
(
p
p− 1
)dimQp Dcris(V )ϕ=1
p(1−n) dimQp (Dcris(V )/Dcris(V )
ϕ=1)[(1− ϕ)m˜2 : n˜].
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D’autre part, en utilisant (eq8), on montre que l’application compose´e :
det−1Qp Dcris(V )
ϕ=1 ⊗ detQp D
′ ≃ det−1Qp Dcris(V )
ϕ=1 ⊗ detQp
(
Dcris(V )
(1− ϕ)Dcris(V )
)
≃ det−1Qp Dcris(V )⊗ detQp Dcris(V )
id
≃ Qp
envoie e−1η0 (˜b1)⊗ eη0(α˜
′) sur :(
1− p
pn−1
)dimQp Dcris(V )ϕ=1
[(1− ϕ)m˜2 : n˜]
−1.
On en conclut finalement que l’application κV,n envoie eη0(a˜)⊗ eη0 (˜b)
−1 sur :
(−1)dimQp Dcris(V )p(1−n) dimQp Dcris(V )+dimQp Dcris(V )
ϕ=1
eη0 ,
ce qui termine enfin la de´monstration.
Proposition 4.2.7. — L’image de detZp[Gn]DM(V )Γn ⊗ det
−1
Zp[Gn]
Mn dans Qp[Gn] est
engendre´e par :
p−nd
∑
η 6=η0
det(ϕ | Dcris(V ))
−a(η)eη + (−1)
dp(1−n)d+n dimQp Dcris(V )
ϕ=1
eη0 .
De´monstration. — Il suffit de calculer l’image de :
detZp[Gn]DM(V )
∆0=0
Γn
⊗ det−1
Zp[Gn]
DM(V )Γn
dans Qp[Gn] et d’utiliser la proposition 4.2.6.
Si η ∈ X(Γ1) est un caracte`re non-trivial, alors on a (D(V )
∆0=0
Γn
)η ≃ (DM(V )
∆0=0
Γn
)η
et la formule (eq7) montre que l’image de detOη(DM(V )
∆0=0
Γn
)η ⊗ det
−1
Oη(DM(V )Γn)η est
engendre´e par (η(γ1)− 1)
dimDcris(V )
ϕ=1
eη.
Supposons maintenant que η = η0. La suite exacte 0 → ΛΓ1
T
→ ΛΓ1 → Zp → 0 induit
une suite exacte
0→ Zp
s
→ Zp[Γ1/Γm]
T
→ Zp[Γ1/Γm]→ Zp → 0,
ou` s est la multiplication par ((1 + T )p
m
− 1)/T . On en de´duit que l’application :
detQp[Γ1/Γm](Qp[Γ1/Γm])⊗ det
−1
Qp[Γ1/Γm]
(Qp[Γ1/Γm]) ≃
detQp[Γ1/Γm](Qp)⊗ det
−1
Qp[Γ1/Γm]
(Qp)
id
≃ Qp[Γ1/Γm]
envoie detZp(Zpeη0)⊗det
−1
Zp
(Zpeη0) sur p
−mZp. En posantm = n−1 on obtient que l’image
de detZp(DM(V )
∆0=0
Γn
)η0⊗det
−1
Zp
(DM(V )Γn)η0 est engendre´e par p
(1−n) dimQp Dcris(V )
ϕ=1
, d’ou`
la proposition.
Ceci termine notre e´tude de ΞεV,n.
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4.3. E´quivalence de CIw et de CEP : e´tude de Exp
ε
V,h,n
Nous passons maintenant a` l’e´tude de l’application :
ExpεV,h,n : (D(V )
∆=0)Γn → Qp ⊗Zp (H
1
Iw(K, T )/T
HK)Γn
de´duite de ExpεV,h.
Lemme 4.3.1. — Si V est une repre´sentation cristalline, alors :
(1) L’application naturelle de V GK dans H1(Γn, V
HK) est un isomorphisme ;
(2) L’application compose´e :
V GK → H1(K, V )
exp∗V,K
−→ DKndR (V )
co¨ıncide avec l’injection V GK
log−1 χ(γn)
−→ Fil0DKndR (V ) ;
(3) On a V GK ∩H1g (Kn, V ) = {0}.
De´monstration. — Comme V est cristalline, on a un isomorphisme V HK ≃ ⊕i∈ZQp(i)
di
(voir [Per94, lemme 3.4.3]). La premie`re assertion s’en de´duit.
Pour montrer la deuxie`me, on remarque que l’application ∪ logχ : Fil0DKndR (V ) →
H1(K,Fil0BdR⊗V ) est un isomorphisme et que exp
∗
V,Kn co¨ıncide avec l’application com-
pose´e :
H1(Kn, V )→ H
1(Kn,Fil
0BdR ⊗ V )
∼
→ Fil0DKndR (V )
(c’est la formule de Kato, voir [Kat93a, §1.2-1.4]).
Enfin, comme ker(exp∗V,Kn) = H
1
g (Kn, V ), on en de´duit le (3).
Comme V ∗(1)GK est isomorphe a` Fil0Dcris(V
∗(1))ϕ=1, on a un isomorphisme :
Dcris(V )
Fil0Dcris(V ) + (1− p−1ϕ−1)Dcris(V )
≃ (V ∗(1)GK)∗,
d’ou` la suite exacte courte :
0→
D(V )∆=0Γn
ker(ExpεV,h,n)
Ξ˜εV,n
−→
tV (Kn)
Dcris(V )ϕ=1/V GK
(1−ϕ)TrKn/K
−→ (V ∗(1)GK )∗ → 0.
D’autre part, pour toute repre´sentation p-adique, on a une suite exacte :
0→
(
H1Iw(K, V )
V HK
)
Γn
→
H1(Kn, V )
H1(Γn, V HK )
→ H2Iw(K, V )
Γn → 0
(voir proposition 2.2.2 ou bien [Per94, prop 3.2.1]). On a V GK ≃ H1(Γn, V
HK ) et
H2Iw(K, V )
Γn ≃ ((V ∗(1)HK)∗)Γn ≃ (V ∗(1)GK)∗. La fle`che H1(Kn, V ) → H
2
Iw(K, V )
Γn est
duale de l’application d’inflation V ∗(1)GK → H1(Kn, V
∗(1)).
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Proposition 4.3.2. — On a un diagramme commutatif dont les fle`ches horizontales
sont des isomorphismes :
0

0

D(V )∆=0Γn
ker(ExpεV,h,n)
Ξ˜εV,n

ExpεV,h,n //
(1)
Im(ExpεV,h,n)

tV (Kn)
(Dcris(V )ϕ=1/V
GK )
TrKn/K

(h−1)! expV,Kn//
(2)
H1e (Kn,V )+V
GK
V GK

(V ∗(1)GK)∗
(h−1)! log−1 χ(γn)//

H2Iw(K, V )
Γn

0 0
De´monstration. — Il re´sulte du the´ore`me 3.1.1 que le carre´ (1) du diagramme est com-
mutatif. D’apre`s le lemme 4.3.1, le diagramme :
V ∗(1)GK ×DKndR (V )
(log−1 χ(γn),id)

(infKn/K ,expV,Kn )// H1(Kn, V
∗(1))×H1(Kn, V )

DKndR (V
∗(1))×DKndR (V )
TrKn/Qp [·,·] // Qp
est commutatif, ce qui fait que l’application compose´e :
DKndR (V )
expV,Kn−→ H1(Kn, V )→ (V
∗(1)GK)∗
co¨ıncide avec l’application :
DKndR (V )
log−1 χ(γn)TrKn/K
−→ Dcris(V )→ (V
∗(1)GK )∗.
On en de´duit que le carre´ (2) du diagramme commute. Il est clair que toutes les fle`ches
horizontales sont des isomorphismes. Comme la colonne de gauche est exacte, la colonne
de droite l’est aussi.
Corollaire 4.3.3. — On a un isomorphisme canonique :
coker(ExpεV,h,n) ≃
H1(Kn, V )
H1e (Kn, V ) + V
GK
.
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De´monstration. — Il suffit d’appliquer le lemme du serpent au diagramme :
0 // Im(Exp
ε
V,h,n) //

H1e (Kn,V )+V
GK
V GK
//

H2Iw(K, V )
Γn // 0
0 //
H1Iw(K,V )Γn
V GK
// H1(Kn,V )
V GK
// H2Iw(K, V )
Γn // 0.
On note BεV,h,n : ker(Exp
ε
V,h,n)→ coker(Exp
ε
V,h,n) l’application de´duite de Exp
ε
V,h,n.
Proposition 4.3.4. — On a un diagramme commutatif dont les fle`ches horizontales
sont des isomorphismes :
ker Ξ˜εV,n

//
(1)
H1g (Kn,V )
H1e (Kn,V )

ker(ExpεV,h,n)
BεV,h,n //
Ξ˜εV,n

(2)
coker(ExpεV,h,n)
exp∗Kn,V

Fil0DKndR (V )
V GK
(h−1)! log−1 χ(γn) // Fil0D
Kn
dR (V )
V GK
De´monstration. — La commutativite´ du deuxie`me carre´ est de´montre´e dans [Per94,
lemme 3.5.9] en utilisant la loi de re´ciprocite´ explicite. Le reste est une conse´quence
imme´diate de la proposition suivante.
Proposition 4.3.5. — Le diagramme :
Dcris(V )
(1−ϕ)Dcris(V )
eV,f/e,n //

H1f (Kn,V )
H1e (Kn,V )

ker(Ξ˜εV,n)
BεV,h,n //

H1g (Kn,V )
H1e (Kn,V )

Dcris(V )
ϕ=p−1
eV,g/f,n // H
1
g (Kn,V )
H1f (Kn,V )
,
ou`
eV,f/e,n(a) = (h− 1)!p
−n expV,f/e(a),
eV,g/f,n(b) = (h− 1)! log
−1 χ(γn)(exp
∗
V,g/f)
−1(b),
est commutatif.
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De´monstration. — Si a ∈ Dcris(V )/(1− ϕ)Dcris(V ), on choisit un e´le´ment f(X) ∈ D(V )
ve´rifiant ∆f(X) = a et l’on pose g(X) = (γn − 1)f(X) ce qui fait que g(X) est l’image
de a dans ker(Ξ˜εV,n) ⊂ D(V )
∆=0
Γn . Soit F (X) ∈ H(V ) un e´le´ment ve´rifiant l’e´quation
(1− ϕ)F (X) = f(X)− a. Si on pose α(X) = (∂h ⊗ eh)f(X) et A(X) = (∂
h ⊗ eh)F (X),
alors A(X) ve´rifie (1− ϕ)A(X) = α(X).
Soit h un entier tel que Fil0Dcris(V (−h)) = Dcris(V (−h)) et :
ΣεV (−h),h+k,,m : H(V (−h))→ H
1(Km, V (k))
le syste`me d’applications construit dans [Ben00, §4.2-4.3] et dont la construction a e´te´
rappele´e au paragraphe 3.2. Posons :
zk,m = (−1)
hΣεV (−h),h+k,m((σ ⊗ ϕ)
−mA(X)),
et notons zk,m son image dans H
1(Km, V (k))/H
1(Γm, V (k)
HK). Le the´ore`me 4.3 de
[Ben00] montre que corKn+1/Kn(zk,n+1) = zk,n pour tout n > 1 et qu’il existe s > 0 tel
que la suite :
p(s−j)m
j∑
k=0
(−1)k
(
j
k
)
Twε−k ◦ resK∞/Kn(zm,k)
converge vers 0 quand m → ∞. On ve´rifie que zk,m ∈ (H
1
Iw(K, V (k))/V (k)
HK )Γm (par
exemple, on peut utiliser les arguments de [Ben00], pour montrer que le cup-produit
de zk,m avec les e´le´ments de V
∗(1 − k)GK est nul) et il existe donc un unique e´le´ment
z ∈ H(Γ) ⊗Λ (H
1
Iw(K, V (k))/V (k)
HK ) tel que prV (k),m(Tw
ε
k(z)) = zk,m pour tous k ∈ Z
et m > 1.
L’e´le´ment B(X) = (γn − 1)A(X) ve´rifie (1− ϕ)B(X) = (∂
h ⊗ eh)g(X) et on a :
prV (k),m(Tw
ε
V,k ◦ Exp
ε
V,h(g)) = (−1)
hΣεV (−h),h+k,m((σ ⊗ ϕ)
−mB(X)),
et donc (γn−1)z = Exp
ε
V,h(g) et B
ε
V,h,n(a) = z0,n mod H
1
e (Kn, V ). D’autre part, le meˆme
argument que dans [Ben00, §4.4.5] montre que :
z0,n = (h− 1)!p
−n expV,Kn(−ϕ
−n(a), (σ ⊗ ϕ)−nF (ζpn − 1)),
et on en de´duit la commutativite du premier carre´ du diagramme.
De´montrons la commutativite´ du deuxie`me carre´. Fixons un entier k > 1 supe´rieur a` la
longueur de la filtration de Hodge de V ∗(1) et tel que Fil−kDcris(V
∗(1)) = Dcris(V
∗(1)).
La loi de re´ciprocite´ s’e´crit :
〈ExpεV,h(f),Exp
ε−1
V ∗(1),k(g
ι)〉(1 +X) = −
h−1∏
i=0
ℓi
k−1∏
j=0
ℓιi(f ⋆D g).
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Si f ∈ ker(Ξ˜εV,n), alors Exp
ε
V,h(f) = (γn − 1)x ou` x ∈ H(Γ) ⊗ H
1
Iw(K, V ) et
BεV,h,n(f) = prV,n(x) mod H
1
e (Kn, V ). Soient b ∈ Dcris(V
∗(1))/(1 − ϕ)Dcris(V
∗(1)) et
β(X) ∈ D(V ∗(1)) un e´le´ment ve´rifiant ∆β(X) = b. Posons g(X) = (γn − 1)β(X). On a
alors :
Expε
−1
V ∗(1),k(g) = (γn − 1)y,
〈ExpεV,h(f),Exp
ε−1
V ∗(1),k(g
ι)〉 = (γn − 1)
2〈x, yι〉.
On a prV ∗(1),n(y) ∈ H
1
f (Kn, V
∗(1)) et BεV ∗(1),h,n(b) = prV ∗(1),n(y) mod H
1
e (Kn, V
∗(1)).
Il est facile de voir que gι ve´rifie aussi ∆(gι) = b et que BεV,h,n(b) ne de´pend pas du choix
de ε d’ou` :
BεV ∗(1),h,n(b) = prV ∗(1),n(y
ι) mod H1e (Kn, V
∗(1)).
Comme ℓ0 ≡ −
γn−1
log χ(γn)
mod (γn − 1)
2 et comme le coefficient de (1 + X) dans le
polynoˆme d’interpolation de f ⋆D β modulo (1 +X)
pn − 1 est e´gal a` :
1
pn
TrK/Qp
∑
ζ∈µpn
[f(ζ − 1), βι(ζ−1 − 1)]V
(voir, par exemple, [Per94, prop 4.3.2]), on de´duit de la loi de re´ciprocite´ la formule
suivante :
(BεV,h,n(f), B
ε
V ∗(1),h,n(b))V,Kn =
(h− 1)!(k − 1)!
pn logχ(γn)
TrK/Qp
∑
ζ∈µpn
[f(ζ − 1), βι(ζ−1 − 1)]V .
Soit F (X) un e´le´ment tel que (1−ϕ)F (X) = f(X). Comme Ξ˜εV,n(f) = 0, on a F (ζpn−
1) ∈ Dcris(V )
ϕ=1. On peut modifier F (X) par cet e´le´ment et on a alors F (ζpn − 1) = 0.
Comme F (X) ve´rifie l’e´quation
∑
ζp=1 F (ζ(1 +X)− 1) = pF
ϕ(X), on a F (ζpm − 1) = 0
pour tout 1 6 m 6 n. On en de´duit que f(ζpm−1) = 0 si 2 6 m 6 n et f(ζp−1) = −F
σ(0)
ce qui fait que :∑
ζ∈µpn
[f(ζ − 1), βι(ζ−1 − 1)]V =
∑
ζp=1
ζ 6=1
[−F σ(0), βι(ζ−1 − 1)]V + [f(0), b]V = [f(0), b]V ,
d’ou` :
(BεV,h,n(f), B
ε
V ∗(1),h,n(b))V,Kn =
(h− 1)!(k − 1)!
p2n logχ(γn)
TrK/Qp[ϕ
−nf(0), ϕ−n(b)]V .
Comme BεV ∗(1),h,n(b) = eV ∗(1),f/e,n(b), la commutativite´ du deuxie`me carre´ re´sulte de la
de´finition de l’application exp∗V,g/f .
52 D. BENOIS & L. BERGER
De´monstration du the´ore`me 4.2.1. — Soit h un entier supe´rieur a` la longueur de la fil-
tration de Hodge de V . L’application ExpεV,h est semi-simple et les re´sultats pre´ce´dents
fournissent un diagramme commutatif :
(eq9) detΛQp D(V )⊗ detΛQp RΓIw(K, V )

// H(Γ)

detQp[Gn]D(V )Γn ⊗ detQp[Gn]RΓ(Kn, V )
κV,n

// Qp[Gn]
id

detQp[Gn]D
Kn
dR (V )⊗ detQp[Gn]RΓ(Kn, V )
// Qp[Gn].
La deuxie`me ligne du diagramme est induite par l’application ExpεV,h,n. Le the´ore`me
4.1.2 entraˆıne que l’image de detΛDM(V ) ⊗ detΛRΓIw(K, T ) dans H(Γ) s’e´crit sous la
forme Γh(V )
∑p−2
i=0 aiΛi, ou` ai ∈ Qp et Λi = ΛΓ1δi.
Les propositions pre´ce´dentes et le lemme 4.3.1 montrent que la troisie`me ligne co¨ıncide
avec l’application :
Γ∗h(V )Γ
∗(V )(id + (p−n dimDcris(V )
ϕ=1
− 1)eη0)δ
′
V,Kn/K .
La conjecture CIw(K∞/K, V ) est vraie si et seulement si ai ∈ Z
×
p c’est-a`-dire si et
seulement si l’image de detZp[Gn]DM(V )Γn ⊗ detZp[Gn]RΓ(Kn, T ) dans Qp[Gn] est en-
gendre´e par Γ∗h(V ) (voir lemme 4.2.4). Les propositions 2.4.5 et 4.2.7 entraˆınent que cela
e´quivaut a` dire que l’application δ′V,Kn/K envoie detZp[Gn]Mn ⊗ detZp[Gn]RΓ(Kn, T ) sur
βV,Kn/K(M,T )
−1 d’ou` le the´ore`me.
4.4. Re´sultats principaux
Dans ce paragraphe, on de´montre la conjecture CIw(K∞/K, V ).
The´ore`me 4.4.1. — Si V est une repre´sentation cristalline dont les oppose´s des poids
de Hodge-Tate sont 0 = r1 6 r2 6 · · · 6 rd = h, et qui n’a pas de sous-quotient isomorphe
a` Qp(m), alors :
(1) l’application ϕ−1 induit un isomorphisme :
iV :
D(V )ψ=1
(ϕ∗N(V ))ψ=1
∼
→ ⊕hk=1(K1t
−k ⊗K Fil
kDcris(V )).
(2) On a :
detΛ
(
D(T )ψ=1
(ϕ∗N(T ))ψ=1
)
=
h∏
k=1
(detΛ(Zp[∆]⊗ Zp(−k)))
dimQp Fil
kDcris(V ).
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Nous montrons ce the´ore`me un peu plus bas. Si f, g ∈ ΛΓ1, on e´crit f ∼ g si f et g sont
associe´es, c’est-a`-dire s’il existe u ∈ Λ×Γ1 tel que f = gu. De meˆme, si a, b ∈ Z on e´crit
a ∼p b si a et b sont associe´s dans Zp. Si M est un Λ-module de torsion et de type fini,
on note carΛ(M) son polynoˆme caracte´ristique. Rappelons que detΛ(M) = carΛ(M)
−1Λ.
Proposition 4.4.2. — Si V est une repre´sentation cristalline ve´rifiant les conditions
du the´ore`me 4.4.1 ci-dessus, alors :
(1) l’application ϕ−1 induit une injection :
iV :
D(V )ψ=1
(ϕ∗N(V ))ψ=1
→֒ ⊕hk=1(K1t
−k ⊗K Fil
kDcris(V )).
(2) On a :
carΛ
(
D(T )ψ=1
(ϕ∗N(T ))ψ=1
) ∣∣∣∣∣
h∏
k=1
(carΛ(Zp[∆]⊗ Zp(−k)))
dimQp Fil
kDcris(V ).
De´monstration. — La proposition 1.2.2 nous dit que :
[B+rig,K ⊗B+K
N(V ) : B+rig,K ⊗K Dcris(V ) = [(t/X)
r1 ; . . . ; (t/X)rd],
et on en de´duit que :
N(V ) ⊂
(
X
t
)h
B+rig,K ⊗K Dcris(V ),
et que le plongement de B+rig,K dans K[[t]] donne un isomorphisme K[[t]] ⊗B+K
N(V ) ≃
K[[t]] ⊗K Dcris(V ). Comme q
hN(T ) ⊂ ϕ∗(N(T )), on a X−hN(T ) ⊂ ϕ(X)−hϕ∗(N(T ))
d’ou` :
D(T )ψ=1 =
(
1
Xh
N(T )
)ψ=1
=
(
1
ϕ(X)h
ϕ∗(N(T ))
)ψ=1
.
Comme ϕ−1(1/X) ∈ B+dR, l’application ϕ
−1 induit une injection :
ϕ−1 : D(T )ψ=1 → Fil0(K1((t))⊗K Dcris(V )).
Pour alle´ger les notations, on pose :
D = Fil0(K1((t))⊗K Dcris(V )) = ⊕
h
m=−∞K1t
−m ⊗K Fil
mDcris(V ),
et on de´finit une filtration croissante de D par des sous-espaces Dk :
Dk = ⊕
k
m=−∞K1t
−m ⊗K Fil
mDcris(V ).
On a Dh = D et Dk/Dk−1 ≃ Fil
kK1t
−k ⊗K Dcris(V ). On de´finit aussi une filtration sur
(X−hN(V ))ψ=1 par des sous-espaces Nk(V ) en posant :
Nk(V ) =
(
1
ϕ(X)k
ϕ∗(N(V ))
)ψ=1
,
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et ϕ−1 induit alors une injection Nk(V ) →֒ Dk. Pour montrer que l’application
Nh(V )/N0(V ) → Dh/D0 est injective, il suffit de montrer que les applications
iV,k : Nk(V )/Nk−1(V ) → K1t
k ⊗K Fil
kDcris(V ) sont injectives pour k = 1, . . . , h.
Pour cela, soit n1, . . . , nd une base de N(V ) et soit :
x =
1
ϕ(X)k
(a1ϕ(n1) + · · ·+ adϕ(nd))
un e´le´ment de ker iV,k. On a alors :
ϕ−1(a1)n1 + · · ·+ ϕ
−1(ad)nd
Xk
∈ t−k+1K1[[t]]⊗K Dcris(V ),
et comme n1, . . . , nd forment une base de K[[t]]⊗K Dcris(V ), on a ai ≡ 0 mod q. Si l’on
e´crit ai = qbi avec bi =
∑∞
j=0 bijX
j , alors la condition ψ(x) = x s’e´crit :(
b1
X
)
ϕ(n1) + · · ·+
(
bd
X
)
ϕ(nd) = q
k−1
(
ψ
(
b1
X
)
n1 + · · ·+ ψ
(
bd
X
)
nd
)
.
On en de´duit que y =
∑d
i=1 ϕ
−1(bi0)ni appartient a` Dcris(V )
ϕ=pk−1. Mais il appartient
aussi a` Filk−1Dcris(V ) par construction de iV,k, donc a` V (k − 1)
GK (1 − k) = 0. Ceci
montre que iV,k est injective et la deuxie`me assertion s’en de´duit.
De´monstration du the´ore`me 4.4.1. — Nous de´montrons d’abord le (2). Posons :
p−2∑
i=0
δi ⊗ fT,i(γ1 − 1) = carΛ
(
D(T )ψ=1
(ϕ∗N(T ))ψ=1
)
,
p−2∑
i=0
δi ⊗ gT,i(γ1 − 1) =
h∏
m=1
carΛ (Zp[∆K ]⊗ Zp(−m))
dimQp Fil
mDcris(V ) ,
ou` δi =
∑
g∈∆K
χ−i(g)g. Posons aussi fT (γ1 − 1) =
∏p−2
i=0 fT,i(γ1 − 1) et gT (γ1 − 1) =∏p−2
i=0 gT,i(γ1 − 1). On voit que pour i = 0, . . . , p− 2, on a :
gT,i(γ1 − 1) =
h∏
m=1
(γ1 − χ(γ1)
−m)dimQp Fil
mDcris(V ),
d’ou` l’on de´duit que :
gT,i(χ(γ1)
−k − 1) ∼p p
[K:Qp]tH(V )
h∏
m=1
(k −m)dimQp Fil
mDcris(V ).
Comme tH(V ) + tH(V
∗(−h)) = h dimQp V et comme :
dimQp Fil
mDcris(V ) + dimQp Fil
1−mDcris(V
∗) = [K : Qp] dimQp V,
on voit que :
(eq12) gT (χ(γ1)
−k − 1)gT ∗(−h)(χ(γ1)
k−h−1 − 1) ∼p
(
ph
Γ∗(k)
Γ∗(k − h)
)[K1:Qp] dim(V )
.
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D’autre part, comme : (
D(T (k))ψ=1
(ϕ∗N(T )(k))ψ=1
)Γ1
= 0,
si k /∈ [1, h], on a :
fT (χ(γ1)
−k − 1) = [D(T (k))ψ=1Γ1 : (ϕ
∗N(T )(k))ψ=1Γ1 ],
et le corollaire 3.2.8 donne :
(eq13) fT (χ(γ1)
−k − 1)fT ∗(−h)(χ(γ1)
k−h−1 − 1) ∼p
(
ph
Γ∗(k)
Γ∗(k − h)
)[K1:Qp] dim(V )
.
Comme la divisibilite´ fT,i(γ1−1) | gT,i(γ1−1) est de´montre´e dans la proposition 4.4.2,
les formules (eq12) et (eq13) entraˆınent :
fT (χ(γ1)
−k − 1) ∼p gT (χ(γ1)
−k − 1)
pour tout k /∈ [1, h] et donc fT (γ1 − 1) ∼ gT (γ1 − 1) et l’assertion (2) est de´montre´e.
Montrons maintenant le (1). Si on appelle Y le conoyau de l’injection :
D(V )ψ=1
(ϕ∗N(V ))ψ=1
→֒ ⊕hk=1(K1t
−k ⊗K Fil
kDcris(V )),
alors detΛQp (Y ) = ΛQp par le (2), d’ou` Y = 0 car ΛQp est un anneau principal, ce qui
montre le (1).
Corollaire 4.4.3. — Si k /∈ [1, h], alors le conoyau de l’application :
ΩεT,k,1 : D(T (k))Γ1 → H
1
Iw(K1, T (k))Γ1
est isomorphe a` :
⊕hm=1((Z/(k −m)pZ)[∆K ])
dimQp Fil
mDcris(V ).
En particulier,
detZp[∆K ](Ω
ε
T,k,1) = p
[K:Qp]tH (V )
h∏
m=1
(k −m)dimQp Fil
mDcris(V )Zp[∆K ].
Nous pouvons maintenant de´montrer le re´sultat principal de cet article.
The´ore`me 4.4.4. — Si V est une repre´sentation cristalline de GK, alors :
(1) la conjecture CIw(K∞/K, V ) est vraie ;
(2) la conjecture CEP(L/K, V ) est vraie pour toute extension L/K contenue dans K∞.
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De´monstration. — Comme la conjecture CIw(K∞/K, V ) est stable par suites exactes et
comme le cas V = Qp(m) a e´te´ de´montre´ dans [Per94, page 143], on peut supposer
que V n’a pas de sous-quotient fixe´ par HK . Sous ces hypothe`ses, H
1
Iw(K, T (k))
Γ1 = 0, le
groupe H2Iw(K, T (k)) est fini et pour n = 1 le diagramme (eq9) du paragraphe 4.3 s’e´crit :
(eq14) detΛQp D(V (k))⊗ det
−1
ΛQp
H1Iw(K, V (k)) //

H(Γ)

detQp[∆K ]D(V (k))Γ1 ⊗ det
−1
Qp[∆K ]
H1Iw(K, V (k))Γ1 // Qp[∆K ].
La premie`re ligne de ce diagramme est induite par l’application ExpεV (k),k = (−1)
kTwεV,k ◦
ExpεV,0 ◦ (∂
k ⊗ ek) et le the´ore`me 4.1.2 (la conjecture δQp(V ) de Perrin-Riou) entraˆıne
que l’image de detΛD(T (k)) ⊗ detΛRΓ(K, T (k)) dans H(Γ) s’e´crit sous la forme∏h
j=1(ℓk−j)
dimQpFil
jDcris(V )
∑p−2
i=0 aiΛi, ou` ai ∈ Qp et Λi = ΛΓ1δi. Pour conclure, il suffit de
montrer que ai ∈ Z
∗
p pour i = 0, . . . , p− 2. Le (2) de la proposition 3.2.1 montre que la
deuxie`me ligne de (eq14) est induite par (−1)kΩεT,k((σ⊗ϕ)
−1 ◦ (∂k ⊗ ek)) et on en de´duit
que l’image de detZp[∆K ]D(T (k))Γ1 ⊗ det
−1
Zp[∆K ]
H1Iw(K, T (k))Γ1 dans Qp[∆K ] est e´gale a`∏h
j=1(k − j)
dimQpFil
jDcris(V )
∑p−2
i=0 aiδiZp.
D’autre part, comme le ϕ-module filtre´ Dcris(V ) est admissible, on a [M : ϕ(M)] =
p[K:Qp]tH(V ) et en comparant avec la formule du corollaire 4.4.3, on obtient que ai ∈ Z
∗
p et
la conjecture CIw(K∞/K, V ) est de´montre´e.
Le the´ore`me 4.1.3 et la proposition 2.5.4 montrent enfin que la conjecture CEP(L/K, V )
est vraie pour toute extension L/K contenue dans K∞.
Corollaire 4.4.5. — Si V est une repre´sentation cristalline de GK , alors :
(1) la conjecture CEP(L, V ) est vraie pour toute extension L/K contenue dans Q
ab
p .
(2) la conjecture CEP(K, V (η)) est vraie pour tout caracte`re de Dirichlet η de Γ.
De´monstration. — C’est une conse´quence imme´diate de la proposition 2.5.4.
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