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a b s t r a c t
This paper is concerned with iterative solutions to the coupled Sylvester-conjugate matrix
equation with a unique solution. By applying a hierarchical identification principle, an
iterative algorithm is established to solve this class of complexmatrix equations.With a real
representation of a complexmatrix as a tool, a sufficient condition is given to guarantee that
the iterative solutions given by the proposed algorithm converge to the exact solution for
any initialmatrices. In addition, a sufficient convergence condition that is easier to compute
is also given by the original coefficient matrices. Finally, a numerical example is given to
verify the effectiveness of the proposed algorithm.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Coupled matrix equations have wide applications in several areas, such as stability theory, control theory, perturbation
analysis, and some other fields of pure and appliedmathematics.When dealingwith the problems of reordering eigenvalues
of regular matrix pairs [1], or computing an additive decomposition of a generalized transform matrix equations [2], one
naturally encounters the generalized Sylvester matrix equation{
AX − YB = E
CX − YD = F (1)
with X and Y being the unknownmatrices. In addition, the generalized Sylvestermatrix equation (1) arises in computing the
deflating subspace of descriptor linear systems [3]. Due to their wide applications, generalized Sylvester matrix equations
have attracted considerable attention from many researchers.
A direct method for solving these kinds of coupled matrix equations is to convert them into matrix-vector equations
by using the Kronecker product. However, computational difficulties arise when the dimensions of the coefficient matrices
are high. To eliminate the high dimensionality problem, a method is to firstly transform coefficient matrices into some
special forms, and then to solve some matrix equations which can be more easily solved. Such kinds of methods are
called transformation methods, and have been widely adopted. For example, generalized Schur method by applying the
QZ algorithm was developed to solve the generalized Sylvester matrix equations in [3].
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Another kind of efficient algorithms to solve coupled matrix equations are iterative algorithms. In [4], a least-squares
iterative algorithmwas proposed to solve the generalized Sylvestermatrix equation (1) based on a hierarchical identification
principle [5], [6]. The basic idea of such an algorithm is to regard the unknownmatrices to be found as the systemparameters
to be identified. Recently, by applying the hierarchical identification principle an iterative algorithm was developed in [7]
for obtaining the weighted least-squares solution to the generalized Sylvester matrix equation (1). From an optimization
point of view a gradient based algorithm was developed in [8] to solve the coupled discrete-time jump Lyapunov equation.
Recently, some finite iterative algorithms have also been developed to solve some coupled matrix equations. In [9], an
algorithm was constructed to solve the reflexive with respect to the generalized reflection matrix P solution for matrix
equation (AXB,GXH) = (C,D). By this algorithm, a solution can be obtained within finite iteration steps for any initial
reflexive matrix. While in [10], a finite iterative algorithm was established for a generalized centro-symmetric solution
to the matrix equation (AXB,GXH) = (C,D). The least Frobenius norm generalized centro-symmetric solution can also be
obtained by the proposed algorithmwhen a special initial matrix is chosen. In [11], a finite iterative algorithmwas proposed
to obtain the reflexive solution to the generalized Sylvester matrix equation (1). Very recently, the method in [11] was also
extended in [12] to obtain the bisymmetric solution to a more general generalized Sylvester matrix equation{
AXG− HYB = E
CXM − NYD = F . (2)
In addition, the following general coupled Sylvester matrix equation has been investigated
Ai1X1Bi1 + Ai2X2Bi2 + · · · + AipX2Bip = Ei, i ∈ I[1,N] (3)
where Aij ∈ Rri×nj , Bij ∈ Rmi×cj , Ei ∈ Rri×cj , i ∈ I[1,N], j ∈ I[1, p] are known matrices, Xj ∈ Rnj×mj , j ∈ I[1, p]
are the matrices to be determined, and I[m, n] is used to denote the set {m, m + 1, . . . , n} for two integers m and n.
This kind of matrix equations include the aforementioned matrix equations as special cases. When p = N , by using
the hierarchical identification principle, iterative algorithms were proposed in [4] for obtaining the unique least-squares
solution by introducing the block-matrix inner product. Very recently, from an optimization point of view the gradient
based iteration was constructed in [13] to solve the general coupled matrix equation (3). A significant characteristic of the
method in [13] is that a necessary and sufficient condition guaranteeing the convergence of the algorithm can be explicitly
obtained. Moreover, the algorithm in [13] removed the restriction of p = N . In [14] gradient based iterative algorithmswere
also proposed to obtainweighted least-squares solution to the general coupled Sylvestermatrix equation (3). Necessary and
sufficient conditions guaranteeing the convergence of the proposed algorithmswere also presented. In addition, for a special
class of the matrix equation (3) with N = 1, a complete parametric solution was given in [15] with the aid of the so-called
Kronecker maps.
In the matrix algebra fields, some complex matrix equations have attracted much attention from many researchers. It
was shown in [16] that the consistence of the matrix equation AX − XB = C , where X denotes the matrix obtained by
taking the complex conjugate of each element of X , was related to the consimilarity [17–19] of two matrices. By applying
consimilarity decomposition, explicit solutions were established in [16,20] for the matrix equation AX − XB = C . Recently,
in [21] some explicit expressions of the solution to the matrix equation AX − XB = C were established by means of a real
representation of a complexmatrix proposed in [22]. In addition, the matrix equation X−AXB = C was investigated in [22]
with the aid of a real representation of a complex matrix, the consistence and solutions to this equation were established
in terms of its real representation matrix equation. Very recently, based on Smith form reduction of polynomial matrices,
explicit solutions were given in [23] for a class of complex matrix equations — the so-called Yakubovich-conjugate matrix
equations.
In this paper, wewill consider a general complexmatrix equation (see (8) given later). For convenience, thismatrix equa-
tion will be referred to as coupled Sylvester-conjugate matrix equation. The motivation for investigating this kind of matrix
equations are twofold. One is to consider more general classes of complex matrix equations. The other that the class of the
coupled Sylvester-conjugate matrix equations includes the real matrix equation (3) as its special case. It is possible to give
some insightful conclusions for (3) by investigating the matrix equation (8). By applying a hierarchical identification princi-
ple, an iterative algorithm is given to solve the coupled Sylvester-conjugate matrix equation. The basic idea of a hierarchical
identification principle is to regard the unknown matrix as the system parameter matrix to be identified [24–26]. In addi-
tion, with the help of the real representation of a complexmatrix proposed in [22], a range of the convergence factor is given
such that the proposed algorithm is convergent. To avoid the computation problem of matrices with high dimensionality, a
sufficient condition guaranteeing the convergence of the proposed algorithm is also given in terms of the original coefficient
matrices instead of the real representation. However, this condition is a bit conservative compared with the former.
Throughout this paper, for two integersm < nwe use I[m, n] to denote the set {m,m+ 1, . . . , n}. The symbols A, AT, AH,
‖A‖ and ‖A‖2 are used to denote the conjugate, the transpose, the conjugate transpose, the Frobenius norm and the spectral
norm of A, respectively. For a group of matrices Aij, i ∈ I[1,m], j ∈ I[1, n] with appropriate dimensions, we use
[
Aij
]
m×n to
denote the following partitioned matrix
[
Aij
]
m×n =
A11 A12 · · · A1nA21 A22 · · · A2n· · · · · · · · ·
Am1 Am2 · · · Amn
 .
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For two matricesM and N ,M ⊗ N is their Kronecker product. For a matrix
X = [x1 x2 · · · xn] ∈ Rm×n,
vec(X) is the column stretching operation of X , and defined as
vec(X) = [xT1 xT2 · · · xTn]T .
A well-known property of Kronecker product is, for matricesM , N and X with appropriate dimensions
vec(MXN) = (NT ⊗M) vec(X).
In addition, it is obvious that ‖A‖ = ‖vec (A)‖ for any matrix A.
2. Preliminaries
In this section, we provide some useful resultswhichwill play vital roles in the following sections. The first one is a simple
generalization of a result in [5].
Lemma 1. Consider the following matrix equation
AXB = F (4)
where A ∈ Cm×r , B ∈ Cs×n and F ∈ Cm×n are known matrices, and X ∈ Cr×s is the matrix to be determined. For this matrix
equation, an iterative algorithm is constructed as
X(k+ 1) = X(k)+ µAH (F − AX(k)B) BH
with
0 < µ <
2
‖A‖22 ‖B‖22
.
If the matrix equation (4) has a unique solution X∗, then the iterative solution X(k) converges to the unique solution X∗, that is,
limk→∞ X(k) = X∗.
Next, we introduce a real representation of a complex matrix. This concept is firstly used in [22]. Let A ∈ Cm×n, then A
can be uniquely written as A = A1 + A2i with A1, A2 ∈ Rm×n, i =
√−1. Define real representation σ as
Aσ =
[
A1 A2
A2 −A1
]
∈ R2m×2n,
Aσ is called the real representation of the matrix A.
For an n× n complex matrix A, define Aiσ = (Aσ )i, and
Pj =
[
Ij 0
0 −Ij
]
, Qj =
[
0 Ij
−Ij 0
]
,
where Ij is the j× j identity matrix. The real representation possesses the following properties.
Lemma 2. (The properties of the real representation)
(1) If A, B ∈ Cm×n, a ∈ R, then(A+ B)σ = Aσ + Bσ(aA)σ = aAσPmAσ Pn = Aσ ,
(2) If A ∈ Cm×n, B ∈ Cn×r , C ∈ Cr×p, then{
(AB)σ = Aσ PnBσ = AσBσ Pr
(ABC)σ = AσBσCσ .
(3) If A ∈ Cm×n, then QmAσQn = Aσ .
(4) If A ∈ Cm×n, then ((AT)
σ
)T = Aσ .
In Lemma 2, Items 1–3 can be found in [22]. Item 4 can be obtained by simple computations. The next lemma gives some
properties on the 2-norm and Frobenius norm of the real representation.
Lemma 3. Given a complex matrix A with appropriate dimensions, the following relations hold.
(1) ‖Aσ‖2 = 2 ‖A‖2;
(2) ‖Aσ‖2 = ‖A‖2;
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Proof. (1) Item 1 can easily obtained by the definitions of the real presentations and Frobenius norms.
(2) Given matrix A ∈ Cm×n with rank A = r , r ≤ min (m, n). Performing singular value decomposition for A ∈ Cm×n,
gives
A = UΣV , (5)
where U ∈ Cm×m and V ∈ Cn×n are two unitary matrices, and
Σ =
[
Π 0
0 0(m−r)×(n−r)
]
∈ Rm×n
is a real matrix withΠ = diag(σ1, σ2, . . . , σr), σi > 0, i ∈ I[1, r]. Let
Υ1 =
Ir 0 0 00 0 Im−r 00 Ir 0 0
0 0 0 Im−r
 , Υ2 =
Ir 0 0 00 0 −Ir 00 In−r 0 0
0 0 0 In−r
 , Σ1 = [Π Π
02(m−r)×2(n−r)
]
.
Then, by using Lemma 2 one has from (5)
Aσ = (Uσ Pm)Σσ (PnVσ )
= (Uσ Pm)Υ1Σ1Υ2 (PnVσ ) . (6)
It is easily obtained that
(Uσ PmΥ1) (Uσ PmΥ1)H = (Uσ PmΥ1)Υ H1 PHm (Uσ )H
= Uσ (Uσ )H . (7)
Now let U = U1 + iU2 with U1, U2 ∈ Rm×m. Since U is a unitary matrix, then
UUH = (U1 + iU2)
(
UT1 − iUT2
)
= (U1UT1 + U2UT2 )+ i (U2UT1 − U1UT2 )
= I,
which implies that
U1UT1 + U2UT2 = I, U2UT1 − U1UT2 = 0.
In view of the definition of the real representation, it follows from the preceding relations that
Uσ (Uσ )H =
[
U1 U2
U2 −U1
] [
UT1 U
T
2
UT2 −UT1
]
=
[
U1UT1 + U2UT2 U1UT2 − U2UT1
U2UT1 − U1UT2 U2UT2 + U1UT1
]
= I.
It is known from this relation with (7) that Uσ PmΥ1 is a unitary matrix. Similarly, it is easily shown that Υ2PnVσ is also a
unitarymatrix. Thus (6) gives a singular value decomposition for the real representationmatrix Aσ . In view of the definitions
ofΣ1 and 2-norm, the conclusion is immediately obtained. 
The following two lemmas are with regard to the norm of blocked matrices.
Lemma 4 ([27]). Let A be a block partitioned matrix with A = [Aij]m×n where the dimensionality of Aij, i ∈ I[1,m], j ∈ I[1, n]
are compatible. Then for any deduced p-norm
‖A‖p ≤
∥∥∥[∥∥Aij∥∥p]m×n∥∥∥p .
Lemma 5 ([27]). For any matrix A, there holds ‖A‖2 ≤ ‖A‖.
As the end of this section, we give a very simple fact which will be used in the coming sections.
Lemma 6. For two square complex matrix A and B, if tr (A)+ tr (B) is real, then
tr (A)+ tr (B) = tr (A)+ tr (B) = tr (A)+ tr (B) .
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3. Iterative algorithm
In this section, we investigate the coupled Sylvester-conjugate matrix equation
Ai1X1Bi1 + Ci1X1Di1 + Ai2X2Bi2 + Ci2X2Di2 + · · · + AipXpBip + CipXpDip = Fi, i ∈ I[1,N] (8)
where Aiη, Ciη ∈ Cmi×rη , Biη,Diη ∈ Csη×ni , Fi ∈ Cmi×ni , i ∈ I[1,N], η ∈ I[1, p] are the given knownmatrices, and Xη ∈ Crη×sη ,
η ∈ I[1, p] are the matrices to be determined. This matrix equation can be compactly rewritten as
p∑
η=1
(
AiηXηBiη + CiηXηDiη
) = Fi, i ∈ I[1,N].
We are interested in the case that the matrix equation (8) has a unique solution. A necessary condition to have a unique
solution is that the number of the scalar equations in (8) is equal to the number of the unknown scalars, that is,
N∑
i=1
mini =
p∑
η=1
rηsη.
In order to derive an iterative algorithm for (8), we need to introduce the following intermediate matrices
Φil = Fi −
p∑
η=1
(
AiηXηBiη + CiηXηDiη
)+ AilXlBil, i ∈ I[1,N], l ∈ I[1, p], (9)
Ωil = Fi −
p∑
η=1
(
AiηXηBiη + CiηXηDiη
)+ CilXlDil, i ∈ I[1,N], l ∈ I[1, p]. (10)
With the preceding definitions, the matrix equation (8) can be decomposed into the following matrix equations
AilXlBil = Φil, i ∈ I[1,N], l ∈ I[1, p],
CilXlDil = Ωil, i ∈ I[1,N], l ∈ I[1, p].
According to Lemma 1, for these matrix equations one can construct the following respective iterative forms
X1,il (k+ 1) = X1,il (k)+ µAHil
(
Φil − AilX1,il (k)Bil
)
BHil , i ∈ I[1,N], (11)
X2,il (k+ 1) = X2,il (k)+ µCilH
(
Ωil − CilX2,il (k)Dil
)
Dil
H
, i ∈ I[1,N]. (12)
Substituting (9) and (10) into (11) and (12), respectively, gives
X1,il (k+ 1) = X1,il (k)+ µAHil
[
Fi −
p∑
η=1
(
AiηXηBiη + CiηXηDiη
)+ AilXlBil − AilX1,il (k)Bil
]
BHil , i ∈ I[1,N], (13)
X2,il (k+ 1) = X2,il (k)+ µCilH
[
Fi −
p∑
η=1
(
AiηXηBiη + CiηXηDiη
)+ CilXlDil − CilX2,il (k)Dil
]
Dil
H
, i ∈ I[1,N]. (14)
The right-hand sides of these equations contain the unknown matrices Xη , η ∈ I[1, p], so it is impossible to realize these
algorithms. In order to make the algorithms in (13) and (14) work, the unknown variable matrices Xη , η ∈ I[1, p] in (13) and
(14) are respectively replaced with their estimates X1,il (k), X
2,i
l (k) by applying the hierarchical identification principle [5,4].
Hence, one obtains the following recursive forms:
X1,il (k+ 1) = X1,il (k)+ µAHil
[
Fi −
p∑
η=1
(
AiηX1,iη (k)Biη + CiηX1,iη (k)Diη
)]
BHil , i ∈ I[1,N],
X2,il (k+ 1) = X2,il (k)+ µCilH
[
Fi −
p∑
η=1
(
AiηX
2,i
η (k)Biη + CiηX2,iη (k)Diη
)]
Dil
H
, i ∈ I[1,N].
For every matrix variable Xl, l ∈ I[1, p], taking the average of X1,il (k), X2,il (k), i ∈ I[1,N], gives the iterative algorithm
Xl(k+ 1) = Xl(k)+ µ2N
N∑
i=1
AHil
[
Fi −
p∑
η=1
(
AiηXη(k)Biη + CiηXη(k)Diη
)]
BHil
+ µ
2N
N∑
i=1
Cil
H
[
Fi −
p∑
η=1
(
AiηXη(k)Biη + CiηXη(k)Diη
)]
Dil
H
. (15)
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4. Convergence analysis
In this section, we investigate convergence properties of the proposed algorithm (15). The main result of this section is
given in the following theorem.
Theorem 1. If the coupled Sylvester-conjugate matrix equation (8) has a unique solution
(
X1∗, X2∗, . . . , Xp∗
)
, then the iterative
solutions Xl(k), l ∈ I[1, p] given by the algorithm in (15) converge to Xl∗, l ∈ I[1, p] for arbitrary initial matrices Xl(0), l ∈ I[1, p]
if
0 < µ <
4N∥∥∥[(Bil)σ ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi]p×N∥∥∥22
. (16)
Proof. Define error matrices
X˜l(k) = Xl(k)− Xl∗, l ∈ I[1, p].
By using the algorithm (15), one has
X˜l(k+ 1) = Xl(k+ 1)− Xl∗
= Xl(k)− Xl∗ + µ2N
N∑
i=1
AHil
[
p∑
η=1
(
AiηXη∗Biη + CiηXη∗Diη
)− p∑
η=1
(
AiηXη(k)Biη + CiηXη(k)Diη
)]
BHil
+ µ
2N
N∑
i=1
Cil
H
[
p∑
η=1
(
AiηXη∗Biη + CiηXη∗Diη
)− p∑
η=1
(
AiηXη(k)Biη + CiηXη(k)Diη
)]
Dil
H
= X˜l(k)− µ2N
N∑
i=1
AHil
[
p∑
η=1
(
AiηX˜η(k)Biη + CiηX˜η(k)Diη
)]
BHil
− µ
2N
N∑
i=1
Cil
H
[
p∑
η=1
(
AiηX˜η(k)Biη + CiηX˜η(k)Diη
)]
Dil
H
.
Denote
Zi(k) =
p∑
η=1
(
AiηX˜η(k)Biη + CiηX˜η(k)Diη
)
, i ∈ I[1,N]. (17)
Then, combining this relation with the preceding expression, one has∥∥∥X˜l(k+ 1)∥∥∥2 = tr [X˜Hl (k+ 1)X˜l(k+ 1)]
=
∥∥∥X˜l(k)∥∥∥2 − µ2N tr
[
X˜Hl (k)
N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)]
− µ
2N
tr
[
N∑
i=1
(
BilZHi (k)Ail + Dil Zi(k)HCil
)
X˜l(k)
]
+ µ
2
4N2
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilH Zi(k)DilH
)∥∥∥∥∥
2
=
∥∥∥X˜l(k)∥∥∥2 − µ2N tr
[
N∑
i=1
BHil X˜
H
l (k)A
H
il Zi(k)
]
− µ
2N
tr
[
N∑
i=1
ZHi (k)AilX˜l(k)Bil
]
− µ
2N
tr
[
N∑
i=1
Dil
H
X˜Hl (k)Cil
H
Zi(k)
]
− µ
2N
tr
[
N∑
i=1
Zi(k)
H
CilX˜l(k)Dil
]
+ µ
2
4N2
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)∥∥∥∥∥
2
. (18)
It is easily known that
tr
[
N∑
i=1
Dil
H
X˜Hl (k)Cil
H
Zi(k)
]
+ tr
[
N∑
i=1
Zi(k)
H
CilX˜l(k)Dil
]
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is real. Then by Lemma 6, one has
tr
[
N∑
i=1
Dil
H
X˜Hl (k)Cil
H
Zi(k)
]
+ tr
[
N∑
i=1
Zi(k)
H
CilX˜l(k)Dil
]
= tr
[
N∑
i=1
DHil X˜l(k)
H
CHil Zi(k)
]
+ tr
[
N∑
i=1
ZHi (k)CilX˜l(k)Dil
]
.
Combining this relation with (17), gives
tr
[
N∑
i=1
BHil X˜
H
l (k)A
H
il Zi(k)
]
+ tr
[
N∑
i=1
ZHi (k)AilX˜l(k)Bil
]
+ tr
[
N∑
i=1
Dil
H
X˜Hl (k)Cil
H
Zi(k)
]
+ tr
[
N∑
i=1
Zi(k)
H
CilX˜l(k)Dil
]
= tr
[
N∑
i=1
(
BHil X˜
H
l (k)A
H
il + DHil X˜l(k)
H
CHil
)
Zi(k)
]
+ tr
[
N∑
i=1
ZHi (k)
(
AilX˜l(k)Bil + CilX˜l(k)Dil
)]
.
With this relation, it follows from (18) that∥∥∥X˜l(k+ 1)∥∥∥2 = ∥∥∥X˜l(k)∥∥∥2 − µ2N tr
[
N∑
i=1
(
BHil X˜
H
l (k)A
H
il + DHil X˜l(k)
H
CHil
)
Zi(k)
]
− µ
2N
tr
[
N∑
i=1
ZHi (k)
(
AilX˜l(k)Bil + CilX˜l(k)Dil
)]
+ µ
2
4N2
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)∥∥∥∥∥
2
. (19)
By applying Lemmas 2 and 3, one has
p∑
l=1
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)∥∥∥∥∥
2
= 1
2
p∑
l=1
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)
σ
∥∥∥∥∥
2
= 1
2
p∑
l=1
∥∥∥∥∥ N∑
i=1
[(
AHil
)
σ
(
Zi(k)
)
σ
(
BHil
)
σ
+
(
Cil
H
)
σ
Pmi
(
Zi(k)
)
σ
Pni
(
Dil
H
)
σ
]∥∥∥∥∥
2
= 1
2
p∑
l=1
∥∥∥∥∥ N∑
i=1
[((
BHil
)
σ
)T ⊗ (AHil )σ + (Pni (DilH)σ)T ⊗ (CilH)σ Pmi
]
vec
((
Zi(k)
)
σ
)∥∥∥∥∥
2
= 1
2
p∑
l=1
∥∥∥∥∥ N∑
i=1
[((
BHil
)
σ
)T ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi] vec ((Zi(k))σ)
∥∥∥∥∥
2
= 1
2
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
N∑
i=1
[((
BHi1
)
σ
)T ⊗ (AHi1)σ + (Di1)σ Pni ⊗ (CTi1)σ Pmi] vec ((Zi(k))σ)
N∑
i=1
[((
BHi2
)
σ
)T ⊗ (AHi2)σ + (Di2)σ Pni ⊗ (CTi2)σ Pmi] vec ((Zi(k))σ)
· · ·
N∑
i=1
[((
BHip
)
σ
)T ⊗ (AHip)σ + (Dip)σ Pni ⊗ (CTip)σ Pmi] vec ((Zi(k))σ)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
= 1
2
∥∥∥∥∥∥∥∥∥∥
[((
BHil
)
σ
)T ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi]p×N

vec
((
Z1(k)
)
σ
)
vec
((
Z2(k)
)
σ
)
· · ·
vec
((
ZN(k)
)
σ
)

∥∥∥∥∥∥∥∥∥∥
2
.
Denote
T =
[((
BHil
)
σ
)T ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi]p×N ,
z =
[[
vec
((
Z1(k)
)
σ
)]T [
vec
((
Z2(k)
)
σ
)]T · · · [vec ((ZN(k))
σ
)]T ]
. (20)
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Then one has
p∑
l=1
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)∥∥∥∥∥
2
= 1
2
‖Tz‖2 .
By applying properties of 2-norm of matrices, it is obtained that
p∑
l=1
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)∥∥∥∥∥
2
≤ 1
2
‖T‖22 ‖z‖2 . (21)
In addition, by applying Item 1 of Lemma 3, it is easily derived that
‖z‖2 =
N∑
i=1
∥∥∥(Zi(k))
σ
∥∥∥2 = 2 N∑
i=1
‖Zi(k)‖2 .
With this and (21), one has
p∑
l=1
∥∥∥∥∥ N∑
i=1
(
AHil Zi(k)B
H
il + CilHZi(k)DilH
)∥∥∥∥∥
2
≤ ‖T‖22
N∑
i=1
‖Zi(k)‖2 .
By combining this relation with (19) and changing the order of summing, one has
p∑
l=1
∥∥∥X˜l(k+ 1)∥∥∥2 ≤ p∑
l=1
∥∥∥X˜l(k)∥∥∥2 − µ2N
p∑
l=1
tr
[
N∑
i=1
(
BHil X˜
H
l (k)A
H
il + DHil X˜l(k)
H
CHil
)
Zi(k)
]
− µ
2N
p∑
l=1
tr
[
N∑
i=1
ZHi (k)
(
AilX˜l(k)Bil + CilX˜l(k)Dil
)]
+ µ
2
4N2
‖T‖22
N∑
i=1
‖Zi(k)‖2
=
p∑
l=1
∥∥∥X˜l(k)∥∥∥2 − µ2N
N∑
i=1
tr
[
p∑
l=1
(
BHil X˜
H
l (k)A
H
il + DHil X˜l(k)
H
CHil
)
Zi(k)
]
− µ
2N
N∑
i=1
tr
[
p∑
l=1
ZHi (k)
(
AilX˜l(k)Bil + CilX˜l(k)Dil
)]
+ µ
2
4N2
‖T‖22
N∑
i=1
‖Zi(k)‖2
=
p∑
l=1
∥∥∥X˜l(k)∥∥∥2 − µ2N
N∑
i=1
tr
[
p∑
l=1
ZHi (k)Zi(k)
]
− µ
2N
N∑
i=1
tr
[
p∑
l=1
ZHi (k)Zi(k)
]
+ µ
2
4N2
‖T‖22
N∑
i=1
‖Zi(k)‖2
=
p∑
l=1
∥∥∥X˜l(k)∥∥∥2 − µN
N∑
i=1
‖Zi(k)‖2 + µ
2
4N2
‖T‖22
N∑
i=1
‖Zi(k)‖2
≤
p∑
l=1
∥∥∥X˜l(k− 1)∥∥∥2 − µN (1− µ4N ‖T‖22)
(
N∑
i=1
‖Zi(k)‖2 +
N∑
i=1
‖Zi(k− 1)‖2
)
≤
p∑
l=1
∥∥∥X˜l(0)∥∥∥2 − µN (1− µ4N ‖T‖22)
k∑
ω=0
N∑
i=1
‖Zi(ω)‖2 .
If the parameter µ is chosen as in (16), then one has
µ
N
(
1− µpi
4N
) k∑
ω=0
N∑
i=1
‖Zi(ω)‖2 ≤
p∑
l=1
∥∥∥X˜l(0)∥∥∥2 .
Thus
µ
N
(
1− µpi
4N
) ∞∑
ω=0
N∑
i=1
‖Zi(ω)‖2 ≤
p∑
l=1
∥∥∥X˜l(0)∥∥∥2 .
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It follows from the convergence theorem of series that
lim
ω→∞
N∑
i=1
‖Zi(ω)‖2 = 0.
This implies that
lim
ω→∞ Zi(ω) = 0, i ∈ I[1,N].
Since the matrix equation (8) has a unique solution, it follows from the definition (17) of Zi (k) that
lim
ω→∞ Xl (ω) = 0, l ∈ I[1, p].
Thus we complete the proof. 
Remark 1. According to the definition of 2-norm, the relation (21) holds for any real vector z. However, in the problemunder
investigation the vector z has a special structure (20). This implies that the estimation (21) is a bit conservative. Therefore,
the range of the parameterµ given in Theorem 1may be a bit conservative. In other words, the algorithm (15) might be still
convergent even if the parameter µ does not satisfy (16). It is our future work to reduce this conservatism.
In view of the expressions of the algorithm (15) and the condition (16), we give the following corollary.
Corollary 1. If the coupled Sylvester-conjugate matrix equation (8) has a unique solution
(
X1∗, X2∗ , . . . , Xp∗
)
, then the iterative
solutions Xl(k), l ∈ I[1, p] given by
Xl(k+ 1) = Xl(k)+ µ
N∑
i=1
AHil
[
Fi −
p∑
η=1
(
AiηXη(k)Biη + CiηXη(k)Diη
)]
BHil
+µ
N∑
i=1
Cil
H
[
Fi −
p∑
η=1
(
AiηXη(k)Biη + CiηXη(k)Diη
)]
Dil
H
(22)
converge to Xl∗, l ∈ I[1, p] for arbitrary initial matrices Xl(0), l ∈ I[1, p] if
0 < µ <
2∥∥∥[(Bil)σ ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi]p×N∥∥∥22
. (23)
Theorem 1 (Corollary 1) provides a sufficient condition to guarantee convergence of the algorithm (15) (algorithm (22)).
However, the right-hand side of (15) or (22) involves Kronecker product and the real representations of the coefficient
matrices. This may bring high dimensionality problem. To overcome this drawback, we give a sufficient condition that is
easier to compute as follows.
Corollary 2. If the coupled Sylvester-conjugate matrix equation (8) has a unique solution
(
X1∗, X2∗, . . . , Xp∗
)
, then the iterative
solutions Xl(k), l ∈ I[1, p] given by the algorithm (22) converge to Xl∗, l ∈ I[1, p] for arbitrary initial values Xl(0), l ∈ I[1, p] if
0 < µ <
1
N∑
i=1
p∑
l=1
[‖Ail‖22 ‖Bil‖22 + ‖Cil‖22 ‖Dil‖22] . (24)
Proof. By applying Lemmas 4 and 5, one has∥∥∥[(Bil)σ ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi]p×N∥∥∥22
≤
∥∥∥∥[∥∥(Bil)σ ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi∥∥2]p×N
∥∥∥∥2
2
≤
∥∥∥∥[∥∥(Bil)σ ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi∥∥2]p×N
∥∥∥∥2
=
N∑
i=1
p∑
l=1
∥∥(Bil)σ ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi∥∥22
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≤
N∑
i=1
p∑
l=1
(∥∥(Bil)σ ⊗ (AHil )σ∥∥2 + ∥∥(Dil)σ Pni ⊗ (CTil )σ Pmi∥∥2)2
≤
N∑
i=1
p∑
l=1
2
(∥∥(Bil)σ ⊗ (AHil )σ∥∥22 + ∥∥(Dil)σ Pni ⊗ (CTil )σ Pmi∥∥22) .
Recall the fact that ‖A⊗ B‖2 = ‖A‖2 ‖B‖2. Then, by applying Lemma 3 one has∥∥∥[(Bil)σ ⊗ (AHil )σ + (Dil)σ Pni ⊗ (CTil )σ Pmi]p×N∥∥∥22
≤
N∑
i=1
p∑
l=1
2
[∥∥(Bil)σ∥∥22 ∥∥(AHil )σ∥∥22 + ∥∥(Dil)σ Pni∥∥22 ∥∥(CTil )σ Pmi∥∥22]
=
N∑
i=1
p∑
l=1
2
[‖Ail‖22 ‖Bil‖22 + ‖Cil‖22 ‖Dil‖22] .
Combining this relation with (23), gives the conclusion. 
Remark 2. Comparedwith Corollary 1, the result of Corollary 2 has two advantages. One is that the range of the parameterµ
guaranteeing the convergence of the algorithm (22) is given in terms of the original coefficient matrices instead of their real
representations. The other advantage is that the right-hand side of (24) is easier to compute than that of (16). Nevertheless,
it is obvious that the result of Corollary 2 is more conservative than the one in Corollary 1.
5. A more general case
In this section, we consider a class of more general coupled Sylvester-conjugate matrix equations which include
the coupled Sylvester-conjugate matrix equation (8) as a special case. Such a class of matrix equation is in the form
of
si1∑
j=1
Ai1jX1Bi1j +
ωi1∑
j=1
Ci1jX1Di1j +
si2∑
j=1
Ai2jX2Bi2j +
ωi2∑
j=1
Ci2jX2Di2j + · · · +
sip∑
j=1
AipjXpBipj +
ωip∑
j=1
CipjXpDipj = Fi,
i ∈ I[1,N] (25)
where Aiηj, Ciηj ∈ Cmi×rη , Biηj,Diηj ∈ Csη×ni , Fi ∈ Cmi×ni , i ∈ I[1,N], η ∈ I[1, p], j ∈ I[1, siη] are the given known matrices,
and Xη ∈ Crη×sη , η ∈ I[1, p] are thematrices to be determined. Numerical solutions to such a class of matrix equations were
not investigated in the literature. It is assumed that the matrix equation (25) has a unique solution. By similar derivation,
one can construct the following iterative algorithm to solve the matrix equation (25):
Xl(k+ 1) = Xl(k)+ µ
N∑
i=1
sil∑
j=1
AHilj
[
Fi −
p∑
u=1
siu∑
t=1
AiutXuBiut −
p∑
u=1
ωiu∑
t=1
CiutXuDiut
]
BHilj
+µ
N∑
i=1
ωil∑
j=1
Cilj
H
[
Fi −
p∑
u=1
siu∑
t=1
AiutXuBiut −
p∑
u=1
ωiu∑
t=1
CiutXuDiut
]
Dilj
H
. (26)
Similar to Section 4, one can obtain the following results on the iterative algorithm (26) for the coupled Sylvester-conjugate
matrix equation (25).
Theorem 2. If the coupled Sylvester-conjugate matrix equation (25) has a unique solution
(
X1∗, X2∗, . . . , Xp∗
)
, then the iterative
algorithm (26) converges to
(
X1∗, X2∗, . . . , Xp∗
)
for arbitrary initial matrices Xl(0), l ∈ I[1, p] if
0 < µ <
2∥∥∥∥∥
[
sil∑
j=1
(
Bilj
)
σ
⊗ (AHil )σ + ωil∑
j=1
(
Dilj
)
σ
Pni ⊗
(
CTilj
)
σ
Pmi
]
p×N
∥∥∥∥∥
2
2
.
Corollary 3. If the coupled Sylvester-conjugate matrix equation (25) has a unique solution
(
X1∗, X2∗, . . . , Xp∗
)
, then the iterative
solutions Xl(k), l ∈ I[1, p] given by the algorithm (26) converge to Xl∗, l ∈ I[1, p] for arbitrary initial values Xl(0), l ∈ I[1, p] if
0 < µ <
1
N∑
i=1
p∑
l=1
[
sil
sil∑
j=1
∥∥Ailj∥∥22 ∥∥Bilj∥∥22 + ωil ωil∑
j=1
∥∥Cilj∥∥22 ∥∥Dilj∥∥22
] .
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6. A numerical example
Consider the following coupled Sylvester-conjugate matrix equation{
A11XB11 + C11XD11 + A12YB12 + C12YD12 = F1
A21XB21 + C21XD21 + A22YB22 = F2 (27)
with the following coefficient matrices
A11 =
[
1+ 2i 2− i
8− i 2+ 3i
]
, B11 =
[
0.5− i −1+ 3i
−1.5+ 2i 1− 2i
]
,
C11 =
[
4i 2+ 2i
3+ 2.5i i
]
, D11 =
[ −1 3+ i
−2+ i 4i
]
,
A12 =
[
1− 1.5i 3i
−2+ 3i 4
]
, B12 =
[
1− 2i i
−1+ 3i −1+ 4i
]
,
C12 =
[
2− 4i 3− i
1+ 3i 1+ 2i
]
, D12 =
[−1− 0.5i −2+ 2i
1+ 2.5i −4+ 2i
]
A21 =
[
0.5 −1+ 0.5i
1− 2i −2.5+ 1.5i
]
, B21 =
[−1− i −3i
5 1+ 2i
]
,
C21 =
[ −1+ i 2− i
−2+ 3i −1+ 2i
]
, D21 =
[
4− i 2.5− i
i −2+ 2i
]
,
A22 =
[
1− 4i i
−1+ 3i 2
]
, B22 =
[
i 2+ 3i
4 1− 10i
]
,
F1 =
[−31.5+ 53.5i −20+ 64.5i
−13.5− 14i 39.5+ 77.5i
]
, F2 =
[−14− 18.5i 10− 15i
26.5− 44.5i −49.5− 4.5i
]
.
This matrix equation has a unique solution
X∗ =
[
1 1+ i
−1+ 2i −2+ 3i
]
, Y∗ =
[
i 0
3+ i 1− 2i
]
.
We apply algorithm (22) to solve the coupled Sylvester-conjugate matrix equation (27). The initial matrices are chosen as
X(0) = Y (0) = 10−6I2. According to Corollary 1, the algorithm (22) is convergent for 0 < µ < 3.060 × 10−4. According
to Corollary 2, the iterative solution given by algorithm (22) converges to (X∗, Y∗) for 0 < µ < 0.994× 10−4. However, by
trying and testing for this example the algorithm (22) is convergent for 0 < µ < 3.207× 10−4. This fact also confirms the
statement in Remark 1. Define the relative iterative error as
δ(k) =
√
‖X(k)− X∗‖2 + ‖Y (k)− Y∗‖2
‖X∗‖2 + ‖Y∗‖2
. (28)
Shown in Fig. 1 are the relative iterative errors for different parametersµwhen the initial values takeX(0) = Y (0) = 10−6I2.
In practical application, one should give a rule that the iteration is terminated. One natural idea is that the iteration is
terminated when the relative iterative error δ(k) is less than the prescribed accuracy level. However, the exact solution
(X∗, Y∗) is unknown. We choose
θ(k) =
√
‖X(k+ 1)− X(k)‖2 + ‖Y (k+ 1)− Y (k)‖2 (29)
as the termination criterion function. We still consider the case where the initial values are X(0) = Y (0) = 10−6I2. If
we require that the accuracy θ(k) is less than 10−4, then the algorithm is terminated at k = 1364 and k = 3200 for
µ = 0.9 × 10−4 and µ = 3.0 × 10−4, respectively. If the accuracy θ(k) is required to be less than 10−5, then the iteration
stops at k = 2163 and k = 5812 for µ = 0.9× 10−4 and µ = 3.0× 10−4, respectively.
At last, for comparisonwe consider the convergence property for different initial values.When the parameterµ is chosen
as µ = 0.9 × 10−4, the relative iterative errors versus number of iterations are shown in Fig. 2 for different initial values.
Shown in Fig. 3 are the relative iterative errors versus number of iterations for µ = 3.0× 10−4.
7. Conclusions
In this paper, an iterative algorithm has been constructed to solve the coupled Sylvester-conjugate matrix equation
by applying the hierarchical identification principle. Sufficient conditions that guarantee the convergence of the proposed
algorithm are given. The analysis indicates that the proposed convergence conditionsmay be conservative due to the special
structure of the real representations of complexmatrices. Such statement is also confirmed by the given numerical example.
It is our future work to establish a sufficient and necessary condition guaranteeing that the proposed iterative algorithm
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Fig. 2. Convergence performance for different initial values when µ = 0.9× 10−4 .
converges to the exact solution for any initial matrices. In addition, the idea of this paper will be extended to some more
complicated complex matrix equations in our future work.
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