In this paper we construct a level set method for an elliptic obstacle problem, which can be reformulated as a shape optimization problem. We provide a detailed shape sensitivity analysis for this reformulation and a stability result for the shape Hessian at the optimal shape.
Introduction
Level set methods (cf. 30 ) have become a popular device for solving shape optimization, inverse obstacle, and free boundary problems due to their topological flexibility and computational efficiency (cf. 9 and the references therein). The main idea behind the level set approach is an implicit representation of evolving shapes in the form Σ(t) = {x ∈ R d | ϕ(x, t) < 0}.
(1.1)
The motion of the shape with normal velocity V n on Γ(t) = ∂Σ(t) is translated into an equation for ϕ, after extending the V n to R d one solves ∂ϕ ∂t + V n |∇ϕ| = 0, (1.2) which can be interpreted as an Eulerian way of computing the shape evolution. The standard approach for the construction of level set based optimization methods consists in deriving a geometric gradient flow, i.e., choosing the normal velocity of the evolving shape in appropriate dependence of the shape gradient (cf. 33, 31, 7 ). For local problems such as area minimization this strategy yields well-known geometric flows such as motion by mean curvature, which can be analyzed using viscosity solutions techniques (cf. e.g 19 ), or higher order flows such as surface diffusion, which can be analyzed in regular situations (cf. e.g 17 ). In most practical applications however, one encounters nonlocal problems, i.e., the shape functional depending on the solution of some partial differential equations (referred to as the state equation). Here the unknown shape enters as the discontinuity set of coefficients or as an inner or outer boundary. In such a case one can still construct level set methods by formal calculations, and the existing numerical examples confirm the expected behavior in most cases, i.e., convergence of the flow to an optimal shape (cf. e.g 2, 5, 7, 33, 31, 36 ). By analogous formal reasoning one can even construct fast Newton-type methods (cf. e.g. 8, 21 ) and carry out efficient computations. The mathematical analysis by far lacks behind the computational results. Even in the most rigorous results, e.g., decay of the shape functional, can be given only in regular situations and the needed regularity of the shape during the flow cannot be verified (cf. e.g. 7, 8 ). For a simple class of inverse problems, a flow that can be analyzed with respect to convergence and stability has been constructed in 6 . However, the existence of the flow is carried out in terms of weak set evolution (similar to 37 ), for which one cannot show that the evolving shape is independent of the level set representation. The known results for independence of level set representations and non-fattening rely on viscosity solution techniques and again regularity of the normal velocity (cf.
3 ). In 7 a general framework has been constructed, which puts the problem of choosing appropriate normal velocities on a functional-analytical basis, but still no rigorous convergence results were provided, again in particular due to missing regularity of shapes. An analysis of existence and uniqueness of viscosity solutions for level set methods with nonlocal evolutions as considered here has been derived recently by Ley et al 23, 24, 25 . Due to the big gaps in the analysis it seems reasonable to look for a simple model problem, where regularity issues are well-understood and to investigate the construction of level set methods in this case. In this paper we make such an effort where χ Ω denotes the indicator function of the set Ω ⊂ D, f is a nonnegative function on the boundary, and the Poisson equation is satisfied in the sense of distributions. The existence and uniqueness of a solution u with associated shape Ω has been shown (cf. 10 ), as well as the regularity of ∂Ω (cf. 10 ). It is obvious that level set methods are not the only numerical method for the solution of (1.3). Attractive alternatives are based on finite element discretization of the equation for u only with suitable inequality constraints to be solved by semi-smooth Newton methods (cf. 22 ), which might be even more efficient in this case. However, as mentioned above, our primary goal is not just to solve (1.3), but to gain further insight into the analysis of level set methods for shape optimization problems. For this sake we shall reformulate (1.3) in the framework of shape optimization below, compute and analyze its shape sensitivities, and finally construct a convergent level set method based on the framework developed in 7 . As we shall see below, this approach yields a convergent level set method, which can be analyzed rigorously with respect to existence and convergence.
Due to our motivation being to gain insight into the analysis of level set methods for shape optimization, in the following we shall not only highlight the main results, but also present the strategy of how to obtain them. This could become a successful algorithmic recipe to construct and analyze level set methods for more general shape optimization problems:
(1) Compute the shape derivative and shape Hessian. (2) Analyze the continuity and mapping properties of the shape derivative (as a linear functional acting on normal velocities) and of the shape Hessian (as a linear operator acting on normal velocities) at the optimal shape. (3) Find a suitable Hilbert space (and scalar product) of admissible normal velocities corresponding to these continuity and mapping properties. (4) With the scalar product and shape gradient, construct a geometric gradient flow based on the general framework in 7 . (5) Derive suitable energy estimates from the gradient flow structure, and obtain compactness properties for evolving quantities (e.g. solutions of the state equation). (6) Use the compactness to derive existence of a weak set evolution and to extract convergent subsequences as time increases to infinity. (7) Show that the limit of subsequences is a solution of the shape optimization problem. (8) Verify that the weak set evolution can be realized via a level set method independent of the choice of the initial representation. For many applications, the first five steps seem reasonably understood (though they still require a lot of insight and analytical effort), leaving the three remaining ones as the key issues. First of all, the quantities appearing in energy estimates for which one can derive compactness properties, are not easy to handle. A typical form of a Lyapunov functional is some squared norm of a state variable on the (changing) shape boundary, from which one can neither control the geometric properties of the shape boundary nor a suitable norm of the state variable. A way out of this difficulty might be the use of gradient flows in fractional Sobolev norms of the order k − 1 2 (k ∈ Z) on Γ(t), proposed and used in this context in 7 . Due to trace theorems for Sobolev spaces (cf. e.g.
1 ), such a fractional Sobolev space on Γ(t) can be related to a Sobolev space of order k on Ω(t) or some domain covering it. In this way it might provide a possibility to control a full norm of the state variable (and in the obstacle problem considered here it indeed does), which can then be used to carry out steps (6) and (7) . If steps (1)- (7) are solved, one can at least guarantee that there exists a weak set evolution converging to an optimal state, but it is not yet clear that this weak set evolution can be realized via a level set method (and in particular independent of the choice of the initial level set representation). A key issue in this respect is the regularity of the normal velocity, which is usually related to the regularity of state and adjoint variables. In the standard theory, the normal velocity needs to be a Lipschitz function of the spatial variable in order to verify non-fattening and independence properties of the zero level set. Also in this respect, the use of fractional order Sobolev spaces might help, in particular the Sobolev space H − 1 2 (Γ(t)), whose norm is realized via Dirichlet-to-Neumann maps. As a consequence, a geometric gradient flow in this space yields a velocity V n = ∂w ∂n for some auxiliary function w. With this specific form one has an immediate candidate for a full velocity field chosen as V = ∇w. Since a tangential component of the velocity field does not change the evolution of the shape, one can also consider the evolution in such a velocity field, realized in level set formulation via solving
which is linear and thus convex in p. For convex Hamiltonians, the regularity requirements for the Hamiltonian (and consequently the velocity field in our case) can be weakened (cf. 13 ), and we shall use this fact heavily to carry out step (8) in the case of the obstacle problem (1.3).
This paper is organized as follows: In Section 2 we provide a shape optimization formulation of the obstacle problem and discuss its shape sensitivity analysis in Section 3. In Section 4 we introduce our level set approach. Up to this point the analysis is mainly formal and serves as a motivation to obtain an appropriate scalar product and an appropriate formulation of the flow. The detailed rigorous analysis is provided in Section 5. Finally, we discuss the numerical implementation and computational examples in Section 6.
Shape Optimization Formulation
In order to reformulate (1.3) as a shape optimization problem, we consider the following functional:
IfJ is minimized with respect to
for fixed Σ, then the minimizer u satisfies
Thus, if we look for a saddle point ofJ, i.e., a minimizerû with respect to u and a maximizerΣ with respect to Σ, then (û,Σ) is a solution of (1.3).
Due to this motivation we look for a pair (û,Σ) satisfying
The inner problem with respect to w can be solved for a fixed Σ. By standard arguments one can show that there exists a unique minimizer u Σ ∈ H 1 f (D), which is the weak solution of the boundary value problem
with Ω = D \ Σ, i.e.,
By substituting the solution of (2.1) we can rewrite the problem as an optimization over Σ only, i.e.,
Finally, we equivalently rewrite the maximization as a minimization over the negative functional, i.e., for the unknown part of the boundary of Σ and we use the orientation such the unit normal vector n to Γ points into Ω = D \ Σ. Note that the remaining part of the boundary of Σ is known from the boundary data as
and we assume that this set has positive (d − 1)-dimensional Hausdorff measure.
Remark 2.1. Let us also note, the since the right hand side of the following equation is bounded
from standard elliptic theory we have that the solution u of the equation belongs to 
Shape Sensitivity Analysis
In the following we provide a shape sensitivity analysis of the functional J defined via (2.3), using classical techniques for shape derivatives such as in particular the speed method (cf. 35, 15 ), which fits better to the subsequently used level set schemes than other equivalent (cf. 15 ) approaches. Since the shape sensitivities and their structure are only used as motivations for the subsequent analysis, we only provide a rather formal analysis without rigorous proofs.
In what follows we will assume that Σ does not touch ∂D.
Shape Derivative
Let us start by computing the first shape derivative of the functional J defined in (2.3), i.e.,
For a sufficiently smooth set Σ and a sufficiently smooth velocity fieldV , the shape sensitivity of J (Σ) is given by 
for the shapes changed by the speed or velocity method. Using the chain rule and the transport theorem (cf. 15 ) we get
where u Σ is the variation of the state variable with respect to the shape change:
and hence
Since the function u Σ belongs to H 1 (D), a trace theorem for Sobolev functions implies
Denoting by ·, · −1/2,1/2 the dual product of H 1/2 (∂Σ) and its dual space
In particular, dJ (Σ, ·) can be extended to a continuous linear functional of the normal velocityV · n in H −1/2 (∂Σ). This linear functional is usually called the shape derivative
Shape Hessian
Now let us calculate the second shape sensitivity of J, the so-called shape Hessian.
The second shape sensitivity can be obtained from the iterated definition (see e.g. 34 ):
Using (3.2) (withV replaced byW ) we obtain the second shape variation
As usual for second variations also d 2 J is a symmetric bilinear form of the velocity fieldsV andW (cf. 15 ), although the symmetry is not visible immediately from the above formula.
It is instructive to analyze the local behavior around a solutionû Σ of the obstacle problem, which is also a stationary point of J, i.e. dJ(Σ,V ) = 0. The local behavior for a shapeΣ s close toΣ is described by
and hence we study d 2 J(Σ,V ,V ). From the fact that u Σ is a solution of (1.3) we conclude u Σ | ∂Σ = ∇u Σ | ∂Σ = 0. Thus we have div u ΣV = 0 on ∂Σ, and with W =V we obtain
Now we insert (2.2) with ϕ = u Σ to conclude
Hence, the second shape sensitivity is a coercive bilinear form at a solution of the obstacle problem. Note that in general the coercivity of the Hessian at a single shape does in general not suffice as a second-order optimality condition for the shape optimization problem (cf. 14 ). However, this is not our concern in this paper since the minimizers of the obstacle problem are well characterized and the convergence analysis in Section 5 will not directly rely on it -we mainly use the coercivity to gain insight into an appropriate scalar product.
In order to clarify the relation of u Σ and the normal velocity in the second sensitivity, we recall the strong formulation of (2.2), which is the boundary value Wednesday 9
th June, 2010 14: Lemma 3.1. Inequality (3.4) implies that the shape Hessian J (Σ), forΣ being a solution of the obstacle problem, is a coercive bilinear form in the H −1/2 (∂Σ) norm, i.e., there exists a constant C > 0 such that
We can also interpret the H 1 -seminorm of u Σ as an equivalent realization of the norm in H −1/2 (Γ) ofV · n, which is actually more easy to handle than the original definition. The fact that the shape derivative is a continuous linear functional on H −1/2 (Γ) and that the shape Hessian is coercive (and also continuous due to the above normequivalence) in this space indicates that H −1/2 (Γ) might be the correct functional space to use for normal velocities. We shall exploit this idea in the following to construct a level set scheme based on a velocity choice via the scalar product of H −1/2 (Γ).
The Level Set Approach
In the following we discuss the construction of a level set scheme for the solution of the obstacle problem (1.3), or more precisely of the reformulation (2.3) as a shape optimization problem. The latter allows the application of a standard framework developed for such problems (cf. 7,9 )
Construction of an Evolution
As common in the application of level set methods to shape optimization problems (cf. 9 and the references therein), we construct an (artificial) time evolution of the form
which ideally converges to a solution of the obstacle problem. The level set function ϕ is advected in a velocity fieldV and therefore it is determined as a (viscosity) solution of
HereV =V (x, t) is a time dependent velocity and V n =V · ∇ϕ |∇ϕ| is the velocity component normal to the level sets of ϕ. The desired convergence of the evolution to a solution of the obstacle problem has to be achieved by an appropriate choice of the velocity field, which is usually done in dependence on shape derivative. One can show that
and therefore it is natural to chooseV such that
unless Σ(t) =Σ, in order to obtain a descent method to a minimizer of the functional J. This can be realized within a gradient flow approach, following 7 we choose the normal velocity in a Hilbert space H(t) defined on Γ(t), i.e.
With this approach one assigns a formal Riemannian structure to a space of shapes, which can be made rigorous in certain cases (cf. 28 ). Using this choice we automatically arrive at a descent method due to
Having found a normal velocity, we can actually choose an arbitrary tangential velocity componentV T =V −(V ·n)·n, since the level set evolution does not depend on the tangential component. In most level set schemes the tangential component is just set to zero, but we shall use a different choice here motivated also by the special scalar product we use for the Hilbert space H(t), as we shall see in the next section.
Based on the mapping properties of the shape derivative and the shape Hessian we shall use the Hilbert space H(t) = H −1/2 (Γ(t)) for determining the normal velocity, i.e. As noticed above we then obtain the estimate
Such a scheme can only stop in a stationary point of the functional J, i.e.
if and only ifV (·, t) · n = 0 and J (Σ(t)) ≡ 0. Due to the coercivity of the shape Hessian at solutions of the obstacle problem, one is tempted to think of some local convexity of the functional around stationary points, which would imply that all stationary points are actually local minimizers. Consequently one may hope that the above evolution can stop only if Σ(t) is a solution of the obstacle problem. This statement is mostly true, but one exception, namely the empty set or more precisely
To see this, assume that
and consequently Γ(t) = ∅ or u Σ(t) ≡ 0 on Γ(t). From the definition of u Σ(t) we conclude ∆u Σ(t) = 0 in Σ (t) , u Σ(t) = 0 on ∂Σ (t) , and the uniqueness for the Dirichlet problem for the Laplace equation implies u Σ(t) = 0 in Σ (t) . If Γ(t) = ∅, i.e., Σ(t) has nonempty interior, then we also conclude ∇u Σ(t) ≡ 0 on ∂Σ(t). Let us also mention that u Σ(t) = 0 almost everywhere in D \Σ (t) , since ∆u Σ(t) = 1 = 0 in D \Σ (t) . We summarize this result in the following: Lemma 4.1. Let Σ(t) be obtained from an evolution via the level set method with a normal velocity chosen via (4.1) and let J (Σ(t)) ≡ 0. Then either Σ(t) is given via (4.2) or Σ(t) is a solution of the obstacle problem.
We also mention that the possible degeneracy of the stationary point resulting in an empty set can eventually be avoided by choosing appropriate initial values. If J(Σ(0)) < J(Σ ∅ ) then, due to the descent of the objective functional J, the evolution can only stop in a solution of the obstacle problem. In this case J(Σ ∅ ) also cannot be a long-time asymptotic limit of the flow. Note also that the condition J(Σ(0)) < J(Σ ∅ ) can be checked via the solution of the two boundary value problems for u Σ(0) and u Σ ∅ .
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In the following we shall turn to a different realization of the scalar product in H −1/2 , which will also lead to a natural choice for the normal velocity. For a function ψ ∈ H −1/2 (Γ (t)) we define
Then w ψ is a weak solution of the boundary value problem
Now we define a scalar product on H −1/2 (Γ (t)) as follows:
The equivalence of the resulting norm can be checked as for the realization in the previous section by applying a trace theorem and the Poincare-Friedrichs inequality. The gradient flow for that scalar product amounts to choosing the normal velocity, respectively the corresponding function w(t) := wV (t)·n ∈ H 1 0,D (Σ(t)) via
This means that w (t) is the weak solution of the boundary value problem
Actually we can interpret the first three equations as a system for computing w given u Σ(t) and the last one as the defining relation for the normal velocity. Now note that the function w (t) + u Σ(t) solves the homogeneous problem
and again by uniqueness for the Dirichlet problem for the Laplace operator we conclude w (t) = −u Σ(t) in Σ (t). Hence, the normal velocity is given bȳ
Wednesday 9 th June, 2010 14:27 WSPC/INSTRUCTION FILE mBnMmW˙final Thus, with this choice of scalar product we arrive at a normal velocity that is the negative normal component of the gradient of u. Consequently the same choice for the tangential components seems to suggest itself, i.e., we can use the velocity field
3)
The level set scheme for the obstacle problem is the solution of the coupled system (2.2), (4.3), (1.4) and Σ(t) = {ϕ(·, t) < 0} for the unknowns Σ(t), u Σ(t) , ϕ, andV . In order to perform a rigorous analysis of the scheme, first we shall consider a very special solution of the level set equation , namely
With the short-hand notation u(t) := u Σ(t) the level set scheme can be written as the solution of the evolution problem
The well-posedness of this coupled problem as well as its convergence to a solution of the obstacle problem in the large-time limit will be shown in the next section. We also show that actually any level set scheme yields the same evolution of sets Σ(t) and in particular the same long-time limit, thus we obtain the convergence of the level set scheme. Example. In order to gain further insight in the scheme consider a simple example of the obstacle problem, namely D = [0, 1] ⊂ R with the boundary conditions u(0) = 0, u(1) = f , for some f ∈ [0, 
where γ(t) is determined by
The solution of this ordinary differential equation is of the form
for some constant c depending on γ(0). As t → ∞ we obtain tanh( f /2t + c) → 1 and hence, γ(t) → 1 − √ 2f , i.e. the evolution indeed converges to the solution of the obstacle problem.
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Analysis of the Level Set Scheme
In the following we provide a detailed analysis of the level set scheme for the obstacle problems. We start with some properties of the level set evolution and then proceed to the coupled problem.
Properties of the Level Set Evolution
In the following we analyze some properties of the level set equation (1.4). For this sake it is fundamental to understand the regularities of the velocities during the evolution.
We start with a regularity result for the velocity, which follows directly from Remark 2.1 
This regularity result is fundamental for the study of trajectories with a velocity as above:
Lemma 5.1. LetV satisfy the assumptions of Remark 5.1. Then, for any T > 0, the ordinary differential equation
has a unique solution ξ ∈ C 1 ([0, T ]) for any given initial value ξ(0) as well as for any given terminal value ξ(T ).
Proof. SinceV is uniformly continuous, existence of a solution follows from Peano's Theorem. Assume that ξ i , i = 1, 2 are two solutions of (5.2) with initial values
. dx = ∞ for all a > 0, Osgood's Theorem implies e ≡ 0, and hence uniqueness of (5.2). The proof for given terminal value is completely analogous.
As a result of the uniqueness of the trajectories we can assign a history to each point. Let (x, s) ∈ D×R + , then there exists a unique solution of (5.2) with ξ(s) = x. Moreover, either ξ(s) ∈ D for all s > 0 or there exists t 0 < t such that ξ(t 0 ) ∈ ∂D. We therefore define
it is straight-forward to verify by the chain rule that
is a classical solution of (1.4). In this case ϕ is also the unique (cf. 37 ) weak solution, i.e.,
which follows immediately from Gauss' Theorem.
Here we are also interested in the case of
, where we also define the solution via (5.4). Then it is clear that ϕ(·, t) ∈ {− 
The definition via (5.4) is also coherent with the definition of a weak solution. To see this, let ϕ ε 0 ∈ C 1 (D) be a sequence converging to ϕ(·, 0) in L 2 (D) and hence also pointwise almost everywhere. Then, the solution ϕ ε (·, t) of (1.4) converges pointwise ϕ(·, t) almost everywhere in D. On the other hand it is easy to see from the uniform boundedness of ϕ ε that a subsequence ϕ ε converges weakly in L 2 (D×(0, T )) to some functionφ being the weak solution of (1.4). By equality of the limits we concludê ϕ = ϕ. Thus, ϕ is a weak solution of (1.4). As a result of these arguments, we can state the following theorem: Proof. From the analysis above we can conclude the existence and uniqueness of the solution. Since
we can also conclude (5.6).
Theorem (5.1) yields the desired independence of the level set representation. Consequently it is indeed sufficient to consider the level set scheme for the particular initial value in (4.5), for which we shall prove existence and convergence below. The independence of the level set representation then of course implies the convergence for any representation with the same initial zero level set.
Existence of the Flow
In the following we verify the existence of the flow (4.5). For this sake we construct an approximation of the form
We shall first prove existence of a solution to (5.7) and subsequently convergence of (u ε , v ε ) to a solution (u, v) of level set scheme. Throughout this section we assume W 2,p regularity of the Poisson equation with Dirichlet data f and 0, respectively, i.e. the solutions of
Proposition 5.1. For any ε > 0 there exists a solution (u ε , v ε , w ε ) of (5.7) with
Proof. We construct the solution by a fixed-point argument. First of all, let
ε is the solution of (1.4) withV = −∇u ε and the same initial value as in (5.7) and w ε as in (5.7). F 1 is a continuous operator, the well-definedness being clear from its triangular structure (v ε can be computed first and w ε subsequently) and the continuity following from standard continuous-dependence results for linear transport equations and linear elliptic equations. Note that
with homogeneous Dirichlet values on ∂D. Thus we have
from which we can indeed conclude the well-definedness and continuity in the image space
Due to compact embedding of H 1 -spaces F 2 is continuous and even compact. Finally define
which is obviously well-defined and continuous due to our assumption on the W 2,pregularity of the Poisson equation and the continuous embedding of
Moreover, F maps a bounded set into itself, which one can easily infer from the a-priori bound on v
Hence, Schauder's fixed point theorem implies the existence of a fixed point
we obtain a solution of (5.7).
Proof. As a solution of (1.4) we obtain
where T 
. 
where we have used the uniform bounds for u ε and w ε and the Friedrichs-Poincare inequality for ∂u ε ∂t with constant C 0 . Hence,
and due to the uniform boundedness of u ε in L ∞ (0, T ; W 2,2 (D)) we obtain the desired uniform bound for ∂u ε ∂t .
Theorem 5.2. For any T ∈ R + , there exists a solution (u, v) of (4.5) satisfying the following properties
Proof. Let (u ε , v ε , w ε ) solve (5.7). Due to the uniform bounds in Lemma (5.2) there exists a subsequence ε n such that u εn converges in the weak-* topology of L ∞ (0, T ; W 2,p (D)) and v εn converges in the weak-* topology of L ∞ (D × (0, T )). We denote the limit by u and v, respectively. Then it is straight-forward to see that ∆u(t) = v(t) + is the unique weak solution of (1.4) withV = −∇u ε and that (v ε ) 2 = 1 4 almost everywhere. Then, for any test function ψ we have
In the last formulation we can pass to the weak-* limit for the subsequence v εn , since by compact embedding ∇u εn converges strongly to ∇u in
Moreover, v εn (0) converges in the weak-* topology to 
For v(ξ(0), 0) = ± 1 2 one observes that the unique solution of the second ODE is given by v(ξ(t), t) = ± 
Energy Estimates
In the following we derive some energy estimates fundamental for the long-time asymptotic of (4.5). Therefore we consider a version of the original functional J, rewritten in terms of u(t) and v(t), namely
Then, for all t > 0, the identity Proof. We have
where we have used Gauss' Theorem and the fact that the Dirichlet values of ∂u ∂t (t) vanish to manipulate the leading terms. Inserting (4.5) yields
where we have used again Gauss' Theorem and the fact that u(t)(v(t) − 
and the fact that v(t) 2 = 1 4 almost everywhere implies (5.9).
We mention that in the original notation, (5.9) can be rewritten as the identity
whose direct derivation is more subtle, since the transport theorem has to be applied for differentiating integrals over Σ(t) with respect to time. As a result of (5.9) we conclude that t → j(t) is a non-increasing function and that
with the energy dissipation functional
We also observe that the integral t 0 k(s) ds is uniformly bounded in t since j (t) = J (Σ (t)) is bounded from below:
Thus also the integral over R + converges and we find holds.
Proof. We have dk dt
where we have inserted (4.5) in the first and Gauss' Theorem (with the boundary values ∂u ∂t = 0 on ∂D) in the second integral. Proceeding further with Gauss' Theorem of (4.5) we obtain dk dt
where we have inserted ∆ ∂u ∂t (t) = ∂v ∂t (t) and
A final application of Gauss' Theorem to the second integral and subsequent use of the Cauchy-Schwarz inequality yields
Note that since according to Remark 2.1 we have u ∈ W 2,p (D), for instance for p = 4, we get the following is uniformly bounded
for some constant C > 0, and hence the assertion follows.
From (5.12) we conclude
and thus
for s → ∞, s ≤ t. Now let, as above, s m → ∞ be a sequence such that k (s m ) → 0. For any other sequence t m → ∞ we can find (m) → ∞ such that t m ≥ s (m) and hence
Hence, since every subsequence converges to zero, we obtain k(t) → 0 as t → ∞. The decrease of k is of fundamental importance for the convergence to a stationary point as we shall see in the following.
Convergence of the Level Set Scheme
We are now ready to establish the main result on the level set scheme, namely the convergence to a solution of the obstacle problem in the long-time asymptotic limit: Theorem 5.3. Let (u(t), v(t)) be the evolution obtained from (4.5). Then u(t) →û weakly in W 2,p (D), for arbitrary p, and v(t) → Proof. Since u is uniformly bounded in W 2,p (D) for p arbitrarily large, every sequence t m → ∞ has a subsequence such that u (t m ) converges weakly in W 2,p (D) :
By compact embedding we have
Moreover, χ Σ(t) := 
From the decay k(t m ) → 0 we conclude
Hence, there exists a subsetΣ ⊂ D such that ∇û = 0 a.e. inΣ, andv = Thus, û,Σ is a solution of the obstacle problem.
Numerical Solution
In the following we briefly comment on the numerical solution of the obstacle problem based on the level set approach. Note that numerical schemes like the one presented in the following have been used for various shape optimization and reconstruction problems (cf. 9 and the references therein). The numerical implementation is rather straight-forward, it consists in the following algorithm (2) Solve ∆u(t) = 1 − χ Σ(t) , compute V(·, t) = −∇u(t) by an appropriate finite difference or finite element method. (3) Perform a time step of size δt of (1.4) with an upwind or ENO/WENO scheme (cf. 30 ). (4) Set t = t + δt and go to (2) .
In order to obtain flexibility with respect to the shape of D, we choose a finite element approach. All numerical experiments are implemented using the finite element open-source software package Netgen/NgSolve. The Poisson equation as well as the level set equation are solved using a stabilized hybrid discontinuous Galerkin method introduced by Egger and Schöberl in 16 . We rewrite the level set equation ( We discretize the domain using a conforming mesh with 1574 triangles. The evolution of the level set function ϕ as well as the decrease of the energy functional is illustrated in Figure 1 . Note that the moving boundary touches the fixed one tangentially, which is a good check with theoretical prediction (see 27 ). One also observes the expected decrease and final (approximate) stationarity of the energy functional.
In the second example we would like to illustrate the behavior of the free boundary when meeting an obstacle. We consider the domain the initial data by (6.2). Depending on the constant c the free boundary either merges with the obstacle or not. This behavior is illustrated in Figure 2 .
In the last example the computational domain is a segment of a circle with radius 1 and opening angle α = 60
• , discretized into 4312 triangles. The system is supplemented with the following boundary conditions 
