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We consider ﬁnitely generated free non-associative algebras, free commutative
non-associative algebras, and free anti-commutative non-associative algebras. We
study orbits of elements of these algebras under the action of automorphism groups.
Using free differential calculus we obtain matrix criteria for a system of elements to
have given rank (or to be primitive). It gives us a possibility to construct fast algo-
rithm to recognize primitive systems of elements. We show that if an endomorphism
of a free algebra preserves the automorphic orbit of a nonzero element, then it is an
automorphism of this algebra. In particular, endomorphisms preserving primitivity
of elements are automorphisms.  2001 Academic Press
1. INTRODUCTION
Let F be a ﬁeld,  a homogeneous variety of linear algebras over F .
Let C be an algebra of the variety , y the free algebra of rank one
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of the variety . We consider the free product B = y ∗ C ∈ . By B1
we denote the subspace of elements of B with the degree one with respect
to y. Then B1 is a free one-generated C-bimodule in . Consider C ⊕ B1
with the multiplication given by
a1 +m1	a2 +m2	 = a1a2 + a1m2 +m1a2
where a1 a2 ∈ Cm1m2 ∈ B1. We have C ⊕ B1 ∈ . For a ∈ C by la
and ra we denote the universal operators of left and right multiplication,
respectively,
b · la = ab b · ra = ba b ∈ B1
Let UC	 = UC	 be the subalgebra of the algebra EndFB1	 of endo-
morphisms of the module B1 generated by the set 1 la ra  a ∈ C. If
the algebra C has the unit element, then we set r1 = l1 = 1 in UC	. The
algebra UC	 is the universal multiplicative enveloping algebra of C. The
notion of C-bimodule in the variety  is equivalent to the notion of right
UC	-module, see [10].
By A = FX we denote the free algebra of the variety  with the set
X = x1     xn of free generators. Let 0 be the variety of all algebras,
X	 the free groupoid of non-associative monomials (free Magma) with-
out unity element on the alphabet X, i.e. X ⊆ X	; if u v ∈ X	, then
u · v ∈ X	, where u · v is the formal multiplication on non-associative
monomials. We consider the linear space FX	 over F with the basis con-
sisting of 1 and the elements of X	 with the multiplication given by
αa	 · βb	 = αβ	a · b	
for all αβ ∈ F , a b ∈ X	. The algebra FX	 is the free non-associative
algebra (the free algebra of the variety 0). In [13] A. G. Kurosh proved
that subalgebras of free non-associative algebras are free.
Let W0 = X	A = FX	. Then the algebra UA	 is the free associa-
tive algebra with the set S0 = rw lw  w ∈ W0 of free generators (see [39]).
Let 1 be the variety of all commutative algebras, I the two-sided ideal
of the free non-associative algebra FX	 generated by the set ab − ba 
a b ∈ FX	. Then the factor algebra A = FX	/I is the free algebra of
the variety 1 with the set X of free generators (i.e. the free commutative
non-associative algebra).
Suppose that the set X	 is totally ordered in such a way that for
a b ∈ X	 if a	 > b	, then a > b u	 denotes the degree of a mono-
mial u ∈ X		. We construct the set W1 of all commutative regular mono-
mials inductively in the following way. First of all, X ⊂ W1. Furthermore,
w ∈ W1 if w = uv, u and v are commutative regular monomials, and u ≤ v.
Then W1 is a linear basis of A = FX	/I (see [29]). The universal multi-
plicative enveloping algebra UA	 is the free associative algebra with the
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set S1 = rw  w ∈ W1 of free generators. In [29] A. I. Shirshov proved
that subalgebras of free commutative non-associative algebras are free.
Let 2 be the variety of all anti-commutative algebras, J the two-sided
ideal of the free non-associative algebra F+X	 without unit element gen-
erated by the set aa  a ∈ FX	. Then the factor algebra A = F+X	/J
is the free algebra of the variety 2 with the set X of free generators
(i.e. the free anti-commutative non-associative algebra). We construct the
set W2 of all anti-commutative regular monomials inductively: X ⊂ W2;
w ∈ W2 if w = uv, u and v are anti-commutative regular monomials, and
u < v. Then W2 is a linear basis of A = FX	/J (see [29]).
The universal multiplicative enveloping algebra UA	 is the free asso-
ciative algebra with the set S2 = rw  w ∈ W2 of free generators. In
[29] A. I. Shirshov proved that subalgebras of free anti-commutative non-
associative algebras are free.
Let IA be a free right UA	-module with a basis y1     yn,
IA = y1UA	 ⊕ · · · ⊕ ynUA	
The linear mapping  A→ IA given by xi	 = yi 1 ≤ i ≤ n,
ab	 = a	 · rb +b	 · la
a b ∈ A, is called the universal derivation of the algebraA in the variety.
The partial derivatives ∂f
∂xi
of an element f of A are uniquely determined by
f 	 =
n∑
i=1
yi
∂f
∂xi

We set
∂f 	 =
(
∂f
∂x1
    
∂f
∂xn
)T

where T is the operator of transposition. From the deﬁnition we get
∂
∂xi
xj	 = δij , the Kronecker symbol,
∂
∂xi
uv	 = ∂u
∂xi
rv +
∂v
∂xi
lu u v ∈ A (1)
Let A be a ﬁnitely generated free algebra of the variety 0, 1 (char
F = 2), or 2. A system of elements of A is primitive if it is a subset
of some set of free generators of A. The rank of an element u of a free
algebra A is the minimal number of generators from X on which an auto-
morphic image of u can depend. The rank of a system of elements is deﬁned
similarly.
The article is organized as follows. In Sections 2 and 3 we consider basic
properties of partial derivatives of elements of A. Some of these properties
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are based on differential separability of subalgebras of A and on the fact
that the universal multiplicative algebra UA	 is a free ideal ring.
Section 4 is devoted to elimination of variables. Proposition 1 shows that
if we have a dependence of derivatives of a homogeneous element, then
there is an automorphism which eliminates a variable in the image of this
element.
Sections 5 and 6 contain main results of the article. In Section 5 we
obtain the rank theorems. Theorems 1 2 show that the rank of a system of
elements is equal to the rank of the free module generated by the elements
whose components are partial derivatives of elements of this system.
Earlier Theorems 1 2 for free Lie (super) algebras, free restricted
Lie algebras and superalgebras were proved by A. A. Mikhalev and
A. A. Zolotykh in [22], and for free groups by U. U. Umirbaev in [42].
In Section 6 we study primitive systems of elements and actions of endo-
morphisms on automorphic orbits of elements. Theorem 3 gives a matrix
characterization of primitive systems of elements: a system of elements of
A is primitive if and only if the matrix of partial derivatives of elements of
the system is left invertible over UA	. In particular, an element of A is
primitive if and only if its gradient is unimodular. Based on Theorems 1–3
we obtain in Theorem 4 algorithms to ﬁnd the rank of a system of elements
and to decide whether this system is primitive, or not. In Theorem 5 we
obtain another characterization of primitive elements. An element a of A
is primitive if and only if the factor algebra of A by the ideal generated by
a is a free algebra in the same variety of algebras. Theorem 6 shows that
endomorphisms of A preserving primitivity of elements are automorphisms.
More general result is the statement of Theorem 7: if an endomorphism
of A preserves the automorphic orbit of a nonzero element, then it is an
automorphism of A.
The statements of Theorem 3 are true for different free algebraic
systems. The Jacobian conjecture (an analog of Theorem 3 with the num-
ber of elements in a system equals to the rank of the free object of the
free system) for free associative algebras over ﬁelds was proved for n = 2
by W. Dicks and J. Lewin [7], and for arbitrary n by A. H. Schoﬁeld [28].
A. A. Mikhalev and A. A. Zolotykh [25] proved a similar result for free
associative algebras over an associative commutative ring. The Jacobian
conjecture for free Lie algebras over ﬁelds was proved by C. Reutenauer
in [27], by V. Shpilrain in [32], and by U. U. Umirbaev in [38], and over
rings by A. A. Mikhalev and A. A. Zolotykh in [26]. This result for free
color Lie superalgebras and Lie p-superalgebras over ﬁelds was proved
by A. A. Mikhalev in [16]. The Jacobian conjecture for free commuta-
tive (non-associative) and for free anti-commutative algebras was proved
by A. V. Yagzhev in [45], and for other types of free algebras with the
Nielsen-Schreier property by U. U. Umirbaev in [39].
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For free groups J. Birman proved the Jacobian conjecture in [2],
Theorem 3 for a single primitive element of a free group was proved by
W. Dicks and M. J. Dunwoody [6, Corollary IV.5.3], and for system of
elements of a free group this result was obtained by U. Umirbaev [40].
An algorithm to recognize primitive elements of free groups was con-
structed by J. H. C. Whitehead in [43, 44] (in fact, he solved more general
automorphic conjugacy problem, see [15]).
For free Lie algebras and superalgebras, free restricted Lie algebras and
superalgebras Theorem 3 was proved by A. A. Mikhalev and A. A. Zolotykh
in [22], in this article also algorithms to ﬁnd ranks of system of elements
and to recognize primitive system of elements were constructed. An algo-
rithm to ﬁnd the rank of a homogeneous element of a free Lie algebra was
obtained by V. Shpilrain in [34].
For free groups the statements analogous to Theorems 6 and 7 for
n = 2 were proved by S. V. Ivanov in [9] and by V. Shpilrain in [35] (S.
V. Ivanov in [9] obtained similar results for any n under some additional
conditions).3
A. A. Mikhalev and A. A. Zolotykh in [20] proved Theorem 6 for
free Lie algebras and for free color Lie (p-) superalgebras (Theorem 7
for these algebras was proved by A. A. Mikhalev and J.-T. Yu in [18]).
A. van den Essen and V. Shpilrain in [8] obtained analogous result for a
primitive element h of the polynomial algebra in two variables (of the free
associative algebra of rank two, respectively). Z. Jelonek [11] proved the
statement of Theorem 6 for polynomial algebras over the ﬁeld of com-
plex numbers. In [19, 23] A. A. Mikhalev, J.-T. Yu, and A. A. Zolotykh
showed that if K is a non-algebraically closed ﬁeld, then it is not enough
to consider only images of non-degenerate linear combinations of free
generators. But for algebras of rank two the situation is different. For
two-variable polynomial algebras [4] (for free associative algebras of rank
two [17]) it is true that every endomorphism which takes nonzero linear
combinations of generators to primitive elements is an automorphism.
Algorithms to recognize primitive elements of two-generated polynomial
algebras (of free associative algebras of rank two) over a ﬁeld of zero char-
acteristic were constructed by V. Shpilrain and J.-T. Yu in [36, 37].
The result similar to Theorem 5 was proved for free Lie algebras by
G. P. Kukin in [12], and for two-variable polynomial algebras over a ﬁeld of
zero characteristic by S. S. Abhyankar and T.-T. Moh in [1]. This statement
is also true for free groups, we refer to [15].
3Note added in proof. Recently, D. Lee [Primitivity preserving endomorphisms of free
groups, Commun. Algebra, to appear; Endomorphisms of free groups that preserve automor-
phic orbits, J. Algebra, to appear] extended these results to arbitrary n.
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2. BASIC PROPERTIES OF PARTIAL DERIVATIVES
Let H be a subalgebra of A. By JH we denote the submodule of the
module IA generated by the elements h	  h ∈ H.
A variety  has a property of differential separability for subalgebras if
for any a ∈ A we have a ∈ H if and only if a	 ∈ JH . In [39] it was proved
that varieties 0 and 2 has the property of differential separability for
subalgebras. If char F = 2, then the variety 1 also has this property.
In all what follows by we will denote one of the varieties0,1 (char
F = 2), 2. Also we use the notations Wi for the linear basis of the algebra
A and Si for the set of free generators of the algebra UA	 (see Introduc-
tion). The structure of UA	-module onA is given by a · rw = a ·w a · lw =
w · a aw ∈ A	.
Let H be a subalgebra of A generated by x1     xn−1, UH	 the sub-
algebra with the unit element of UA	 generated by ru lu  u ∈ H,
SH = S ∩ UH	. (In general case, if H is a subalgebra of A, then it is
not necessarily UH	 is a subalgebra of UA	. But for Schreier varieties of
algebras UH	 is a subalgebra of UA	, see [39]. Let VH be the left ideal
of UA	 generated by the elements ru and lu, where u runs through all
monomials in x1     xn−1 of the degree not less than one.
Lemma 1. For any a ∈ A and u ∈ UH	
∂
∂xn
a · u	 = ∂
∂xn
a	 · u
Proof. One may assume that u is a monomial in SH . Let u = u1 · s,
where either s = rh, or s = lh, h ∈ H. Since h ∈ H, it follows from (1) that
∂h
∂xn
= 0. Hence
∂
∂xn
a · u1	 · rh	 =
∂au1
∂xn
· rh +
∂h
∂xn
· lau1 =
∂au1
∂xn
· rh
∂
∂xn
a · u1	 · lh	 =
∂h
∂xn
· rau1 +
∂au1
∂xn
· lh =
∂au1
∂xn
· lh
that is ∂a·u
∂xn
= ∂au1
∂xn
s.
Applying the induction on the S-degree we complete the proof.
Lemma 2. If a ∈ A and ∂a
∂xn
= 0, then a ∈ H.
Proof. If ∂a
∂xn
= 0, then
a	 = y1
∂a
∂x1
+ · · · + yn−1
∂a
∂xn−1
∈ JH
Since the variety  has the property of differential separability for sub-
algebras, it follows a ∈ H.
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Lemma 3. If a ∈ A and ∂a
∂xn
∈ VH , then the element a has a presentation
a = ∑αiuivi + a′, where αi ∈ F , ui vi ∈ W , a′ ∈ H, and for every i either
ui ∈ H, or vi ∈ H.
Proof. Since algebras A and UA	 and the ideal VH are homogeneous
with respect to any xi ∈ X, it is enough to prove the statement for a multi-
homogeneous element a. If a does not depend on xn, then ∂a/∂xn = 0. If
a = αxn with α = 0, then ∂a/∂xn = α /∈ VH . Therefore we suppose that a
is a multihomogeneous element of degree not less than 2, and a depends
on xn. Then a has the unique presentation in the form a =
∑
αiuivi, where
ui vi ∈ Wαi ∈ F .
If  =0, then
a = f1w1 + f2w2 + · · · fkwk (2)
where fi are linear combinations of words of W0 wi ∈ Wow1 > · · · > wk.
Then
∂a
∂xn
=
k∑
i=1
∂fi
∂xn
· rwi +
k∑
i=1
∂wi
∂xn
lfi 
Since elements of SH = S ∩ VH are left independent over UA	, it follows
from ∂a
∂xn
∈ VH that ∂fi∂xn rwi ∈ VH . Hence wi ∈ H or
∂fi
∂xn
= 0. By Lemma 2,
we get either fi ∈ H, or wi ∈ H.
If  =1, then the element a has a presentation in the form (2), where
fi are linear combinations of monomials of W1 less or equal than wi. Let
fi = αiwi + gi, 1 ≤ i ≤ k, where gi are linear combinations of monomials
less than wi. Then
∂a
∂xn
=
k∑
i=1
(
2αi
∂wi
∂xn
+ ∂gi
∂xn
)
rwi +
k∑
i=1
∂wi
∂xn
rgi 
Since w1 > w2 > · · · > wn rgi has no terms of the form αrw1 α ∈ F . Hence,
if ∂a
∂xn
∈ VH , then
(
2α1
∂w1
∂xn
+ ∂g1
∂xn
)
rw1 ∈ VH
It follows that either w1 ∈ H, or ∂2α1w1+g1	∂xn = 0. That is either w1 ∈ H, or
2α1w1+ g1 ∈ H. Denote b = a−2α1w1+ g1	w1. We have b = −α1w1w1+∑k
i=2 fiwi,
∂b
∂xn
∈ VH , and
∂b
∂xn
= −2α1
∂w1
∂xn
rw1 +
k∑
i=2
(
∂fi
∂xn
rwi +
∂wi
∂xn
rfi
)
∈ VH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Therefore 2α1
∂w1
∂xn
rw1 ∈ VH . We consider the variety 1 over a ﬁeld F of
characteristic different from 2. Thus α1 = 0, or ∂w1∂xn = 0, or w1 ∈ H. The
condition ∂w1
∂xn
= 0 is equivalent to w1 ∈ H. So, we get α1 = 0 or w1 ∈ H,
and it is enough to prove the statement of the lemma for the element
b+ α1w1w1 =
∑k
i=2 fiwi. The induction on k for the presentation (2) com-
pletes the proof.
If =2, then the element a has a presentation (2), where fi are linear
combinations of monomials less than wi. As in the proof for 1, it follows
from ∂a
∂xn
∈ VH that ∂f∂xn rw1 ∈ VH . That is w1 ∈ H, or f1 ∈ H. Considering
the element b = a − f1w1 and using the induction on the length of the
presentation (2) we complete the proof of the lemma.
3. HOMOGENEOUS ADMISSIBLE ELEMENTS
Let + = k ∈   k ≥ 0, + = α ∈   α ≥ 0. We say that a
monomial w ∈ W has the multidegree mw	 = k1     kn	 ∈ n+, if for
each i = 1     n the generator xi occurs in w exactly ki times. A linear
mapping µ n+ → + is a functional if µs	 = 0 for all nonzero s ∈ n+.
For w ∈ W we introduce the µ-degree by µw	 = µmw		. An element
a = ∑ki=1 αiwiwi ∈ W , is said to be µ-homogeneous (m-homogeneous) if
µw1	 = · · · = µwk	 mw1	 = · · · = mwk	, respectively). For w ∈ W
we set mrw	 = mlw	 = mw	 and µrw	 = µlw	 = µw	. This gives as
a possibility to consider µ-homogeneous and m-homogeneous elements of
UA	. The algebra UA	 is the free associative algebra with the set S of
free generators. Therefore elements of UA	 have the S-degree.
Following [22] we say that a set u1     uk of µ-homogeneous elements
of UH	 is admissible if it follows from the equation
∂a
∂xn
=
k∑
i=1
miui (3)
where a ∈ Am1    mk ∈ UA	, that there exist a1     ak ∈ A such that
∂a
∂xn
=
k∑
i=1
∂ai
∂xn
ui
Lemma 4. (i) Zero element is an admissible set.
If u1     uk is an admissible set, then
(ii) the set u1     uk 0 is admissible;
(iii) the set uσ1	     uσk	 is admissible for any element σ of the
symmetric group Sk;
(iv) if 0 = α ∈ F , then the set u1     uk−1 αuk is admissible;
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(v) if u ∈ UH	 and the element uk + uuk−1 is µ-homogeneous, then
the set u1     uk−1 uk + uuk−1 is admissible.
Proof. The statements of points (i)–(iv) are obvious. To prove (v), sup-
pose that
∂a
∂xn
=
k−1∑
i=1
miui +mkuk + uuk−1	
=
k−2∑
i=1
miui + mk−1 +mku	uk−1 +mkuk
By the conditions of the lemma, there are a1 a2     ak ∈ A such that
∂a
∂xn
=
k∑
i=1
∂ai
∂xn
ui
Therefore
∂a
∂xn
=
k∑
i=1
∂ai
∂xn
ui +
∂ak
∂xn
uuk−1 −
∂ak
∂xn
uuk−1
=
k−2∑
i=1
∂ai
∂xn
ui +
(
∂ak−1
∂xn
− ∂ak
∂xn
u
)
uk−1 +
∂ak
∂xn
uk + uuk−1	
=
k−2∑
i=1
∂ai
∂xn
ui +
∂
∂xn
ak−1 − aku	uk−1 +
∂ak
∂xn
uk + uuk−1	
Thus the set u1     uk−1 uk + uuk−1 is admissible.
Lemma 5. Suppose that elements a ∈ Am1    mk ∈ UA	, and
µ-homogeneous elements u1     uk ∈ UH	 satisfy the equation (3), and
µu1	 ≤ µui	 with i ≥ 2. If there is an S-monomial u having a nonzero
coefﬁcient in the presentation of u1 such that elements u2     uk have no
monomials ending on u, then m1 ∈ ∂∂xn A	.
Proof. We use the induction on the S-degree of the monomial u. If
u = 1, then u1 = αu 0 = α ∈ F , and u2 = · · · = uk = 0, and
m1 =
1
α
k∑
i=1
miai =
1
α
∂a
∂xn
∈ ∂
∂xn
A	
It is clear that u ∈ UH	. Let u = u0s, where s ∈ S. Consider w ∈ H such
that either s = rw, or s = lw. Since 0 < µu1	 ≤ µui	 i ≥ 2, it follows
from (3) that ∂a
∂xn
∈ VH . By Lemma 3, a =
∑
i αiwivi, where for any i either
wi ∈ H, or vi ∈ H. We write down the element a in the form
a = αw ·w +w · f + g ·w +∑βjwjvj
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where f and g are linear combinations of basic monomials different from w
and wj vj = w, and for any i either wj ∈ H, or vj ∈ H. We get
∂a
∂xn
= ∂f
∂xn
lw +
∂g
∂xn
rw +
∑
j
βj
(
∂wj
∂xn
rvj +
∂vj
∂xn
lwj
)

The elements ui have the unique presentation in the form ui = u′is + u′′i ,
1 ≤ i ≤ k, where elements u′′i have no monomials ending on s.
Let s = rw. Since UA	 is the free algebra on S, comparing in (3) mono-
mials ending on s, we obtain ∂g
∂xn
=∑ki=1miu′i. It is easy to see that u0 has a
nonzero coefﬁcient in u′i, and element u
′
2     u
′
k have no S-monomials
ending on u0. Hence we have proved the statement for u0. Since the
S-degree of u0 is less than the S-degree of u, by induction we get m1 ∈
∂
∂xn
A	.
Lemma 6. Any subset u1 u2     uk of µ-homogeneous elements of
UH	 is admissible.
Proof. We apply the induction on k. Let k = 1. If u1 = 0, then our
statement follows from Lemma 4. Suppose that u1 = 0, and for some a ∈ A
and m1 ∈ UA	 we have ∂a∂xn = m1u1. Consider any S-monomial u which
has a nonzero coefﬁcient in u1. By Lemma 5, m1 ∈ ∂∂xn A	.
Let k > 1. By Lemma 4 we may assume that µu1	 ≤ µui	 with i ≥ 2.
Consider an S-monomial u entering in u1 with a nonzero coefﬁcient α.
One may suppose that α = 1. For the elements ui i ≥ 2, we have the
presentation in the form ui = u′iu+ u′′i , where u′′i have no monomials end-
ing on u. By Lemma 4, the set u1     uk is admissible if and only if
the set u1 u2 − u′2u1     uk − u′ku1 is admissible. Since the element u1
is µ-homogeneous, the element u1 − u has no monomials ending on u.
Therefore for i ≥ 2 the element
ui − u′iu1 = u′iu+ u′′i − u′iu1 = u′iu− u1	 + u′′i
has no monomials ending on u. Hence we may suppose that elements
u2     uk have no monomials ending on u. By Lemma 5, m1 = ∂a1∂xn for
some a1 ∈ A. Thus
∂a
∂xn
= ∂a1
∂xn
u1 +
k∑
i=2
miui
Applying Lemma 1 we get
∂a
∂xn
− ∂a1
∂xn
u1 =
∂
∂xn
a− a1u1	 =
k∑
i=2
miui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By the induction hypothesis, there are a2     ak ∈ A such that
∂a
∂xn
− ∂a1
∂xn
u1 =
k∑
i=2
∂ai
∂xn
ui
that is the set u1     uk is admissible.
Lemma 7. Suppose that elements u1 u2     uk of UH	 are left inde-
pendent over UA	. Then if for some a ∈ Am1    mk ∈ UA	 the
equation (3) is fulﬁlled, then mi ∈ ∂∂xn A	 1 ≤ i ≤ k.
Proof. By Lemma 6, there are a1     ak of A such that
∂u
∂xn
=∑k
i=1
∂ai
∂xn
ui. Then
∑k
i=1mi − ∂ai∂xn 	ui = 0. Since elements u1     uk are left
independent over UA	, mi = ∂ai∂xn ∈
∂
∂xn
A	 1 ≤ i ≤ k.
4. ELIMINATION OF VARIABLES
An endomorphism ϕ of the algebra A is said to be µ-homogeneous
if ϕxi	 i = 1     n are µ-homogeneous elements and µϕxi		 =
µxi	 xi ∈ X. The matrix
Jϕ	 = ∂ϕx1		 ∂ϕx2		     ∂ϕxn			 ∈MnUA		
is the Jacobi matrix of the endomorphism ϕ. In [39, 45] it was proved that
ϕ is an automorphism of A if and only if the matrix Jϕ	 is invertible over
UA	. For any k ≤ n we set
Jkϕ	 =


∂ϕx1	
∂x1
· · · ∂ϕxk	
∂x1

  

∂ϕx1	
∂xk
· · · ∂ϕxk	
∂xk



It is clear that Jnϕ	 = Jϕ	.
Lemma 8. Let k be an integer, 1 ≤ k ≤ n, and let ϕ be a µ-homogeneous
automorphism of A such that ϕxi	 = xi for all i > k. Then the matrix
Jkϕ	 is invertible. If B = bij	 = Jkϕ		−1, then all elements bij are µ-
homogeneous and µbij	 = µxj	 − µxi	 (here if µxj	 − µxi	 < 0, then
bij = 0	.
One can prove this lemma along the lines of the proof of Lemma 1.3
of [22].
The main result of this section is the following.
automorphic orbits in free algebras 209
Proposition 1. Let a be a µ-homogeneous element of A and k < n.
Suppose that there are µ-homogeneous elements m1m2    mk of UA	
such that µmi	 = µxi	 − µxn	 for all i ≤ k and
∂a
∂xn
=
k∑
i=1
mi
∂a
∂xi
 (4)
Then there is a µ-homogeneous automorphism ϕ of A such that ϕxi	 = xi
for all i > k and ϕa	 ∈ H.
In order to prove Proposition 1 at ﬁrst we prove the following lemmas.
Lemma 9. Suppose that a positive interger k and an element a of A satisfy
the conditions of Proposition 1. Then if ϕ is a µ-homogeneous automorphism
of A such that ϕxi	 = xi for all i > k, then k and ϕa	 also satisfy the
conditions of Proposition 1.
Proof. Since
∂ϕa		
∂xj
=
n∑
i=1
∂ϕxi		
∂xj
ϕ
(
∂a
∂xi
)
and ϕxs	 = xs with s > k,
∂ϕa		
∂xj
=
k∑
i=1
∂ϕxi	
∂xj
ϕ
(
∂a
∂xi
)
 1 ≤ j ≤ k
∂ϕa		
∂xn
= ϕ
(
∂a
∂xn
)
+
k∑
i=1
∂ϕxi	
∂xn
ϕ
(
∂a
∂xi
)

By (4), for any m′1    m
′
k ∈ UA	 we have
∂ϕa		
∂xn
−
k∑
j=1
m′j
∂ϕa		
∂xj
= ϕ
(
∂a
∂xn
)
+
k∑
i=1
∂ϕxi		
∂xn
ϕ
(
∂a
∂xi
)
−
k∑
j=1
m′j
( k∑
i=1
∂ϕxi		
∂xj
ϕ
(
∂a
∂xi
))
=
k∑
i=1
ϕmi	ϕ
(
∂a
∂xi
)
+
k∑
i=1
∂ϕxi		
∂xn
ϕ
(
∂a
∂xi
)
−
k∑
i=1
( k∑
j=1
m′j
∂ϕxi		
∂xj
)
ϕ
(
∂a
∂xi
)
=
k∑
i=1
(
ϕmi	 +
∂ϕxi		
∂xn
−
k∑
j=1
m′j
∂ϕxi		
∂xj
)
ϕ
(
∂a
∂xi
)
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Consider the system of equations (with unknowns m′1    m
′
k)
ϕmi	 +
∂ϕxi		
∂xn
=
k∑
j=1
m′j
∂ϕxi		
∂xj
 1 ≤ i ≤ k
We write down this system in the matrix form: P =MJkϕ	, where
P =
(
ϕm1	 +
∂ϕxi		
∂xn
     ϕmk	 +
∂ϕxk		
∂xn
)

M = m′1m′2    m′k	
By Lemma 8 this system has the unique solution
m′j =
k∑
i=1
(
ϕmi	 +
∂ϕxi		
∂xn
)
bij 1 ≤ j ≤ k
where B = Jkϕ		−1 = bij	. Remark that
µm′j	 = µϕmi	 · bij	 = µ
(
∂ϕxi		
∂xn
· bij
)
= µxi	 − µxn	 + µxj	 − µxi	 = µxj	 − µxn	
It follows from ∂ϕa		
∂xn
= ∑kj=1m′j ∂ϕa		∂xj that k and ϕa	 satisfy the condi-
tions of Proposition 1.
Consider following decompositions of algebras A and UA	:
A = A0 ⊕A1 ⊕ · · · ⊕Ak ⊕ · · · 
UA	 = U0 ⊕U1 ⊕ · · · ⊕Uk ⊕ · · · 
where Ai and Ui are subspaces of all homogeneous elements with respect
to xn with the xn-degree equal to iA0 = HU0 = UH	. For an element f
of A (of UA		 by f k	 we denote its component from Ak (from Uk,
respectively).
Lemma 10. Suppose that a positive integer k and an element a of A sat-
isfy the conditions of Proposition 1, and there is a positive integer s, 1 ≤ s ≤ k,
such that the elements ∂
∂x1
a0		     ∂
∂xs
a0		 are left independent and
∂
∂xs+1
a0		 = · · · = ∂
∂xk
a0		 = 0. Then for any r > 0 the following conditions
are equivalent:
(i) a1	 = a2	 = · · · = ar	 = 0
(ii) mj	i = 0 for all i = 1 2     s and j = 0 1     r − 1.
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Proof. It follows from (4) that
∂
∂xn
aj+1		=
(
∂a
∂xn
)j	
=
k∑
i=1
(
mi
∂a
∂xi
)j	
=
k∑
i=1
j∑
l=0
m
l	
i
(
∂a
∂xi
)j−l	
=
k∑
i=1
j∑
l=0
m
l	
i
∂
∂xi
aj−l		
(5)
for all j = 0 1     r − 1.
If (i) is fulﬁlled, then we rewrite (5) in the form
k∑
i=1
m
j	
i
∂
∂xi
a0		 =
s∑
i=1
m
j	
i
∂
∂xi
a0		 = 0
Bearing in mind that elements ∂
∂xi
a0		 1 ≤ i ≤ s, are left independent, we
get (ii).
If (ii) is fulﬁlled, then we write down (5) in the form
∂
∂xn
aj+1		 =
k∑
i=s+1
j−1∑
l=0
m
l	
i
∂
∂xi
aj−l		
If j = 0, then ∂
∂xn
a1		 = 0. By Lemma 2, a1	 ∈ H = A0, that is a1	 = 0.
Suppose that for some t t < r, we have a1	 = a2	 = · · · = at	 = 0. Then
setting j = t in the previous equality we get
∂
∂xn
at+1		 =
k∑
i=s+1
t−1∑
l=0
m
l	
i
∂
∂xi
at−l		 = 0
Hence at+1	 = 0, and the induction on t completes the proof.
Lemma 11. Suppose that all conditions of Lemma 10 are fulﬁlled. If
a1	 = a2	 = · · · = ar	 = 0 for some r ≥ 0, then there is a µ−homogeneous
automorphism ϕ of A such that
ϕxi	 = xi with i > k ϕa		0	 = a0	
ϕa		1	 = ϕa		2	 = · · · = ϕa		r	 = ϕa		r+1	 = 0
Proof. It follows from (4) and (5) that
∂
∂xn
ar+1		 =
k∑
i=1
r∑
l=0
m
l	
i
∂
∂xi
ar−l		
=
k∑
i=1
m
r	
i
∂
∂xi
a0		 =
s∑
i=1
m
r	
i
∂
∂xi
a0		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Since elements ∂
∂x1
a0		     ∂
∂xs
a0		 of UH	 are left independent and
µ-homogeneous, by Lemma 6 there are elements gi of A such that m
r	
i =
∂gi
∂xn
 1 ≤ i ≤ s. One may assume that the elements gi are µ-homogeneous
and gi ∈ Ar+1 1 ≤ i ≤ s. Then
µgi	 = µmr	i 	 + µxn	 = µmi	 + µxn	
= µxi	 − µxn	 + µxn	 = µxi	
Consider the homogeneous endomorphism ϕ of A given by
ϕxi	 =
{
xi − gi i ≤ s;
xi i > s.
Without loss of generality we may assume that µx1	 ≥ µx2	 ≥ · · · ≥
µxs	. Since for j ≤ i ≤ s
µmi	 = µxi	 − µxn	 < µxi	 ≤ µxj	
the element mi does not depend on xj . It follows from m
r	
i = ∂gi∂xn and
gi ∈ Ar+1 that gi does not depend on xj . Since gi ∈ Ar+1 and r + 1 > 0,
ϕa	 − a = −g1
∂a
∂x1
− g2
∂a
∂x2
− · · · − gs
∂a
∂xs
+ b
where b ∈ A2r+2 ⊕A2r+3 ⊕ · · ·. Moreover,
ϕa		l	 = al	 0 ≤ l ≤ r
ϕa		r+1	 − ar+1	 = −
s∑
i=1
gi
∂
∂xi
a0		
Therefore
ϕa		r+1	 = ar+1	 −
s∑
i=1
gi
∂
∂xi
a0		
Since ∂
∂xi
a0		 ∈ UH	,
∂
∂xn
(ϕa		r+1	) = ∂
∂xn
ar+1		 −
s∑
i=1
∂gi
∂xn
∂
∂xi
a0		
= ∂
∂xn
ar+1		 −
s∑
i=1
m
r	
i
∂
∂xi
a0		 = 0
Lemma 12. Suppose that all conditions of Lemma 10 are fulﬁlled. Then
there is a µ-homogeneous automorphism ϕ of A such that ϕa	 ∈ H and
ϕxi	 = xi with i > k.
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Proof. Using the induction on r (with the base r = 0) and Lemmas 11
and 9, for any r we ﬁnd an automorphism ϕr with ϕxi	 = xi for i > k
ϕra		0	 = a0	 ϕra		1	 = · · · = ϕra		r	 = 0. Take r such that
r + 1 > µa	
µxn	 . If for some s > r we have ϕra		
s	 = 0, then
µxn	 · s ≤ µϕra		 = µa	
thus r + 1 ≤ s ≤ µa	
µxn	 . This contradiction shows that ϕr is a desirable
automorphism.
Proof of Proposition 1. We use the induction on k, If k = 0, then
∂a
∂xn
= 0, that is a ∈ H, and for ϕ we may take the identical automor-
phism of A. Suppose that k > 0 and the statement is proved for all k′ < k.
We denote b = a0	. If the elements ∂b
∂x1
 ∂b
∂x2
     ∂b
∂xk
are left depen-
dent, then without loss of generality (see [5, Chapter 2]) we may suppose
that there are elements m′1    m
′
k−1 of UA	 such that ∂b∂xk =
∑k−1
j=1 m
′
j
∂b
∂xj
.
By the induction hypothesis, there exists a µ-homogeneous automor-
phism ψ with ∂
∂xk
ψb		 = 0 and ψxi	 = xi for all i ≥ k. Therefore
ψb	 = ψa		0	. By Lemma 9 the integer k and the element ψa	 sat-
isfy the conditions of Proposition 1. Changing the element a by ψa	 and
applying above arguments we may assume that there is an integer s ≤ k
such that the elements ∂b
∂x1
     ∂b
∂xs
are left independent and
∂a0		
∂xs+1
= · · · = ∂a
0		
∂xk
= 0
Applying Lemma 12 we complete the proof.
5. RANK THEOREMS
Following [33, 34] we deﬁne the rank of an element a of a free algebra
A (ranka	) as the minimal number of generators from X on which an
automorphic image of a can depend. The rank of a system of elements
a1     ak of A is deﬁned similarly (notation: ranka1     ak	).
For an element a of A by Ma we denote the left UA	-submodule of
UA	 generated by the elements ∂a
∂x1
     ∂a
∂xn
. The algebra UA	 is a free
associative algebra. Since UA	 as a left UA	-module is a free one gen-
erated module. It is known (see [5]) that any left ideal of a free associative
algebra is a free module of unique rank. By rankMa	 we denote the rank
of the module Ma.
Lemma 13. Let ϕ be an automorphism of A. Then rankMϕa		 =
rankMa	.
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Proof.
∂ϕa		
∂xj
=
n∑
i=1
∂ϕxi		
∂xj
ϕ
(
∂a
∂xi
)
= ϕ
( n∑
i=1
ϕ−1
(
∂ϕxi		
∂xj
)
· ∂a
∂xi
)
∈ ϕMa	
that is Mϕa	 ⊆ ϕMa	. Therefore
ϕMa	 = ϕMϕ−1ϕa			 ⊆ ϕϕ−1Mϕa			 =Mϕa	
Thus ϕMa	 =Mϕa	 and rankMϕa		 = rankMa	.
Lemma 14. If a ∈ A, then rankMa	 ≤ ranka	.
Proof. Let k = ranka	. Then there is an automorphism ϕ of A
such that the element ϕa	 belongs to the subalgebra generated by
x1 x2     xk, and the left UA	-moduleMϕA	 is generated by ∂ϕa		∂x1     
∂ϕa		
∂xk
. Thus rankMa	 = rankMϕa		 ≤ k.
Let µ n+ → + be a functional. For α > 0 by AαUα	 we denote the
subspace of µ-homogeneous elements of A (of UA	, respectively) with
the µ-degree equal to α,
A = ⊕
α∈+
AαUA	 = ⊕
α∈+
Uα
For f ∈ A f ∈ UA		 by ραµf 	 we denote the µ-homogeneous component
of f ραµf 	 ∈ Aαραµf 	 ∈ Uα, respectively). Following [22] we say that an
element a of A is µ-bounded if ραµa	 = 0 for any α > 1.
Let V µ	 = m ∈ n+µm	 ≤ 1. Consider the following partial ordering
on the set of functionals: µ1 ≺ µ2 if V µ1	 ⊂ V µ2	 and V µ1	 = V µ2	.
Lemma 15. Let a be a µ-homogeneous element of A and rankMa	 < n.
Then there exists a µ-homogeneous automorphism ϕ of A such that the ele-
ment ρ1µϕa		 depends on not more than n− 1 variables of X.
Proof. If ρ1µϕa		 depends on not more than n− 1 variables of X, then
for ϕ we take the identical automorphism.
Suppose that ρ1µϕa		 depends on every variable of X. Since
rankMa	 < n, there are not all equal to zero elementsm1    mn of UA	
with
n∑
i=1
mi
∂a
∂xi
= 0 (6)
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For i = 1     n we set
αi = maxα ∈ +  ραµmi	 = 0
β = maxαi − µxi	 + 1  i = 1     n
(if mi = 0, then αi = −1). Since ρ1ua	 depends on x1     xn 1−µxi	 ≥ 0
for i = 1     n, and β ≥ 0. Applying ρβµ to (6) we get
n∑
i=1
∑
α∈+
ρβ−αµ mi	ραµ
(
∂a
∂xi
)
=
n∑
i=1
∑
α∈+
ρβ−1µ mi	
∂
∂xi
(
ρα+µxi	µ a	
)
=0 (7)
If α+ µxi	 > 1, then taking into account that a is a µ-bounded element,
we get ρα+µxi	µ a	 = 0. If α+µxi	 < 1, then β− α ≥ αi −µxi	 + 1− α >
αi, that is ρ
β−α
µ mi	 = 0. Therefore, it follows from (7) that
n∑
i=1
ρβ−1+µxi	µ mi	 ·
∂
∂xi
(
ρ1µa	
) = 0
Since for some i
β− 1+ µxi	 = αi − µxi	 + 1	 − 1− µxi	 = αi > −1
and ρβ−1+µxi	µ mi	 = ραiµ mi	 = 0, it follows that elements ∂∂xi ρ
1
µa		 1 ≤
i ≤ n, are left dependent. Since these elements are µ-homogeneous, there
is j, 1 ≤ j ≤ n, such that the element ∂
∂xj
ρ1µa		 belongs to the left ideal
of UA	 generated by elements ∂
∂xi
ρ1µa		 with i = j. By Proposition 1,
there exists a µ-homogeneous automorphism ϕ of A such that ϕρ1µa		
does not depend on xj . Now to complete the proof it is enough to note
that ϕραµa		 = ραµϕa		 for any α ∈ +.
Lemma 16. Let a be a µ-homogeneous element of A. Suppose that a
depends on x1     xn. Then there exists a functional µ0 such that V µ0	 ⊂
V µ	, a is µ0-bounded, and the component ρ1µ0a	 depends on x1     xn.
Proof. Suppose that ρ1µ0a	 depends only on x1     xnk < n	.
To prove the lemma it is sufﬁcient to ﬁnd a functional µ0 such that
V µ0	 ⊂ V µ	 a is µ0-bounded, and the component ρ1µ0a	 depends on
x1     xk xk+1.
For any t ∈ + let µt be the functional given by µtxi	 = αi with
i = k+ 1, and µtxk+1	 = µxk+1	 + t. It is clear that V µt	 ⊂ V µ	.
Since ρ1µa	 does not depend on xk+1 µtρ1µa		 = 1. The element a is µ-
bounded if for any monomial w having a nonzero coefﬁcient in a such that
it has the xk+1-degree equal to r > 0 we have µw	 + rt ≤ 1. Since ρ1µa	
does not depend on xk+1 µw	 < 1. Hence for the element a the property
to be µ-bounded is equivalent to a system of inequalities of the form t ≤
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αi αi > 0	. Let t0 be a maximal solution of this system. Then there exists
a monomial w of the degree r > 0 with respect to xk+1 such that µt0w	 =
µw	 + rt0 = 1. Therefore the component ρ1µt0 a	 depends on xk+1. From
µt0ρ1µa		 = 1 it follows that ρ1µa	 depends on x1     xk xk+1. Finally,
we set µ0 = µt0 .
Lemma 17. Let µ be a functional, and let a be a µ-bounded element of A.
If rankMa	 < n, then there exists an automorphism ϕ of A and a functional
µ0 such that µ0 ≺ µ and the element ϕa	 is µ0-bounded.
Proof. By Lemma 16 we may assume that ρ1µa	 depends on all variables
of X. By Lemma 15 there is a µ-homogeneous automorphism ϕ of A such
that ρ1µϕa		 depends at most on n − 1 variables. We may suppose that
ρ1µϕa		 does not depend on xn. Since ρ1µa	 depends on xn, there exists a
monomial w of the xn-degree equal to r > 0 having a nonzero coefﬁcient in
a. For t ∈ + we consider the functional µt given by µtxi	 = xi with i = n
and µtxn	 = µxn	 + t. As in the proof of Lemma 16, we ﬁnd t0 > 0 such
that ϕa	 is a µt0 -bounded element. We set µ0 = µt0 . It is obvious that
V µ0	 ⊆ V µ	. From µw	 = 1 it follows that µ0w	 = µw	 + rt0 > 1.
Therefore mw	 ∈ V µ	, but mw	 /∈ V µ0	, that is µ0 ≺ µ.
Lemma 18. Let a ∈ A rankMa	 < n. Then there is an automorphism ϕ
of A such that ϕa	 ∈ H.
Proof. Let d be the degree of a. We set µxi	 = 1d  i = 1     n. Then
a is a µ-bounded element. We use the induction on the cardinality V µ	
of the set V µ	. If V µ	 = 1, then V µ	 = 0     0	, and a = α ·
1 ∈ Hα ∈ F	. Suppose that the statement of the lemma is proved for
any µ0-bounded element aµ0 ≺ µ	. Applying Lemma 17 we complete the
proof.
Theorem 1. For any element a of A the rank of a is equal to the rank of
the left ideal Ma of UA	 generated by the elements ∂a∂xi  1 ≤ i ≤ n.
Proof. By Lemma 14, rankMa	 ≤ ranka	. Let k = ranka	. We may
assume that a belongs to the subalgebra S of A generated by x1     xk.
By Lemma 18, elements ∂a
∂xi
 1 ≤ i ≤ k, are left independent over US	.
Since UA	 is a free US	-module, these elements are left independent
over UA	 (see [5]). Therefore rankMa	 = k.
Let ei i = 1     r	 be the row with i-th coordinate equal to 1 and other
coordinates equal to zero.
Theorem 2. The rank of a system of elements a1     ar of A is equal to
the rank of the left UA	-module M = Ma1ar generated by the elements∑r
i=1
∂ai
∂xj
ei 1 ≤ j ≤ n.
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Proof. Let s = rankMa1ar	 k = ranka1     ar	. As in the
proof of Lemmas 13, 14 we see that s = rankMϕa1	ϕar		 for any auto-
morphism ϕ of A, and k ≥ s. Therefore we may assume that the ele-
ments ai1 ≤ i ≤ r	 belong to the subalgebra generated by x1     xk.
Let Y = yj  1 ≤ j ≤ r. Consider the free algebra B = FX ∪ Y 	. It
is clear that A ⊆ B and UB	 is a free right UA	-module. Therefore
s = rankUA	UB	M . Consider the element
b = a1y1 + a2y2 + · · · + aryr
It is obvious that rankb	 ≤ k+ r,
∂b
∂xj
=
k∑
i=1
∂ai
∂xj
· ryi  1 ≤ j ≤ n
∂b
∂ys
= las  1 ≤ s ≤ r
We may suppose that elements a1     ar are linearly independent. Then
elements ry1     ryr  la1     lar are left independent over UB	. Hence
Mb = UB	
{
∂b
∂xj
 1 ≤ j ≤ n
}
⊕UB	la1 ⊕ · · · ⊕UB	lar 
The homomorphism f of UB	 given by f ei	 = ryi induce the isomorphism
UB	
{
∂f
∂xj
 1 ≤ j ≤ n
}
∼= UB	M
Thus, rankUB	Mb = s + r. By Theorem 1, rankb	 = s + r ≤ k+ r, that is
s = k.
6. PRIMITIVE ELEMENTS AND AUTOMORPHIC ORBITS
We recall that a system of elements of A is primitive if it is a subset of
some set of free generators of A.
Theorem 3. A system of elements a1     ar of elements of A is primitive
if and only if the matrix ∂a1	     ∂ar		 is left invertible over UA	. In
particular, an element a of A is primitive if and only if there are m1    mn ∈
UA	 such that ∑ni=1mi ∂a∂xi = 1.
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Proof. Let ei i = 1     r	 be the row with i-th coordinate equal to 1
and other coordinates equal to zero. ByMa1ar we denote the left UA	-
module generated by the elements
∑r
i=1
∂ai
∂xj
ei 1 ≤ j ≤ n. If the matrix
∂a1	     ∂ar		 is left invertible over UA	, then
Ma1ar = UA	e1 ⊕UA	e2 ⊕ · · · ⊕UA	er =
r⊕
i=1
UA	ei (8)
By Theorem 2, ranka1     ar	 = r. Moreover, it follows from (8) that for
any automorphism ϕ of A we have
Mϕa1	ϕar	 =
r⊕
i=1
UA	ei
We may assume that a1     ar belong to the subalgebra S of A generated
by x1     xr . Let ψ be an endomorphism of S given by ψxi	 = ai. It
follows from (8) that the Jacobian matrix of ψ is invertible. Therefore ϕ is
an automorphism. The inverse statement is obvious.
Theorem 4. For a system of elements a1     ar of A there are algorithms
to ﬁnd the rank of this system and to decide whether this system is primitive,
or not.
Proof. For one element a ofA we consider the left idealMa ofA. Using
elementary reductions we construct the standard Gro¨bner-Shirshov basis of
this ideal. The cardinality of this basis is exactly the rank of a. The element
a is primitive if and only if ranka	 = 1 and the standard Gro¨bner-Shirshov
basis of Ma consists only of the unity element.
In general case, the rank of the system a1     ak is equal to the left rank
of the matrix ∂a1	     ∂ak		. Using (left) elementary transformations of
rows we ﬁnd this rank. The system is primitive if and only if this matrix is
left invertible.
Another (non-matrix) criteria for an element to be primitive gives us
Theorem 5.
Proposition 2. Let I be a nonzero ideal of A such that the factor algebra
A/I is a free algebra of the variety  with k free generators. Then there is
a primitive system of elements g1     gn−k of A such that it generates the
ideal I.
Proof. Let ϕ A→ B = Fy1     yk be a surjective homomorphism,
kerϕ	 = I. We set fi = ϕxi	 1 ≤ i ≤ n. Consider the system of ele-
ments f1 f2     fn of the algebra B. Since the variety  has the Nielsen
property (13 14 29), by a ﬁnite sequence of elementary transformations
we can transform this system to y1     yk 0     0. Applying the same
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sequence of transformations to x1     xn, we get new set of free genera-
tors p1     pk q1     qn−k of A. It is clear that ϕpi	 = yi ϕqj	 = 0 for
all i j. Thus the ideal I is generated by q1     qn−k.
Theorem 5. Let a be an nonzero element of A, a	 the ideal of A gen-
erated by a	. Then a is a primitive element if and only if the factor algebra
A/a	 is a free algebra of the variety .
Proof. LetA/I ∼= Fy1     yk. By Proposition 2, we may assume that
the ideal a	 is generated by x1     xn−k. By Freihetssatz (see 30 46),
n− k = 1, and a = αx1 0 = α ∈ F .
If a is a primitive element of A, then obviously A/a	 is a free algebra
of the variety .
In what follows we consider automorphic orbits of elements of A under
the action of endomorphisms. We start with primitive elements.
For any element a of A by a¯ we denote the leading µ-homogeneous
component of a. A system of elements a1     ak is said to be reduced if
for any i = 1     k the component ai does not belong to the subalgebra
generated by aj with j = i.
Proposition 3. Let ϕ be an endomorphism of A sending primitive ele-
ments to primitive elements, ai = ϕxi	 1 ≤ i ≤ n = 2 for n = 2. Sup-
pose that the system a1     an−1 is reduced. Then
(i) There is a µ-homogeneous element h of H with rankh	 = n− 1,
µha1     an−1		 > µan	;
(ii) ranka1     an−1	 < n;
(iii) there is a µ-homogeneous automorphism ψ ofA such that elements
ψa1	     ψan	 do not depend on some variable xj of X.
Proof. Let h = x1rx2 · · · rxn−1rsx1 , where s · µx1	 > µan	. It is clear that
h = 0 if and only if n = 2 and  = 2. It is easy to see that the element
h satisﬁes the condition (i).
(ii) The element f = xn + hx1     xn−1	 is primitive. Then by the con-
ditions of the lemma the element g = ϕf 	 is also primitive. By Theorem 3
there are elements mi 1 ≤ i ≤ n, of UA	 such that
∑n
i=1mi
∂a
∂xi
= 1. Since
g = an + ha1     an−1	,
n∑
i=1
mi
∂an
∂xi
+
n−1∑
j=1
( n∑
i=1
mi
∂aj
∂xi
)
· ∂h
∂xj
a1     an−1	 = 1
Considering the component of the degree
r + µha1     an−1		 where r = maxµmi	 − µxi	
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we get
n−1∑
j=1
( n∑
i=1
m′i
∂aj
∂xi
)
∂h
∂xj
a1     an−1	 = 0 (9)
where m′i is the component of mi of the degree r +µxi	. Since the system
a1     an−1 is reduced, it forms a set of free generators of the subalgebra,
S of A which it generates (see 13 29). It follows from rankh	 = n − 1
that the elements ∂h
∂xj
a1     an−1	 1 ≤ j ≤ n − 1, are left independent
over US	. Since UA	 is a free left US	-module, it follows from (9) that
r∑
i=1
m′i
∂aj
∂xi
= 0 1 ≤ j ≤ n
By Theorem 2, ranka1     an−1	 < n.
(iii) Fix t ∈  such that
t > maxµxi	 µaj	  1 ≤ i ≤ n 1 ≤ j ≤ n− 1
Let Y = y1     yn−1 µyi	 = 2t −µai	 1 ≤ i ≤ n− 1, B = FX ∪Y 	.
Consider the homogeneous element
b = a1y1 + a2y2 + · · · + an−1yn−1 ∈ B
As in the proof of Theorem 2, elements ∂b
∂x1
     ∂b
∂xn
are left dependent
over UB	. Since these elements are homogeneous, there is j with ∂b
∂xj
∈∑
i =j UB	 ∂b∂xi . By Proposition 1, there is a µ-homogeneous automorphism
ψ of B such that ψyi	 = yi 1 ≤ i ≤ n − 1, and an element ψb	 does
not depend on xj . Since µxi	 < t < µyi	 for any i j, the element ψxi	
does not depend on yj . Thus ψxi	 ∈ A, and the restriction of ψ on A is a
desirable automorphism.
Theorem 6. Let ϕ be an endomorphism of A such that for any primitive
element a of A the element ϕa	 is primitive. Then ϕ is an automorphism
of A.
Proof. We may suppose that ai = ϕxi	 = xi + bi 1 ≤ i ≤ n, where bi
are linear combinations of monomials of degree not less than 2. If n = 2
and =2, then primitive elements of A have the form αx1+βx2, where
αβ ∈ F αβ	 = 0 0	. In this case ψxi	 = xi, and ϕ is an automorphism.
Suppose that if n = 2, then  =2. Consider the set of functionals
µ  there is an automorphism ψµ such that
ψµa1	    ψµan−1	 are µ-bounded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Let µ be a minimal element of this set with respect to the ordering ≺. Con-
sidering the composition ψ ◦ ϕ we may suppose that elements a1     an−1
are µ-bounded. We show that there is j such that a1     an−1 do not
depend on xj . Assume the contrary. As in the proof of Lemma 16 we ﬁnd a
functional µ0, such that µ0 ! µ and the components ρ1µ0a1	    ρ1µ0an−1	
depend on every x ∈ X. Using point (iii) of Proposition 3 and the proof
of Lemma 17 we construct a functional µ1 and an automorphism ψ of A
such that µ1 ≺ µ0 and elements ψa1	     ψan−1	 are µ1-bounded. We
have come to a contradiction with the choice of µ. Hence a1     an−1 do
not depend on xj . We may assume that j = n. Then a1     an−1 ∈ H,
and the restriction of ϕ′ on H is an endomorphism of H preserving prim-
itivity of elements. Using the induction on n we may assume that ϕ′ is
an automorphism of H, ϕ′xi	 = xi with i ≤ n, and ϕxn	 belongs to the
ideal of A generated by xn. Since the element b = ϕxn	 is primitive,
A/b	 ∼= H ∼= A/xn	, where b	 and xn	 are ideals of A generated by b
and xn, respectively. It follows b	 = xn	. By Freiheitssatz (see [30, 46]),
ϕxn	 = αxn 0 = α ∈ F . Thus, ϕ is an automorphism of A.
Theorem 7. Let u be a nonzero element of A, Orb(u) the automorphic
orbit of the element u, ϕ an endomorphism of A such that ϕOrbu		 ⊆
Orbu	. Then ϕ is an automorphism of A.
Proof. The statement of the theorem follows from Theorem 6 and
[18, Proposition].
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