Computer Programming forms the basis from which most students in the IS/IT discipline launch themselves into further endeavors in the discipline. However, statistical analysis of students' performances in programming related assessment tasks reveals that the mastery of computer programming skills is not easily acquired. This assertion is supported by the reports of high failure rates in programming courses at several academic institutes. This trend is also confirmed at the University of KwaZulu-Natal (UKZN) where programming related assessments have resulted in failure rates as high as 50%. A theoretical framework to determine errors made by students at the microscopic level was constructed and used to perform an analysis of student responses in a programming assessment tasks. A qualitative theoretical framework was used to determine the frequency of structural, executive and arbitrary errors. In this initial inquisition, proficiency in four programming foundational concepts was tested using the proposed framework. Results indicate a predominance of high level errors (structural) in these foundational areas of programming.
Introduction
Computers can be used to solve problems to the extent that any mind can devise procedures and algorithms to solve. However, computer programming is taught more by apprenticeship and appearances than by principles and procedures (Mills, Basili, Gannon, & Hamlet, 1987) . Above average high school students do not know the fundamentals of computer programming even though computers are becoming an important high school subject. These students are vulnerable to computer infatuation based on a mode of user rather than developer or problem solver. The vulnerability may be due to the way we teach introductory computer programming courses. Most textbooks portray interesting and exciting problems of life that captivate students who spend an inordinate amount of time on the "excitement" rather than understanding the programming principles.
These observations do not in any way place the blame completely on students' inability to cope. Programming is an inherently cognitively challenging discipline and seems to be the hardest faculty to master when dealing with computers (Efopoulos, Dagdilelis, Evangelidis, & Satratzemi, 2005) . Since the inception of the concept of software development, the mastery of computer programming seems to have been tagged as perpetuMaterial published as part of this publication, either on-line or in print, is copyrighted by the Informing Science Institute. Permission to make digital or paper copy of part or all of these works for personal or classroom use is granted without fee provided that the copies are not made or distributed for profit or commercial advantage AND that copies 1) bear this notice in full and 2) give the full citation on the first page. It is permissible to abstract these works so long as credit is given. To copy in all other cases or to republish or to post on a server or to redistribute to lists requires specific permission and payment of a fee. Contact Publisher@InformingScience.org to request redistribution permission. ally problematic. This assertion can be substantiated by sentiments echoed by Edsger Dijkstra in his ACM Turing Award Lecture, "The Humble Programmer" where he said: "…as long as there were no machines, programming was no problem at all; when we had a few weak computers, programming became a mild problem, now we have gigantic computers, programming has become an equally gigantic problem" (Dijkstra,1972) . Pea and Kurland (1984) cite numerous studies that allude to the deep misunderstanding of programming related concepts by adult novice programmers as a result of a lack of pedagogical theory on computer programming. This is certainly a concern for academics as well as students aspiring to become experts in the field of IT. Efforts to unravel the mystery behind this dilemma have been hampered due to the dynamism inherent in computer programming.
An ambitious task of any foray into the pedagogies of computer programming is to ascertain the essential elements or the foundation structures essential for the learning of computer programming. This is as a consequence of the proliferation of a multitude of technological infrastructures and methodologies that have blurred the boundaries of what should be regarded as core knowledge in order to facilitate the mastery of computer programming. These assertions are corroborated by Eric Roberts (2004) , in his capacity as chairman of the ACM Education Board Task Force on Computer Science Education, when he remarked that a major challenge facing computer science education is beginning to unfold in the form of:
• Complexity. The number of programming details that students must master has grown much faster than the corresponding number of high level concepts.
• Instability. The languages, libraries and tools on which introductory computer science education depends are changing more rapidly than they have in the past.
These factors have increased the complexities that novice programmers have to contend with, thereby placing an additional burden on the cognitive abilities of students. However, a consultation of current literature on computer programming reveals that the major development that has manifested itself as a superior methodology is the object-oriented approach to programming (Bohl & Ryn, 2003, p. 236; Schach, 2007, p. 205; Schackleford, 1998, p. 254) . This objectoriented approach has become a catalyst for the perpetuation of an engineering-like approach to software development. However, computer programming is characterised by the core elements of data types, data operators, variables and constants, input/output control, sequential, iterative and conditional logic. This list can be extended to include data structures as well as the introduction of abstractionism via modularised programming. These extensions will bring into play concepts such as parameter/message passing as well as local/private and global/public variables. It is pertinent to observe that mastery of these concepts is essential irrespective of which development paradigm is being used (Farrell, 2007, p. 27) .
In terms of the technology of programming, these core elements have become the source of three types of errors listed as syntax errors ( typographic error), semantic error ( unintelligible meaning) or logic error ( flaw that causes an algorithm to do something other than what it was supposed to do). The syntactic and semantic errors are software recognisable. However, Schackleford (1998, p. 301) asserts that novice programmers spend a high proportion of their development effort on debugging code and thereby solving the syntactic and semantic dilemma. Hence, the logical remedy would be the invocation of symbolic, non-technological methods that would ensure focus on problem solving. A strategy here would entail the implementation of flowcharting notation, possibly pseudo code or even written code that is not compiled. From a pedagogical perspective it is imperative to impose a framework that informs the analyses of student response to programming tasks. In order to achieve this, we used the error analysis framework proposed by Naidoo (1996) .
The framework is constructed on the philosophy that errors made by students could be a pointer to conceptual problems inherent in the teaching/learning process. Three error categories have been identified by this framework and are presented here in increasing order of severity:
• Arbitrary Error -subject behaves arbitrarily and failed to take into account the constraints laid down. A programming related adaptation of this would be the identification of low level errors such as syntactically driven errors or inappropriate use of syntactic constructs -described by Schneiderman and Mayer (1979) as "…precise, detailed and arbitrary knowledge about how the constructs in a particular language must be implemented" • Executive Error -subject failed to carry out manipulations though the principles involved may have been understood. A programming related adaptation of this would be manifest in solutions that may generate run-time errors or the generation of incorrect output due to semantic incorrectness. Schneiderman and Mayer described semantic knowledge to include low level concepts such as understanding the concept of assigning a value to a variable, summing the contents of an array, and understanding of high level concepts such as searching and sorting of data values.
• Structural Errors -subject failed to appreciate the relationship involved in the problem or to grasp some principle essential to the solution. A programming related adaptation would be the inability to comprehend the problem domain or the inability to create a programming model to represent the problem domain.
This error analysis framework will be used to analyse errors made by student programmers in programming tasks. However, this error analysis will be conducted in conjunction with an investigation of the cognitive processes that underpin instantiation of these errors. In order to facilitate this cognitive incursion, a cognitive science theoretical framework pioneered by cognitive theorists, such as Piaget, Minsky, Papert and Simon, is used to provide a foundation for the current research agenda. However this research effort shall use an adaptation of this cognitive science framework, proposed by Davis (1984) . In order to understand how students think when they solve problems of a mathematical nature Davis proposed a framework to explain the human thought processes that underlie problem solving. The current research effort attempts to use the Davis framework from a problem solving perspective that entails computer programming. In order to achieve this objective, it is necessary to provide an overview of the Davis framework.
Problem solving entails the invocation of several unit steps of mental activity. When several unit steps are carried out in a sequential order, this sequence is referred to as a procedure. Based upon previous problem solving experience as well as acquisition of knowledge, these procedures are stored in human passive memory also referred to as long term memory. In order to implement these procedures in problem solving exercises, they need to be identified and transferred to operational memory or working memory. An encapsulation of a series of procedures and subprocedures is referred to as a frame or a knowledge representation structure (KRS). Frames are stored in passive memory and contain the infrastructure for solutions to various problem situations. This infrastructure consists of frame variables or slots whose values depend on the actual input data from the problem domain itself. Once a problem situation is encountered, an appropriate frame is retrieved from passive memory and populated with the input data which is housed in frame variables. Any complex processing that may be required by the frame is achieved by the activation of appropriate procedures.
Upon encountering a problem situation, a frame is selected and copied into the memory work space. Judgement is required by the problem solver in selecting the correct frame as well as achieving a correct mapping of the input data into the appropriate frame variables. In order to achieve this, invocation of the Piagetian concepts of assimilation and accommodation are re-quired to facilitate correct incorporation of the variables into the cognitive process. However, it is at this juncture that errors begin to make an incursion into the problem solving process. Davis asserts that "student errors turn out to be very regular and systematic and it is often possible to predict which wrong answer is given by a particular student" (Davis, 1968, p. 43) . It is this observation that has prompted the incorporation of the error analysis framework proposed by Naidoo in order to analyse student performance in computer programming. A demonstration of the Davis cognitive framework for problem solving in conjunction with the Davis framework for analysis errors is now undertaken.
The problem requires data input from a data source as well the production of output subsequent to some processing. The typical structure would resemble the diagram shown in Figure 1 .
Figure 1. Typical Structure of Problem Solving
If the student fails to recognise the need for the input of data, then the implication is that an incorrect/incomplete frame is being retrieved from passive memory in response to the problem domain. This is classified as a structural error. However, if the data input frame is invoked, but there is perhaps some confusion between input and output or the incorrect data item is input, then this is classified as an arbitrary error. The rationale here is that the student understood the concept of providing an interface for data input/output, as well as the relevance of providing a receiving variable, but did not accurately implement the details according to flowcharting convention. If the student realised the need for input/output, but did not appreciate the need to include a variable as a data receiver, then this implies that the student failed to understand the relationship between problem domain elements and the use of variables to model the problem domain. This is classified as an executive error. This illustration serves to highlight the need to entrench the simple principles of input and output so that students can create simple frames that can be retrieved to facilitate more difficult problem solving. This is in accordance with Piaget's postulate that learning occurs via the basic operations of assimilation (frame retrieval) and accommodation (synthesis of new knowledge). Accommodation is only possible if assimilation has been properly achieved. This is further corroborated by the postulates of Gentner (1982) and Quinn (1982) that "… the more carefully one examines any area of 'knowledge' -the clearer it becomes that even the most sophisticated thought about the most abstruse matters consists of putting together of very simple ideas" (Davis, 1968: p.158 ). In reference to Davis's Frame theory, this is illustrated using the following example. A student is given the task of arranging numerical data into order of increasing magnitude. In order to achieve a solution using programming logic, invocation of each of the following frames is required:
• input/output Frame • a frame that concretises the abstraction of an array ( an array frame)
• an array frame that has a "sort" procedure within its infrastructure
• a frame that handles the fundamental logic inherent in the technique of iteration control
• a frame that handles conditional structures In order to solve this problem, the programmer has to integrate aspects of each frame into an assembly (Davis, 1968: p. 154 ), thereby building a new frame that could be retrieved whenever a similar problem is encountered. However, in order to achieve this, the following cognitive processing, described algorithmically in Figure 2 , has to occur:
Figure 2. Cognitive Processing
Each of the core frames used in the construction of this solution has the potential for instantiation of structural, executive and arbitrary errors. A generic discussion of the possibility of errors in some of these core elements is now undertaken.
In order to present a discussion that incorporates error analysis of looping, conditionals and array processing, programmers are given the task of determining how many elements in an input set consisting of numeric data, is above average. In order to achieve an efficient solution for this problem, it is imperative to make use of an array data structure. Hence frame retrieval will involve invocation of an array processing frame that has the resemblance shown in Figure 3 .
Figure 3. Array Processing Frame
Retrieval of a frame that does not incorporate an array structure is tantamount to a structural error. In this case, solving the problem without an array is possible, but highly improbable. The input of elements into an array has to be iteration controlled. The input requirements of the problem dictate array declaration and loop control. Incorrect transfer from problem domain to the solution structure will result in arbitrary errors. An example of such an error would be the failure to take cognisance of the specified input data type. Another example would be the failure to provide correct loop control de-limiters. The array dimensions and loop controlled de-limiters are "slots" or Frame variables that are instantiated via the input data. A failure to correctly implement the iteration structure is classified as an executive error. In order to facilitate further processing and achieve a solution for the problem, it is essential to now invoke a procedure that can be directly used (assimilation) or modified for the problem domain (accommodation).
Further processing will entail invocation of a frame to handle conditional logic (branching) as well as iteration control. Failure to recognise the need to invoke conditional processing or iteration control to determine a count of input data will qualify as a structural error. An illustration of the logic required to compute a count of the number of input items that are above average is presented in Figure 4 using flowcharting convention. Hence, it can be seen that the cognitive processes that are activated to facilitate problem solving makes use of passive memory for frame and process retrieval. These frames are instantiated in active memory by replacing the variable slots with data that is obtained from the problem domain. In terms of iteration and conditional control, the incorrect choice of values to populate the frame variable slots results in arbitrary errors. However, incorrect mapping of the problem domain manifested in the form of incorrect choice of looping structures or incorrect conditions used to control the flow of processing is classified as an executive error.
A discussion of the error analysis and cognitive processing framework is now undertaken with respect to sub-routines and functions.
One of the basic tenets of good programming technique is the requirement that programs be developed using a modular approach in order to raise the level of abstraction. This approach facilitates easier reading, writing and debugging of programs (Shackleford, 1998, p. 89) . These sentiments are further entrenched by Schach when he refers to procedural abstraction as "… a powerful software development technique that contributes to increasing the level of portability of the software product" (Schach, 2007, p. 196) . However, this procedural abstractionism coupled with the general level of abstract thinking required in programming increases the cognitive burden placed on programming students. Evidence of this dilemma becomes apparent when solutions to tasks requiring an understanding of procedural programming is analysed. In terms of the Naidoo Error Framework, the failure to understand or respond with a solution that comprises of modular code is classified as a structural error. This is evidenced by the observation of programmers who prefer to deliver monolithic code rather not make use of local variables and formal parameters. Hence a non-retrieval/implementation of the procedural frame violates some basic tenets of proper programming, and as such, is appropriately classified as structural. In order to explain instances of executive errors, it is imperative to explain the concept of formal parameters. Formal parameters are characterised by one of three distinct semantic models: (1) They can receive data from the corresponding actual parameter; (2) they can transmit data to the actual parameter; (3) they can do both. These three semantic models are called the "in mode", "out mode" and the "inout mode" (Sebesta, 2006, pp: 387) . In terms of the error analysis framework, a failure to understand the relationship between these different types of parameters is classified as an executive error. Incorrect manipulation of the parameters in conjunction with the local variables in order to correctly represent the intended logic of the sub-routine would also be classified as executive errors. Arbitrary errors would include a failure to correctly match the data types from the parameter declaration to the sub-routine activation. Further instances of arbitrary errors would be a failure to comply with any data constraints placed on the parameters.
In order to illustrate the errors graphically, a generic procedural structure is shown in Figure 5 . 
Method and Results
In order to investigate incidence of these error categories student responses to programming tasks were analysed using the Naidoo Error Framework. Student responses were classified according to the different academic different levels (year1, year2 and year3) of programming courses offered within the IT department (See Table 1 ). 
Discussion
The relatively low frequency counts for Structural errors in the category of Input/output control can be attributed to the fact that these concepts entail lower abstraction levels. The cues that facilitate identification of input data and output requirements are normally made patently clear when the programmer studies the problem specification. Hence, the instantiation of the input/output frame occurs instinctively in response to identification of data interface elements from the problem domain. However, incorrect procedures within the frame or the invocation of incorrect procedures to correctly handle the input specification will result in the instantiation of executive errors. This is illustrated by examples where standard input techniques normally associated with primitive data input is used in situations that require input processing for complex data structures. This could also be a case where the frame for the specific data structure processing is flawed, impacting on the technique used to handle data input. The diagram in Figure 6 illustrates the cognitive processing that the programmer engages in and how the error analysis framework is implemented. The programming task selected for this demonstration is a problem situation where the initial processing required the input of data into an array.
A pertinent observation from the error analysis data is that the integrity of the input/output frame structure seems to improve in tandem with the transition from lower to higher academic levels. This suggests that once the structural error possibility is eliminated, increased exposure to problem situations over a period of time will result in an improved frame structure to handle all input/output control situations. The cascading effect is that this situation increases the possibility of a significant reduction in executive errors. The incidence of arbitrary errors is usually not a cause for concern as this could indicate a lapse in concentration on the part of the programmer. However, this could be a deceptive conclusion as the arbitrary error could be as a consequence of a serious flaw in the make-up of the input/output frame. This could be detected if programmers incur arbitrary errors on a regular basis.
Figure 6. Cognitive Processing a Programmer Engages in and How Error Analysis Framework is Implemented
The percentage contribution of structural errors diminishes significantly with each transition from a lower academic level to a higher academic level. This is indicative of a progressively higher level of problem domain comprehension as students experience a natural increase in cognitive maturity thereby facilitating increased capacity to handle abstractionism. The prevalence of a high incidence of executive error displayed by second level students could be attributed to a "semantic gap" which has been described by Blackwell (1996) as a lack of coherence between the programmer's conceptual model of what their program should do, and the computational model of the program itself. This lack of semantic mobility would have an error generating cascading effect that would be detrimental in facilitating any kind of meaningful analysis of the problem situation.
Conclusion
Richard Mayer (1981) writes that understanding is "…the ability to use learned information in problem-solving that are different from what was explicitly taught". This is manifested in the user's ability to transfer learning to new situations. Hence, a deeper understanding of fundamental concepts would facilitate easier adaptation to handle newly encountered problem domain. This explanation is corroborated by Davis's Frame theory where the underlying philosophy is that programmers need to construct complete, coherent and logically correct frames encompassing basic programming structures in order to handle complex problem situations.
The results and analyses presented above provide evidence that students may engage in surface/artificial learning of computer programming concepts (manifested in the high incidence of executive and structural errors). This assertion is supported by a phenomenographic study conducted by Booth (2001) where it was found that students, who approached learning to program as learning to code in a language or as passing the course, exhibited a surface approach to learning. This kind of practice would not be condoned by the academic community. However, the current pedagogical examining style as espoused by Bloom's Taxonomy requires that assessment tasks be categorised to cater for the varying cognitive levels. These range in a continuum from simple recall skills to higher order analytical skills. It is within the confines of this taxonomy, that students with a surface knowledge of programming concepts may achieve their objective of passing a programming course. This assertion is based on the observation that the severity of structural errors is diluted by the presence of tasks that require only mechanical manipulation or understanding of basic concepts. These tasks could only possibly generate executive errors, thereby obscuring the structural inadequacies the student may possess. This argument presented here illustrates the potential of current teaching strategies for creating a situation that allows students, with unsustainable abilities as programmers, to be deceived into classifying themselves as experts.
