On centers of bimodule categories and induction-restriction functors by Deshpande, Tanmay
ar
X
iv
:1
61
1.
04
48
6v
1 
 [m
ath
.Q
A]
  1
4 N
ov
 20
16
On centers of bimodule categories and induction-restriction functors
Tanmay Deshpande
Abstract
In this paper we study a toy categorical version of Lusztig’s induction and restriction functors for character
sheaves, but in the abstract setting of multifusion categories. Let C be an indecomposable multifusion
category and let M be an invertible C -bimodule category. Then the center ZC (M ) of M with respect
to C is an invertible module category over the Drinfeld center Z (C ) which is a braided fusion category.
Let ζM : ZC (M ) −→M denote the forgetful functor and let χM : M −→ ZC (M ) be its right adjoint
functor. These functors can be considered as toy analogues of the restriction and induction functors used
by Lusztig to define character sheaves on (possibly disconnected) reductive groups. In this paper we
look at the relationship between the decomposition of the images of the simple objects under the above
functors and the character tables of certain Grothendieck rings. In case C is equipped with a spherical
structure and M is equipped with a C -bimodule trace, we relate this to the notion of the crossed S-matrix
associated with the Z (C )-module category ZC (M ).
1 Introduction
The goal of this paper is to understand some toy categorical analogues of certain constructions and results
that appear in Lusztig’s theory of character sheaves. We begin by briefly recalling Lusztig’s notion of
unipotent character sheaves on reductive groups. We refer to [L2, L4, L5, L6] for details. Let G be a
connected reductive algebraic group over the algebraic closure of a finite field. Let B denote the flag variety
of G. Let G act diagonally on B × B and consider the category DG(B × B) of G-equivariant Qℓ-complexes
on B × B. This category has the structure of a triangulated monoidal category. We also have the category
DG(G) of conjugation equivariant Qℓ-complexes on G. This has the structure of a triangulated braided
monoidal category under convolution with compact support. Then in [L2] Lusztig has defined the induction
and restriction functors
χ : DG(B × B) −→ DG(G) and ζ : DG(G) −→ DG(B × B). (1)
The G-orbits in B × B are parametrized by the Weyl group W . For w ∈ W , let Ow ⊆ B × B be the
corresponding G-orbit and let Iw ∈ DG(B × B) denote the simple G-equivariant perverse sheaf supported
on the orbit closure Ow corresponding to the constant rank 1 local system on Ow. For w ∈ W , let Rw :=
χ(Iw) ∈ DG(G). Then Rw is a semi-simple complex and a unipotent character sheaf on G is defined to be a
simple perverse A ∈ DG(G) that occurs in an Rw for some w ∈W. In [L2], Lusztig also describes a formula
for the decomposition of Rw = χ(Iw) as a direct sum of (shifted) character sheaves.
In [L4], Lusztig has also defined the notion of unipotent character sheaves on any connected component D
of a possibly disconnected algebraic group whose neutral connected component is a reductive group G. Let
DG(D) denote the category of G-conjugation equivariant complexes on the connected component D. Then in
this situation as well, Lusztig defined a twisted version of induction and restriction functors, namely
χD : DG(B × B) −→ DG(D) and ζD : DG(D) −→ DG(B × B). (2)
Set Rw,D := χD(Iw) ∈ DG(D). Then as before, Rw,D is a semi-simple complex and a unipotent character
sheaf on D is defined to be a simple perverse A ∈ DG(D) that occurs in an Rw,D for some w ∈ W. In
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[L4], Lusztig also describes a formula for the decomposition of Rw,D = χD(Iw) as a direct sum of (shifted)
character sheaves on D.
Let us now consider the situation where we have a connected reductive group G equipped with an Fq-
Frobenius endomorphism F : G −→ G. At this stage it is convenient to use the perfectization functor to
pass to the setting of perfect quasi-algebraic groups. In this setting, F becomes an isomorphism. Let us
form the semidirect product G〈F 〉 := G ⋊ Z and set D to be the coset GF ⊆ G〈F 〉. The constructions of
the previous paragraph can be carried out in this situation as well to obtain functors
χGF : DG(B × B) −→ DG(GF ) and ζGF : DG(GF ) −→ DG(B × B). (3)
Now using Lang’s theorem, we see that taking the stalk of a complex at F ∈ GF induces an equivalence of
categories
DG(GF ) ∼= D
b(Rep(GF )), (4)
hence in this situation we can consider χGF as a functor
χGF : DG(B × B) −→ D
b(Rep(GF )). (5)
If we apply χGF to the constant rank one local systems supported on the various G-orbits Ow ⊆ B × B
(w ∈ W ), we essentially obtain Deligne-Lusztig’s induced (unipotent) representations. However, it is more
convenient to work with the simple perverse sheaves Iw ∈ DG(B×B) as before and set Rw,GF := χGF (Iw) ∈
Db(Rep(GF )). In this situation the notion of unipotent character sheaves on D = GF is then equivalent to
the notion of unipotent irreducible representations of GF . As in the previous paragraph, a similar formula
for the decomposition of Rw,GF into irreducible unipotent representations and their shifts also holds.
In the situation of both the previous paragraphs, the G-coset D induces an outer automorphism class
(conjugation by elements of D) of G, which give rise to a monoidal autoequivalence ϕ of DG(B × B) and a
braided monoidal autoequivalence of DG(G). Also, the category DG(D) has the structure of DG(G)-module
category. Now we can consider the category DG(B × B) as a left module category over itself. Let us denote
by DϕG(B×B), the DG(B×B)-bimodule category which is DG(B×B) as a left module category and in which
the right multiplication is twisted using the monoidal automorphism ϕ : DG(B × B) −→ DG(B × B).
In this paper we will study an abstract categorical, but simplified analogue of the above situation. Instead of
the triangulated monoidal category DG(B×B), we will work in the simpler setting of an abstract multifusion
category C . Let us assume that C is an indecomposable multifusion category. Then its Drinfeld center
Z (C ) is a braided fusion category. This will play the role of the braided triangulated category DG(G)
above. Let ζ : Z (C ) −→ C denote the forget functor. Then it has a right adjoint χ : C −→ Z (C ). These
functors are the analogues of the restriction and induction functors defined above.
Instead of the bimodule category DϕG(B × B), we consider any invertible C -bimodule category M . Now
there is the notion of the center (cf. [ENO2, §2.8]) ZC (M ) of the C -bimodule category M . Then ZC (M )
is an invertible Z (C )-module category. This will play the role of the DG(G)-module category DG(D) that
appeared in the reductive group setting. Again we have the forgetful functor ζM : ZC (M ) −→ M and its
right adjoint χM : M −→ ZC (M ) which are the toy analogues of the restriction and induction functors
ζD, χD defined in the setting of reductive groups. If we take M = C , then these functors agree with the
functors defined in the previous paragraph.
For a simple object M ∈ M , we would like to decompose χM (M) as a direct sum of simple objects of
ZC (M ). In this paper we will describe this decomposition and relate it to the character tables of certain
Grothendieck rings in close analogy with Lusztig’s decomposition formulas.
Note that in the setting of reductive groups, the DG(B×B)-bimodule category D
ϕ
G(B × B) corresponds to a
monoidal autoequivalence ϕ : DG(B ×B)
∼=
−→ DG(B ×B), i.e. it is quasi-trivial in the sense of [ENO2, §4.3].
However, we do not impose this restriction on the (invertible) C -bimodule category M considered in this
paper.
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The abstract setting studied in this paper is only a simplified analogue of the setting encountered in the
theory of character sheaves on reductive groups. This setting is essentially what is obtained after Lusztig’s
truncated versions of his constructions studied in [L5, L6]. We will be closer to Lusztig’s original setting if
instead of a multifusion category C we consider the monoidal category of Soergel bimodules associated with
a Coxeter system. We hope to study this elsewhere.
2 Preliminaries and main results
In this section we will recall some preliminaries about multifusion categories, bimodule categories over them
and will state the main results of this paper. We will refer to the sources [ENO1], [ENO2], [GNN] and
others for proofs and a more detailed account of the preliminaries. Throughout the paper, let us fix an
algebraically closed field k of characteristic zero. All categories appearing in this paper will be assumed to
be k-linear.
2.1 Multifusion categories and Morita equivalence
Let C be a k-linear indecomposable multifusion category (cf. [ENO1]). This means that C is a k-linear
semisimple abelian rigid monoidal category with finitely many simple objects, finite dimensional spaces of
morphisms and that C cannot be decomposed as a direct sum of non-trivial multifusion categories. We say
that C is a fusion category if its unit object is simple.
Following [ENO2], we recall the notion of the Brauer-Picard groupoid of indecomposable multifusion1 cate-
gories BrPic. By definition, this is a 3-groupoid, whose objects are indecomposable multifusion categories,
1-morphisms from C to D are invertible (C ,D)-bimodule categories, 2-morphisms are equivalences of such
bimodule categories, and 3-morphisms are isomorphisms of such equivalences. For an indecomposable mul-
tifusion category C , we set BrPic(C ) := BrPic(C ,C ), the categorical 2-group whose objects are invertible
C -bimodule categories.
Sometimes, an invertible (C ,D)-bimodule category M ∈ BrPic(C ,D) is also known as a Morita equivalence
between C and D . In particular, it induces an equivalence of categorical 2-groups
ad(M ) : BrPic(C )
∼=
−→ BrPic(D), defined by BrPic(C ) ∋ N 7→ M−1 ⊠C N ⊠C M ∈ BrPic(D). (6)
For a multifusion category C , let us decompose its unit object 1 ∼=
⊕
i∈I
1i as a direct sum of simples. As
in [ENO1, §2.4] we obtain a decomposition C =
⊕
i,j∈I
Cij as abelian categories. For each i ∈ I, Cii is a
fusion category known as a component category and for i, j ∈ I, Cij is a (Cii,Cjj)-bimodule category. If C
is indecomposable, then C is Morita equivalent to each of its component categories; indeed in this case, for
each i ∈ I,
⊕
j∈I
Cij is an invertible (Ci,C )-bimodule.
For any multifusion category C , there is the notion of its Drinfeld center (cf. [ENO1]) Z (C ) which is a
braided multifusion category. If C is indecomposable, then Z (C ) is in fact a braided fusion category. If
C ,D ∈ BrPic are indecomposable multifusion categories and M ∈ BrPic(C ,D) is an invertible (C ,D)-
bimodule category, then we have an induced equivalence of braided fusion categories
Z (M ) : Z (C )
∼=
−→ Z (D). (7)
Let us truncate the 3-groupoid BrPic to obtain the 2-groupoid BrPic and let EqBr be the 2-groupoid
whose objects are braided fusion categories, 1-morphisms are braided equivalences and 2-morphisms are
isomorphisms of braided equivalences. Then we have
1In [ENO2] only fusion categories are considered, but most results can be readily extended to the multifusion case.
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Theorem 2.1. ([ENO2, Thm. 1.1]) The Drinfeld center construction gives rise to a fully faithful embedding
Z : BrPic −→ EqBr. In particular, for a multifusion category C , we have a natural equivalence of categorical
1-groups BrPic(C ) ∼= EqBr(Z (C )).
2.2 Centers of bimodule categories and induction-restriction functors
Now let C be an indecomposable multifusion category and let M be an invertible C -bimodule category.
Then its center (cf. [GNN, §2], [ENO2, §2.8]) ZC (M ) is defined to be the category of C -bimodule functors
from C to M . Equivalently, we can also think of it as the category whose objects are pairs (M,β(·)), where
M ∈ M and for C ∈ C , βC : C⊗M
∼=
−→M⊗C are isomorphisms satisfying certain compatibility conditions.
If we take M = C , then we recover the notion of the Drinfeld center of C .
Then the center ZC (M ) is an invertible Z (C )-module category. In fact, we have
Theorem 2.2. Let C be a multifusion category. Then the center construction above induces an equivalence
of categorical 2-groups (cf. [ENO2, §3.4])
ZC : BrPic(C )
∼=−→ Pic(Z (C )) defined by M 7→ ZC (M ). (8)
Here BrPic(C ) (resp. Pic(Z (C ))) is the categorical 2-group whose objects are invertible C -bimodule cate-
gories (resp. invertible Z (C )-module categories) as defined in [ENO2].
Remark 2.3. By [ENO2, Thm 5.2], for any nondegenerate braided fusion category B we have a natural
equivalence of categorical 1-groups Pic(B) ∼= EqBr(B). In particular, we have Pic(Z (C )) ∼= EqBr(Z (C )).
This equivalence is compatible with that from Theorem 2.1 and the one obtained by the 1-truncation of (8).
For C ∈ BrPic, M ∈ BrPic(C ), we have the forgetful functors
ζ : Z (C ) −→ C and ζM : ZC (M ) −→ M . (9)
The functor ζ is monoidal and ζM is a functor of Z (C )-module categories via ζ. We will call these as the
restriction functors. Let
χ : C −→ Z (C ) and χM : M −→ ZC (M ) (10)
denote the functors which are right adjoint to the above functors. We will call these as the induction
functors.
Remark 2.4. Note that given a C -bimodule category M , we have the corresponding braided autoequiva-
lence Φ := Z (M ) : Z (C )
∼=−→ Z (C ) given by Theorem 2.1.
2.3 Multiplicities under induction and restriction
For a semisimple abelian category A, let OA denote the set of isomorphism classes of simple objects of A
and let K(A) denote the Grothendieck group of A. For an object X ∈ A, let [X ] denote its image in the
Grothendieck group. For an object X ∈ A and A ∈ OA, let [A : X ] ∈ Z≥0 denote the multiplicity of A in X .
Hence we have [X ] =
∑
A∈OA
[A : X ][A] in K(A). If R is any commutative ring, we set KR(A) := K(A)⊗ R
by extending scalars to R.
Remark 2.5. Throughout the remainder of this paper, C will denote an indecomposable multifusion cate-
gory, M will denote an invertible C -bimodule category and Φ = Z (M ) : Z (C )
∼=
−→ Z (C ) will denote the
braided autoequivalence obtained from Theorem 2.1.
LetM ∈ OM and A ∈ OZC (M ). Our goal in this paper is to study the decompositions of χM (M) ∈ ZC (M )
and ζM (A) ∈ M into a direct sum of simple objects. Note that by the adjointness of the functors ζM and χM ,
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we have [A : χM (M)] = [M : ζM (A)] for any M ∈ OM , A ∈ OZC (M ). Hence for A ∈ OZC (M ),M ∈ OM let
us set
mA,M := [A : χM (M)] = [M : ζM (A)] ∈ Z≥0. (11)
Then we have
[χM (M)] =
∑
A∈OZC (M)
mA,M [A] in K(ZC (M )) for each M ∈ OM and (12)
[ζM (A)] =
∑
M∈OM
mA,M [M ] in K(M ) for each A ∈ OZC (M ). (13)
In this paper we will express the multiplicities mA,M in terms of character tables of certain algebras.
2.4 Grothendieck rings and modules
Since C is a multifusion category, the Grothendieck group K(C ) has the structure of a based ring (cf. [L3],
[O]). In particular it is a symmetric Frobenius ∗-ring, with the ∗-anti-involution coming from duality in C .
Recall from the standard definition of based rings that we have a homomorphism τ : K(C ) −→ Z which
commutes with the anti-involution (·)∗ : K(C ) −→ K(C ). Similarly, K(Z (C )) is a based commutative
Frobenius ∗-ring. Let Qab ⊆ k be the cyclotomic subfield. It has a distinguished field involution (which will
be called “complex conjugation” and denoted by (·)) which sends each root of unity to its inverse. It will
be convenient to extend scalars to Qab and consider the (based) symmetric Frobenius ∗-algebras KQab(C )
and KQab(Z (C )) over Q
ab. Note that the symmetric Frobenius algebra structure equips these algebras with
a non-degenerate symmetric bilinear form (·, ·) (cf. §2.6 below). We can equip the dual space KQab(C )
∗
with the structure of a KQab(C )-bimodule and the non-degenerate symmetric bilinear form (·, ·) gives us
an identification KQab(C ) ∼= KQab(C )
∗ as KQab(C )-bimodules. The ∗-anti-involution equips the algebras
KQab(C ),KQab(Z (C )) with a positive definite Hermitian form 〈·, ·〉 (see also §2.6 below). We have:
Theorem 2.6. ([L3, 1.2], [ENO1, Cor. 8.53]) The algebras KQab(C ) and KQab(Z (C )) are semisimple.
Moreover, all irreducible k-representations of these algebras are defined over Qab.
We say that λ ∈ KQab(C )
∗ is a class functional if λ(cc′) = λ(c′c) for all c, c′ ∈ KQab(C ). We denote the
subspace of class functionals by clKQab(C )
∗. Under the identification KQab(C ) ∼= KQab(C )
∗, the subspace
clKQab(C )
∗ gets identified with the center Z(KQab(C )). For E ∈ Irrep(KQab(C )), we have its character
chE ∈ clKQab(C )
∗ and the corresponding element αE =
∑
C∈OC
chE([C])[C
∗] ∈ Z(KQab(C )). We see that
α∗E = αE . We have the following well know result about characters of Grothendieck algebras:
Theorem 2.7. ([L3], [O, §2.3]) (i) For E ∈ Irrep(KQab(C )), αE acts on E by a nonzero scalar fE (known
as the formal codegree of E) and by zero on all other irreducible representations of KQab(C ). The element
1
fE
αE is a minimal central idempotent in KQab(C ).
(ii) The set of irreducible characters {chE}E∈Irrep(K
Qab
(C )) is an orthogonal basis of clKQab(C )
∗ with respect
to both (·, ·) and 〈·, ·〉.
(iii) For E ∈ Irrep(KQab(C )), we have 〈chE , chE〉 = fE dimE.
The forgetful central functor ζ : Z (C ) −→ C induces a central map of Qab-algebras
ζ : KQab(Z (C )) −→ KQab(C ). (14)
Proposition 2.8. ([ENO1, Lem. 8.49], [O, Thm. 2.13]) The image ζ(KQab(Z (C ))) of (14) is equal to the
center of the algebra KQab(C ). Hence we have an injective map
Irrep(KQab(C )) →֒ Irrep(KQab(Z (C ))) denoted by E 7→ ρE (15)
where for E ∈ Irrep(KQab(C )), the character ρE : KQab(Z (C )) −→ Q
ab is defined to be the character by
which the commutative algebra KQab(Z (C )) acts on E via the central map (14).
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Now we also have an invertible C -bimodule category M as well as the braided autoequivalence Φ : Z (C )
∼=
−→
Z (C ) corresponding to M (cf. Remarks 2.3, 2.4). This induces an automorphism
Φ : KQab(Z (C ))
∼=
−→ KQab(Z (C )) (16)
of the commutative Frobenius ∗-algebra KQab(Z (C )) over Q
ab and hence also a permutation
Φ : Irrep(KQab(Z (C )))
∼=
−→ Irrep(KQab(Z (C ))) (17)
which maps a character ρ : KQab(Z (C )) −→ Q
ab to the character ρΦ := ρ ◦ Φ.
2.5 Some auxiliary constructions
Let us now introduce certain auxiliary graded multifusion categories which will be used to prove the main
results. We will also use these to define the notion of twisted characters.
We have C ∈ BrPic,M ∈ BrPic(C ). Then using the argument from [De, §2.1, §2.4], there exists a positive
integer N and a strongly Z/NZ-graded multifusion category
D =
⊕
a∈Z/NZ
Ca (18)
such that the identity component C0 is equal to the multifusion category C and C1 ∼= M as C0 = C -bimodule
categories. Using results from [ENO2], we can view this as a map of categorical 2-groupsZ/NZ −→ BrPic(C ).
Let us consider the relative center ZC (D) =
⊕
a∈Z/NZ
ZC (Ca) of D relative to C . This is a braided Z/NZ-
crossed fusion category with identity component Z (C ) = ZC (C ) (cf. [GNN]). This corresponds to the
map of categorical 2-groups Z/NZ −→ Pic(Z (C )) obtained from the above using Theorem 2.2. The Z/NZ-
equivariantization ZC (D)
Z/NZ is a braided fusion category, and is in fact equivalent to the center of D , i.e.
we have a canonical equivalence ZC (D)
Z/NZ ∼= Z (D) of braided fusion categories.
We have Z/NZ-gradings on the Grothendieck algebras
KQab(D) =
⊕
a∈Z/NZ
KQab(Ca) and KQab(ZC (D)) =
⊕
a∈Z/NZ
KQab(ZC (Ca)). (19)
Note that we have a sequence of forgetful monoidal functors
Z (D) −→ ZC (D)
ζD−→ D (20)
which induces maps of Grothendieck algebras
KQab(Z (D)) −→ KQab(ZC (D))
ζD−→ KQab(D). (21)
As before, this induces an embedding
Irrep(KQab(D)) →֒ Irrep(KQab(Z (D))). (22)
The algebra KQab(C ) is the identity component of the Z/NZ-graded algebra KQab(D). In §3 we will study
the relationship between irreducible representations of these two algebras as in [Da].
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2.6 Grothendieck algebras of graded multifusion categories
As we have seen, the Z/NZ-graded multifusion category D with trivial component C gives rise to the
Z/NZ-graded based Qab-algebra
KQab(D) = KQab(C )⊕KQab(M )⊕ · · · ⊕KQab(CN−1) (23)
with the distinguished basis {[D]}D∈OD . We have the associated linear functional (cf. [L3], [O]) τ :
KQab(D) −→ Q
ab which makes KQab(D) into a symmetric Frobenius Q
ab-algebra. In other words, the
induced bilinear form (·, ·) on KQab(D) defined by (c, d) := τ(cd) is non-degenerate and symmetric. This
allows us to identify KQab(D) with its dual vector space KQab(D)
∗ as KQab(D)-bimodules as below:
KQab(D)
∗ ∋ λ←→
∑
D∈OD
λ([D])[D∗] ∈ KQab(D). (24)
Hence we can identify KQab(Ca)
∗ ∼= KQab(C−a) for each a ∈ Z/NZ as KQab(C )-bimodules. In particular, we
have a canonical identification
KQab(M )
∗ ∼= KQab(M
−1 = C−1) defined by KQab(M )
∗ ∋ λ←→
∑
M∈OM
λ([M ])[M∗] ∈ KQab(M
−1). (25)
We also have a semilinear anti-involution (·)∗ : KQab(D) −→ KQab(D) defined on K(D) using the duality
in D and extended semilinearly to KQab(D). This allows us to define a sesquilinear form 〈·, ·〉 on KQab(D)
by setting 〈c, d〉 := τ(cd∗). It is clear that the distinguished basis {[D]}D∈OD is an orthonormal basis with
respect to 〈·, ·〉. Hence we have a positive definite Hermitian form on each KQab(Ca) ∼= KQab(C−a)
∗. In
particular, the Hermitian form on KQab(M )
∗ is given by
〈λ1, λ2〉 =
∑
M∈OM
λ1([M ])λ2([M ]). (26)
Definition 2.9. (i) By a class functional on KQab(D), we mean a linear functional λ ∈ KQab(D)
∗ such
that λ(cd) = λ(dc) for all c, d ∈ KQab(D). Let us denote the space of all class functionals on KQab(D) by
clKQab(D)
∗.
(ii) By a C -class functional on KQab(M ), we mean a linear functional λ ∈ KQab(M )
∗ such that λ(cm) =
λ(mc) for all c ∈ KQab(C ), m ∈ KQab(M ). Let us denote the space of all C -class functionals on KQab(M )
by clC KQab(M )
∗.
Lemma 2.10. (i) Under the identification KQab(D)
∗ ∼= KQab(D), the subspace clKQab(D)
∗ ⊆ KQab(D)
∗
corresponds to the center Z(KQab(D)) ⊆ KQab(D).
(ii) Under the identification KQab(M )
∗ ∼= KQab(M
−1), the subspace clC KQab(M )
∗ ⊆ KQab(M )
∗ corre-
sponds to the center ZK
Qab
(C )(KQab(M
−1)) ⊆ KQab(M
−1) of the KQab(C )-bimodule KQab(M
−1).
Proof. For d ∈ KQab(D), let λd ∈ KQab(D)
∗ be the corresponding linear functional which is defined by
λd : d
′ 7→ τ(dd′). Then λd is a class functional if and only if for all d′, d′′ ∈ KQab(D)
τ(dd′d′′) = τ(dd′′d′) (27)
⇔ τ(d′′dd′) = τ(dd′′d′) (28)
⇔ λd′′d(d
′) = λdd′′(d
′). (29)
The last statement is true if and only if dd′′ = d′′d for all d′′ ∈ KQab(D). This completes the proof of
statement (i). Proof of (ii) is similar.
2.7 Main results
We will now state the main results of this paper. As before, we are given an indecomposable multifusion
category C and an invertible C -bimodule category M . In particular, passing to the Grothendieck groups,
KQab(M ) is a KQab(C )-bimodule and KQab(ZC (M )) is a KQab(Z (C ))-module. Using the embedding (15)
we will often consider Irrep(KQab(C )) as a subset of Irrep(KQab(Z (C ))) on which we have the permutation
Φ. Let us consider the fixed point subset
Irrep(KQab(C ))
Φ = Irrep(KQab(Z (C )))
Φ ∩ Irrep(KQab(C )) = {E ∈ Irrep(KQab(C ))|ρE ◦ Φ = ρE}. (30)
Note that for any E ∈ Irrep(KQab(C )), we have its character chE : KQab(C ) −→ Q
ab as well as the 1-
dimensional character ρE : KQab(Z (C )) −→ Q
ab. We will now generalize this construction as follows: given
E ∈ Irrep(KQab(C ))
Φ we will construct the twisted characters (which will be C -class functionals)
c˜hE : KQab(M ) −→ Q
ab and ρ˜E : KQab(ZC (M )) −→ Q
ab. (31)
To define the twisted characters, we will use our first main result:
Theorem 2.11. (i) Suppose that E ∈ Irrep(KQab(C ))
Φ is a Φ-stable irreducible representation of the al-
gebra KQab(C ). Then the action of KQab(C ) on the underlying vector space of E can be extended to an
action of KQab(D) to obtain E˜ ∈ Irrep(KQab(D)). If E˜, E˜
′ are two such extensions, then the actions of
KQab(M ) ⊆ KQab(D) on E˜, E˜
′ differ by scaling by an N -th root of unity.
(ii) Let ρ ∈ Irrep(KQab(Z (C )))
Φ be a Φ-stable character of KQab(Z (C )). Then we can extend it to a
character ρ˜ : KQab(ZC (D)) −→ Q
ab. If ρ˜, ρ˜′ are two such extensions, then they differ on KQab(ZC (M )) ⊆
KQab(ZC (D)) by scaling by an N -th root of unity.
(iii) For E ∈ Irrep(KQab(C ))
Φ, let E˜ ∈ Irrep(KQab(D)) be an extension as in (i). Then the algebra
KQab(ZC (D)) (which is equipped with the “forgetful map” (21) to the algebra KQab(D)) acts in the rep-
resentation E˜ by a one dimensional character ρE˜ : KQab(ZC (D)) −→ Q
ab. It is evident that ρE˜ is an
extension of the character ρE : KQab(Z (C )) −→ Q
ab.
We will prove this result in §3.3 using Clifford theory from [Da]. Let us use the theorem to define twisted
characters:
Definition 2.12. Let E ∈ Irrep(KQab(C ))
Φ and let E˜ ∈ Irrep(KQab(D)) be an extension and let ρE˜ be
the corresponding character of KQab(ZC (D)). Then the twisted character c˜hE : KQab(M ) −→ Q
ab is
defined to be the restriction of the character chE˜ of E˜ to the subspace KQab(M ) ⊆ KQab(D). Similarly,
the twisted character ρ˜E : KQab(ZC (M )) −→ Q
ab is defined to be the restriction of ρE˜ to the subspace
KQab(ZC (M )) ⊆ KQab(ZC (D)). The twisted characters depend on the choice of the extended representation
E˜, but by Theorem 2.11, the twisted characters are well defined up to simultaneous scaling by N -th roots
of unity.
Remark 2.13. For each E ∈ Irrep(KQab(C ))
Φ, let us fix an extension E˜ ∈ Irrep(KQab(D)). Thus given any
E ∈ Irrep(KQab(C ))
Φ, we can talk of its associated twisted characters c˜hE and ρ˜E . Note that the twisted
characters are class functionals; c˜hE ∈ clC KQab(M )
∗ and ρ˜E ∈ KQab(ZC (M ))
∗.
Corollary 2.14. (i) The set {c˜hE |E ∈ Irrep(KQab(C ))
Φ} of twisted characters forms an orthogonal basis
of the space clC KQab(M )
∗ of C -class functionals with respect to the hermitian inner product. In particular,
for non-isomorphic E,E′ ∈ Irrep(KQab(C ))
Φ we have
〈c˜hE , c˜hE′〉 =
∑
M∈OM
c˜hE([M ])c˜hE′([M ]) = 0. (32)
(ii) For each E ∈ Irrep(KQab(C ))
Φ, we have 〈c˜hE , c˜hE〉 = fE dimE.
We will prove this result in §3.4.
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The space clC KQab(M )
∗ ∼= ZK
Qab
(C )(KQab(M
−1)) is a module over the center Z(KQab(C )). For E ∈
Irrep(KQab(C ))
Φ, let α˜E ∈ ZK
Qab
(C )(KQab(M
−1)) be the element corresponding to the twisted character
c˜hE . As a corollary, we will prove:
Corollary 2.15. The irreducible decomposition of the Z(KQab(C ))-module ZK
Qab
(C )(KQab(M
−1)) is given
by
ZK
Qab
(C )(KQab(M
−1)) =
⊕
E∈Irrep(K
Qab
(C ))Φ
Qab · α˜E . (33)
Recall that for any E ∈ Irrep(KQab(C )), we have the notion of its formal codegree fE (see Theorem 2.7)
which is a totally positive cyclotomic integer (cf. [L3], [O, Rem. 2.12]). We can now state a toy analogue of
Lusztig’s multiplicity formulas from [L1], [L2, III, 12.10] and [L4].
Theorem 2.16. Let C be an indecomposable multifusion category and M an invertible C -bimodule category.
Let χM : M −→ ZC (M ) and ζM : ZC (M ) −→ M be the induction and restriction functors. Then for
A ∈ OZC (M ),M ∈ OM , the multiplicity mA,M = [A : χM (M)] = [M : ζM (A)] can be expressed as
mA,M =
∑
E∈Irrep(K
Qab
(C ))Φ
ρ˜E([A]) · c˜hE([M ])
fE
=
∑
E∈Irrep(K
Qab
(C ))Φ
ρ˜E([A]) · c˜hE([M ])
fE
. (34)
We will complete the proof of this theorem in §4.2 using our previous results. To prove this result, we will
prove in §4.1 that for each A ∈ OZC (M ) we can linearly extend the multiplicity to obtain a C -class functional
mA,· ∈ clC KQab(M )
∗.
Specializing Theorem 2.16 to the case M = C , we get
Corollary 2.17. Let χ : C −→ Z (C ) and ζ : Z (C ) −→ C be the induction and restriction functors. Then
for A ∈ OZ (C ), C ∈ OC , the multiplicity mA,C = [A : χ(C)] = [C : ζ(A)] can be expressed as
mA,C =
∑
E∈Irrep(K
Qab
(C ))
ρE([A]) · chE([C])
fE
=
∑
E∈Irrep(K
Qab
(C ))
ρE([A]) · chE([C])
fE
. (35)
Suppose now that the indecomposable multifusion category C is equipped with a spherical structure. In par-
ticular, we have a spherical structure on each component fusion category Cii and we have a Cii−Cjj -bimodule
trace (cf. [S]) on the invertible bimodule category Cij . The spherical structure on C equips the Drinfeld cen-
ter Z (C ) with a spherical structure making it a modular category. Note that for each component category
Cii, its categorical dimension dimCii is a totally positive cyclotomic integer with (dimCii)
2 = dimZ (C ). Let
us recall (cf. [DGNO]) that the categorical dimensions of fusion categories are independent of the spherical
or pivotal structures and can be defined without assuming the existence of such structures.
Now that we have a modular category structure on Z (C ), we have the corresponding S-matrix (which we
will denote by S) which is an OZ (C ) × OZ (C ) matrix. We can then identify (cf. [O, Ex. 2.9]) the two
sets OZ (C ) ∼= Irrep(KQab(Z (C ))) as follows: Given A ∈ OZ (C ), the map OZ (C ) ∋ [B] 7→
SA,B
dimA defines a
1-dimensional character ρA : KQab(Z (C )) −→ Q
ab and that the assignment A 7→ ρA is bijective. Moreover,
this bijection is compatible with the permutation Φ of both the sets.
In particular, given E ∈ Irrep(KQab(C )), we have the associated simple object AE ∈ OZ (C ) corresponding to
the 1-dimensional character ρE ∈ Irrep(KQab(Z (C ))) coming from (15). This gives us an embedding
Irrep(KQab(Z (C ))) →֒ OZ (C ), denoted by E 7→ AE . (36)
Let us further assume that M has a compatible C -bimodule trace (cf. [S]). This implies that the invertible
Z (C )-module category ZC (M ) is equipped with a compatible module trace and that the corresponding
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braided autoequivalence Φ : Z (C )
∼=
−→ Z (C ) must in fact be a modular autoequivalence (cf. [De]). In this
situation we have the crossed S-matrix (denoted here by S˜) which is a OΦ
Z (C ) × OZC (M ) matrix (cf. [De]
for more). Note that we have an embedding
Irrep(KQab(C ))
Φ →֒ OΦ
Z (C ), E 7→ AE . (37)
Then we have
Corollary 2.18. Let C be an indecomposable spherical multifusion category and M an invertible C -bimodule
category equipped with a bimodule trace. Then for A ∈ OZC (M ),M ∈ OM we have
mA,M =
∑
E∈Irrep(K
Qab
(C ))Φ
S˜AE,A · c˜hE([M ])√
dimZ (C )
. (38)
In particular, taking M = C , we obtain that for A ∈ OZ (C ), C ∈ OC
mA,C =
∑
E∈Irrep(K
Qab
(C ))
SAE ,A · chE([C])√
dimZ (C )
. (39)
Remark 2.19. In the previous result, we take the positive square root. As we have seen, we have√
dimZ (C ) = dimCii (a totally positive cyclotomic integer) for any component fusion category Cii of
the multifusion category C .
We will prove this result in §4.3.
3 Clifford theory for Grothendieck algebras
In this section, we will apply Clifford theory (cf. [Da]) to study the characters of the Grothendieck algebras
of Z/NZ-graded categories.
3.1 Null socles in Grothendieck algebras and induced partial action
Recall that we have a Z/NZ-graded based (semisimple Frobenius ∗-) algebra
KQab(D) =
⊕
a∈Z/NZ
KQab(Ca). (40)
Lemma 3.1. Suppose that A =
⊕
a∈Z/NZ
Aa ⊆
⊕
a∈Z/NZ
KQab(Ca) is a Z/NZ-graded subalgebra which is pre-
served by the anti-involution ∗. Then A is a semisimple Frobenius ∗-algebra.
Proof. To prove that A is Frobenius, it is enough to prove that for each a ∈ Z/NZ, the pairing Aa×A−a
µ
−→
A0 →֒ KQab(C )
τ
−→ Qab is perfect, where µ is the multiplication map. Suppose that c ∈ Aa is such that
τ(cc′) = 0 for each c′ ∈ A−a. Now since ∗ preserves the subalgebra A, we must have c∗ ∈ A−a. Hence
τ(cc∗) = 〈c, c〉 = 0. Since 〈·, ·〉 is a Hermitian inner product, we conclude that c = 0 and hence the pairing
is perfect as desired. The proof of semisimplicity of A is now same as that of the semisimplicity of KQab(D)
(cf. [L3, §1.2]).
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Lemma 3.2. Let A =
⊕
a∈Z/NZ
Aa be a Z/NZ-graded algebra as above.
(i) LetM =
⊕
a∈Z/NZ
Ma, with each Ma ⊆ Aa, be a Z/NZ-graded left A-submodule of A. Suppose that M0 = 0,
i.e. M is null in the sense of [Da, §5]. Then Ma = 0 for all a ∈ Z/NZ. In other words, the null socle (cf.
loc. cit.) of the Z/NZ-graded left A-module A is zero.
(ii) Let E be any (left) A0-module. Then the null socle of the Z/NZ-graded A-module A ⊗A0 E is zero. In
other words, the A-module induced by the A0-module E (in the sense of [Da, §5]) is equal to A⊗A0 E.
Proof. Let a ∈ Z/NZ. Since M ⊆ A is a graded submodule, we have the restriction of the multiplication
map
µ : A−a ×Ma −→M0 = 0 ⊆ A0. (41)
On the other hand, since we have seen that A is Frobenius algebra, the composition
A−a ×Aa
µ
−→ A0
τ
−→ Qab (42)
is a perfect pairing. Hence we must have Ma = 0 proving statement (i).
It follows using Lemma 3.1, that A0 is a semisimple Frobenius algebra. Since the null socle functor is
additive, to prove (ii) it is enough to assume that E ∈ Irrep(A0). Then we know that E occurs as a direct
summand of the regular representation A. Then the statement follows from (i).
Now according to [Da, §7], a Z/NZ-graded algebra A as above induces a partial action of Z/NZ on the set
Irrep(A0). By the triviality of the null socle, the partial action is given by
(a)E := Aa ⊗A0 E for a ∈ Z/NZ, E ∈ Irrep(A0). (43)
Then (a)E is a left A0-module. By [Da, Prop. 7.8], we have either
(a)E = 0 or (a)E ∈ Irrep(A0) and that
(43) defines a partial action.
3.2 Partial Z/NZ-action for crossed commutative algebras
Let A be a Z/NZ-graded algebra as in the previous section. In addition, let us now assume that A0 is
central in A. Hence in this situation, A0 is a commutative semisimple algebra. Let us further assume that
A0 is split over Q
ab. Hence every E ∈ Irrep(A0) is one dimensional and we have the corresponding minimal
idempotent eE :=
αE
fE
∈ A0 which acts by identity on E and by zero on all other irreducibles. Here αE ∈ A0
is the element corresponding to the 1-dimensional character ρE : A0 −→ Qab and fE is the formal codegree.
We obtain the idempotent decomposition
A0 =
⊕
E∈Irrep(A0)
eEA0 (44)
where each summand eEA0 is one dimensional and isomorphic to E as an A0-module.
Lemma 3.3. Let A be as above. Let E ∈ Irrep(A0) and let a ∈ Z/NZ. Then we have either
(a)E = 0 or
(a)E ∼= E.
Proof. Let a ∈ Z/NZ. Under our assumptions, Aa is an A0-bimodule on which the left and right A0 actions
agree. We obtain the isotypic decomposition Aa =
⊕
E′∈Irrep(A0)
eE′Aa. Hence for E ∈ Irrep(A0) we see that
(a)E = eEAa ⊗A0 E. Now at the end of the previous section, we have noted if
(a)E is nonzero, then it must
be simple. On the other hand, we see from above that the idempotent eE acts as the identity on
(a)E. Hence
(a)E is either E or 0.
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Remark 3.4. As a corollary of the above proof, we obtain the following decomposition into irreducibles
Aa =
⊕
E=(a)E
eEAa ∼=
⊕
E=(a)E
E. (45)
Let us now apply these lemmas to the Z/NZ-graded algebra A = KQab(ZC (D)). Since ZC (D) is a braided
Z/NZ-crossed fusion category, its Grothendieck algebra KQab(ZC (D)) satisfies the hypothesis stated at the
beginning of this section. Moreover, we have an automorphism Φ : KQab(Z (C ))
∼=
−→ KQab(Z (C )) and
equalities
cm = mc = Φa(c)m for each c ∈ KQab(Z (C )),m ∈ KQab(ZC (Ca)) where a ∈ Z/NZ. (46)
Now, on the one hand the Z/NZ-graded algebra KQab(ZC (D)) induces a partial action of Z/NZ on
Irrep(KQab(Z (C ))). On the other hand, we have a proper action of Z/NZ on Irrep(KQab(Z (C ))) com-
ing from the automorphism Φ. The next lemma says that the fixed points for both these partial actions
agree. For a character ρ : KQab(Z (C )) −→ Q
ab, let Qabρ denote the corresponding 1-dimensional represen-
tation.
Lemma 3.5. Let a ∈ Z/NZ and ρ ∈ Irrep(KQab(Z (C ))). Then the following are equivalent:
(i) (a)Qabρ
∼= Qabρ .
(ii) (a)Qabρ 6= 0.
(iii) ρ ◦ Φa = ρ.
Proof. The equivalence (i)⇔(ii) follows from Lemma 3.3. For ρ ∈ Irrep(KQab(Z (C ))), let eρ ∈ KQab(Z (C ))
be the corresponding minimal idempotent. By (46) we have eρKQab(ZC (Ca)) = Φ
a(eρ)KQab(ZC (Ca)).
Hence if ρ ◦ Φa 6= ρ, then we must have eρKQab(ZC (Ca)) = 0 and hence
(a)Qabρ = 0. This proves that
statement (ii) implies (iii).
Now by Remark 3.4 we have the decomposition into irreducibles of the KQab(Z (C ))-module
KQab(ZC (Ca)) =
⊕
ρ=(a)ρ
eρKQab(ZC (Ca)) ∼=
⊕
ρ=(a)ρ
Qabρ (47)
and hence dimKQab(ZC (Ca)) = |{ρ ∈ Irrep(KQab(Z (C )))|
(a)ρ = ρ}|. On the other hand we have seen that
{ρ ∈ Irrep(KQab(Z (C )))|
(a)ρ = ρ} ⊆ Irrep(KQab(Z (C )))
Φa . The implication (iii)⇒ (ii) now follows from
Lemma 3.6 below.
Lemma 3.6. For a ∈ Z/NZ, we have
dimKQab(ZC (Ca)) = |OZC (Ca)| = |O
Φa
Z (C )| = | Irrep(KQab(Z (C )))
Φa |. (48)
Proof. It is clear that the dimension of KQab(ZC (Ca)) is equal to the number of simple objects in ZC (Ca).
The fact that |OZC (Ca)| = |O
Φa
Z (C )| follows from [DMNO, §4] and [O, Rem. 2.19] (see also [De, Cor.
2.5.2]). It remains to prove the last equality. For this consider the character table ChZ (C ) which is the
OZ (C ) × Irrep(KQab(Z (C ))) matrix whose entries are defined by
ChZ (C )A,E := chE([A]) for E ∈ Irrep(KQab(Z (C ))), A ∈ OZ (C ). (49)
Now the braided autoequivalence Φa : Z (C )
∼=
−→ Z (C ) induces a permutation P of OZ (C ) and a permuta-
tion Q of the set Irrep(KQab(Z (C ))). Hence considering P,Q as permutation matrices, we have
P ChZ (C ) = ChZ (C )Q. (50)
By the orthogonality of characters of KQab(Z (C )), ChZ (C ) is an invertible matrix, whence the permutation
matrices P,Q are conjugate. Hence by Brauer’s permutation lemma, the permutations P,Q must be conju-
gate, i.e. have the same cycle structure. In particular, the number of fixed points of P and Q must be equal,
which completes the proof.
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3.3 Extension of representations of the Grothendieck algebra
In this section we will prove Theorem 2.11. We will first complete the proof of Theorem 2.11(ii).
Let ρ ∈ Irrep(KQab(Z (C )))
Φ. Then by Lemma 3.5, we must have (a)ρ = ρ for all a ∈ Z/NZ and that
eρKQab(ZC (Ca)) is one dimensional. We have the Z/NZ-graded algebra eρKQab(ZC (D)) with each graded
component one dimensional. If 0 6= m ∈ eρKQab(ZC (Ca)), then 〈m,m〉 6= 0. Hence mm
∗ ∈ eρKQab(Z (C ))
is nonzero, and since this algebra is one dimensional, we conclude that m is invertible in the algebra
eρKQab(ZC (D)). Hence we can choose an element m ∈ eρKQab(ZC (M = C1)) in such a way that its
N -th power mN ∈ eρKQab(Z (C )) equals the multiplicative identity eρ. This allows us to express the al-
gebra eρKQab(D) as Q
abeρ ⊕ Qabm ⊕ · · · ⊕ QabmN−1. We can now define a 1-dimensional representation
ρ˜ of the algebra eρKQab(ZC (D)) as follows: Let the subalgebra eρKQab(Z (C )) act on Q
ab
ρ˜ via ρ and let
m ∈ KQab(ZC (D)) act as identity on Q
ab
ρ˜ . Via the projection KQab(ZC (D)) −→ eρKQab(ZC (D)), we obtain
the desired extension ρ˜ of ρ. Moreover, it is clear that this is well defined up to scaling our choice of m by
an N -th root of unity. This completes the proof of Theorem 2.11(ii).
Let us now look at the Z/NZ-graded algebra KQab(D) which gives rise to a partial action of Z/NZ on
Irrep(KQab(C )). Also let us consider its relative center
A = ZK
Qab
(C )(KQab(D)) =
⊕
a∈Z/NZ
ZK
Qab
(C )(KQab(Ca)) (51)
which is a Z/NZ-graded subalgebra of KQab(D) satisfying the hypothesis of §3.1 and §3.2. Now this
algebra induces another partial action of Z/NZ on the set Irrep(Z(KQab(C ))) which we may identify
with Irrep(KQab(C )). Here given E ∈ Irrep(KQab(C )), the center Z(KQab(C )) acts on E by a character
ρ′E : Z(KQab(C )) −→ Q
ab. The character ρE defined by (15) is equal to ρ
′
E ◦ ζ : KQab(Z (C )) −→ Q
ab. The
next lemma says that while the two partial Z/NZ-actions may disagree, their fixed points agree.
Lemma 3.7. Let a ∈ Z/NZ and E ∈ Irrep(KQab(C )). Then
(a)ρ′E
∼= ρ′E if and only if
(a)E ∼= E.
Proof. As before, let eE ∈ Z(KQab(C )) be the central minimal idempotent corresponding to the irreducible
E ∈ Irrep(KQab(C )), or equivalently to ρ
′
E ∈ Irrep(Z(KQab(C ))). Let us first assume that
(a)ρ′E
∼= ρ′E . By
Lemma 3.3 this is equivalent to saying that eEZK
Qab
(C )(KQab(Ca)) 6= 0. But we have
eEZK
Qab
(C )(KQab(Ca)) = eEZK
Qab
(C )(KQab(Ca))eE ⊆ eEKQab(Ca)eE ,
whence eEKQab(Ca)eE 6= 0. Now by §3.1,
(a)E = KQab(Ca) ⊗K
Qab
(C ) E = KQab(Ca)eE ⊗eEKQab (C ) E.
Hence we conclude that (a)E 6= 0, i.e. (a)E must be irreducible. Hence we must have KQab(Ca)eE =
eEKQab(Ca)eE ∼= eEKQab(C ) (as eEKQab(C )-bimodules) and that
(a)E ∼= E as desired.
For the other part, let us assume that (a)E ∼= E. Then in particular (a)E 6= 0, whence KQab(Ca)eE 6= 0.
Moreover, since (a)E ∼= E, we must have KQab(Ca)eE = eEKQab(Ca)eE and further that eEKQab(Ca)eE ∼=
eEKQab(C ) as eEKQab(C )-bimodules. In particular there exists a nonzero m ∈ eEKQab(Ca)eE which is
centralized by eEKQab(C ). For E
′ 6= E, we have eE′m = meE′ = 0. Hence m ∈ eEZK
Qab
(C )(KQab(Ca)).
This means that (a)ρ′E
∼= ρ′E as desired.
Note that the forgetful functor ζD : ZC (D) −→ D induces a map of Z/NZ-graded algebras
KQab(ZC (D))
ζD−→ ZK
Qab
(C )(KQab(D)) →֒ KQab(D). (52)
Using the same argument as [ENO1, Prop. 8.49] we obtain:
Lemma 3.8. The map ζD : KQab(ZC (D)) −→ ZK
Qab
(C )(KQab(D)) is surjective.
Next, let us compare the partial Z/NZ-actions on the sets Irrep(Z(KQab(C ))) and Irrep(KQab(Z (C ))).
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Proposition 3.9. Let a ∈ Z/NZ, E ∈ Irrep(KQab(C )) and let ρ
′
E ∈ Irrep(Z(KQab(C ))) be the corresponding
central character. Then (a)E ∼= E ⇐⇒ (a)ρ′E
∼= ρ′E ⇐⇒
(a)ρE ∼= ρE ⇐⇒ ρE ◦ Φ
a = ρE.
Proof. We have proved the equivalences (a)ρE ∼= ρE ⇐⇒ ρE ◦ Φa = ρE and (a)E ∼= E ⇐⇒ (a)ρ′E
∼= ρ′E
in Lemmas 3.5 and 3.7. So, suppose that (a)ρ′E
∼= ρ′E . This means that eEZKQab (C )(KQab(Ca)) 6= 0.
Let eρE ∈ KQab(Z (C )) be the minimal idempotent corresponding to ρE ∈ Irrep(KQab(Z (C ))). Then
we have ζ(eρE ) = eE ∈ Z(KQab(C )). Now let eρ be any minimal idempotent in KQab(Z (C )). Then we
see that ζCa(eρKQab(ZC (Ca))) = ζ(eρ)ζCa(KQab(ZC (Ca))) = ζ(eρ)ZKQab (C )(KQab(Ca)) by the surjectivity
(Lemma 3.8). Now we have ζ(eρE )ZKQab (C )(KQab(Ca)) = eEZKQab (C )(KQab(Ca)) 6= 0. Hence we must have
eρEKQab(ZC (Ca)) 6= 0. Hence
(a)ρE ∼= ρE as desired.
Let us now assume that (a)ρE ∼= ρE , whence eρEKQab(ZC (Ca)) 6= 0. Let 0 6= m ∈ eρEKQab(ZC (Ca)).
Then 〈m,m〉 = τ(mm∗) 6= 0. Hence mm∗ is a nonzero element of eρEKQab(Z (C )). Now the restriction
ζ : eρEKQab(Z (C )) −→ eEZ(KQab(C )) is an isomorphism. Hence ζ(mm
∗) 6= 0. Hence ζCa(m) is a nonzero
element of eEZK
Qab
(C )(KQab(Ca)). Hence we must have
(a)ρ′E
∼= ρ′E as desired.
We can now complete the proof of Theorem 2.11(i). So let us suppose E ∈ Irrep(KQab(C ))
Φ. Hence by
Proposition 3.9, we must have (a)E = E for all a ∈ Z/NZ. By the argument in the proof of Lemma 3.7,
we must have KQab(Ca)eE = eEKQab(Ca)eE ∼= eEKQab(C ) as eEKQab(C )-bimodules and the 1-dimensional
subspace eEZK
Qab
(C )(KQab(Ca)) ⊆ eEKQab(Ca)eE is the one centralized by eEKQab(C ). Similar to the
argument used in the proof of Theorem 2.11(ii) at the beginning of this section, let us choose an element
m ∈ eEZK
Qab
(C )(KQab(M = C1)) ⊆ eEKQab(Ca)eE such that m
N = eE, the unit in the algebra eEKQab(C ).
For each a ∈ Z/NZ, let us identify eEKQab(C ) ∼= eEKQab(Ca)eE as eEKQab(C )-bimodules by mapping
eE 7→ ma. Then we define an action of eEKQab(D) on the vector space underlying E as follows: Let the
subalgebra eEKQab(C ) act by its original action and let m act as identity. Via the projection KQab(D) −→
eEKQab(D)eE , this defines a representation E˜ ∈ Irrep(KQab(D)) as desired. It is clear that this is unique up
to rescaling the choice of m by N -th roots of unity. This completes the proof of Theorem 2.11(i).
Finally, Theorem 2.11(iii) is also evident from the proof above. Namely, we see that the subalgebra
eEZK
Qab
(C )(KQab(D)) ⊆ eEKQab(D)eE acts on E˜ by a scalar character and hence the induced action of
KQab(ZC (D)) on E˜ is also by a character ρE˜ as desired.
3.4 Orthogonality of twisted characters
In this section, we will prove Corollaries 2.14 and 2.15.
Proof of Corollary 2.14. Suppose that we have an irreducible representation E ∈ Irrep(KQab(C ))
Φ. Let
E˜ ∈ Irrep(KQab(D)) be an extension as in Theorem 2.11. Let us decompose its character as a sum chE˜ =∑
a∈Z/NZ
chE˜ |KQab (Ca). Then the character of any extension of E to a representation of KQab(D) is of the form
chωE˜ =
∑
a∈Z/NZ
ωachE˜ |KQab (Ca) where ω is an N -th root of unity. Then for ω 6= 1, we have the orthogonality
relationship (Theorem 2.7) 〈chωE˜ , chE˜〉 = 0. Hence we obtain
∑
a∈Z/NZ
ωa〈chE˜ |KQab (Ca), chE˜ |KQab (Ca)〉 = 0 for every N -th root of unity ω 6= 1. (53)
Hence we must have
〈chE˜ |KQab (C0), chE˜ |KQab (C0)〉 = 〈chE˜ |KQab (C1), chE˜ |KQab (C1)〉 = · · · = 〈chE˜ |KQab (CN−1), chE˜ |KQab (CN−1)〉. (54)
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In particular we obtain
〈chE , chE〉 = 〈c˜hE , c˜hE〉 = fE dimE · · · for each E ∈ Irrep(KQab(C ))
Φ. (55)
This completes the proof of Corollary 2.14(ii). Now let E,E′ ∈ Irrep(KQab(C ))
Φ be non-isomorphic and let
E˜, E˜′ ∈ Irrep(KQab(D)) be the respective extensions. Then again by Theorem 2.7, we have 〈chωE˜ , chE˜′〉 = 0
for all N -th roots of unity ω, that is
∑
a∈Z/NZ
ωa〈chE˜ |KQab (Ca), chE˜′ |KQab (Ca)〉 = 0 for all N -th roots of unity ω. (56)
Hence we conclude that
〈chE˜ |KQab (Ca), chE˜′ |KQab (Ca)〉 = 0 for every a ∈ Z/NZ. (57)
In particular, taking a = 1 we obtain the orthogonality of twisted characters associated with E and E′:
〈c˜hE , c˜hE′〉 = 0. (58)
Moreover, it is clear that the twisted characters span the space clC KQab(M )
∗, for example by a dimension
count, or using Corollary 2.15 proved below. This completes the proof.
Proof of Corollary 2.15. By Remark 3.4 and Proposition 3.9 we have the following decomposition into irre-
ducible Z(KQab(C ))-modules
ZK
Qab
(C )(KQab(M
−1)) =
⊕
E∈Irrep(K
Qab
(C ))Φ
eEZK
Qab
(C )(KQab(M
−1)). (59)
For E ∈ Irrep(KQab(C ))
Φ, let E˜ ∈ Irrep(eEKQab(D)) ⊆ Irrep(KQab(D)) be an extension with the corre-
sponding minimal central idempotent eE˜ ∈ eEZKQab (C )(KQab(D)). Let us express eE˜ =
∑
a∈Z/NZ
e
(a)
E˜
with
each e
(a)
E˜
∈ eEZK
Qab
(C )(KQab(Ca)). Now we have e
(−a)
E˜
= 1f
E˜
∑
M∈OCa
chE˜([M ])[M
∗]. In particular, we have
e
(−1)
E˜
= 1f
E˜
α˜E . Hence we must have α˜E ∈ eEZK
Qab
(C )(KQab(M
−1)) which is a 1-dimensional space and
hence must equal Qab · α˜E and hence we obtain the decomposition as desired.
4 Proof of the multiplicity formula
We are now ready to complete the proof of Theorem 2.16.
4.1 Multiplicity as a class function
Recall that for A ∈ OZC (M ),M ∈ OM , we have the multiplicity mA,M := [A : χM ([M ])] = [M : ζM ([A])].
For each A ∈ OZC (M ), let us extend this linearly to a linear functional mA,(·) : KQab(M ) −→ Q
ab.
Lemma 4.1. (i) Let C ∈ OC and let us choose an isomorphism (it always exists by [ENO1]) C
∗ ∼= ∗C.
Then we have isomorphisms χM (C ⊗M)
∼=
−→ χM (M ⊗ C) functorial in M ∈ M .
(ii) For each A ∈ OZC (M ), the linear functional mA,· is a C -class functional, i.e. mA,· ∈ clC KQab(M )
∗.
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Proof. Let us prove (i). Consider the two functors defined by the compositions
ZC (M )
ζM−→ M
C∗⊗(·)
−−−−→ M and ZC (M )
ζM−→ M
(·)⊗∗C
−−−−→ M . (60)
The right adjoint functors of the functors above are respectively given by the compositions
M
C⊗(·)
−−−−→ M
χM−→ ZC (M ) and M
(·)⊗C
−−−−→ M
χM−→ ZC (M ). (61)
Now, by the definition of the center ZC (M ) and the choice of isomorphism C
∗ ∼= ∗C, for each A ∈ ZC (M )
we have functorial isomorphisms
C∗ ⊗ ζM (A)
∼=
−→ ζM (A)⊗ C
∗
∼=
−→ ζM (A)⊗
∗C. (62)
This means that the two functors defined in (60) are naturally isomorphic. Hence their right adjoint defined
by (61) must be naturally isomorphic. This completes the proof of (i).
For (ii), it suffices to prove that for each A ∈ ZC (M ), C ∈ OC ,M ∈ OM we have
[A : χM (C ⊗M)] = [A : χM (M ⊗ C)]. (63)
But this is immediate from statement (i). Hence mA,· ∈ clC KQab(M )
∗ as desired.
Corollary 4.2. For each A ∈ OZC (M ), we can express the linear functional mA,· as a linear combination
of twisted characters:
mA,· =
∑
E∈Irrep(K
Qab
(C ))Φ
〈mA,·, c˜hE〉
fE dimE
c˜hE . (64)
Proof. We have proved that mA,· ∈ clC KQab(M )
∗ and that the twisted characters {c˜hE}E∈Irrep(K
Qab
(C ))Φ
form an orthogonal basis of clC KQab(M )
∗. Moreover, we have seen (Corollary 2.14(ii)) that 〈c˜hE , c˜hE〉 =
fE dimE for each E ∈ Irrep(KQab(C ))
Φ. The statement now follows.
4.2 Completion of the proof
We now complete the proof of Theorem 2.16. Let E ∈ Irrep(KQab(C ))
Φ and let E˜ ∈ Irrep(KQab(D)) be an
extension. By Theorem 2.11(iii), for any A ∈ OZC (M ) the element [ζM (A)] =
∑
M∈OM
mA,M [M ] acts in the
representation E˜ by the scalar ρ˜E([A]) = ρE˜([A]). Taking the trace of the action of [ζM (A)] on E˜ we obtain
(noting that dimE = dim E˜)
Lemma 4.3. For any A ∈ OZC (M ), E ∈ Irrep(KQab(C ))
Φ, we have
∑
M∈OM
mA,M c˜hE([M ]) = dimE · ρ˜E([A]). (65)
Taking the “complex conjugate”, we obtain
〈mA,·, c˜hE〉 =
∑
M∈OM
mA,M c˜hE([M ]) = dimE · ρ˜E([A]). (66)
Substituting (66) in Corollary 4.2 we obtain for each A ∈ OZC (M ),M ∈ OM
mA,M =
∑
E∈Irrep(K
Qab
(C ))Φ
ρ˜E([A])c˜hE([M ])
fE
. (67)
Noting that fE is totally positive and that mA,M is a nonnegative integer and taking complex conjugate we
complete the proof of Theorem 2.16.
16
4.3 The spherical case
We will now prove Corollary 2.18. So suppose that we have a spherical structure on C and a C -bimodule
trace on M . Using the argument from [De, §2.4], we may assume (by possibly passing to a bigger integer
N and hence a bigger category D) that the Z/NZ-graded multifusion category D has a spherical structure
which restricts to the original spherical structure on C = C0 and the original bimodule trace on M = C1.
This also equips the braided Z/NZ-crossed category ZC (D) with a spherical structure and the Drinfeld
center Z (D) ∼= ZC (D)Z/NZ with a modular structure.
As we have seen, we have a bijection OZ (C ) ∼= Irrep(KQab(Z (C ))) compatible with the permutations on
both sides induced by the modular autoequivalence Φ : Z (C )
∼=
−→ Z (C ). In other words, for A ∈ OZ (C ),
we have an isomorphism A ∼= Φ(A) if and only if ρA ◦ Φ = ρA. By Theorem 2.11, if A ∈ OΦZ (C ), then we
can extend the character ρA to a character ρ˜A : KQab(ZC (D)) −→ Q
ab. In fact in the spherical case, it is
possible to directly construct an extended character as follows:
Lemma 4.4. Given a Φ-stable simple object A ∈ OΦ
Z (C ), lift it to a simple object (A,ψ : Φ(A)
∼=
−→ A) in
the equivariantization Z (C )Z/NZ which is contained in the modular category ZC (D)
Z/NZ ∼= Z (D). Then
the character ρ(A,ψ) : KQab(ZC (D)
Z/NZ) −→ Qab corresponding to the simple object (A,ψ) ∈ ZC (D)
Z/NZ in
fact factors through KQab(ZC (D)) (cf. (21)) as ρ(A,ψ) : KQab(ZC (D)
Z/NZ) −→ KQab(ZC (D))
ρ˜A
−−→ Qab to
give us the desired extension ρ˜A. There is a bijection between the extensions ρ˜A and lifts (A,ψ) ∈ Z (C )Z/NZ.
Proof. Let a ∈ Z/NZ and let M ∈ ZC (Ca) be any object. Consider the composition
γA,ψ,M : A⊗M
βA,M
−−−→M ⊗A
βM,A
−−−→ Φa(A) ⊗M
∼=
−→ A⊗M, (68)
where the last isomorphism is defined using the Z/NZ-equivariant structure ψ : Φ(A)
∼=
−→ A. Now suppose
that (M,ψM ) ∈ ZC (Ca)Z/NZ. Then letting SD be the S-matrix of the modular category ZC (D)Z/NZ we
obtain
ρ(A,ψ)([M,ψM ]) :=
SD(A,ψ),(M,ψM)
dimA
:=
tr(γA,ψ,M )
dimA
. (69)
In other words, ρ(A,ψ)([M,ψM ]) depends only on the image [M ] ∈ KQab(ZC (D)) of the element [M,ψM ]
under the forgetful map. This completes the proof of the lemma.
Recall that for each E ∈ Irrep(KQab(C ))
Φ, we have assumed a choice of extension E˜ ∈ Irrep(KQab(D))
and the corresponding ρE˜ ∈ Irrep(KQab(ZC (D))) extending ρE ∈ Irrep(KQab(Z (C )))
Φ. Hence for each
E ∈ Irrep(KQab(C ))
Φ, we obtain a chosen lift (AE , ψE) ∈ Z (C )
Z/NZ corresponding to the chosen extension
ρE˜ . Let us also choose lifts (A,ψA) ∈ Z (C )
Z/NZ for all A ∈ OΦ
Z (C ) which corresponds to choosing extensions
ρ˜A of the characters ρA. With these choices, the notion of crossed S-matrix is now well defined. We can also
interpret the crossed S-matrix S˜ as the twisted character table:
Corollary 4.5. Let A ∈ OΦ
Z (C ) and let ρA ∈ Irrep(KQab(Z (C )))
Φ be the corresponding 1-dimensional
character. Then the associated twisted character ρ˜A|K
Qab
(ZC (M )) ∈ KQab(ZC (M ))
∗ is defined by
ρ˜A|K
Qab
(ZC (M ))([M ]) =
S˜A,M
dimA
for each M ∈ OZC (M ). (70)
Proof. This is clear from the previous argument using [De, Thm. 2.5.1(i)].
Proof of Corollary 2.18. For E ∈ Irrep(KQab(C ))
Φ, we have the Φ-stable simple object AE ∈ OΦZ (C ) and
ρE ∈ Irrep(KQab(Z (C )))
Φ. By Corollary 4.5, for each A ∈ OZC (M ) we have ρ˜E([A]) =
S˜AE,A
dimAE
. Substituting
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in Theorem 2.16 and using [O, Thm. 2.13], we obtain
mA,M =
∑
E∈Irrep(K
Qab
(C ))Φ
S˜AE ,A · c˜hE([M ])
dimAE · fE
=
∑
E∈Irrep(K
Qab
(C ))Φ
S˜AE ,A · c˜hE([M ]).√
dimZ (C )
(71)
This completes the proof of Corollary 2.18.
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