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We study the electron-hole pair (or excitonic) condensation in the extended Falicov-Kimball model at finite tempera-
tures based on the cluster mean-field-theory approach, where we make the grand canonical exact-diagonalization analysis
of small clusters using the sine-square deformation function. We thus calculate the ground-state and finite-temperature
phase diagrams of the model, as well as its optical conductivity and single-particle spectra, thereby clarifying how the
preformed pair states appear in the strong-coupling regime of excitonic insulators. We compare our results with experi-
ment on Ta2NiSe5.
The electron-hole pair (or excitonic) condensation1–3) in
transition-metal chalcogenides and oxides has attracted much
attention in recent years.4, 5) One of the representative materi-
als is Ta2NiSe5,6–9) where it was pointed out that the system is
a spin-singlet excitonic insulator (EI) in the strong-coupling
regime, so that the conventional phase diagram10) is broken
down;11) i.e., even though the noninteracting band structure
is semimetallic, the system above the transition temperature
(Tc) is not a semimetal, but rather a state of strongly cou-
pled preformed pairs with a finite band gap. A novel insu-
lator state exhibiting a variety of intriguing physical proper-
ties is thus expected to occur. However, not much is known
about the preformed pair states in the EI models, such as the
extended Falicov-Kimball model (EFKM),12, 13) the simplest
spinless fermion model for the spin-singlet excitonic conden-
sation.
In this paper, we study finite-temperature properties of
the EFKM at half filling based on the cluster mean-field-
theory (CMFT) approach,14–18) whereby we can take into ac-
count the quantum (as well as thermal) fluctuations of the
system, allowing for any finite-temperature phase transitions
emerging in the system. We make a grand canonical exact-
diagonalization analysis of small clusters, employing the so-
called sine-square deformation (SSD) function.19, 20) Thus,
we calculate a number of physical quantities in the semi-
thermodynamic limit, which a small-cluster analysis can ap-
proach.
In what follows, we will first present the model and method
of calculations; in particular, we discuss the CMFT approach
using the grand canonical exact-diagonalization analysis of
small clusters in some detail, where we use the SSD function.
We will then show our calculated results for the ground-state
and finite-temperature phase diagrams of the model. We will
also show temperature dependence of the optical conductivity
and single-particle spectra of the model, thereby clarifying
how the preformed pair states appear in the strong-coupling
regime of the EIs. Finally, we will compare our results with
experiment on Ta2NiSe5 and discuss implications of our re-
sults to the strong-coupling nature of the EI states.
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Fig. 1. (Color online) Schematic representation of the 1D EFKM. The
mean-field bond is indicated by an ellipse.
A minimal theoretical model for the spin-singlet EI states,
such as in Ta2NiSe5, is the Falicov-Kimball model21) ex-
tended by including a finite width of the valence band, which
is referred to as the EFKM.12, 13) The Hamiltonian reads
H = −tc
∑
〈i, j〉
c†i c j − t f
∑
〈i, j〉
f †i f j + U
∑
i
c†i ci f
†
i fi
+ (εc − µ)
∑
i
c†i ci + (ε f − µ)
∑
i
f †i fi, (1)
where ci and fi are annihilation operators of a spinless
fermion (which is referred to as an electron hereafter) in the
conduction-band (c) and valence-band ( f ) orbitals at site i, re-
spectively. We define the energy-level splitting between the c
and f orbitals as D = εc − ε f (> 0), and the hopping parame-
ters in the respective orbitals as tc and t f . µ is the chemical po-
tential. In regard to the modeling of Ta2NiSe5, we assume the
one-dimensional (1D) lattice under the implicit assumption of
the presence of weak three-dimensionality, representing a di-
rect band-gap semiconductor (or a semimetal) with tc (> 0)
and t f (< 0), where the direct hopping of electrons between
the c and f orbitals is prohibited (see Fig. 1). We assume the
on-site Coulomb repulsion between electrons to be U, which
acts as the on-site attractive interaction between an electron
and a hole. We restrict ourselves to the case at half-filling, so
that we have either a semiconductor at D > 2(tc + |t f |) or a
semimetal at D < 2(tc + |t f |) when U = 0. Hereafter, we as-
sume tc = 1 (unit of energy) and t f = −0.3, unless otherwise
indicated.
Here, we note that, since the direct hopping of electrons
between the c and f orbitals is prohibited in this model, the
operator of the total number of electrons in each orbital has a
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simultaneous eigenstate of the Hamiltonian, so that any phys-
ical quantity changes discontinuously (due to discontinuous
change in the total number of electrons in each orbital) when
it is calculated, e.g., as a function of the parameters involved
in the Hamiltonian. In small-cluster calculations, this situa-
tion leads to an apparently unphysical parameter dependence
of the calculated physical quantity. However, we will show
below that this difficulty may essentially be suppressed by in-
troducing the SSD function to our exact-diagonalization cal-
culations of small clusters.
We employ the CMFT to study phase transitions emerging
in the system. In the CMFT, since only a part of the cluster
(a site and/or a bond) is replaced by the mean field, quantum
(as well as thermal) fluctuations within the cluster size can be
taken into account. The phase transition is then detected di-
rectly by a nonzero value of the mean field, which is regarded
as the order parameter of the phase transition, as in the con-
ventional mean-field theory.
We use finite-size clusters with L×2 sites, where the length
L is fixed to be odd. Then, the Coulomb term at the center of
the system is replaced by the mean-field bond (see Fig. 1),
namely,
c†i ci f
†
i fi ' 〈c†i ci〉 f †i fi + 〈 f †i fi〉c†i ci
− 〈 f †i ci〉c†i fi − 〈c†i fi〉 f †i ci, (2)
where 〈· · · 〉 denotes the expectation value with respect to the
ground state of the system at temperature T = 0, but at fi-
nite T , it denotes the canonical average of an operator A de-
fined as 〈A〉 = Tr A exp(−βH)/Z, Z = Tr exp(−βH), and
β = 1/T . Here, the Hamiltonian including the mean-field
bond is solved numerically by a full exact-diagonalization of
the cluster. Thus, the mean-field values 〈c†i ci〉, 〈 f †i fi〉, 〈 f †i ci〉,
and 〈c†i fi〉 are calculated self-consistently. The chemical po-
tential µ is also determined so as to fulfill the condition
〈c†i ci〉 + 〈 f †i fi〉 = 1.
Now, we let us compute the mean-field values defined
above. Since they are local quantities, we may obtain them
approximately in the bulk limit even with the small clusters
by applying the ‘grand canonical’ analysis. In this analysis,
the original Hamiltonian consisting of local termsHi, defined
as in Ref.,19) is deformed as
Hdeform =
L∑
i=1
Hi f (ri), (3)
where f (r) is an externally given function, which varies
smoothly from the maximum at the center of the cluster
[i = (L + 1)/2] to zero at the edges of the cluster. For such
a function, we typically adopt the so-called sine-square defor-
mation (SSD) function, which provides a smooth boundary
condition. For the 1D system, the SSD function is given as
fSSD(i) = sin2
(
pi
L
(
i − 1
2
))
(4)
with either i = 1, · · · , L for the on-site and U terms or
i = 3/2, · · · , L − 1/2 for the hopping terms between sites i
and i + 1. This deformation spatially scales down the energy
from unity at the system center toward zero at the open edge
sites, which introduces the renormalization of the energy lev-
els in a way reminiscent of Wilson’s numerical renormaliza-
tion group.20, 22) As a consequence, the local quantities around
the system center are self-organized to tune the particle num-
ber of the bulk states to their thermodynamic limit by using
the edges as a reservoir. In this way, our grand canonical anal-
ysis using the SSD optimally realizes the bulk eigenstate ba-
sis at the center of the small cluster. Smooth variations of the
physical quantities calculated as a function of temperature, as
well as of the internal parameters of the EFKM, are thereby
demonstrated, as we will show below.
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Fig. 2. (Color online) (a) Calculated ground-state phase diagram of the
EFKM on the (U,D) plane, which contains the BI (blue), EI (green), and
normal SM (red) phases. The dashed line indicates the exact analytical solu-
tion of the BI-EI phase boundary. The cluster of L = 9 is used. (b) Calculated
order parameter 〈c†i fi〉 and numbers of electrons in the c and f orbitals 〈nci 〉
and 〈n fi 〉 as a function of U. D = 1 is assumed. We compare the results ob-
tained for the clusters of L = 7 (blue), L = 9 (orange), and L = 11 (green).
First, let us discuss the ground state of the EFKM at T = 0
K. The calculated ground-state phase diagram of the model
is shown in Fig. 2(a) on the (U,D) plane, where we find
that the excitonic insulator (EI) phase actually occurs be-
tween the band insulator (BI) and normal semimetallic (SM)
phases. The calculated phase boundary between the BI and
EI phases agrees well with the exact BI-EI phase boundary
D =
√
4(tc + |t f |)2 + U2 − U obtained analytically23) and in-
dicated by the dashed line. Here, we do not take into ac-
count the staggered orbital order phase, which should appear
around D = 0.24) We note that, unlike in the numerically
exact density-matrix-renormalization-group solution given in
Ref.,24) the EI phase appears only near the BI-EI phase bound-
ary. This is because the EI phase cannot acquire sufficient
2
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energy-gain in the small U region in the present CMFT calcu-
lations. In this region, the energy-gain by the EI-state forma-
tion is exponentially small. We also note that the phase bound-
ary between the EI and SM phases exhibits a nonmonotonous
curve, which may be due to the above-discussed discontin-
uous behavior of small clusters of the EFKM. However, we
should emphasize that the CMFT calculation indeed success-
fully provides the continuous EI phase between the BI and
SM phases with the help of the SSD function.
The calculated order parameter 〈c†i fi〉 and numbers of elec-
trons in the c and f orbitals 〈nci 〉 = 〈c†i ci〉 and 〈n fi 〉 = 〈 f †i fi〉
are shown in Fig. 2(b) as a function of U at D = 1 for the
clusters of L = 7, 9, and 11. We find that the cluster-size de-
pendence of the results, even for the order parameter 〈c†i fi〉,
is not very strong. We also find that the numbers of electrons
〈nci 〉 and 〈n fi 〉 vary smoothly as a function of U owing to the
SSD function, although we still notice a small discontinuity at
U ' 1 for the L = 7 cluster. We find again that 〈c†i fi〉 vanishes
rather rapidly when U is small, as discussed above.
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Fig. 3. (Color online) (a) Calculated finite-temperature phase diagram of
the EFKM as a function of U, where the region 〈c†i fi〉 , 0 is indicated by the
green circles. We use the cluster of L = 7 and assume D = 1. (b) Calculated
temperature dependence of the order parameter 〈c†i fi〉 and numbers of elec-
trons in the c and f orbitals 〈nci 〉 and 〈n fi 〉. We use the cluster of L = 7 and
assume U = 2.6 and D = 1.
Next, let us discuss the finite-temperature phase diagram of
the EFKM. The calculated result is shown in Fig. 3(a) as a
function of U at D = 1. We find that a dome-like shape of the
EI phase actually occurs as a function of U at 2 . U . 3.2,
which is between the BI (at 3.2 . U) and SM (at U . 2)
phases. Thus, the finite-temperature phase transition actually
occurs at T = Tc, where the value of Tc is found to be rather
low. Although we may point out on the one hand that the
finite-temperature phase transition does not occur in pure 1D
systems due to thermal and quantum fluctuations, we may
argue on the other hand that any mean-field-type treatment
of the quantum systems should provide a finite-temperature
phase transition, of which the Tc may well be low if partial
inclusion of the quantum fluctuations is made by, e.g., the
CMFT as in the present case.
The calculated temperature dependence of the order param-
eter and numbers of electrons in the c and f orbitals is shown
in Fig. 3(b). We find that the system undergoes a continuous
(or second-order) phase transition, as is evident in the behav-
ior of 〈c†i fi〉. We also find that the value of 〈nci 〉 (〈n fi 〉) increases
(decreases) with decreasing temperature below Tc due to the
excitonic condensation (or spontaneous c- f hybridization) al-
though the change across the phase transition is rather small.
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Fig. 4. (Color online) Calculated temperature dependence of the optical
conductivity spectrum σ(ω). We use the cluster of L = 7 and assume U = 2.5
and D = 1. The broadening parameter of the spectra is set to η = 0.1.
Finally, let us discuss the temperature dependence of the
excitation spectra of the EFKM; in particular, we calculate
the optical conductivity and single-particle spectra, which we
will compare with experiment on Ta2NiSe5. The optical con-
ductivity spectrum σ(ω) may be defined as
σ(ω) = ω (1 − e−βω) I(ω),
I(ω) =
1
pi
ImZ−1
∑
m,n
e−βEm
∣∣∣〈Ψm∣∣∣ d ∣∣∣Ψn〉∣∣∣2
ω − iη + Em − En (5)
with the dipole operator d = −e∑Ll=1 l (c†l cl + f †l fl − 1), where
Em and Ψm are the eigenvalue and eigenstate of the Hamilto-
nian, respectively.25) The single-particle spectrum may simi-
larly be defined by replacing d in Eq. (5) with either ck ( fk)
or c†k ( f
†
k ) with momentum k, thereby simulating the angle-
resolved photoemission or inverse photoemission spectrum
A(k, ω). Below, we choose k as a central site of the cluster
in real space, to calculate the angle-integrated spectrum.
The calculated results for the optical conductivity spectrum
σ(ω) is shown in Fig. 4, which may be compared with ex-
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periment for Ta2NiSe5; see Fig. 3 of Ref.26) and Fig. 2(c) of
Ref.27) It is known that the anomalously large peak appears
at ω ' 0.4 eV in experiment, the origin of which, we ar-
gued, comes from the electron-hole attractive interaction.11)
We now find that the temperature-induced spectral weight
transfer, observed experimentally in Ta2NiSe5,26, 27) is qual-
itatively well reproduced by our calculation; i.e., the spectral
weight is transferred from high-frequency to low-frequency
regions by increasing temperature. We should note that the
change in the spectral features at Tc is unnoticeably small,
which is also consistent with experiment, where virtually no
discontinuous changes occur at Tc.26, 27) The behavior of this
peak thus illustrates the preformed electron-hole pair state in
Ta2NiSe5, which appears even far above Tc.
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Fig. 5. (Color online) Calculated temperature (T ) dependence of the k-
integrated single-particle spectra A(ω), where c and f contributions are
shown separately., together with the total spectral weight c + f . The ver-
tical line indicates the Fermi level. We use the cluster of L = 7 and assume
U = 2.5 and D = 1. The broadening parameter of the spectra is set to η = 0.1.
The calculated results for the k-integrated single-particle
spectrum A(ω) are shown in Fig. 5, where we find that the
band-gap feature observed at T = 0 essentially remains even
far above Tc as a pseudogap structure, indicating that the
electron-hole pairs survive robustly. The temperature depen-
dence of the angle-resolved photoemission spectra observed
experimentally9) are consistent with our calculated results.
Thus, the preformed pair state in the strong-coupling
regime of excitonic insulators manifests itself in both the op-
tical conductivity and single-particle spectra.
In summary, we studied the excitonic condensation in the
1D EFKM at finite temperatures based on the CMFT ap-
proach. We obtained the ground-state and finite-temperature
phase diagrams of the model using the grand canonical exact-
diagonalization analysis of small clusters with the SSD func-
tion, whereby the unphysical temperature and parameter de-
pendence of the results was suppressed. We also presented
the temperature dependence of the optical conductivity and
single-particle spectra of the model and compared them with
experiment on Ta2NiSe5. We thus discussed how the pre-
formed pair state appears in the strong-coupling regime of the
EI. We hope that more quantitative analyses of the experimen-
tal data will be made in future based on more realistic mod-
els28, 29) and more powerful computational techniques,30, 31) to
reveal the entire aspects of the excitonic insulator states in the
strong-coupling regime.
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