Proposed by Weidong
In triangle ABC, let A 1 , B 1 , C 1 be the points opposite A, B, C at which the angle bisectors of the triangle meet the opposite sides. Let R and r be the circumradius and inradius of ABC. Let a, b, c be the lengths of the sides opposite A, B, C, and let a 1 , b 1 , c 1 be the lengths of the line segments B 1 C 1 , C 1 A 1 , A 1 B 1 . Prove that
11553.
Proposed by Mihály Bencze, Brasov, Romania. For a positive integer k, let α(k) be the largest odd divisor of k. Prove that for each positive integer n,
Proposed by Zhang Yun, Xi'an Jiao Tong University Sunshine High School,
Xi'an, China. In triangle ABC, let I be the incenter, and let A , B , C be the reflections of I through sides BC, CA, AB, respectively. Prove that the lines AA , BB , and CC are concurrent. 
Proposed by Duong Viet
.
11557.
Proposed by Marius Cavachi, "Ovidius" University of Constanta, Constanta, Romania. Let S be a finite set of circles in the Cartesian plane having the property that any two circles in S intersect in exactly two points, each circle encloses the origin, but no three circles share a common point. Construct a graph G by taking as the vertices the set of all intersection points of circles in S, with edges corresponding to arcs of a circle in S connecting vertices without passing through any intermediate vertex. (Thus,  with 
(a) Find a closed-form expression for P(n) when n is a nonnegative integer. (b) Show that lim x→−1 + P(x) exists, and find a closed-form expression for it.
Solution by Hongwei Chen, Christopher Newport University, Newport News, VA.
(a) Notice that
Rationalizing the numerator gives
From the identity
PROBLEMS AND SOLUTIONS we obtain
Clearly, P(1) = 0. The series for P(0) telescopes to give
In general, for n ≥ 2, the series telescopes into the form
(b) Now use the inequality arctan t < t for t > 0. If k ≥ 2 and x ≥ −1, then
By the Weierstrass M-test, the series P(x) converges uniformly, and therefore it is continuous for x > −1. As in (a), we have
Thus,
Editorial comment. The proposers report that they discovered the value −3π/4 experimentally. They ask whether there are more general closed forms for P, say at half-integers.
Also solved by R. Bagby, N.
Research Problems Group, and the proposers.
A Vector Differential Equation
11440 [2009, 547] . Proposed by Stefano Siboni, University of Trento, Trento, Italy. Consider the vector differential equation
where x(t) = (x 1 (t), x 2 (t), x 3 (t)), u denotes the usual Euclidean norm of a vector u, × is the standard cross-product, and p and its first partial derivatives are real-valued and continuous.
(a) Show that all solutions to (1) are defined on all of R.
(b) Show that any nonconstant solution tends to infinity as t → +∞.
(c) Show that for any nonzero solution x(t), lim t→+∞
exists.
Solution by Robin Chapman, University of Exeter, Exeter, U.K.
(a) Consider a nonconstant solution of (1) on an open interval I . From (1),
This implies that x(t) · x (t) = At + B for some constant B. Also,
where C is a constant.
By the Cauchy-Schwarz inequality,
Upon substituting the results above, this becomes
= AC, then x(t) and x (t) are linearly dependent, so x (t) × (x(t)/||x(t)||) = 0. Thus by (1), x (t) = 0, so x (t) is constant. In this case the solution has the form x(t) = (t + k)u for a fixed k ∈ R and vector u; this extends to all of R. Moreover, x(t)/||x(t)|| = u/||u|| for t = k.
Suppose now that B 2 < AC. We then have
Therefore, a problem with the differential equation in (1) being ill-defined when x(t) = 0 does not arise. From the theory of ordinary differential equations, a solution on an open interval I with an endpoint a extends to a larger open interval J containing a provided neither x(t) nor x (t) tends to infinity as t → a. Our formulas for x(t) · x(t) and x (t) · x (t) prevent this. Hence x(t) extends to a solution on all of R.
(b), (c) Since x(t) · x(t) → ∞, it follows that x(t) → ∞ as t → ∞. Let y(t) = x(t)/||x(t)||. Now
. Hence,
February 2011]
PROBLEMS AND SOLUTIONS Consequently,
Hence ||y ( 
Solution by Jim Simons, Cheltenham, U.K.
Fix all the B j (and therefore all the C j ), and all the A j except A i and A i+1 for some particular i, and consider varying the
and
If h i is the distance of A i from the line B i−1 B i , then
Differentiating with respect to θ here gives
Thus d /dθ = 0 when sin γ sin θ = ± sin α sin(α + γ − θ ). Since the sines are all positive, the only valid case is when sin γ sin θ = sin α sin(α + γ − θ ), and this gives a minimum of since → ∞ as θ → 0 and as θ → α + β. Therefore is minimized when sin γ sin θ = sin α sin(α + γ ) cos θ − sin θ cos(α + γ ) , or equivalently, when
This occurs when A i A i+1 is parallel to B i−1 B i+1 . Thus in a configuration that minimizes is parallel to the corresponding B i−1 B i+1 . In that case every A i B i−1 C i B i is  a parallelogram, so that every a(A i , B i , B i−1 ) = a(C i , B i , B i−1 ) , and therefore
. (a 2 n−1 + 1) for n > 1, with a 1 = 3. Show that
Solution by Jim Simons. Cheltenham, U.K. This is an extraordinarily weak inequality! The left side exceeds 1 for the first time when n = 9, at which point the right side exceeds 10 25 . To see that it is true, we first note that a k > 2 k . To prove this by induction, note a 1 = 3 > 2 and a 2 = 5 > 4; beyond that, a k > 4 and a k+1 > 2a k . (A stronger bound of a k ≥ 2(3/2) 2 k−1 is also easy.) Since a k /(1 + a k ) < 1, we have n k=1 a k /(1 + a k ) < n. Since 1 + a k ≥ 4 and a k > 2 k , we have 1/(a k (1 + a k )) < 2 −k−2 and n k=1 1/a k (1 + a k ) < 1/4. Combining these, we see that the left side is less than √ n/2. For n ≥ 8, the right side satisfies 1 4
Direct calculation shows that the inequality holds for smaller n, the closest call being at n = 3. Prove that
where a > 0 and {x} denotes the fractional part of x.
Solution by Ralph Howard, University of South Carolina, Columbia, SC. The result holds in greater generality; we claim that:
If β : R → R be a bounded measurable function that is periodic with period 1, so that β satisfies β(z + 1) = β(z), and if g ∈ L 1 ([0, 1]), then
Assuming (1) and taking β(z) = {z} a , which has period one and is bounded for a > 0, we have
For the proof of (1), we extend the Riemann-Lebesgue lemma:
Lemma. If f ∈ L 1 (R) and β : R → R is a bounded measurable function such that β(z + 1) = β(z), then 
The proof of this lemma proceeds just as in one of the standard proofs of the RiemannLebesgue lemma: It is easy to check that it holds for f = χ [a,b] , the characteristic function of an interval. By linearity, it then holds for finite linear combinations of characteristic functions of intervals, that is, for step functions. However, step functions are dense in L 1 (R), so the result holds for all f ∈ L 1 (R) by approximation. To obtain (1) from the lemma, let g ∈ L 1 ([0, 1]), and define f : R → R by f (y) = y −2 g(1/y) for y ≥ 1 and f (y) = 0 otherwise. Letting y = 1/x in the change of variable formula yields This equation holds as well with absolute value bars on the integrands, and therefore f ∈ L 1 (R). The same change of variable yields 
