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Incorporating an oral presentation into the EFL classroom offers learners the
chance to develop a range of skills in a format which has the potential to be authen-
tic in the workplace. On the other hand, putting together a reliable method of mark-
ing presentations which offers valid results may be a challenge to the instructor.
When more than one person is involved in the marking of this type of assessment,
the issue of inter-rater reliability is an additional area which needs to be addressed.
This concept refers to the consistency of evaluating and can be measured by com-
paring scores given by two different raters with regard to the same pieces of work
(in this case, presentations) (Alderson & Banerjee, 2002). In this paper, the research-
ers, both of whom are instructors who use the oral presentation as a method of as-
sessment in their classes of non-English majors at a private university in western Ja-
pan, recorded a number of presentations (referred to as the “baseline group”),
marked them according to their syllabus, and exchanged the videos and rated the
other instructor’s class (“target group”) presentations, based on a previously agreed
rubric. The respective evaluations were then compared in order to explore the issue
of inter-rater reliability.
Both instructors have similar classes with students that are streamed according
to level. For this particular pilot study the classes chosen were, firstly, an English II
(non-elective) class which was composed of first year students. These students were
expected to give a 5 minute presentation in pairs for this assessment. The other class
was an English Conversation class which was an elective class composed of stu-
dents from various years. Students were expected to give 5 minute individual pres-
entations. Both classes met for a total of 28 times in an academic year and for 90
minutes each session. Both projects came at the end of the second semester of the
academic year. It was hypothesised that each instructor would bring a different set
of values to the rating of the presentations.
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The instructors both subscribe to the view that oral methods offer a high valid-
ity when it comes to assessments of learners in the EFL classroom (Lin, 2013).
Such methods help to ensure that learners are using English for communicative pur-
poses. The concept of validity is key to assessments, and this word has been sug-
gested as a synonym for “truth” (Silverman, 2013: 210). According to Brown
(2007), validity is one of three key criteria for consideration in test construction,
alongside practicality and reliability. The latter is frequently suggested as a weak
point in the conducting of oral assessments (Bachmann & Palmer, 1996). Their con-
sideration of reliability involves a whole sub-set of concepts: “setting, input, rubric,
response, and relationship between input and response,” (1996: 139), which form
part of a forty-two item set of questions for evaluating the overall usefulness of a
test. On the other hand, Weir (2005) sees validity as an overarching concept, of
which reliability is one component, also referred to as scoring reliability. Another
perspective on the relationship between the two concepts of reliability and validity
is that they can counter one another and that a test needs to find an effective bal-
ance between these two (Hughes, 2003).
A test which requires learners to speak is a more useful assessment of their
speaking proficiency than one which asks them to write. The oral presentation is
one example of this, and it is said to be widespread in the EFL classroom (King,
2002). The benefits of such a task are wide-ranging. Potential learning gains include
real-world communication skills as well as leadership skills (King, 2002), while a
list of benefits compiled by Živković (2014) includes the integration of the four lan-
guage skills, research skills (such as collation, inquiry, organisation and construc-
tion), team work and autonomy. The above relate to the employment of the presen-
tation as a task rather than as an assessment tool, but Hedge’s (2000) assertion that
assessment should form part of the teaching and learning process indicates that the
two are inseparable. However, it is suggested that the number of scoring categories
be limited to around four or five, as anything beyond this is likely to overly stretch
the cognitive load on the rater (Luoma, 2004).
Oral tests do suffer in general from lower reliability. Lado (1961), on compar-
ing the reliability of tests using a coefficient in which the value of 1 indicated per-
fect reliability, wrote that effective tests of reading, vocabulary or grammar would
tend to score between 0.90 and 0.99, those of aural ability between 0.80 and 0.89,
with those of oral ability scoring between 0.70 and 0.79. Hughes (2003) suggests
that the level of importance of the test should determine the desired degree of reli-
ability. Several reasons have been proposed for the lack of reliability of oral tests,
and these include interfering factors such as shyness (Bonk & Van Moere, 2004),
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willingness to communicate (Berry, 2004), and learner acquaintanceship (O’Sullivan,
2002). Reliability can be broken down into different types, such as test reliability
and scorer reliability (Brown, 2007). The former can be illustrated by background
noise drowning out the audio in a listening test taken by some candidates, while
other candidates are not affected by this noise. The latter points to inconsistencies
when more than one rater is responsible for scoring the candidates, as it can be hard
to ensure that all scorers are considering the criteria in exactly the same way.
Brennan (2001) posited that generalisability theory can be used to validate the
reliability of an oral test. This indicates the possibility of a test score to be repli-
cated when the same assessment is carried out by a different rater. It is a tool which
informs test designers of the effects of changing facets of the test (which can in-
clude raters and tasks) as well as the impact on reliability of changing the test de-
sign, such as by altering the number of scorers (Lin, 2013). It is obvious that an ob-
jective of any test is to achieve generalisability, in other words the likelihood that
the results of a test can be generalised so that the concept being tested (i.e. student
speaking proficiency) would be reflected in contexts outside of the test setting itself
(such as with different interlocutors, scorers, or even in authentic, non-pedagogic
situations). If a student scores highly in a test of English language speaking, it
would be expected that they could perform with a similar degree of competence
when navigating a similar locutionary act outside of the classroom.
This suggests that increasing the number of raters is likely to have an effect on
reliability, a factor that appears to be a potential problem of courses which are not
coordinated across a number of instructors and may rely entirely on one individual
for their implementation. Even high-stakes tests of English speaking proficiency,
such as IELTS (International English Language Testing System) or TOEFL (Test of
English as a Foreign Language 1), tend to be rated by an individual, with an impact
on their overall usefulness.
In answer to this, one common way to bring some consistency to scoring tests
such as oral tests is through the creation of a rubric. Deciding in advance on a set of
criteria which are being examined, with band descriptors which outline the differing
standards required in order to achieve each particular level, is a system employed by
tests such as IELTS and TOEFL. Rubrics are published in order for test-takers to
gain a general idea of what they are aiming for, and examiners are provided with
training in order to understand the differences between each level, with consistency
of marking being a crucial element of these large assessments (Test of English as a
Foreign Language 2). To illustrate such methods, IELTS uses criteria such as
“speaks at length without noticeable effort or loss of coherence” in its fluency com-
ponent (band seven of nine) and “produces basic sentence forms with reasonable ac-
curacy” in its lexical resource component (band five) (International English Lan-
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guage Testing System) while an example of a TOEFL level two (of four) topic de-
velopment descriptor is “connections of ideas may be unclear” and “generally well-
paced flow” suggests that the speaker may have reached level four for delivery (Test
of English as a Foreign Language 1). While the use of such phraseology seems to
be the norm in high-stakes tests, this has been described as “squishy prose descrip-
tors” (Hieke, 1985: 140) which indicates their inability to equal a score based sys-
tem of evaluation for reliability.
As an alternative to the rubric, Upshur and Turner (1995: 6) propose a series of
binary choices to determine the ability of the examinee. When scoring content, for
example, an answer is assessed as either partial or complete. Inevitably this in-
volves a much longer list of items than a rubric would, and in testing was found to
have a rater agreement rate of 81%, which places it higher than the levels of accept-
ability under Lado’s (1961) and Luoma’s (2004) terms.
Methodology
The research question for this project is “what would the difference in marking
be if two instructors graded each other’s students.” While putting together a qualita-
tive pilot study, the researchers realized that many potential factors such as time
spent with the students or students’ histories might play a factor. It became evident
that the researchers’ own personal biases might also come into play while marking.
The project was set up with the following methodology. First, each of the research-
ers recorded a certain number of students giving presentations in their respective
classes. After recording the presentations, the instructors exchanged four presenta-
tions of their own choosing. Each instructor did their own initial grading of their
own students in real-time as would be customary. After marking and viewing the
presentations, the second instructor also watched and graded the presentations via
video at a later time. The instructors then reviewed their baseline class and the tar-
get class a second time and added any additional comments to their original notes.
Finally, the instructors met to share their scoring, comments and reasoning.
Prior to exchanging the results, the instructors assessed their classes in accor-
dance to the rubrics they found appropriate for the context of their respective
classes. During consultation after exchanging the videos of the presentations a set of
common categories were found. These categories ultimately were very broadly de-
fined as language, content, delivery, and powerpoint. Language was defined as as-
pects of grammar and vocabulary used in the presentation. Content was defined by
originality of the topic selected and quality of research that accompanied the se-
lected topic. Delivery was defined as aspects of physical delivery (posture, eye-
contact, etc.) as well as suprasegmental aspects of pronunciation. In the case of In-
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structor 1, language and content occupied a similar conceptual sphere and were
likewise scored together in the context of his class whereas Instructor 2 viewed
these as separate categories. In the tabulation of scores, points awarded for language
and delivery were combined in an attempt to have more cohesion in interpreting the
results. Finally, powerpoint was defined only by its appropriateness to the parame-
ters defined in the original class. Within each of these predetermined categories, the
instructors were given the freedom to interpret them more specifically in relation to
the appropriateness of their curricula. Specific differences can be seen in the appen-
dix.
Results
As stated previously, oral assessments can be unreliable. However, this issue is
not distinct or unique to high-stakes assessment and also is revealed in more formal
classroom assessments. As was evident with the difference in concepts between in-
structors with very general constructs like language and content, the need for a
clear definition for assessment before assessing may improve accuracy in marking.
For Instructor 1 the concept of language was more directly tied to the appropriate-
ness of the usage of language as opposed to Instructor 2, who favored grammatical
complexity.
Furthermore, as Joughin (1998) points out, presentations, like the ones de-
scribed here, are a type of assessment which is purely oral and authority-based. This
tends to create a situation where more affective traits (attitudes, motivation, anxiety)
can interfere with or enhance the ability of the student to perform (Dörnyei, 1994).
In a classroom setting, these traits often present themselves throughout the course of
a year or semester but are magnified under the pressure (internal or external) of a
presentation assessment. As such, the expectation for this pilot study was to see
variation on how the instructors assessed students without prior knowledge of them.
A total of fourteen groups were assessed with nine being from Instructor 1’s
class and five being from Instructor 2’s class.
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In general, the scores for both instructors were consistent. However, there were
some deviations that will be the focus of the results. In the case of Instructor 1’s
class the primary difference came in the scoring of Groups 3, 7, and 8. Specifically,
the difference in scoring for delivery in Groups 3, 7, and 8 was revealed during the
final consultation to have involved the definition of what was acceptable for deliv-
ery in the context of that specific class and what was the minimum acceptable score
to give to a student who has given sufficient effort. In the first case, delivery was
very specifically defined to include a certain amount of eye-contact which was not
satisfied by either participant. Furthermore, Instructor 1 found it acceptable to score
any category as high or low as the performance dictated, while Instructor 2 found
that he had an internal bias to not score below 6/10 if effort was demonstrated in
the task.
In the case of Instructor 2’s classes, there was agreement on three out of the
five presentations and differences in scoring among two of the presentations (Group
2 and 3). Beginning with Group 2, Instructor 1, who viewed the presentation from
the target group perspective, rated the delivery portion of the presentation much
lower than Instructor 2 (5/10 and 8/10). It became evident through discussion of the
actual presentation that there was agreement between both instructors about the
quality of the delivery, however it became clear that Instructor 2 was scoring with
Table 1 Presentation Scoring Instructor 1 Baseline
Instructor 1/2
Group Language Content/Delivery Powerpoint Total
Group 1 5/4 7/7.5 4/4 16/15.5
Group 2 5/3 5/6 4/3.5 14/12.5
Group 3 4/4 5/7.5 2/4 11/15.5
Group 4 4/3.5 6/7 2/3.5 12/14.5
Group 5 5/4 5/7.5 4/4.3 14/15.3
Group 6 5/4 7/7.5 4/4 16/15.5
Group 7 4/3.5 5/7.5 2/4 11/15.0
Group 8 4/4 5/7.5 2/3.5 11/15.0
Group 9 4/4 7/7 3/4 14/15.0
Table 2 Presentation Scoring Instructor 2 Baseline
Instructor 1/2
Group Language Content/Delivery Powerpoint Total
Group 1 4/4.5 8/8 3/3.5 15/16.0
Group 2 4/4 5/8 3/3.5 12/15.5
Group 3 4/4.5 6/9 4/4.5 14/18.0
Group 4 4/4 8/7.5 4/4 16/15.5
Group 5 4/4 6/6.5 4/4 14/14.5
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affective traits of the student in mind. In this particular case, the student from Group
2 had been dealing with high levels of stress that the instructor was attempting to
help the student overcome. In this case the affective traits of the instructor seemed
inadvertently to interfere with the validity of the assessment. In the case of the stu-
dent from Group 2, Instructor 1 found the choice of topic to be too simplistic for
the presentation. This was later revealed to be due to the requirements which he
normally sets for his presentations. Specifically, Instructor 1 requires students to
choose a topic that the target audience will learn something new from. Also, since
Instructor 1 was viewing this presentation from the target class point of view, they
may have carried some expectations from the baseline class over to the target class.
Instructor 2 set no specific guidelines for topic choice in the class and therefore did
not deduct points for content choice but was instead assessing how the chosen con-
tent was described.
Conclusion
Due to the nature of this being a pilot study, the researchers were able to draw
several general conclusions and generate more questions for further exploration. The
results of the ratings provided fewer variances between the raters than was initially
expected. Indeed, out of the fifteen instances of rating that were implemented, only
five showed a deviation worth further study. This was likely due to the instructors
having similar purposes for the evaluation and a common set of categories with
which to evaluate. As discussed previously, affective factors can alter performance
of the students in a given evaluation but also likely create subtle biases about how
the rater evaluates a given performance. Presentations are process-driven evaluations
and therefore instructors who preview portions of the process may form subtle bi-
ases for expectations of how a certain student or group of students should perform.
This is a question of both inter-rater reliability and intra-rater reliability. Whether
this bias rises to the level of statistical significance is an area which could be ex-
plored in future research.
Finally, there are three areas the researchers would like to specifically detail as
areas for future inquiry. First, during the course of the evaluation it seemed clear
that how a rubric defines its categories in relation to the purpose of the evaluation
has some effect on how the evaluation is carried out. Having specific terms to
evaluate within specific categories within the framework of a given curriculum may
give better accuracy and reliability as to how the evaluation is executed. Secondly,
as previously mentioned, intra-rater reliability may be affected by biases developed
intentionally or unintentionally during the length of a course. This is an area that
would require detailed statistical analysis over a wider instructor population. Like-
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wise, whether this is a positive, negative or insignificant factor may be difficult to
determine. Lastly, the size of this study did not yield a sample size that could lend
itself to make more accurate generalizations. Likely a larger study would need to
entail instructors/raters from multiple different classrooms. Furthermore, it would
likely need to include instructors/raters teaching in multiple countries to eliminate
any biases unique to the Japanese context.
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