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ABSTRACT
Objective image quality assessment (QA) is crucial in order to im-
prove imaging systems and image processing techniques. In medical
imaging, model observers that estimate signal detectability, have be-
come widespread and promising as a means to avoid costly human
observer experiments. However, signal detectability alone does not
give the complete picture: one may also be interested in optimizing
several independent quality factors (e.g. contrast, spatial resolution,
noise).
In recent work, we have proposed the channelized joint observer
(CJO), to jointly detect and estimate random parametric signals in
images, a so-called signal-known-statistically (SKS) detection task.
In this paper, we show how the estimation capabilities of the CJO can
be exploited to estimate several image quality factors in degraded
images, through signal insertion. By fixing the signal detectability,
we illustrate how to benefit from the trade-offs that exist between the
different quality factors. Our method is in the first place intended
to aid medical image reconstruction techniques and medical display
design, although the technique can also be useful in a much wider
context.
1. INTRODUCTION
To improve medical imaging systems and processing techniques, ob-
jective assessment of image quality is an important factor. In medical
image processing, the goal is not to create aesthetically pleasing im-
ages, but rather to be maximally useful for a specific purpose, e.g.,
the diagnosis of a disease. For this reason, task-based quality as-
sessment is mostly adopted: first, the task of interest is specified,
and next, it is quantitatively determined how well this task has been
performed [1]. Most considered tasks are detection tasks, in which
abnormalities in images (e.g. tumors, vein calcifications, lesions...)
are being detected. Image quality can then be expressed objectively
in terms of the detectability of abnormalities.
While signal detectability can be a good indicator of the image
quality, in some circumstances, we are also interested in the reason
why the image quality is determined to be good or bad. Even though
the overall quality in terms of detectability may be the same, the
individual quality factors may differ.
As an example, consider the design of a tomographic recon-
struction method. During the past decades, iterative reconstructions
methods (e.g., [2, 3, 4]) have found to give a superior reconstruction
performance compared to the more traditional analytical methods,
especially for low-dose or limited view images. Quite often, itera-
tive methods depend on a set of parameters β that need to be de-
termined in order to optimize image quality. Since in many cases,
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the parameters are even content-dependent, and optimization of β is
a difficult design problem. Moreover, even though for two possible
sets of parameter values, the signal detectability may be the same,
it is theoretically speaking still possible to weight the noise level
obtained after reconstruction, contrast and spatial resolution against
each other. More concretely, consider a disk of diameter d and con-
trast c in a reconstructed image. The signal detectability of this disk
can be expressed by the signal-to-noise-ratio (SNR) [5]:
SNR =
c
σn
, (1)
where σn is the standard deviation of the noise in the reconstructed
image, averaged over a circular region of diameter d. Now, when
both the contrast and noise standard deviation are multiplied with
the same factor, the signal detectability in terms of SNR remains the
same. Note that the direct measurement of c and σn from an image
is not as trivial as it may seem: first the background noise may be
correlated or non-stationary, which makes the estimation very diffi-
cult [6]. Second, we are mostly interested in measuring the contrast
of a signal inserted in a realistic background (rather than a uniform
background). In this case, the background should be taken into ac-
count when measuring c. Another deficiency of (1) is that spatial
resolution effects (e.g., blurring, aliasing) are not directly taken into
account.
As a general means to estimate the detectability SNR, while al-
leviating some of the previous problems, numerical observer mod-
els have been proposed [1, 7]. Some examples are the (non)pre-
whitening matched filter, the Bayesian ideal observer and the (chan-
nelized) Hotelling observer. Let b denote a vector of intensities of
the background, and let x and y respectively denote the known sig-
nal and the reconstructed image. Then, the detection problem is for-
mulated as follows:
y =
{
b (H0)
b+ x (H1)
(2)
The observer model decides whether a signal is present in the con-
sidered image (H1), or not (H0). This is done by comparing the
decision test statistic t to a given predefined threshold. For Gaussian
distributed backgrounds b with mean 0 and covariance Cb, the ideal
Bayesian observer has the following test statistic:
t = xTC−1b y. (3)
From (3), the detectability SNR is computed as [8]:
SNR =
E [t|H1]− E [t|H0]√
1
2
(Var [t|H1] + Var [t|H0])
=
(
x
T
C
−1
b x
) 1
2
. (4)
Note that the computation of the ideal observer SNR requires that
both the signal x and the background statistics Cb are exactly
known. In the image quality assessment application in the above ex-
ample, this is not the case, because the signal x in (4) corresponds to
a (possibly non-linearly) tomographically reconstructed signal. The
channelized Hotelling observer (CHO) [7] circumvents this problem
by estimating x and Cb directly from the reconstructed images. To
do so, a dimensionality reduction is applied by projecting onto a set
of channels. Although the CHO may an accurate estimate of the
ideal Bayesian observer SNR [7] and serves as a no-reference based
QA method, the CHO is unable to provide estimates of individual
image quality factors.
Recently, we have extended the CHO model to signal-known-
statistically (SKS) detection tasks [9, 10]. The resulting channelized
joint observer (CJO), is able to jointly estimate signal parameters and
detect its presence. In this paper, we build a QA system mostly based
on ideas forthcoming from the CJO model, namely that the estima-
tion capabilities of the CJO can be used to measure the signal degra-
dation. Therefore, we assume that the degraded signal has randomly
distributed parameters, which are to be estimated. In particular, we
consider the measurement of noise, contrast and blur through signal
insertion the image (possibly as an off-line procedure). In contrast
to [9, 10], to maximize the estimation accuracy, we do not estimate
the quality measures on an image basis, but on an overall basis, over
an ensemble of images. We point out that the signal detectability in
terms of SNR (4) is a function of these quality factors. This means
that, when fixing the signal detectability, a trade-off is possible be-
tween the independent quality factors. This may be useful to tune
display and visualization methods to the users’ needs and comfort.
This paper is structured as follows: in Section 2, the proposed
QA method is explained. The method consists from a background
and signal model (Subsection 2.1). The trade-off between the indi-
vidual quality factors is discussed in Subsection 2.2 and the estima-
tion in Subsection 2.3. The computation of the signal detectability is
discussed in Subsection 2.4. Finally, experimental results are given
in Section 3 and Section 4 concludes this paper.
2. THE PROPOSED QA METHOD
An overview of our QA technique is shown in Figure 1. We assume
that an idealized background and signal (which we do not have at our
disposal), is corrupted by a degradation process and consequently re-
stored by a reconstruction process, resulting in a “measured” back-
ground and signal. This technique is similar to the one recommended
in [13], with the difference that our aim is not to estimate the PSNR,
but rather individual quality factors. A few examples of degradation
processes and the corresponding reconstruction processes are listed
in Table 1. Some of the parameters of both processes (denoted by
β) can be controlled. The goal is then to jointly compute the de-
tectability in the SNR sense, the blur level σb, noise level σn and
contrast c. These quality measures may then be used in turn to up-
date the parameters β (note that this last topic heavily depends on the
specific degradation and reconstruction processes and is therefore
outside the scope of this paper). To measure the mentioned image
quality factors, we first define a signal and background model, and
then we explain how these factors can be measured from an image,
in a reference-free manner.
2.1. Signal and background model
First, we will explain the signal and background model used for
QA. Consider an “ideal” (reference) background image b˜, and an
Detect.
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Fig. 1. Processing flowchart for no-reference objective quality assessment
(here applied to radiographic images). A circular signal is inserted in the
center of the image.
“ideal” (reference) signal x˜. For notational simplicity, the images are
stored into a vector, using column stacking. Since our QA method
is reference-free, these images will not be available to our method.
Now, consider a symmetric Gaussian signal:
[x˜]
r
= exp
(
−r2/2σ2x˜
)
, (5)
where σx˜ is a known scale parameter of the signal, r is the distance
to the center of the signal q (which is a known location in the image).
We also assume that the relationship between the background and the
signal is additive. Then, under the hypotheses, the following “ideal”
image is synthesized:
y˜ =
{
b˜ (H0)
b˜+ x˜ (H1)
(6)
Next, the “ideal” image is corrupted by a process fβ (·), resulting in
the observed image y:
y =
fβ
(
b˜
)
+ n (H0)
fβ
(
b˜+ x˜
)
+ n (H1)
(7)
where fβ (·) is an unknown general nonlinear non-invertible vec-
tor function, and n represents statistical noise introduced during the
degradation process (here, we assume that n is Gaussian distributed
with mean 0 and variance σ2n). In the remainder of this paper, we will
assume that neither b˜ or y˜ are available. Remark that b˜ or y˜ may
be available when the process fβ (·) is simulated (e.g., involving
Monte-Carlo simulations). This corresponds to full-reference based
quality assessment, which is treated more extensively in [14, 15].
To simplify our following analysis, we will perform a first or-
der Taylor series approximation of fβ
(
b˜+ x˜
)
at x˜ = 0. This
gives the following additive relationship between the observed back-
ground and signal:
y =
fβ
(
b˜
)
+ n (H0)
fβ
(
b˜
)
+Tx˜+ n (H1)
(8)
where T =
[
Dfβ
(
b˜
)]T
. Consequently, we arrive at the detection
problem from (2), when setting:
b = fβ
(
b˜
)
+ n and x = Tx˜. (9)
Table 1. A few examples of degradation and reconstruction processes.
Application Degradation process Reconstruction process Parameters β
Tomographic reconstruction [4] Low-dose and sparse view CT acquisition Iterative reconstruction technique Dose, projection angles
MRI imaging [11] K-space acquisition on spiral trajectories Non-uniform IFFT reconstruction Trajectory parameters
Digital photography Photon noise, Bayer pattern Demosaicing and denoising Exposure time
Display design[12] Physical properties of the display Hardware compensation backlight uniformity
techniques compensation parameters, ...
Image compression Quantization during encoding decoder Encoder and
decoder parameters
“ideal”
signal
Contrast 
gain Blur
“degraded”
signal
Fig. 2. The signal degradation model.
This equation, which is due to the linearization, has the intuitive
interpretation that the background and signal are processed indepen-
dently, and then added together to yield y. Next, we put forward a
simple model for the operation T (see Figure 2): we assume that T
is composed of an intensity scaling (corresponding to a signal con-
trast adjustment), and a Gaussian blurring operation.
For the signal from (5) and according to (9), the measured signal
x can be calculated analytically:
[x]
r
= c · exp
(
−r2/2σ2x
)
, with σ2x = σ2x˜ + σ2b . (10)
Now, we are interested in estimating the signal parameters of x, di-
rectly from the observation of y. These estimated signal parameters
then indicate how the contrast, spatial resolution are affected by the
operation fβ (·).
2.2. The trade-off between noise, contrast and blur
For the analytical signal (10) and using a simple correlated Gaussian
background model, the SNR (4) can easily be calculated. To show
the individual relationships between the different signal parameters,
we performed an experiment in which the SNR for various parameter
signal values was computed, for a correlated Gaussian background.
The results are shown in Figure 3. In particular, contours of equal
SNR are shown as function of the blur, noise and contrast levels. It
can be seen that, when increasing the blur level, a higher contrast is
needed to preserve the SNR. This effect diminishes however when
the SNR reaches 1 (0 dB). Also, the relationship between contrast
and blur is nonlinear, the SNR drops rapidly when increasing the
blur level.
On the other hand, the relationship between noise and contrast
is almost linear. This is not a surprise, due to (1), although the con-
tours do not intersect in the origin (as would be expected in the light
of (1)). This is because the background (see Subsection 2.1) is ex-
plicitly taken into account here. Hence, when fixing the SNR, the
“optimal” contrast does not only depend on the noise or blur, but also
on the background. In Section 3, we will perform a more extensive
experiment, in which we optimize the parameters of an algorithm
according to the above trade-offs.
0 d
B
0 
dB
0 
dB
5 dB
5 dB
5 
dB
5 
dB
10
 d
B
10 dB
10 d
B
15 dB
15 dB
contrast
bl
ur
0.5 1 1.5 2
1
2
3
4
5
6
7
8
9
10
0 
dB
0 
dB
0 
dB
5 
dB
5 
dB
5 
dB
10
 d
B
10
 d
B
10
 d
B
15
 dB
15
 d
B
15
 d
B
20 
dB
20
 dB
contrast
n
o
is
e
0.5 1 1.5 2
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
(a) (b)
Fig. 3. Trade-off between (a) contrast and blur and (b) contrast and noise,
for maintaining equal detectability (in SNR sense).
2.3. Local image quality measures
In the following, we will assume that both signal-present (denoted
by y|H1) and signal-absent images (y|H0) are given, and that the
signal presence is known (hence skipping the detection task). Under
these circumstances, the observed degraded signal can be estimated
simply by:
xˆ = 〈y|H1〉 − 〈y|H0〉 , (11)
where 〈·〉 denotes the sample mean. Next, the signal parameters
(c, σx) can be jointly estimated by least-squares fitting of (11) to
(10):
ĉ, σx = arg min
(c,σx)
‖x(c, σx)− xˆ‖
2
= arg max
(c,σx)
x
T (c, σx)
[
xˆ−
1
2
x(c, σx)
]
. (12)
Note that the signal x(c, σx) depends on (c, σx) in a nonlinear way.
To facilitate the estimation, we first make use of a linear dimension
reduction (similar to the CJO in [9, 10]). The original and estimated
signals are linearly projected onto a small set of channels:
x
′(c, σx) = U
T
x(c, σx) and xˆ′ = UT xˆ, (13)
where U is an N × K projection matrix containing K column-
stacked channels. The number of channels K is typically very small,
e.g. K = 5. Here, N is the length of the vector xˆ (i.e., the number
of pixels in the image). In channel space, (12) becomes:
ĉ, σx = arg max
(c,σx)
x
′T (c, σx)
[
xˆ
′ −
1
2
x
′
(c, σx)
]
. (14)
The main benefit of this approach is that both the detection and es-
timation take place in channel space, which is computationally very
efficient. Here, our goal is to estimate both the size (scale) of the
signal and its contrast. The channels should be designed carefully
such that the solution of (14) approximates the solution to (12) as
much as possible. To aid the signal shape parameter estimation, we
use channels that are shiftable in scale [10]1. These channels can
be composed in polar frequency coordinates (where the origin of the
polar grid is again at the center of the signal):
f (σ)(ω,ϕ) = sinc(sign(ω) log2 |2
σω|)I [ω > 0] , σ = 0, ..., K−1
(15)
with sinc(x) = sin(pix)/(pix) the sinc function and with I [·] the in-
dicator function. These channels are illustrated in Figure 4. Fixing a
reference signal as x
′
0 = x
′
(1, 1), it can be shown that, in the scale-
shiftable channel domain, any signal x
′
(c, σx) can be computed by
applying a linear transform Ac,σx to the reference signal [10]:
x
′
(c, σx) = Ac,σxx
′
0, (16)
where elements m,n of Ac,σx are given by:
[Ac,σx ]mn =
σx
c
2−(m−n)sinc(log2 σx − (m− n)). (17)
This gives the following joint optimization problem to solve:
ĉ, σx = arg max
(c,σx)
x
′T
0 A
T
c,σx
[
xˆ
′ −
1
2
Ac,σxx
′
0
]
. (18)
The estimation can be further decoupled into explicit formulas for
σb and c. In particular, the blur level σb can be optimally (in the
sense of maximizing (18)) estimated using:
σ̂x = argmax
σx
x
′T
0 A
T
1,σb
[
xˆ
′ −
1
2
A
T
1,σb
x
′
0
]
, (19)
σ̂b =
√
max
(
0, σ̂x
2 − σ2x˜
)
, (20)
where the maximum is used to account for possible negative num-
bers due to estimation errors. Because the objective function in
(19) is differentiable in σb, the maximum can easily be found us-
ing Gauss-Newton optimization techniques. Once the signal shape
parameter is estimated, the contrast of the signal can be determined:
cˆ =
x
′T
0 A
T
1,σ̂x
xˆ′
x
′T
0
AT1,σ̂xA1,σ̂xx
′
0
, (21)
which is, given σ̂x, a linear function of xˆ′. Now we turn to the
estimation of the noise level σn. According to (8), we have that:
Var [y|H0] = Var [y|H1] = Var
[
fβ
(
b˜
)]
+ σ2nI.
In case the reference background variance Cb = Var
[
fβ
(
b˜
)]
can
be estimated, we find the following noise level estimate:
σ̂2n = max
(
0,
1
N
trace
(
1
2
(
̂Var [y|H0] + ̂Var [y|H1]
)
− Ĉb
))
(22)
1Shiftability in scale means that a scaled version of each channel can be
obtained by computing a linear combination of all channels, as long as the
scaling factor is within certain boundaries. In particular, this linear combi-
nation can take place in channel space, which allows a fixed matrix U to be
used.
Fig. 4. Example of scale-shiftable channels. Top row: image domain, bot-
tom row: frequency domain.
2.4. Estimating the signal detectability
After estimating the signal parameters, we can compute the observed
signal as x(cˆ, σ̂x). This signal can then be fed into the model ob-
servers, for example the simple matched filter [1], which has the test
statistic:
t = [x(cˆ, σ̂x)]
T
y. (23)
Alternatively, the CHO can be used, with test statistic:
t =
[
x
′(cˆ, σ̂x)
]T (
U
T
(
Cb + σ
2
nI
)
U
)
−1
U
T
y, (24)
where Cb + σ2nI is then estimated in the training phase of the
model[7]. Either test statistic (23) or (24) can then be used in order
to estimate the area under the ROC (AUC) as a measure of de-
tectability, e.g., using the Wilcoxon-AUC test [16]. Giving a set of
M signal-present images (with test statistics t1j ), and a set of M
signal-absent images (with test statistics t0j), the AUC is estimated
as:
ÂUC =
1
M2
M∑
i=1
M∑
j=1
I [t1j ≥ t0i] . (25)
In the following, we will use the matched filter (23) to calculate the
AUC, for simplicity.
3. EXPERIMENTAL RESULTS
As a first experiment, we investigate the accuracy of the estimated
image quality factors. Therefore, we extract 2000 patches of size
100 × 100 from the chest radiography database of [17], and 1000
signal-free patches, and 1000 patches with a signal inserted in the
middle. The images are then artificially degraded using a Gaussian
blur with parameter σb, and next corrupted with noise with variance
σ2n. The observation model is then simply (7), with fβ
(
b˜
)
a Gaus-
sian blurring operation. As an illustration, 6 images from each set
are shown in Figure 5. Next, we apply (20), (21) and (25) to jointly
estimate the blur, contrast and AUC of the degraded images. The
results are shown in Figure 6. It can be noted that the presence of the
background has limited influence on the estimation results, and that
the estimated values are quite accurate.
For the second experiment, our goal is to optimize a simple de-
noising post-processing algorithm, in order to 1) investigate whether
denoising affects the signal detectability and 2) to determine the in-
fluence of the denoising parameters on the individual image qual-
ity factors. First, artificial white Gaussian noise with “initial” noise
standard deviation σn,0 = 20 is added to an MRI image of the
human brain (see Figure 7). Note that in practice, noise in MRI
magnitude images is Rician rather than Gaussian, but here we use
Gaussian noise 1) to keep the setup of the study simple (so that the
(a) Signal-free patches (H0)
(b) Signal-present patches (H1)
Fig. 5. Degraded chest radiographs from the database from [17]
(σb = 2 and σn = 5) (a) cropped patches, (b) cropped, with signal
inserted in the middle.
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Fig. 6. Plot of the estimated blur level vs. true level, estimated
contrast vs. true contrast, and the estimated AUC.
results are not affected by the presence of signal-dependent noise),
and 2) noise in high SNR regions is generally approximated well us-
ing a Gaussian distribution. Then, a Gaussian signal with amplitude
c0 = 120 and scale σx˜ = 1 is inserted at various positions in the
image. Next, noise is suppressed from the patches using shearlet-
domain [18] hard-thresholding:
fβ,λ (y˜) = (1− β)y˜ + βS
T [hardthreshold (Sy˜;λ)] , (26)
where λ is a fixed threshold to be optimized, β controls the amount
of filtering (β = 0 corresponds to no filtering, β = 1 to “maxi-
mal” filtering). By setting the parameter β < 1 it is possible to
not suppress all of the noise. This can be useful to avoid the over-
smoothing when the threshold parameter λ is chosen too large. The
function hardthreshold (·;λ) applies the hard threshold λ to the
shearlet coefficients, i.e., coefficients with magnitude smaller than
λ are set to zero. We opt for hard instead soft thresholding, to pre-
serve sharpness as much as possible. Using the proposed technique,
we can now assess the quality of the denoised image, in terms of
noise, contrast, blur and signal detectability, as a function of the pa-
rameters λ and β. This process is repeated 10 times with different
random noise. Subsequently, 200 patches of size 64 × 64 are ex-
tracted out of the resulting images, of which 100 are signal-free and
100 are signal-present. The results are shown in Figure 9. First,
post-processing by denoising affects the signal detectability, but for-
tunately not significantly: the AUC drops from 0.9 (β = 1, λ = 1)
Fig. 7. MRI magnitude image corrupted with Gaussian noise.
(a) Noise σ̂n
σn,0
= 1 (b) Noise σ̂n
σn,0
= 0.62 (c) Noise σ̂n
σn,0
= 0
Contrast cˆ
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= 1 Contrast cˆ
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Blur σ̂b = 0 Blur σ̂b = 0.002 Blur σ̂b = 0.37
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Fig. 8. Visual results for the QA experiment, (a) the unprocessed
image, (b) optimal trade-off using (27), (c) complete noise suppres-
sion.
to 0.88 for (β = 2, λ = 2). By looking at Figure 9(b)-(d), we can at-
tribute the detection performance decrease to the introduced smooth-
ing (blur) and reduced signal contrast. We also note that denoising
greatly decreases the amount of noise in the image, especially for
β = 1, λ>1.8. Moreover, when plotting the AUC as a function of
noise, blur and contrast, it can be seen that the surfaces of equal AUC
are highly nonlinear and form a manifold in the 3D space (see Figure
10). Using these findings, we can easily trade-off the various quality
factors, e.g., using:
(̂β, λ) = argmax
(β,λ)
wn
(
1−
σ̂n
σn,0
)
+wc
cˆ
c0
+wb
σ̂b
σb,0
+waÂUC,
(27)
where wn, wc, wb and wa are weights that determine the importance
of respectively the noise, contrast, blur and AUC detection perfor-
mance in the overall image quality, and where σb,0 is the reference
blur level. For example, if we choose wn = wc = wb = wa and
reference blur level σb,0 = 1, we find β = 0.54, λ = 1.84. In
this case, a “partially” denoised image offers the best image qual-
ity (according to the selected weights). Some visual illustrations are
provided in Figure 8.
4. CONCLUSION
In this paper, we have presented an objective image quality approach
to jointly measure image quality factors (blur, contrast, noise and
signal detectability), based on inserting test-signals in the image.
We have demonstrated that various trade-offs exist among the quality
factors, when one of them is fixed. Our approach can be used directly
to optimize image reconstruction techniques in a general way. When
applied to a very simple denoising algorithm, we find that denoising
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image, for different parameters of the denoising algorithm.
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Fig. 10. Iso-AUC surface as function of the noise level, blur level and con-
trast.
itself does not necessarily improve the signal detectability, this is
mainly due to blur and contrast loss. In future work, we will investi-
gate if this technique can be used to optimize quality in real-time (as-
suming the inserted signals are weak and invisible to the human eye).
Furthermore, it becomes possible to tune existing image reconstruc-
tion techniques according to human preferences, while maintaining
signal detectability.
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