We use the Tridiagonal Representation Approach (TRA) to obtain exact scattering and bound states solutions of the Schrödinger equation for short-range inverse-square singular hyperbolic potentials. The solutions are series of square integrable functions written in terms of the Jacobi polynomial with the Wilson polynomial as expansion coefficients. The series is finite for the discrete bound states and infinite, but bounded, for the continuum scattering states.
Introduction
In quantum mechanics, a physical system and its interaction with the surroundings is described by a wavefunction, which is a solution of the wave equation that contains a potential functions that models the structure and dynamics of the system. Therefore, solutions of the wave equation (e.g., the Schrödinger, the Dirac, etc.) with as many potential models as possible remained one of the prime interest since the early inception of quantum mechanics. Several methods for obtaining exact solutions of the wave equation were introduced. These include, but not limited to, supersymmetry, shape invariance, group theory, operator algebra, factorization, path integral, point canonical transformation, asymptotic iteration, etc. Some of these are equivalent to each other but most address the same class of exactly solvable potentials. Recently, the Tridiagonal Representation Approach (TRA) was developed to handle a larger class of exactly solvable potentials. It is an algebraic approach inspired by the J-matrix method [1] and based on the theory of orthogonal polynomials and their close association with tridiagonal matrices. A recent short review of the TRA is found in [2] .
In this work, we use the TRA to obtain exact solutions for the one-dimensional timeindependent Schrödinger equation for novel short-range inverse-square singular hyperbolic potentials. In addition to the wavefunction, we write explicitly the discrete bound states energy spectrum and the continuous energy scattering phase shift. In section 2, we formulate the problem within the TRA and in section 3, we obtain the energy spectrum and phase shift.
TRA formulation of the problem
In the atomic units 1 m    , the time-independent one-dimensional Schrödinger equation for a point particle of mass m under the influence of a potential V(r) reads as follows
2 where 0 r  , E is the particle energy and ( ) r  its wavefunction. For bound states, the wave function vanishes at the origin and at infinity, whereas for scattering states it is oscillatory at infinity with a bounded amplitude. Now, we make a transformation to a dimensionless coordinate ( ) cosh( ) 
Consequently, the matrix wave equation becomes a three-term recursion relation for   n f . The
are written in terms of classical orthogonal polynomials whose argument is compatible with the range of the configuration space coordinate (i.e., 1 x  ). Moreover, the differential equation of these polynomials must have the same structure of the part 2 2 ( ) ( )
as that of the differential wave equation (2) . The properties of the Jacobi polynomial shown in Appendix A suggest that we can choose the following set of functions as basis elements ( , ) ( )
where 1
and N is a non-negative integer. Therefore,  must be negative whereas the normalization constant is suggested by the orthogonality relation (A5) as
The parameters  and  will be determined below by the tridiagonal representation requirement. In terms of the variable x, the wave operator J is written using Eq. (2) as follows
Using the differential equation of the Jacobi polynomial (A2), we obtain the following action of the wave operator on the basis elements (3)
3
Using the differential property of the Jacobi polynomials (A4), this action becomes 
To produce a tridiagonal representation, the right side of this equation must be a combination of ( ) n x  and 1 ( )
with constant (x-independent) factors. The recursion relation of the Jacobi polynomials (A3) shows that (6) will contain terms inside the curly brackets proportional to
with constant factors only in one of three cases:
where A and B are arbitrary real dimensionless constants. The terms with  and  on the right side of the equations for U(x) are needed to cancel the corresponding terms in Eq. (6) that destroy the tridiagonal structure. Consequently, the potential function corresponding to the case (7a) read as follows: is determined by the number of bound states, which is less than or equal to the basis size 1 N  and it is constrained by the condition that
In Appendix B, we show that the symmetry of the three-term recursion relation that results from (6) gives 3 2 2    . On the other hand, the potential function associated with the case (7b) is:
where
and to make the potential vanish at infinity we had to take 0 B  . This is also a short-range singular potential with a singularity which quantum anomalies appear [3] [4] . The basis parameter , which must be greater than 1, is determined by the number of bound states and it is constrained by the condition that
In Appendix B, we show that the symmetry of the three-term recursion relation resulting from (6) gives 3 2 2    .
Finally, the potential function for the last case (7c) has a richer structure and reads as follows: Moreover, using the identities:
The first two terms are the hyperbolic Pöschl-Teller potential with half the argument. Now, potential (8d) has been treated recently by Assi, Bahlouli and Hamdan using the TRA [5] . Therefore, we will not investigate this potential here but refer the interested reader to the cited work.
Note that the potential function (8b) is obtained from (8a) by the map x x   and V V    .
Moreover, the associated bases (3) are obtained from each other by the additional parameter exchange    and    along with x x   . We will use this exchange symmetry below to economize on calculation and search only for the solution of the problem with the potential (8a). Applying the said map to this solution will produce the other solution associated with the potential (8b). Hence, the total map becomes as follows
TRA solution of the problem
To obtain the exact solution of the problem, we need to identify all ingredients in the wave function ( ) ( ) J   becomes a three-term recursion relation for the expansion coefficients that will be solved exactly in terms of orthogonal polynomials. In Appendix B, we obtain these symmetric three-term recursion relations associated with the potentials (8a) and (8b). We find that the two resulting recurrence relations, (B5) and (B6), are equivalent to each other under the parameter map (B7), which is equivalent to the map (9) above. Therefore, we consider only one of them, say (B5) associated with the potential (8a). We identify the orthogonal polynomial associated with the recurrence relation (B5) and use the analytic properties of this polynomial to write the phase shift for the scattering states and energy spectrum for the bound states. 
This normalized version of the Wilson polynomial is written as (see Eq. A6 in [6] )
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where   
Comparing (10) to (12) gives 2 2 ( ; , , , ) ( 1) ( ; , , , ) W   , then we can write
Additionally, the comparison gives the polynomial parameters and argument in terms of the physical parameters as follows
where, in the comparison process, we have used the following identity, which is valid for all n and real parameters   , ,
n n n n n n n n n n n n n n n n
Therefore, we obtain   
The energy spectrum of the discrete bound states for the potential (8a) is obtained from the spectrum formula of On the other hand, we can evaluate the energy spectrum independently using a numerical procedure that starts by writing the recurrence relation (B5) as the matrix eigenvalue equation  and max  until a plateau of computational stability of the energy spectrum is reached for a conveniently chosen accuracy. We give the results of such computation in Table 1 showing the rate of convergence of the energy spectrum as the size of the basis increases. The Table also demonstrates an excellent agreement with the exact results obtained from the energy spectrum formula (15). We found that the plateau (range of values of  with no significant change in the 
However, here 0,1, 2,..., n N  , 1
It also satisfies the following three-term recursion relation 2 2 ( , )
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and the following differential relation
The associated orthogonality relation reads as follows [9] ( , )
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