A new mixing of Hartree-Fock and local density-functional theories The Journal of Chemical Physics 98, 1372 (1998) Recently, we have implemented a scheme for the calculation of the adiabatic connection linking the Kohn-Sham system to the physical, interacting system. This scheme uses a generalized Lieb functional, in which the electronic interaction strength is varied in a simple linear fashion, keeping the potential or the density fixed in the process. In the present work, we generalize this scheme further to accommodate arbitrary two-electron operators, allowing the calculation of adiabatic connections following alternative paths as outlined by Yang ͓J. Chem. Phys. 109, 10107 ͑1998͔͒. Specifically, we examine the error-function and Gaussian-attenuated error-function adiabatic connections. It is shown that while the error-function connection displays some promising features, making it amenable to the possible development of new exchange-correlation functionals by modeling the adiabatic connection integrand, the Gaussian-attenuated error-function connection is less promising. We explore the high-density and strong static correlation regimes for two-electron systems. Implications of this work for the utility of range-separated schemes are discussed.
I. INTRODUCTION
The adiabatic-connection ͑AC͒ formula for the exchange-correlation energy [1] [2] [3] [4] [5] in density-functional theory ͑DFT͒ has motivated the construction of orbital-dependent functionals, 6, 7 which represent some of the most successful approximations in widespread use. The AC formula arises from a consideration of the link between the Kohn-Sham noninteracting system and the physical, interacting system as a function of the interaction strength. A number of studies have examined the AC using approximate methods, [8] [9] [10] [11] [12] [13] [14] [15] [16] and some high-accuracy studies have been carried out for fewelectron atomic systems. [17] [18] [19] [20] [21] [22] Recently, we presented an implementation of a scheme allowing the calculation of accurate AC curves from ab initio densities 22, 23 via optimization of Lieb functionals. 24 Our implementation considers not only the usual density-fixed AC, of relevance in DFT, but also the potential-fixed AC, 22 of relevance in potentialfunctional theory ͑PFT͒, 25 in which the fully interacting system is related to the noninteracting, bare-nucleus system ͑with the potential fixed at the external potential from the nuclei͒. The same connection was considered independently by Gross and Proetto, 26 who also discussed the differences between potential-functional theory variants based on the bare-nucleus noninteracting system ͑as examined here͒ and potential-functional theories based on the Kohn-Sham noninteracting system as put forward by Yang and co-workers. 25 The relationship between the density-and potential-fixed ACs is particularly clear from the point of view of the Lieb formulation of DFT and will be further elucidated in the present work.
Most previous studies of the AC consider only the case in which the electron-electron repulsion is modulated in a simple linear fashion, by introducing a straightforward scaling of the two-electron interaction. However, as was pointed out by Yang, 27 this choice is not unique. In fact, the electronic interaction may be modified by any function that smoothly connects the noninteracting and physical systems. These generalized ACs are of particular relevance to theories constructed to combine the Kohn-Sham DFT and wavefunction approaches as proposed by Savin. 28 With an appropriate modification of the electronic interaction, it is possible to attempt the construction of hybrid theories, in which short-range interactions are treated by DFT and long-range interactions by a suitable choice of wave-function methodology. Recently, a variety of short-range DFT functionals have been developed within the local-density approximation, 28, 29 the generalized gradient approximation ͑GGA͒, [30] [31] [32] and the meta-GGA. 33 Several implementations of these hybrid schemes exist combining short-range DFT functionals with long-range Hartree-Fock ͑HF͒, 34 configuration-interaction ͑CI͒, 35, 36 second-order Møller-Plesset, 34 coupled-cluster, 31 multiconfigurational self-consistent field, 37, 38 and n-electron valence second-order perturbation-theory 39 methods. We also note that range separation of only the exchange interaction has been explored in the context of developing new DFT exchange-correlation functionals. Notable examples are the long-range corrected ͑LC͒ functionals developed by Hirao and co-workers, 40, 41 the -PBEh and HSE functionals developed by Scuseria and co-workers, 42, 43 and the CAM-B3LYP functional developed by Handy and co-workers. 44, 45 These functionals emphasize either short-range 42, 43 or long-range 40, 41, 44 interactions; a variant emphasizing the middle range has also been reported. 46 Finally, in a different context, we note the use of a family of similar interactions by Gill and co-workers [47] [48] [49] to remove the long-range tails of the Coulomb interaction.
While some studies of nonlinear ACs have been carried out from the point of view of calculating short-range DFT exchange-correlation energies and potentials, 21, 50 no direct studies of the generalized, range-dependent AC integrand have been presented, in contrast to the linear case. Given the central role that the AC formulation plays in the theory underlying range-separated approaches, we are motivated to consider the generalization of our previously introduced scheme to this task. These generalized ACs are also of a wider interest than range-separated methods. This point was clear in the work of Yang, 27 who considered the complementary error function for modulation of the electronic interaction. By choosing an alternative form for the AC, the shape of the integrand is altered. For the complementary error function, this means that both the noninteracting and physical points are known to be simple constants. This behavior sharply contrasts the corresponding linear case, where the noninteracting point is the orbital-exchange energy functional of the Hartree-Fock theory and the interacting point an expectation value of the full CI ͑FCI͒ wave function.
In the present work, we generalize our optimization scheme for the Lieb functionals 22 to electronic interactions weighted by the error function and the Gaussian-attenuated error function. We commence, in Sec. II, by introducing the theory of ACs with general two-electron operators and then briefly review our approach to optimization of the Lieb functionals and calculation of the AC integrands. Here we focus on details specific to this generalized scheme, referring the reader to our previous paper 22 and the work of Wu and Yang 23 for details of the optimization scheme. In Sec. III, we present results for the calculation of ACs corresponding to FCI densities for some simple two-electron systems, presenting potential-fixed as well as density-fixed connections. We also discuss the prospects for approximating these alternative connections by simple forms suitable for a self-consistent implementation. Finally in Sec. IV, we make some concluding remarks and discuss directions for future work.
II. THEORY

A. Lieb's convex conjugate theory
Consider an N-electron system described by the Hamiltonian
where v͑r͒ is the external potential at r, T is the kineticenergy operator
and Ŵ is a generalized electron interaction operator depending on a coupling-strength parameter that varies between =0 ͑the noninteracting system͒ and =1 ͑the fully interacting system͒,
We now introduce the ground-state energy E ͓v͔ as a functional of the external potential and the energy F ͓͔ as a functional of the electron density by the following constrained minimizations 24,51-53 over density matrices ␥ :
where we denote the minimizers by ␥ v and ␥ , respectively.
Whereas a minimizer ␥ always exists in Eq. ͑5͒, this is not so for the minimization in Eq. ͑4͒, where ␥ v only exists for those potentials v that support an electronic ground state for a given interaction strength . In the following, we shall always assume that a minimizer exists.
As first discussed by Lieb, 24 the ground-state energy as a functional of the external potential E ͓v͔ and the energy as a functional of the density F ͓͔ are conjugate functionals ͑mutual Legendre-Fenchel transforms͒,
where the domains X and X ‫ء‬ are reflexive Banach spaces such that ͑v ͉ ͒ = ͐v͑r͒͑r͒dr is finite for all X and v X ‫ء‬ . In general, we obtain from Eqs. ͑6͒ and ͑7͒ the Fenchel inequality
which holds for all v and . In the absence of degeneracies, the conditions for a minimizing density in Eq. ͑6͒ and for a maximizing potential v in Eq. ͑7͒ are equivalent and may be expressed in the following manner:
where it is assumed that ͐␦͑r͒dr = 0. An external potential v and a density that together satisfy Eq. ͑9͒ are said to be conjugate. For a given potential v, one or more conjugate densities may be found provided the potential supports a ͑possibly degenerate͒ N-electron ground state. Conversely, an N-electron density has a conjugate potential v ͑unique to within an additive constant͒ provided is v-representable. Substituting Eqs. ͑4͒ and ͑5͒ in Eq. ͑9͒, we note the relation
͑v and conjugate at ͒, ͑10͒
which is valid for conjugate v and in the absence of degeneracies. In the present work, we consider ACs in which we fix the ͑nondegenerate͒ density at its physical value ͑the AC of DFT͒ and an alternative connection, in which we fix the potential ͑the AC of PFT͒ at the nuclear-attraction potential since this potential corresponds to the = 1 system. In other words, we consider connections that have conjugate v and at =1.
B. The adiabatic connection
Let us now relate the functionals E ͓v͔ and F ͓͔ for Ͼ0 to the corresponding noninteracting quantities E 0 ͓v͔ and F 0 ͓͔, respectively,
where the prime denotes differentiation with respect to . On the right-hand side of these equations, we insert the expressions for the noninteracting energies E 0 ͓v͔ and F 0 ͓͔ obtained by setting = 0 in Eqs. ͑4͒ and ͑5͒. Next, we determine the derivatives E Ј͓v͔ and F Ј͓͔ by differentiation of Eqs. ͑4͒ and ͑5͒ followed by application of the HellmannFeynman theorem, leading to the following AC expressions:
We have here introduced the noninteracting bare-nucleus and kinetic-energy functionals
and the potential-and density-fixed AC integrands as expectation values of the differentiated two-electron operator Ŵ Ј,
with respect to the density matrices ␥ v and ␥ optimized at interaction strength from Eqs. ͑4͒ and ͑5͒, respectively. The perturbative expansion of Eqs. ͑11͒ and ͑12͒ in leads to the bare-nucleus 54 and Görling-Levy 55,56 perturbation theories, respectively, as discussed in Ref. 22 .
Let us now consider the relationship between the potential-and density-fixed connections. From Fenchel's inequality Eq. ͑8͒ applied at = 0, we obtain H s ͓v͔ Յ T s ͓͔ + ͑v͉͒ ͑v and arbitrary͒, ͑19͒
where equality occurs when is conjugate to v at =0. Substituting Eqs. ͑13͒ and ͑14͒ into the stationary condition Eq. ͑9͒ and invoking Eq. ͑19͒, we obtain the inequality
W ͓͔d ͑v and conjugate at ͒,
͑20͒
which is valid provided v and are conjugate at . Finally, introducing Eq. ͑10͒ in Eqs. ͑17͒ and ͑18͒, we note that W ͓v͔ = W ͓͔ when v and are conjugate for interaction strength , in the absence of degeneracies. In the present work, the potential-fixed connection has v equal to the physical external potential due to the nuclei for all interaction strengths , making it relevant to PFTs based on this external potential. An alternative PFT was recently discussed by Yang and co-workers, 25 in which the energy is expressed as a functional of the Kohn-Sham potential. In the present context we note that construction of an AC for such a theory would mean using the maximizing potential of Eq. ͑7͒ at all . This potential is different at each value of but always conjugate to the physical density. As a consequence this alternative potential-based AC and the density-fixed AC become identical.
From the concavity of E ͓v͔ and F ͓͔ in , it follows that these functions can always be represented in the form of Eqs. ͑13͒ and ͑14͒, where the integrands W ͓v͔ and W ͓͔ are nonincreasing right-continuous functions in . Under the assumption of adiabaticity, the two integrands become equal to the derivatives E Ј͓v͔ and F Ј͓͔ in Eqs. ͑11͒ and ͑12͒, respectively.
C. Coulomb, exchange, and correlation energies
It is customary to decompose the total interaction energies in Eqs. ͑13͒ and ͑14͒ in the manner
͑28͒
To show Eqs. ͑21͒ and ͑22͒, we substitute Eqs. ͑23͒-͑28͒ in these equations and use the relation ͐ 0 Ŵ Јd = Ŵ . The exchange and correlation energies may be combined to give the exchange-correlation energies, which by combination of Eqs. ͑25͒ and ͑26͒ with Eqs. ͑27͒ and ͑28͒ are given by
͑30͒
In the following, we shall study the potential-and densityfixed AC connections and their contributions for the helium isoelectronic series and H 2 at different internuclear separations, with different choices of Ŵ .
D. One-and two-electron contributions
The Hamiltonian in Eq. ͑1͒ provides a natural decomposition of the total electronic energy into one-and twoelectron contributions,
which may be further decomposed into uncorrelated and correlated parts. The uncorrelated energy is obtained by the substitution ␥ v → ␥ 0 v in Eq. ͑31͒ and the substitution ␥ → ␥ 0 in Eq. ͑32͒,
͑34͒
The uncorrelated one-electron energies are thus simply the noninteracting energies H s ͓v͔ and T s ͓͔ in Eqs. ͑15͒ and ͑16͒, respectively, whereas the uncorrelated two-electron energies are the Coulomb and exchange energies evaluated from ␥ 0 v and ␥ 0 , respectively. The correlation energy is next obtained by the substitutions
where we use the conventional notation E c, ͓͔ = F c, ͓͔. For the standard connection, w ͑r ij ͒ = / r ij and it follows that
Comparing the integrands in Eqs. ͑27͒ and ͑28͒
with the two-electron parts in Eqs. ͑35͒ and ͑36͒, we then find that the two-electron correlation energy is equal to the AC integrand at =1:E c,1 2el ͓v͔ = W c,1 ͓v͔ and E c,1 2el ͓͔ = W c,1 ͓͔. However, these relations are not valid for all possible connections w .
Finally, we note that the one-electron contributions ͑ki-netic and interaction with the external potential͒ to the total energy must be the same for conjugate v and ,
͑v and conjugate at ͒. ͑37͒
Combining this result with Fenchel's inequality for the noninteracting system Eq. ͑19͒, we obtain the inequality
where the non-negativity of T c, ͓͔ follows from the definition of T s, ͓͔ as the lowest kinetic-energy expectation value consistent with the density .
E. Range-independent and range-dependent connections
Thus far, we have established the potential-fixed integrands W ͓v͔, W xc, ͓v͔, and W c, ͓v͔ and density-fixed integrands W ͓͔, W xc, ͓͔, and W c, ͓͔, whose couplingconstant integration yields the total interaction energy, the exchange-correlation energy, and the correlation energy, respectively. Yang 27 observed that since these integrals are determined entirely by the functional values at the end points of the integration
we may choose Ŵ freely in Eq. ͑1͒ provided its end-point values ͑typically 0 and 1͒ are unaffected. This idea provides a justification for the proposal of Savin 28 to construct a variety of hybrid theories that merge wave-function approaches with DFT from the viewpoint of a generalized AC. 27 For further discussion see Sec. III E.
While some studies have appeared examining the integrated quantities E xc ͓͔ and E c ͓͔ for the density-fixed connection, 21, 50 no explicit study of the integrands involved, varying the path between the noninteracting and interacting systems, has been carried out. In the present work, we consider the following general forms for w ͑r ij ͒ in Eq. ͑3͒:
whose derivatives are given by
͑46͒
The choice w s in Eq. ͑41͒ represents the standard rangeindependent AC, depending linearly on . As increases, the interaction is turned on uniformly for all interelectronic separations r ij . By contrast, with the error-function connection w e in Eq. ͑42͒ and Gaussian-attenuated error-function connection w g in Eq. ͑43͒, the interaction is turned on in a rangedependent, nonuniform manner by the use of the functions erf͑r ij ͒, and exp͑− 2 r ij 2 / 3͒ of r ij , where = / ͑1−͒ varies over the range 0 Յ Յϱ when increases from 0 to 1. As a result, with these two connections, long-range interactions are accounted for first and short-range interactions last. To illustrate the difference between the above connections, we have in Fig. 1 plotted the functions in Eqs. ͑41͒-͑43͒ and their derivatives in Eqs. ͑44͒-͑46͒ as functions of r ij , for four different values of . The dependence of the derivatives is relevant since in the evaluation of the AC integrands in Eqs. ͑17͒ and ͑18͒, we calculate the expectation value of the density matrix with these derivatives.
To evaluate the AC integrands corresponding to the different choices of Ŵ in Eqs. ͑41͒-͑43͒, we must calculate the expectation values of Ŵ Ј with a wave function corresponding to a fixed potential or a fixed density, determined by the optimizations of Eqs. ͑6͒ and ͑7͒. The minimization of Eq. ͑6͒ requires only standard techniques with two-electron integrals modified as described, for example, in Ref. 57 . The maximization of Eq. ͑7͒ is more difficult but can be achieved quite efficiently by the method in Refs. 22 and 23. Expectation values of the derivatives in Eqs. ͑44͒-͑46͒ with the optimized wave functions necessary for the calculation of the generalized AC integrands require the evaluation of twoelectron integrals of the types ͑ab͉exp͑−␥r ij 2 ͉͒cd͒ and ͑ab͉r ij 2 exp͑−␥r ij 2 ͉͒cd͒, where the exponent ␥ is determined by . Such integrals occur in R12 theories and as such are available in a variety of codes; in the present work, we use the integrals implemented for R12 theories by Samson et al., 58 specifically the I 2 and I 4 integrals of that paper. The procedure is then to choose a suitable wave function for accurate determination of the Lieb functional, as described in Refs. 22 and 23 using modified two-electron integrals according to the choice of two-electron interaction from Eqs. ͑41͒-͑43͒. Once optimized, the expectation values of the derivatives required for the calculation of the AC integrands in Eqs. ͑44͒-͑46͒ are calculated, the linear AC being particularly simple since only the standard expectation value of the usual two-electron operator is required, see Eq. ͑44͒.
III. RESULTS
A. Computational details
The Lieb maximization of Eq. ͑7͒ has been performed using the algorithm proposed by Wu and Yang 23 ͑see Ref. 18 for an alternative approach͒, which has been implemented recently 22 in the DALTON quantum chemistry program 59 for arbitrary interaction strengths and the generalized ACs discussed in Sec. II E. The reader is referred to Refs. 22 and 23 for details of the implementation; here we note that the key to the approach of Wu and Yang 23 to perform the Lieb maximization is the parametrization of the potential in the manner,
where the first term v ext ͑r͒ is the external potential due to the nuclei, the second term v ref, ͑r͒ is a fixed reference potential chosen to ensure the correct asymptotic behavior, and the final term is a linear expansion in Gaussian functions g t ͑r͒ with coefficients b t . Inserting this expansion into Eq. ͑7͒ and using the gradient and Hessian with respect to the coefficients b t , the Lieb maximization may be performed using standard quasi-Newton or Newton techniques. Here we have used the Newton method employing both the gradient and Hessian with a truncated singular-value decomposition cutoff of 10 −6 and a convergence target of less than 10 −6 on the gradient norm; for further details see Refs. 22 and 23. All of the energies E ͓v͔ for the two-electron systems in the present work are calculated at the FCI level.
B. The choice of basis sets
In order to perform the Lieb maximization we therefore must choose both a primary orbital basis set and an auxiliary potential basis set. When the potential basis set is chosen to be very different to that of the orbital basis set, unphysical oscillatory potentials can be obtained. This problem has been widely discussed in the literature in the context of the optimized effective potential method [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] and more recently in the context of constrained-search procedures 72 at =0. To illustrate these effects we examine the exchange-correlation potentials for the helium atom along the density-fixed rangeindependent AC in Fig. 2 . The uncontracted aug-cc-pVXZ basis sets have been employed for both the orbital and potential expansions. The potentials plotted in Fig. 2 represent the combinations X = ͕6,2͖, X = ͕4,4͖, and X = ͕2,6͖, where the first number refers to the orbital-basis cardinal number, X orb , and the second to the potential-basis cardinal number, X pot . For each combination, the potentials for interaction strengths from 0.0 to 1.0 are shown in increments of 0.1.
The combination X = ͕6,2͖ may be regarded as unbalanced in the sense that the potential basis is much smaller than that of the orbital-basis; while the potentials for this combination are smooth, the lack of flexibility in the potential expansion may limit the variational freedom of the calculation. The combination X = ͕4,4͖ represents a balanced choice; here a small peak can been seen close to the nucleus, although the potential is predominantly smooth. It can be removed by application of the smoothing norm procedure of Ref. 72 as was done in our previous work. 22 The final combination X = ͕2,6͖ is unbalanced in the sense that the potential basis set is much larger than the orbital basis set; for this combination the unphysical feature at the nucleus becomes much larger. Further increasing the size of the potential basis set can cause these oscillations to grow further.
In Table I we explore the impact of different choices for the auxiliary potential basis set on the expectation value W ͓͔, which is central to the calculation of the densityfixed AC in Eq. ͑14͒. Results are presented for = 0.0, 0.5, and 1.0. Each row represents a choice of orbital basis, with each column corresponding to a different potential basis. For each value of and all choices of orbital basis, it is apparent that the expectation value is remarkably stable with respect to variations in the auxiliary basis. Furthermore, these small variations are largest for = 0 where the potential is largest ͑see Fig. 2͒ and reduce steadily to zero for = 1.0, where the potential is zero.
The expectation value has much more significant variation with respect to the orbital basis cardinal number, as would be expected. For each value of , we present W ͓͔ for orbital basis sets with 2 Յ X orb Յ 6, along with an estimate of the basis-set-limit value calculated using the two-point extrapolation formula expansions for all of the two-electron systems in this study and quote all energetic values to a precision of 1 mhartree. This choice of basis represents a good compromise between computational efficiency, accuracy, and adequate representation of the exchange-correlation potential. Finally, we note that for the potential-fixed AC when calculating the expectation value W ͓v͔, we fix the potential v at the physical external potential ͑due to the nuclei͒ for all values of the interaction strength. As such, only the orbital basis set plays a role in these calculations and similar accuracy is achieved in the uncontracted aug-cc-p͑C͒VQZ basis sets.
C. The helium isoelectronic series
The helium isoelectronic series has been extensively studied and poses a significant challenge for approximate exchange-correlation functionals, particularly as Z increases. 17, 18, [74] [75] [76] [77] [78] In the present work, we examine the systems with 1 Յ Z Յ 10 using the uncontracted aug-cc-pCVQZ basis set, [79] [80] [81] [82] noting that uncontraction and the use of corecorrelating functions are essential to describe the compact densities accurately. The total energy and its components are listed in Table II , for the density-fixed connection ͑columns 3-9͒ and the potential-fixed connection ͑columns 10-12͒. In Fig. 3 , we have plotted the total AC integrands W ͓v͔ and W ͓͔ for the three connections w s , w e , and w g in Eqs. ͑41͒-͑43͒, respectively.
As Z increases in the isoelectronic series, the density becomes more compact and may, to a good approximation, be expressed by a scaling of the density in H − : Z ͑r͒ Ϸ Z 3 H −͑Zr͒. Consequently, the energy and its components increase in magnitude with increasing Z, in an approximately linear manner-see Table II . The only exception to this behavior are the correlation energies, which remain approximately constant with Z. These observations are in agreement with well-known scaling relations, such as J ͓ Z ͔ = ZJ ͓ H −͔ for the classical Coulomb energy.
Concerning the quality of the one-electron basis set, we note that the calculated bare-nucleus energy H s ͓v͔ in Table II differs from the exact bare-nucleus energy H s ͓v͔ = Z 2 by less than 0.001 E h . Moreover, the virial theorem is satisfied to better than 1% for H − and better than 0.1% for the remaining systems.
Comparing the density-and potential-fixed results in Table II, we first note that H s ͓v͔ is lower than T s ͓͔ + ͑v ͉ ͒ by 13% for Z =1, by 3% for Z = 2, and by 0.1% for Z = 10, in agreement with Eq. ͑19͒. Likewise, the positive quantity H c ͓v͔ is several times larger than T c ͓͔ for all Z, in agreement with Eq. ͑38͒. Finally, comparing the positive quantities ͐W ͓v͔dՆ͐W ͓͔d ͓see Eq. ͑20͔͒, we find that the former is larger than the latter by 27% for Z = 1, by 10% for Z = 2, and by 2% for Z = 10. As expected, the energy changes that occur in the potential-fixed system with increasing are TABLE I. The variation of the expectation value W ͓͔ with choice of orbital and auxiliary potential expansion basis sets for the density fixed AC of the helium atom. The uncontracted aug-cc-pVXZ basis sets have been used for both expansions. Each row represents the change in the expectation value with for a given orbital basis cardinal number X orb as the cardinal number of the potential basis, X pot , is changed. For the definition of the quantities ͓56͔ and ⌬ see text. Exchange-correlation potentials corresponding to the values marked in bold are shown in Fig. 2 larger in the corresponding density-fixed system. Physically, these relations may be understood from the observation that the density of the potential-fixed noninteracting system is more compact than that of the density-fixed system. We also note that the differences between the potential-and densityfixed quantities are largest for Z = 1, which has the most diffuse electron density. This behavior may be understood from the observation that in anionic systems, the diffuseness of the electron density arises from electron repulsion, which is neglected in the noninteracting limit, generating a too compact density in the potential-fixed connection. A further comparison of the density-and potential-fixed ACs is given in Fig. 3 , where we have plotted W ͓v͔ and W ͓͔ against for 1 Յ Z Յ 10, where w s is in pane ͑a͒, w e in pane ͑b͒, and w g in pane ͑c͒. The density-and potentialfixed integrands are very similar and we note that for all values of and all three connections, W ͓v͔ Ն W ͓͔, as may be rationalized by observing that the density becomes more compact in the potential-fixed AC as the electronic interactions are turned off.
Comparing the AC curves arising from the different choices of w in Fig. 3 , we recall that each curve represents the expectation value of Ŵ Ј with ␥ or ␥ v , optimized with the two-electron operator Ŵ . The standard connection w s in pane ͑a͒ yields nearly straight lines, with a larger slope in the potential-fixed case ͑dashed lines͒ than in the density-fixed case ͑full lines͒, representing a situation where the interactions are turned on uniformly for all interelectronic separations. The w e curves in pane ͑b͒ give the same total interactions as those in pane ͑a͒ but have very different shapes since the interactions are now first turned on for large interelectronic separations and subsequently for short separations. The AC curves are therefore no longer linear but contain a peak at that value of where most of the interactions are recovered. For Z = 1, the peak is broad and occurs already at Ϸ 0.1, reflecting the large range of interelectronic separations that contribute to the interactions in this diffuse system. For the most compact system with Z = 10, there is a sharp peak at Ϸ 0.87, indicating that most interactions occur at about 0.2a 0 -0.3a 0 . The w g plots in pane ͑c͒ are similar to those in pane ͑b͒ but have shaper peaks, reflecting the higher locality of w gЈ , see Fig. 1 . For the density-fixed AC, we consider separately also the TABLE II. Energy components of the helium isoelectronic series in the uncontracted aug-cc-pCVQZ basis ͑atomic units͒. exchange-correlation and correlation contributions to the full AC curve: W ͓͔ = W xc, ͓͔ + W c, ͓͔. In Fig. 4 Pane ͑c͒ in Fig. 4 shows the correlation-only integrand W c, s ͓͔ for the helium isoelectronic series, on a much larger scale than that used in panes ͑a͒ and ͑b͒. The curvature of the H − curve is much more pronounced than for the other species; as Z increases, the density accumulates close to the nucleus and the curves become more linear. This behavior can be understood from the relation E c ͓ Z ͔ϷZ 2 E c,1/Z ͓ H −͔, which follows from the observed scaling of Z with increasing Z and a general scaling relation of the correlation energy. 83 For larger Z, the AC effectively explores a smaller interval of some approximately universal AC curve valid for all Z. Consequently, these curves become more linear with increasing charge as the system approaches the highdensity limit. This trend toward linearity and the rate at which it occurs are clear in Fig. 4 . We note that linearity of the correlation AC curve means that the correlation energy increases quadratically with , as expected from the validity of second-order Görling-Levy perturbation theory 55, 56 for these systems.
In the range-dependent error-function curves in the second row of Fig. 4 , long-range interactions are recovered for small values of , while short-range interactions are recovered for large values. For the total integrand W e ͓͔ in pane ͑d͒, the height of the peak increases and moves to the right with increasing Z, as the density contracts and the interactions become more short-ranged. As for the standard connection w s , the exchange-correlation in pane ͑e͒ is an approximate mirror image of the total curve in pane ͑d͒: W xc, e ͓͔ Ϸ −W e ͓͔. The range separation induced by the error func- FIG. 4 . AC curves ͑atomic units͒ for the helium isoelectronic series with 1 Յ Z Յ 10 for w s in panes ͑a͒-͑c͒, for w e in panes ͑d͒-͑f͒, and for w g in panes ͑g͒-͑i͒. For each AC, we have plotted the total curve W ͓͔ to the left, the exchange-correlation curve W xc, ͓͔ in the middle, and the correlation curve W c, ͓͔ to the right. In panes ͑a͒, ͑d͒, and ͑g͒, the curves increase with increasing Z; in the other panes, the curves may be distinguished by noting that the same color scheme is used in all panes. tion is particularly pronounced for the correlation curves W c, e ͓͔ in pane ͑f͒, where the plotting scale is about 50 times larger than in panes ͑d͒ and ͑e͒.
To understand the behavior of the error-function curves at the end points, we note that w 0
e ͓͔ = 0 for a noninteracting N-electron system. In the interacting limit, all integrands vanish since w 1 eЈ ͑r ij ͒ = 0. We have thus established a way to transform the shape of the AC such that the noninteracting and interacting points are known constants. This behavior contrasts with the standard connection, in which the noninteracting point is a two-electron expectation value with the noninteracting wave function, whereas the interacting point is the expectation value of the two-electron operator with the fully interacting wave function.
The curves in the final row of Fig. 4 show the ACs for the Gaussian-attenuated error-function connection of Eq. ͑43͒. As expected from a comparison of the plots in Fig. 1 , the AC curves based on w g in panes ͑g͒-͑i͒ are more sharply peaked and more highly localized than those based on w e in panes ͑d͒-͑f͒. Gaussian attenuation yields AC curves that vanish in both limits. Otherwise, the behavior is similar to that of the error-function curves-as Z increases, the peak in the connection rises and moves to the right. Although, we note the presence of two peaks in the correlation curves.
D. The hydrogen molecule
Having explored dynamic correlation in the high-density limit for two-electron systems in Sec. III C, we now explore the transition from dynamic correlation to static correlation by stretching the H 2 molecule. The H 2 molecule is a prototypical system that can be considered as representative for the dissociation of electron-pair bonds in general. The fully interacting wave function ⌿ 1 is a singlet at all geometries, 84 consistent with ␣ ͑r͒ = ␤ ͑r͒ = ͑r͒ / 2, as is imposed in spinrestricted Kohn-Sham theory. In the present work, all calculations use the restricted formalism. For a more detailed discussion, see Ref. 22 . We now examine the AC curves for the bond lengths R = 0.7, 1.4, 3.0, 5.0, 7.0, and 10.0 ͑in units of a 0 ͒ for the different choices of two-electron interaction in Eqs. ͑41͒-͑43͒. In all calculations, the aug-cc-pVQZ basis set [79] [80] [81] is used. The H 2 energy and its components are listed in Table III , in the same way as for the helium series in Table II . At equilibrium, H s ͓v͔ is 2% lower than T s ͓͔ + ͑v ͉ ͒, H c ͓v͔ is three times larger than T c ͓͔, and ͐W ͓v͔d is 9% larger than ͐W ͓͔d. These results are similar to that of the helium atom ͑Z =2͒ in Table II . However, as R increases, the differences between the two connections become smaller until they vanish in the dissociation limit. Thus, at R =10a 0 , T c ͓͔ and H c ͓v͔ are both smaller than 0.001 E h ; in the dissociation limit, these two correlation corrections vanish and T s ͓͔ + ͑v ͉ ͒ = H s ͓v͔. Concerning the two-electron interactions, we note that ͐W ͓͔d Ϸ͐W ͓v͔d Ϸ 1 / R at large R; at R =10a 0 , this relation holds to within 0.001 E h . At this separation, ͐W ͓͔d consists of a dominant positive Coulomb interaction J͓͔ = 0.725 E h of which 0.625 E h is selfinteraction, which is subsequently cancelled by exchange E x ͓͔ =−J͓͔ / 2 = −0.362 E h and static correlation E c ͓͔ = −0.262 E h .
In Fig. 5 , we have plotted W s ͓v͔ andW s ͓͔ in pane ͑a͒, W e ͓v͔ andW e ͓͔ in pane ͑b͒, and W g ͓v͔ andW g ͓͔ in pane ͑c͒. For the short bond distances R = 0.7a 0 and 1.4a 0 , the shape of the AC curves W s ͓͔ and W s ͓v͔ in pane ͑a͒ are similar to those for helium in pane ͑a͒ of Fig. 3 and are indicative of the quadratic dependence of dynamical correlation energy on . However, as the bond is stretched, the curves in pane ͑a͒ bend more sharply, the changes as a function of becoming localized to the low-end of the curves. At R =10a 0 , the density-and potential-fixed AC curves coincide ͑following the above discussion͒. Except for very small coupling strengths, the two curves are horizontal at 0.100 E h , reflecting the complete absence of dynamical correlation in this system.
Turning our attention to the range-separated AC curves in panes ͑b͒ and ͑c͒ of Fig. 5 , we note how long-range interactions become more dominant with increasing separation R. This behavior is particularly pronounced for the Gaussianattenuated error-function curves, which develop a semidiscontinuity at Ϸ 0.43 for R = 10.0a 0 . For Ͼ0.43, the w g operator only samples interactions between electrons located less than about 8a 0 apart. Since there are few such interactions in a system consisting of two hydrogen atoms 10a 0 apart, the W ͓͔ curve drops to zero around = 0.43. Comparing the density-and potential-fixed curves in panes ͑b͒ and ͑c͒, we note that peaks in the potential-fixed curves appear at slightly larger values, reflecting the more compact electron density in the potential-fixed case for Ͻ1. Finally, we note that the end points in the range-separated curves are the same as for the helium series in Fig. 3 , being dictated by the number of electrons.
We now turn our attention to Fig. 6 , where we have plotted the total density-fixed AC curves and their exchangecorrelation and correlation contributions for H 2 , in the same manner as for the helium series in Fig. 4 . We consider first the range-independent curves in the first row. In pane ͑a͒, W s ͓͔ has been plotted in the same manner as in Fig. 4 ; here, the AC curves fall with increasing R. In pane ͑b͒, we have removed the Coulomb contribution and plotted W xc, s ͓͔. Since the Coulomb and exchange contributions decrease in magnitude with increasing R, while the correlation contribution increases, the curves now cross but may be distinguished by noting that W xc,0 s ͓͔ increases with increasing R. Finally, in pane ͑c͒, the exchange contribution has also been removed, illustrating how the correlation contribution W c, s ͓͔ increases in magnitude as the bond is stretched. At dissociation, correlation is entirely static and T c,1 ͓͔ = 0, noting that the area between a horizontal line at the W c,1 s ͓͔ value and the curve represents T c,1 ͓͔. At dissociation, the curve would fall immediately to the exchange energy of a hydrogen atom and then become horizontal, as is required to cancel the spurious self-interaction energy in a restricted formalism.
The second row of Fig. 6 shows the range-separated AC curves corresponding to the error-function attenuated operator in Eq. ͑42͒ for the various geometries of H 2 . It is noteworthy that for the exchange-correlation curve W xc, e ͓͔ in pane ͑e͒, oscillations begin to appear in the low regime for the two longest bond lengths. As for the helium series in Fig.  4 , we have transformed the AC into a form with known end points but a more complicated path. Subtraction of the exchange contribution yields the correlation curves W c, e ͓͔ in pane ͑f͒. For R = 0.7 and 1.4a 0 , the curves are similar to the helium curves in Fig. 4 . As we stretch the bond the density becomes more diffuse, the peak becomes more negative, and moves to the left, analogous to the behavior for descending nuclear charge in the helium isoelectronic series. The interpretation of this behavior was given in Sec. III C and similar arguments apply here. As static correlation becomes dominant in pane ͑f͒ of Fig. 6 , the area under the curve becomes larger and spreads over more of the range with large contributions below = 0.3, which were essentially negligible at short bond lengths, where dynamic correlation is dominant.
In the last row of Fig. 6 , the curves corresponding to the Gaussian-attenuated error-function connection in Eq. ͑43͒ are presented. For short bond distances, the AC curves are simple in structure; as the bond stretches, the curves become more complicated as semidiscontinuities and oscillations develop. At R =10a 0 , the total AC curve W g ͓͔ vanishes for Ն0.43, reflecting the physical separation of the electrons in two atoms. By contrast, the W xc, g ͓͔ and W c, g ͓͔ curves are more complicated, illustrating how the total AC curve W g ͓͔ vanishes for large by an intricate cancellation of classical Coulomb with non-classical Coulomb contributions that arise from exchange and static correlation.
E. The relevance of range-dependent ACs to range-separated approaches
The density-fixed ACs presented here correspond to the link from the noninteracting Kohn-Sham system to the physical interacting system. In the range-separated approaches proposed by Savin, 28 one instead begins from a partially interacting system by decomposing the universal density functional as
where F ͓͔ with 0 Յ Յ is defined as before in Eq. ͑5͒, whereas W ͓͔ = F Ј͓͔ is given in Eq. ͑18͒. We may further decompose the last term in Eq. ͑49͒ in the usual manner, into Coulomb and exchange-correlation contributions
where by analogy with Eqs. ͑24͒ and ͑30͒ we have defined In all panes, the curves fall with increasing R at = 0.8.
When w ͑r 12 ͒ represents the long-range Coulomb operator, then J ͓͔ and E xc, ͓͔ are the short-range Coulomb and exchange-correlation contributions, respectively, calculated from the short-range w ͑r 12 ͒ − w ͑r 12 ͒ operator. The short-range contributions of interest in rangeseparated approaches are therefore obtained simply by choosing a value of ͓or equivalently ; see the discussion below Eq. ͑46͔͒ greater than zero to define a partially interacting system with a long-range component of the twoelectron interaction. Integration over the remainder of the W ͓͔ AC from this value to Ͼ gives the short-range complement to the Coulomb and exchange-correlation energies. Subtraction of the short-range Coulomb and/or exchange contributions gives the corresponding exchangecorrelation or correlation-only ACs. The ACs of the present work are therefore of direct relevance to range-separated methodologies, the AC path being defined by the choice of long-range interaction, typically chosen to be the erf or erfgau attenuated operators as have been examined here. Many other choices of long-range interaction are of course possible-see, for example, the work of Baer and Neuhauser 85 who recently used the generalized AC with an alternative form for the interaction to establish a class of density functionals with correct long-range asymptotic behavior. A similar division can, of course, also be made for the standard linear AC, although the resulting hybrid theories would not emphasize the range of the interaction, only the strength of the interactions due to the uniform manner in which the interactions are introduced with , see Fig. 1 . Analogous hybrid theories can also be constructed for the potential-fixed case for each choice of the two-electron interaction.
The behavior of the generalized ACs in Fig. 6 suggests that static and dynamic correlation are not easily divided by range-separated operators, as attempted in hybrid short-range DFT and long-range wave function approaches. Whereas dynamic correlation in H 2 is predominantly a short-range effect, static correlation arises from a complicated interplay of short-and long-range interactions, as illustrated in panes ͑f͒ FIG. 6 . AC curves ͑atomic units͒ for H 2 at nuclear separations R = 0.7a 0 , 1.4a 0 , 3.0a 0 , 5.0a 0 , 7.0a 0 , and 10.0a 0 for w s in panes ͑a͒-͑c͒, for w e in panes ͑d͒-͑f͒, and for w g in panes ͑g͒-͑i͒. For each AC, we have plotted the total curve W ͓͔ to the left, the exchange-correlation curve W xc, ͓͔ in the middle, and the correlation curve W c, ͓͔ to the right. In panes ͑a͒, ͑d͒, and ͑g͒, the curves fall with increasing R at = 0.8; in the other panes, the curves may be distinguished by noting that the same color scheme is used in all panes.
and ͑i͒ in Fig. 6 . This observation rationalizes to some extent the success of range-separated approaches in treating dispersion ͑long-range dynamic correlation is missing in local and semilocal DFT͒ and their failure in describing bond dissociation ͑where static correlation dominates͒.
We note that in pane ͑f͒ of Fig. 6 the error-function AC for the correlation energy becomes small for the values of in the range 0.25ϽϽ0.3 for the two shortest bond lengths. This corresponds to = / ͑1−͒ in the range 0.33Ͻ Ͻ 0.42, consistent with the optimal values delivered by the prescription of Fromager et al., 37, 38 which are typically in the range 0.3Ͻ Ͻ 0.4, depending on the system considered. Furthermore, these values are consistent with those used in the LC functionals of Hirao et al. 40 and in the CAM-B3LYP functional, 44, 45 in which only the exchange contribution to the functional is range separated, the correlation being treated in a standard manner. Since the correlation parts of these functionals cannot describe long-range dynamic correlation or static correlation but do account for short-range dynamic correlation, it is perhaps unsurprising that the optimization of for molecules close to their equilibrium geometries also results in a value in this range. Such values of improve the description of the long-range exchange contributions while larger values would compromise the description of short-range dynamic correlation which is dominant for these systems. From the figures presented in the present work, we expect the optimal value to depend strongly on the compactness or diffuseness of the electronic density and as such this value should not be a fixed parameter, an idea which was recently explored by Krukau et al. 86 and Henderson et al. 87 However, the implementation of such functionals is much more involved.
IV. CONCLUSIONS
We have examined the AC for generalized, rangedependent two-electron interactions, in potential-and density-fixed formulations. The helium isoelectronic series and the stretching of the hydrogen molecule were investigated. These prototypical systems exhibit a range of densities ͑diffuse and compact͒ and types of correlation ͑dynamic and static͒. In each case, the total energy was decomposed into its individual components, comparing quantities relevant in PFT and DFT. Standard, range-independent AC curves were compared with range-dependent curves obtained by attenuating the two-electron interaction with the error function and with a Gaussian-attenuated error function. For the helium isoelectronic series, the range-dependent ACs displayed a peak that moved to large values of the interaction strength as the density became more compact; these peaks being most compact for the Gaussian-attenuated error function. For H 2 , this peak moved to smaller values as the bond was stretched and static correlation began to dominate; the striking feature of the Gaussian-attenuated curves being the development of a semidiscontinuity for large bond distances R.
The density-fixed ACs were then further decomposed into their exchange-correlation and correlation-only contributions. For the helium series, the exchange-correlation ACs were similar to the negative of the full ACs ͑owing to the fact that the exchange interaction is dominant in these systems and equal to minus one-half of the Coulomb contribution͒. For H 2 , a similar situation was observed for small internuclear distances. However, as the bond was stretched, the ACs exhibited a more complicated structure due to the increasing role of static correlation.
Perhaps the most instructive ACs in the present work are those corresponding to the correlation energy. For the standard AC of the helium isoelectronic series, the shape of these curves was understood by noting that as Z increased, the correlation energy could be described more and more accurately by the second-order Görling-Levy perturbation theory. For the range-dependent ACs, the curves revealed that correlation interactions in these systems are shorter ranged than the Coulomb and exchange interactions. In addition, as Z increased, the correlation contributions became localized to the high-end of the connection, consistent with the shortranged interactions in the increasingly compact densities.
For small internuclear separations, the H 2 correlationonly AC curves were similar to those of the helium atom. With increasing R and increasing static correlation, the standard connection bent more sharply until, at dissociation, it would drop immediately from zero to the exchange energy of a hydrogen atom and remain at this value for all Ͼ0. With increasing R and increasing importance of longer-range interactions, the corresponding error-function curve displayed a broad peak that moved to smaller values but without localizing at this end of the connection. For the Gaussianattenuated error-function connection, the correlation AC displayed a complicated structure, evolving a semidiscontinuity as R increased. Both observations are consistent with the fact that the role of static correlation is to account for deficiencies arising from the use of a single determinant to describe the system and as such cannot be localized to a specific range. For H 2 in a restricted formalism, this deficiency is manifested by the spurious self-interaction error. Implications for the description of static correlation by range-separated approaches were discussed in Sec. III E.
In the present work, we have utilized the error-functionbased operators to modify the electronic interaction, rather than to attempt its separation. The extent to which this approach is helpful for the development of exchangecorrelation functionals for practical use by modeling these connections in a similar manner to the approach in Ref. 88 is being investigated. However, the ability to relate the features of these integrands to features of the electronic densities, in addition to their end points corresponding to known constants, would seem to offer some promise. Of the two alternatives considered in the present work, the error-functionbased connection appears to be the better candidate for future development of functionals based on modeling the AC integrand owing to the relatively smooth behavior of its correlation integrand. 
