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NONCOMMUTATIVE INDEPENDENCE IN THE INFINITE BRAID AND
SYMMETRIC GROUP
ROLF GOHM AND CLAUS KO¨STLER
Abstract. This is an introductory paper about our recent merge of a noncommutative de Finetti
type result with representations of the infinite braid and symmetric group which allows to derive
factorization properties from symmetries. We explain some of the main ideas of this approach and
work out a constructive procedure to use in applications. Finally we illustrate the method by applying
it to the theory of group characters.
Introduction
In our recent papers [Ko¨s10, GK09, GK10] a systematical theory is emerging how representations
of the infinite braid and symmetric group on noncommutative probability spaces give rise to noncom-
mutative conditional independence and to factorization properties. These papers are rather long and,
in parts, rather technical (and should be consulted for further background and further references), so
it is timely to give a short introductory paper. This is done here. The diligent reader of the longer
versions will notice that there are also some new turns and twists in this new presentation but our
main objective is to give a readable guide for a main highway through the forest.
To achieve this we sacrifice generality at several points, for example we consider single operators
as noncommutative random variables instead of the more general concept of algebra embeddings.
Distributional symmetries such as exchangeability and spreadability are introduced in this setting and
reformulated in terms of endomorphisms. We make the very important observation that instead of the
representation of the infinite symmetric group S∞ associated to exchangeability it is enough for the
basic implications to consider a representation of the infinite braid group B∞ instead. This observation
enormously broadens the range of applicability when combined with further insights: a constructive
procedure to produce braidable sequences, the equality of the tail algebra of the random sequence
and the fixed point algebra of the representation (in the minimal situation), last but not least the
noncommutative de Finetti theorem which derives conditional independence over the tail algebra from
spreadability. Taken together we have a systematic way to derive structural properties, in particular
factorization properties of the state, from symmetries.
To show some of these applications we concentrate on a specific and beautiful class of examples:
the theory of characters of the infinite braid and symmetric group. We show how our theory can be
used to study the left regular representation of B∞ and we sketch some of the main ingredients of a
new proof of Thoma’s theorem on extremal characters of S∞. Open questions that can be studied
with these methods, especially in the braid group setting, suggest themselves.
1. Tracial noncommutative probability spaces
Throughout this paper a (noncommutative) tracial probability space (A, tr) consists of a von Neu-
mann algebra A acting on the separable Hilbert space H and a tracial faithful normal state tr : A → C.
An element x ∈ A is called a (noncommutative) random variable. If x0, x1, x2, . . . is a sequence of ran-
dom variables in A, we write vN(x0, x1, x2, . . .) for the generated von Neumann subalgebra in A.
Example 1.1. This setting covers the classical case of bounded (complex or real valued) random
variables xi on some standard probability space (Ω,Σ,P). More precisely, the xi’s are elements of
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L∞(Ω,Σ,P) and act by (left) multiplication on L2(Ω,Σ,P), the essentially bounded resp. square-
integrable Lebesgue-measurable functions on (Ω,Σ,P). Further the trace on L∞(Ω,Σ,P) is given by
the expectation f 7→
∫
Ω fdP.
Example 1.2. An interesting class of noncommutative probability spaces arises in the following man-
ner. Let G be a countable group. A positive definite function χ : G → C is called a character if χ
is constant on conjugacy classes of G and normalized at the identity e of G. It is a folklore result
(reviewed in [GK10], for example) that a character χ gives rise to a unitary representation π of G on
a separable Hilbert space H and a vector ξ ∈ H such that
χ(g−1h) = 〈π(g)ξ, π(h)ξ〉
for all g, h ∈ G. Further tr := 〈ξ, • ξ〉 is a tracial faithful normal state on A = vN{π(g) | g ∈ G}.
Conversely, restricting a tracial state on a group algebra gives rise to a character of the group. It is
well-known that A is a factor (in the sense of von Neumann algebras) if and only if χ is extremal.
Note also that each unitary π(g) is a noncommutative random variable.
The following two choices for the group G in Example 1.2 are of particular interest in the sequel.
Example 1.3. The infinite braid group B∞ is the inductive limit of the braid groups Bn for n→∞.
It is presented by the Artin generators σ1, σ2, . . . satisfying the relations
σiσjσi = σjσiσj if | i− j |= 1; (B1)
σiσj = σjσi if | i− j |> 1. (B2)
The Artin generator σi and its inverse σ
−1
i are presented as geometric braids according to Figure 1.
We will later meet a special choice of the character, χ(g) = 0 for g 6= e. This choice yields for the
q q q q q q
0 1 i− 1 i
q q q q q q
0 1 i− 1 i
Figure 1. Artin generators σi (left) and σ
−1
i (right)
probability space A the group von Neumann algebra L(B∞), a non-hyperfinite II1 factor.
Example 1.4. The infinite symmetric group S∞ is the inductive limit of the symmetric groups Sn for
n→∞, in other words: the group of all finite permutations. It is presented by the Coxeter generators
σ1, σ2, . . . satisfying (B1), (B2) and the additional relations
σ2i = e (i ∈ N). (S)
Here the Coxeter generators are realized as permutations acting on the set N0 = {0, 1, 2, . . .} such
that σi sends (0, 1, . . . , i− 1, i, . . .) to (0, 1, . . . , i, i− 1, . . .). Extremal characters (except the trivial or
alternating character) yield a hyperfinite II1 factor as probability space A. Note also that the random
variables π(σi) are selfadjoint and correspond to classical {−1, 1}-valued random variables embedded
into A in a noncommutative fashion according to the braid relations (B1) and (B2).
We fix some additional notation as needed in the sequel. If B is a von Neumann subalgebra of
A, then EB denotes the tr-preserving conditional expectation from A onto B. (Such a conditional
expectation uniquely exists in our tracial setting. The non-tracial case would require an additional
modular condition.) End(A, tr) denotes the tr-preserving endomorphisms of the von Neumann algebra
A. The fixed point algebra of α ∈ End(A, tr) is denoted by Aα. Similarly, Aut(A, tr) denotes the
tr-preserving automorphisms of A.
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2. Distributional symmetries
We are interested in certain distributional symmetries of infinite sequences of random variables.
Given the probability space (A, tr), then two sequences (xn)n≥0 and (yn)n≥0 in A are said to have the
same joint *-moments, in symbols:
(x0, x1, x2, . . .)
tr
= (y0, y1, y2, . . .),
if, for every n ∈ N,
tr(xǫ1
i(1)x
ǫ2
i(2) · · ·x
ǫn
i(n)) = tr(y
ǫ1
i(1)y
ǫ2
i(2) · · · y
ǫn
i(n)) (2.1)
for all i : {1, 2, . . . , n} → N0 and ǫ1, ǫ2, . . . , ǫn ∈ {1, ∗}. Note that this family of equations extends
immediately to polynomials in the random variables such that they have the same joint *-distribution:
tr
(
P (x1, x
∗
1, . . . , xs, x
∗
s)
)
= tr
(
P (y1, y
∗
1 , . . . , ys, y
∗
s )
)
(s ∈ N, P ∈ C〈x1, x
∗
1, . . . , xs, x
∗
s〉).
We refer the reader to [NS06] for more detailed information on joint *-monomials and joint *-distributions.
Definition 2.1. Let (A, tr) be a tracial probability space. The sequence (xn)n≥0 ⊂ A is
(i) exchangeable if
(x0, x1, x2, . . .)
tr
= (xπ(0), xπ(1), xπ(2), . . .)
for all π ∈ S∞;
(ii) spreadable if
(x0, x1, x2, . . .)
tr
= (xn0 , xn1 , xn2 , . . .)
for any (increasing) subsequence (n0, n1, n2, . . .) of (0, 1, 2, . . .);
(iii) stationary if
(x0, x1, x2, . . .)
tr
= (xk, xk+1, xk+2, . . .)
for all k ∈ N;
(iv) identically distributed if
(x0, x0, x0, . . .)
tr
= (xk, xk, xk, . . .)
for all k ∈ N.
Lemma 2.2. One has the following hierarchy of distributional symmetries in Definition 2.1:
(i) ⇒ (ii) ⇒ (iii) ⇒ (iv)
Proof. Exchangeability implies spreadability since each formula for the joined *-moments involves only
finitely many xi’s. If n0 < n1 < n2 < ... < nk is the beginning of a subsequence of (0, 1, 2, . . .), then
we can always find a permutation π ∈ S∞ such that π(i) = ni. This shows (i) ⇒ (ii). All other
implications are evident. 
Equivalent formulations of (i) to (iii) in Definition 2.1 are available in a minimal setting of the
probability space. Here we meet again the infinite symmetric group, but now acting as automorphisms
on the von Neumann algebra.
Proposition 2.3. Let (A, tr) be a tracial probability space and suppose A = vN(x0, x1, x2, . . .).
(i) (xn)n≥0 is exchangeable iff there exists a representation ρ : S∞ → Aut(A, tr) such that
xn = ρ(σnσn−1 · · ·σ1)x0 (n ≥ 1) (PR)
x0 = ρ(σn)x0 (n ≥ 2). (L)
(ii) (xn)n≥0 is spreadable iff there exist endomorphisms (αN )N≥0 ⊂ End(A, tr), also called partial
shifts, such that
αN (xn) =
{
xn for n < N
xn+1 for n ≥ N
(n,N ∈ N0). (2.2)
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(iii) (xn)n≥0 is stationary iff there exists an endomorphism α ⊂ End(A, tr) such that
α(xn) = xn+1. (n ∈ N0).
The proof is not difficult. If required details may be found for (i) in [GK09, Theorem 1.9], for (ii)
in [Ko¨s10, Lemma 8.6] and for (iii) in [Ko¨s10, Lemma 2.5]. Note that the partial shift α0 is the shift
α in the stationary setting.
The equivalent characterization in (i) provides us with a constructive procedure to obtain exchange-
able sequences. Suppose we have a tracial probability space (A, tr) which is equipped with a represen-
tation of the infinite symmetric group, ρ : S∞ → Aut(A, tr). Now choose an element x0 ∈
⋂
n≥2A
ρ(σn),
hence x0 satisfies (L). Then an exchangeable sequence (xn)n≥0 can be constructed by using (PR).
Remark 2.4. This constructive procedure may yield an exchangeable sequence which does not gen-
erate A (this is evident from the choice x0 = 1l). But we can always return to a minimal setting of the
tracial probability space, by restricting the trace tr to vN{x0, x1, . . .}. Note that the sequence (xn)n≥0
is also exchangeable after this restriction and thus also the representation ρ restricts to vN{x0, x1, . . .}.
Thus any exchangeable sequence can be obtained from the constructive procedure.
Presently no constructive procedure is known to produce all spreadable sequences. We will see below
that the constructive procedure for exchangeable sequences extends to a ‘braided’ setting where the role
of S∞ is taken by the infinite braid group B∞. In particular this provides us with an interesting class
of spreadable sequences which may not be exchangeable. Next we motivate this ‘braided’ extension
by providing an alternative proof of the simple fact that exchangeability implies spreadability, based
on the equivalent characterizations in Proposition 2.3.
Lemma 2.5. Suppose (A, tr) is equipped with the representation ρ : S∞ → Aut(A, tr). Let x0 ∈⋂
n≥2A
ρ(σn) and (xn)n≥0 the exchangeable sequence obtained from the constructive procedure. Then,
for each N ∈ N, the map
xn 7→ αN (xn) := ρ(σN+1σN+2 · · ·σN+k)(xn),
with k sufficiently large, satisfies (2.2) and extends to an endomorphism in (A˜, t˜r), where A˜ =
vN(x0, x1, x2, . . .) and t˜r = tr |A˜.
Proof. By exchangeability we have xn = ρ(σnσn−1 · · ·σ1)(x0) for n ≥ 1. Let us start with the case
n < N . Since N + 1− n > 1,
αN (xn) = ρ
(
(σN+1σN+2 · · ·σN+k)(σnσn−1 · · ·σ1)
)
(x0)
(B2)
= ρ
(
(σnσn−1 · · ·σ1)(σN+1σN+2 · · ·σN+k)
)
(x0)
(L)
= xn.
Now consider the case n ≥ N . Due to the previous arguments it suffices to consider k = n + 1 − N .
Thus we have
αN (xn) = ρ
(
(σN+1σN+2 · · ·σnσn+1)(σnσn−1 · · ·σ1)
)
(x0). (2.3)
The braid relations (B1) and (B2) supply us with the intertwining property
σl(σn+1σn · · ·σ1) = (σn+1σn · · ·σ1)σl+1
for N ≤ l ≤ n. Its repeated application in (2.3) moves σN+1σN+2 · · ·σn to the right hand side of
σn+1(σnσn−1 · · ·σ1) such that each factor vanishes due to (L). Altogether we have shown that
αN (xn) =
{
xn for n < N
xn+1 for n ≥ N.
The monomials xi1 · · ·xim form a weak*-total set in A˜. Since αN is implemented on xi1 · · ·xim by
an automorphism of A satisfying tr ◦αN = tr, the C-linear multiplicative extension of αN defines an
endomorphism in End(A˜, t˜r). 
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A review of above proof shows that all algebraic arguments rely on the braid relations (B1), (B2),
the localization (L) and the product representation (PR). We did not use the relations (S) of the
infinite symmetric group. This motivates the following new symmetry for sequences in noncommutative
probability spaces.
Definition 2.6. Let (A, tr) be a tracial probability space. The random variables (xn)n≥0 ⊂ A are
said to be braidable if there exists a representation ρ : B∞ → Aut(A, tr) such that
xn = ρ(σnσn−1 · · ·σ1)(x0) (n ≥ 1),
x0 = ρ(σn)(x0) (n ≥ 2). (2.4)
Here σi denotes the Artin generator braiding the (i− 1)-th and i-th strand.
As in the case of exchangeability, the constructive procedure applies again to obtain braidable
sequences. So given the braid group representation ρ : B∞ → Aut(A, tr), choose an element x0 ∈⋂
n≥2A
ρ(σn) and use (PR) to obtain all xn’s. Most importantly, replacing S∞ by B∞, the proof of
Lemma 2.5 directly transfers to the ‘braided’ setting:
Theorem 2.7. A braidable sequence (xn)n≥0 is spreadable.
It is easy to see that exchangeability implies braidability. Thus we can insert ‘braidability’ in the
hierarchy of distributional symmetries of Lemma 2.2 between ‘exchangeability’ and ‘spreadability’.
Remark 2.8. We should warn the reader that, in contrast to exchangeability, a braidable sequence
(xn)n≥0 may go along with a braid group representation ρ which does not restrict to vN(x0, x1, x2, . . .)
in the non-minimal case.
As a by-product of the constructive procedure we obtain the following fixed point characterizations
for braidable sequences. We remind that the tail algebra of a sequence (xn)n≥0 ⊂ A is given by
AT :=
⋂
n≥0
vN(xn, xn+1, xn+2, . . .).
Theorem 2.9. Let (A, tr) be a tracial probability space and suppose that the braidable sequence (xn)n≥0
generates the von Neumann algebra A. Then we have
AT = Aρ(B∞) = Aα.
Here AT is the tail algebra of (xn)n≥0 and A
ρ(B∞) is the fixed point algebra of the representation ρ which
implements braidability. Finally, Aα is the fixed point algebra of the shift α satisfying α(xn) = xn+1
for all n ∈ N0.
Proof. We will show that AT ⊂ Aρ(B∞) ⊂ Aα ⊂ AT .
We start with the first inclusion. Let x ∈ AT be fixed. It suffices to show that ρ(σk)(x) = x for any
k ∈ N. After choosing the number k we approximate x ∈ AT by elements of⋃
s≥0
C〈xn, x
∗
n, xn+1, x
∗
n+1, . . . , xn+s, x
∗
n+s〉
for any fixed n. For k < i,
ρ(σk)(xi) = ρ
(
σk(σi · · ·σ1)
)
(x0)
= ρ
(
(σi · · ·σ1)σk+1
)
(x0)
= ρ
(
σi · · ·σ1
)
(x0)
= xi
from (B1) and (B2). This entails AT ⊂ Aρ(B∞).
The second inclusion Aρ(B∞) ⊂ Aα follows from α(xn) = ρ(σ1σ2 . . . σℓ)(xn) (for ℓ sufficiently large,
compare Lemma 2.5) and a standard argument on the approximation of x ∈ A by elements of the
*-algebra
⋃
s≥0C〈x0, x
∗
0, x1, x
∗
1, . . . , xs, x
∗
s〉, which is weak*-dense in A.
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The last inclusion is immediate from
Aα ⊂
⋂
n≥0
αn(A) =
⋂
n≥0
αn vN(x0, x1, . . .) =
⋂
n≥0
vN(xn, xn+1, . . .) = A
T ,
where we have used again that A is generated by the xi’s. 
Roughly speaking, the previous theorem allows us to upgrade joint *-distributions to operator-
valued joint *-distributions, by replacing the trace tr by the conditional expectation ET onto the tail
algebra of a stationary sequence (xn)n≥0 which generates A. To be more precise, let (A, tr) be a tracial
probability space and (xn)n≥0, (yn)n≥0 ⊂ A two stationary sequences which have the same tail algebra
AT and each of them generates A. Then we write
(x0, x1, x2, . . .)
ET= (y0, y1, y2, . . .),
if, for every n ∈ N,
ET (x
ǫ1
i(1)x
ǫ2
i(2) · · ·x
ǫn
i(n)) = ET (y
ǫ1
i(1)y
ǫ2
i(2) · · · y
ǫn
i(n)) (2.5)
for all i : {1, 2, . . . , n} → N0 and ǫ1, ǫ2, . . . ǫn ∈ {1, ∗}.
Using Theorem 2.9 it follows from standard arguments as in [Ko¨s10, Lemma 7.6] the following
‘lifted’ version of distributional symmetries.
Corollary 2.10. Let (A, tr) be a tracial probability space and suppose the stationary sequence (xn)n≥0
generates A.
(i) If (xn)n≥0 is exchangeable then (x0, x1, x2, . . .)
ET= (xπ(0), xπ(1), xπ(2), . . .), for all π ∈ S∞.
(ii) If (xn)n≥0 is spreadable then (x0, x1, x2, . . .)
ET= (xn0 , xn1 , xn2 , . . .), for all (increasing) subse-
quences (n0, n1, n2, . . .) of (0, 1, 2, . . .).
3. A braided noncommutative de Finetti theorem
The following general notion of conditional independence in an operator algebraic setting can ac-
tually be seen to arise from our main result in Theorem 3.2, a noncommutative version of the famous
classical de Finetti theorem.
Definition 3.1. Given the probability space (A, tr) let N be a von Neumann subalgebra of A. The
sequence (xn)n≥0 ⊂ A is fully N -independent if
EN (xy) = EN (x)EN (y)
for x ∈ vN{N , xi | i ∈ I} and x ∈ vN{N , xj | j ∈ J} whenever I and J are disjoint subsets of N0.
Theorem 3.2. Let (A, tr) be a tracial probability space and suppose the sequence (xn)n≥0 ⊂ A gener-
ates the von Neumann algebra A. Consider the following statements:
(a) (xn)n≥0 is exchangeable;
(b) (xn)n≥0 is braidable;
(c) (xn)n≥0 is spreadable;
(d) (xn)n≥0 is stationary and fully AT -independent;
(e) (xn)n≥0 is identically distributed and fully AT -independent.
Then it holds (a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (e).
Since we have already seen the implications
exchangeable ⇒ braidable ⇒ spreadable ⇒ stationary ⇒ identically distributed
(compare Lemma 2.2 and Theorem 2.7), the main difficulty is to show that spreadability implies full
AT -independence. We refer to [Ko¨s10] and give only a few hints and an example for one of the basic
ideas in the proof.
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We know already from Corollary 2.10 that spreadability implies spreadability with respect to the
conditional expectation ET :
(x0, x1, x2, . . .)
ET= (xn0 , xn1 , xn2 , . . .) (*)
for any increasing subsequence (n0, n1, n2, . . .) of (0, 1, 2, . . .). Let us study this property in an example
to see how it produces factorization properties. We put E := ET for notational convenience.
Example 3.3. Consider the two monomials
x = x1x
3
4x5x4 with index set I = {1, 4, 5},
y = x8x
3
6x8 with index set J = {6, 8}.
Notice that we have I < J (in the pointwise sense). We infer from spreadability (*) that
E(xy) = E
(
(x1x
3
4x5x4)(x8x
3
6x8)
)
= E
(
(x1x
3
4x5x4)(x8+kx
3
6+kx8+k)
)
= E
(
(x1x
3
4x5x4)α
k(x8x
3
6x8)
)
for any k > 0. For the last equation we have used that spreadability implies stationarity. Now we pass
to the mean ergodic average:
E(xy) = E
(
(x1x
3
4x5x4)
1
n
n−1∑
k=0
αk(x8x
3
6x8)
)
and conclude with the von Neumann mean ergodic theorem that
EAα(y) = lim
n
1
n
n−1∑
k=0
αk(y)
(in the strong operator topology). Next we use our fixed point characterization Aα = AT from
Theorem 2.9 and the module property of conditional expectations to obtain the factorization
E(xy) = E(xE(y)) = E(x)E(y).
This example generalizes of course to any two monomials x = xǫ1
i(1) · · ·x
ǫr
i(r) and y = x
ǫ′
1
j(1) · · ·x
ǫ′
s
j(s) as
long as their index sets I = Range i and J = Range j satisfy I < J or I > J .
The general case of disjoint interlacing sets I and J is much more challenging to prove because the
mean ergodic argument above fails in such a situation. A proof of this case needs an order-preserving
refined version of the von Neumann mean ergodic theorem. Its formulation involves the partial shifts
αN which characterize spreadability according to Proposition 2.3. See [Ko¨s10, Section 8].
4. Characters
The investigation of representations of the infinite braid group B∞ is a vast field with many deep
results and many open questions. The results of the previous sections open up a new operator algebraic
approach. As an illustration of our approach we concentrate in the following on the theory of characters.
We start from the setting of Example 1.2 with G = B∞ and χ a character of B∞. The noncommuta-
tive probability space is (A, tr) where A = vN{π(g) | g ∈ G} is generated by the unitary representation
π associated to χ. Further we consider the adjoint representation
ρ : B∞ → Aut(A, tr),
τ 7→ Adπ(τ) = π(τ) • π(τ)∗.
Can we find a braidable sequence here? A natural first idea is to try the constructive procedure
described in Section 2 on the first Artin generator σ1. However we notice that, apart from very special
cases, localization (L) (see Proposition 2.3) does not work because u1 := π(σ1) does not commute with
ui := π(σi) for all i ≥ 2. But now a moment’s reflection makes it clear how to overcome this difficulty:
8 R. GOHM AND C. KO¨STLER
Instead of ρ we have to consider a representation obtained from it by shifting the Artin generators.
We also include an inversion in its definition which is purely conventional but which helps us later
to obtain sequences which are already known from other points of view. In short, we consider the
representation ρ1 determined on the Artin generators σi, i ∈ N, by
ρ1(σi) := ρ(σ
−1
i+1) .
In other words, for all x ∈ A we have
ρ1(σi)x = u
−1
i+1 xui+1 .
(Note that, by definition, ρ1 is a representation and hence, apart from special cases, it is not equal to
the composition of ρ and inversion which is an anti-representation.)
Now it follows from the commutation relations (B2) between the Artin generators that localization
(L) works for u1 and the representation ρ1, and it yields a braidable sequence
(
vi := π(γi)
)
i∈N
where
γ1 := σ1,
γ2 := σ
−1
2 σ1σ2 = σ1σ2σ
−1
1 ,
. . .
γi := (σ
−1
i σ
−1
i−1 · · ·σ
−1
2 )σ1(σ2 · · ·σi−1σi) = (σ1σ2 · · ·σi−1)σi(σ
−1
i−1 · · ·σ
−1
2 σ
−1
1 ).
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
Figure 2. Braid diagrams of γ1, γ2 and γ3 (left to right)
The different formulas of the γi’s follow from each other by the braid relations. It is clear that,
conversely, one can solve for the Artin generators, so the sequence
(
γi
)
i∈N
also generates B∞. We
refer to [GK09] for a discussion of the corresponding presentation of B∞ and for connections with free
probability arising from the fact that the squares of the γi’s generate free groups. In view of that in
[GK09] the γi’s have been named square roots of free generators.
We have proved that the sequence
(
vi = π(γi)
)
i∈N
is braidable and hence fully independent over its
tail algebra. By Theorem 2.9 this tail algebra is equal to the fixed point algebra
Aρ1 = A ∩ {u2, u3, u4, . . .}
′,
the relative commutant of the represented Artin generators excluding σ1. We note that Aρ1 contains
Aρ = A ∩ {u1, u2, u3, . . .}
′ = A∩A′ = Z(A),
the center of A. The center is trivial iff A is a factor iff the character χ is extremal.
If we can identify the tail algebra Aρ1 in a more concrete way then the independence gives us a
lot of structural information about the noncommutative probability space (A, tr) and hence about the
character χ. So far this program has been worked out only in some special cases. In the following we
discuss these special cases, and from this discussion it should become clear to the reader what we have
in mind when we talk of ‘structural information’.
Recall that the group von Neumann algebra L(B∞) is generated by the left-regular representation
{Lσ |σ ∈ B∞} of B∞ on the Hilbert space ℓ2(B∞), where
Lσf(σ
′) := f(σ−1σ′).
The canonical trace on the group von Neumann algebra is associated to a character χ given by
χ(e) = 1, χ(τ) = 0 for τ 6= e
and so this fits into our scheme. We refer the reader to [GK09, Corollary 5.3] for a proof of the following
result.
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Proposition 4.1 ([GK09]). (i) L(B∞) is a non-hyperfinite II1-factor;
(ii) L(〈σ2, σ3, . . .〉) ⊂ L(B∞) is an irreducible subfactor inclusion with infinite Jones index.
In particular we have Z(A) = Aρ = C = Aρ1 . In fact, the last equality is exactly how irreducibility
for subfactors is defined. It follows that the sequence
(
vi
)
i∈N
is fully C-independent in this case.
Written out this amounts to the following factorization property of the trace.
Corollary 4.2 ([GK09]). For I ⊂ N we define BI := vN(π(γi) : i ∈ I). Let x ∈ BI and y ∈ BJ with
I ∩ J = ∅. Then
tr(xy) = tr(x) tr(y).
Another class of examples where a rather complete analysis has been achieved arises from the study
of characters of the (infinite) symmetric group S∞. Recall that a presentation of S∞ can be given by
adding the relations (S) to Artin’s presentation of the braid group B∞. In other words there exists
a quotient map (surjective homomorphism) from B∞ to S∞ which, for all i ∈ N, maps the Artin
generators σi of B∞ to the Coxeter generators σi of S∞. (We don’t expect any confusion from this
double meaning because from now on we only deal with S∞.) If χ is a character of S∞ then by
composing it with the quotient map we obtain a character of B∞. Representations of S∞ can be
identified with those representations of B∞ which factorize through the quotient map. This means
that the definitions and results above are still available. But there are some special features of S∞
which simplify our task. In fact, using our methods we can give a new fully operator algebraic proof
of a famous classical result by Thoma (1964) which classifies all extremal characters of S∞.
Theorem 4.3 ([Tho64]). An extremal character of the group S∞ is of the form
χ(σ) =
∞∏
k=2
 ∞∑
i=1
aki + (−1)
k−1
∞∑
j=1
bkj
mk(σ) .
Here mk(σ) is the number of k-cycles in the permutation σ and the two sequences (ai)
∞
i=1, (bj)
∞
j=1
satisfy
a1 ≥ a2 ≥ · · · ≥ 0, b1 ≥ b2 ≥ · · · ≥ 0,
∞∑
i=1
ai +
∞∑
j=1
bj ≤ 1.
Our new proof is fully presented in [GK10]. In the following let us sketch the proof of one of the
main features of the classification: Thoma multiplicativity. This becomes very transparent in our
setting, so much so that it may be justified to think of Thoma’s theorem itself as a noncommutative
de Finetti type theorem.
The images of the square roots of free generators γi (which we again call γi) turn out to be very
special transpositions if we consider the defining action of S∞ on {0, 1, 2, 3, ...} by permutations:
γi = (0, i) (i ∈ N).
Algebraists call these transpositions star generators of S∞: pictorially they connect the elements of
N to the ‘center’ 0 of the ‘star’. To prove that indeed we obtain this simple form under the quotient
map it is enough to track the permutations induced by the braids in Figure 2 or in the corresponding
algebraic definition.
For later use we note the following elementary but important property of star generators.
Lemma 4.4. Let k ≥ 2. A k-cycle σ = (n1, n2, n3, . . . , nk) ∈ S∞ is of the form
τ = γn1γn2γn3 · · · γnk−1γnkγn1 ,
where in the case τ(0) 6= 0 we put n1 = 0 and define γ0 to be the unit element e.
The proof is left as an easy exercise. The importance is due to the following fact:
Corollary 4.5 ([GK10]). Disjoint cycles can be expressed by disjoint sets of star generators.
10 R. GOHM AND C. KO¨STLER
Because (vi = π(γi))i∈N arises from the constructive procedure from Section 2 with v1 = π(γ1) =
π(σ1) = u1 and the representation ρ1 it is clear that they are braidable. In fact they are even
exchangeable in this setting because now ρ1 is a representation of S∞. From the de Finetti theorem,
Theorem 3.2, and Corollary 4.5 we immediately infer:
Proposition 4.6 ([GK10]). Let τ1 and τ2 be disjoint cycles in S∞. Then vN(π(τ1)) and vN(π(τ2))
are Aρ1-independent.
As before we need to identify the fixed point algebra Aρ1 to make our independence results more
concrete. Let us denote by E0 the conditional expectation onto Aρ1 and by E−1 the conditional
expectation onto the center Z(A) = Aρ. Recall that Z(A) ⊂ Aρ1 .
Lemma 4.7 ([GK10]). Let γn1γn2γn3 · · · γnkγn1 be a k-cycle (as above). Then
E0(vn1vn2vn3 · · · vnkvn1) =
{
Ak−10 if n1 = 0
Ck if n1 6= 0
,
where
A0 := E0(π(γ1)), Ck := E−1(A
k−1
0 ).
Note that, because the γi’s are transpositions, the representing operators vi = π(γi) are idempotent
unitaries. This will be used repeatedly without further comment. It follows that A0 and the Ck’s are
selfadjoint contractions. We call these and similar objects limit cycles because they are weak limits
(ergodic averages) of represented cycles. A systematic study of such limit cycles is undertaken in
[GK10]. Here we develop just enough of this theory to be able to include a proof of the lemma.
Proof. We know from the discussion above that the sequence
(
vi
)
i∈N
is fully Aρ1 -independent. Thus
E0(vn1vn2vn3 · · · vnkvn1) = E0
(
vn1A
k−1
0 vn1
)
. For n1 = 0 we are done because γ0 = e. To prepare
the argument for the case n1 6= 0 choose an element x0 ∈ Aρ1 and apply the constructive procedure
with the (unshifted!) representation ρ to obtain a sequence x0, x1, x2, . . . Localization here amounts
to the fact that x0 commutes with u2, u3, . . ., this is true because x0 ∈ A
ρ1 . Hence the sequence(
xi
)
i≥0
is exchangeable and, by the noncommutative de Finetti theorem, independent over Z(A) = Aρ.
Explicitly, using again that x0 ∈ Aρ1 ,
xn = ρ(σn . . . σ2σ1)x0 = ρ(σn . . . σ2σ1σ2 . . . σn)x0 = ρ(γn)x0 = vnx0vn.
With these results we can now evaluate E0(vn1vn2vn3 · · · vnkvn1) also for n1 6= 0. In fact,
E0
(
vn1A
k−1
0 vn1
)
= E−1
(
vn1A
k−1
0 vn1
)
= E−1
(
Ak−10
)
= Ck .
The first equality follows from independence over Z(A), the second equality follows from the fact that
E−1, as a tr-preserving conditional expectation onto the center Z(A), is a center-valued trace. 
Based on this analysis we obtain a lot of structural information about characters of S∞ without
further work. We give a summary in the following theorem.
Theorem 4.8 ([GK10]). The fixed point algebra Aρ1 = vN(A0, Ck | k ∈ N) is commutative. Moreover
the following are equivalent:
(i) A is a factor;
(ii) The Ck’s are trivial;
(iii) Aρ1 is generated by A0.
Further Aρ1 = C iff the (subfactor) inclusion vN(S2,∞) ⊂ vN(S∞) is irreducible.
Proof. Any permutation is a product of disjoint cycles. Combining Proposition 4.6 and Lemma 4.7 we
find that Aρ1 = E0(A) is generated by A0 and by the Ck’s. Because the Ck’s are in the center it is
clear that Aρ1 is commutative. The other statements are obtained by considering special cases. 
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Corollary 4.9 (Thoma Multiplicativity [GK10, Theorem 3.7]). Let mk(τ) be the number of k-cycles
in the cycle decomposition of the permutation τ ∈ S∞. Then
E−1
(
τ
)
=
∞∏
k=2
C
mk(τ)
k ,
where Ck = E−1(A
k−1
0 ).
If A is a factor, then E−1 can be replaced by the tracial state tr and we obtain
tr(τ) =
∞∏
k=2
[
tr(Ak−10 )
]mk(τ)
.
Thoma’s theorem [Tho64] deals with extremal characters and hence with the factorial case. One
of the most remarkable features of Thoma’s classification is the fact that all extremal characters are
multiplicative with respect to the disjoint cycle decomposition. We have reproduced this fact (Thoma
multiplicativity) above. In fact, we have already achieved more. Our formula suggests that the explicit
form in Thoma’s theorem is now achievable with the help of a spectral analysis for the selfadjoint
contraction A0. Noncommutative independence continues to be a guide for this part of the proof. We
refer to [GK10] for the details.
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