Abstract. By using quasiconformal flows, we establish that exponentials of logarithmic potentials of measures of small mass are comparable to Jacobians of quasiconformal homeomorphisms of R n , n ≥ 2. As an application, we obtain that certain complete conformal deformations of an even-dimensional Euclidean space R n with small total Paneitz or Q-curvature are bi-Lipschitz equivalent to standard R n .
Introduction
A nonnegative locally integrable function in R n , n ≥ 2, is called a weight. A weight w is said to be comparable to a quasiconformal Jacobian if there exist a quasiconformal homeomorphism f : R n → R n and a constant C ≥ 1 such that
for almost every x ∈ R n . Here J f (x) = det Df (x) is the Jacobian determinant of the (almost everywhere defined) total differential Df of f . The quasiconformal Jacobian problem asks for a characterization of the weights in R n that are comparable to a quasiconformal Jacobian. Counterexamples to some natural conjectures about quasiconformal Jacobians have been obtained by various authors, notably by Semmes [29] , Laakso [23] , and Bishop [5] . For positive results and more background see [6] , [22] .
The problem has an interesting connection to the problem of biLipschitz parametrization of metric spaces by R n . For example, consider a conformal deformation g of the standard Riemannian metric g 0 of R n ; that is, for some smooth function u : R n → R. Then the Riemannian manifold (R n , g) is bi-Lipschitz equivalent to (R n , g 0 ) if and only if the weight w = e nu is comparable to a quasiconformal Jacobian. This fact follows directly from the definitions and basic properties of quasiconformal mappings (see Lemma 7.3 below) . There is also a framework for weights that dispenses with the smoothness assumption in the preceding example. We will not discuss this framework here, but refer to [12] , [28] , [30] , [6] . (See however Remark 1.4.)
In our earlier paper [6] , we used the preceding fact and a result of Fu [16] to obtain that weights of the form e 2u , for functions u with distributional gradient ∇u in L 2 (R 2 ), are comparable to quasiconformal Jacobians in R 2 . In fact, Fu showed that a complete conformal deformation of R 2 is bi-Lipschitz equivalent to standard R 2 if the Gaussian curvature of the deformed surface has total variation less than an absolute constant ε 0 > 0. We showed in [6] that functions u with ∇u ∈ L 2 (R 2 ) admit a decomposition u = s + b, where ∆s L 1 (R 2 ) < ε 0 and b ∈ L ∞ (R 2 ). A sharp version of Fu's result was given in [7] , where it was also shown that one can take ε 0 = 2π.
In this paper, we proceed the opposite way. We will show directly that certain weights are comparable to quasiconformal Jacobians. Then applications to the bi-Lipschitz parametrization problem follow. Our first main result, Theorem 1.1, gives that exponentials of logarithmic potentials of signed measures with small enough total mass are comparable to quasiconformal Jacobians in R n for every n ≥ 2. As an application, in Theorem 1.3, we obtain a counterpart of Fu's result in even dimensions, where Gaussian curvature is replaced by the Paneitz or Q-curvature recently studied in [14] , [10] , [11] , [9] , [8] , [18] , and elsewhere.
Our principal method in this paper is to use quasiconformal flows. It appears that this method has not been applied previously in connection with the quasiconformal Jacobian problem, or the related problem of finding bi-Lipschitz parametrizations of spaces. Note that there are many applications of quasiconformal flows in dimension n = 2 (see e.g. [4] ), but less so in higher dimensions.
We now describe our main results in more precise terms. A function u : R n → [−∞, ∞], n ≥ 2, is said to be a logarithmic potential if u is finite almost everywhere and if there is a signed Radon measure µ of finite total variation on R n such that (1.2) u(x) = Lµ(x) := − R n log |x − y| dµ(y)
for almost every x ∈ R n . We write Lϕ := Lµ, if dµ(x) = ϕ(x) dx for a function ϕ ∈ L 1 (R n ). Here and hereafter, dx indicates integration with respect to Lebesgue measure.
It is easy to see that a potential Lµ is finite almost everywhere if and only if (1.3) R n log + |y| d|µ|(y) < ∞ .
It is also well-known and easy to see that Lµ is a BMO-function. In particular, Lµ is locally exponentially integrable and lies in L p loc (R n ) for all p ≥ 1. We gather some further basic results about logarithmic potentials in Section 4.
We denote by µ = |µ|(R n ) the total variation of a measure µ. Here is our first main result. Theorem 1.1. For each n ≥ 2 there exists a positive constant c n with the following property. If µ is a signed measure on R n satisfying (1.3) and µ < c n , then the weight w(x) = e nu(x) , x ∈ R n , for the logarithmic potential u = Lµ is comparable to a quasiconformal Jacobian. More precisely, there exists an H -quasiconformal mapping f : R n → R n such that (1.1) holds, where H and C depend only on n. Moreover, we can take c n = n 128
· 12
−2n e −4(n−1)n .
A different version of this theorem is formulated in Proposition 7.2. If we denote the supremum of all constants c n for which Theorem 1.1 is true by γ n , then (1.4) n 128 · 12 −2n e −4(n−1)n ≤ γ n ≤ 1.
The upper bound follows because the logarithmic potential u(x) = Lδ 0 (x) = − log |x| corresponding to the Dirac measure δ 0 produces the weight w(x) = e nu(x) = 1 |x| n , which is not locally integrable near the origin and so cannot be comparable to a quasiconformal Jacobian.
By the results in [7] , we know that γ 2 = 1. It is tempting to guess that one would have γ n = 1 for all n ≥ 2, but a proof of this is beyond the methods of this paper. Moreover, in [7] , there is no constraint on the negative part of the measure µ beyond its finiteness. It would be interesting to know if something similar holds in higher dimensions.
Our proof of Theorem 1.1 requires a more general result, where we consider a class of functions that are obtained by composing logarithmic potentials with quasiconformal mappings. We say that a function u is a quasi-logarithmic potential if u = (Lµ) • g, where Lµ is a logarithmic potential and g : R n → R n is a quasiconformal homeomorphism. By a theorem of Reimann [24] , quasiconformal mappings preserve the space BMO(R n ), and so every quasi-logarithmic potential is a BMO-function. Theorem 1.2. For each n ≥ 2 and H ≥ 1 there there exist constants ε 0 > 0, H ≥ 1, and C ≥ 1 with the following property. If g : R n → R n is an H-quasiconformal mapping and if µ a signed measure on R n satisfying (1.3) and µ < ε 0 , then there exists an H -quasiconformal mapping f : R n → R n such that (1.1) holds, where
for the quasi-logarithmic potential u = (Lµ) • g.
Note that Theorem 1.1 follows from Theorem 1.2 by choosing g to be the identity mapping (then we can take H = 1 in Theorem 1.2).
Next we describe the mentioned application in even dimensions. Let g = e 2u g 0 designate a smooth conformal change of the standard metric g 0 in R n , where n ∈ N is even. We assume that X n = (R n , g) is a complete Riemannian manifold. The Paneitz or Q-curvature of X is given by
Thus, the Paneitz curvature is an nth-order differential invariant of the metric. Various normalizations for Q-curvature appear in the literature. Our choice corresponds to the one used in [15] and gives equality of Q-curvature and Gaussian curvature for n = 2. Following [11] for n = 4, we call a complete smooth conformal metric in R n normal if the Paneitz curvature is in L 1 (X) and the conformal factor has a representation
Note that
This accounts for the normalizing constants in (1.6); indeed, (1.6) is valid (in the distributional sense) for u(x) = log |x − x 0 |, x 0 ∈ R n \ {0}. For n = 2 every complete metric in L 1 (X) is normal [20] . If the scalar curvature of the metric is nonnegative near infinity, then the analogous statement is true for n = 4 [11, Theorem 1.4] and for arbitrary even n provided that u is also radially symmetric [13, Theorem 3.8] .
The following result is essentially a corollary to Theorem 1.2. Theorem 1.3. For each even n ∈ N there exist constants c n > 0 and
g 0 is a smooth normal metric in R n whose Paneitz curvature satisfies
We can choose c n = n 128
Here dV g means integration with respect to Riemannian volume; so in our situation dV g (x) = e nu(x) dx.
We do not know whether the bi-Lipschitz mapping provided by Theorem 1.3 can be chosen to be a diffeomorphism.
In an earlier version of this paper the previous theorem was only formulated for n = 4. The authors would like to thank A. Chang, P. Yang, and one of the referees for pointing out that our proof actually gives a similar result in all even dimensions.
We have made an effort to make this paper accessible to readers of varied background. In particular, several standard results about quasiconformal mappings are collected in Section 2. Similarly, in Section 3 we discuss quasiconformal flows in considerable detail. There we also prove a slightly strengthened version of a result of Reimann that is suitable to our purposes (Proposition 3.6). But see also Remark 6.2.
In Section 4, we gather some facts about logarithmic potentials; these results should be well known, but rather than searching for a reference, we provide the easy proofs for the convenience of the reader. In Section 5, we prove the main auxiliary result (Proposition 5.3). This result asserts that every quasi-logarithmic potential agrees, up to a bounded function, with a divergence of a vector field v for which Sv is bounded, where S is the Ahlfors operator measuring the deviation of a vector field from a conformal generator. Theorems 1.1 and 1.2 will be proved in Section 6, and Theorem 1.3 will be proved in Section 7. Remark 1.4. Theorems 1.1 and 1.2 give an appropriate result about bi-Lipschitz equivalence of spaces akin to Theorem 1.3 in all dimensions n ≥ 2. Namely, assume that u = Lµ is a logarithmic potential with µ satisfying (1.3) and ||µ|| < c n , where c n is the constant appearing in Theorem 1.1. Then it follows from Theorem 1.1 that w = e nu is a strong A ∞ -weight in the sense of David and Semmes [12] , [28] , such that the associated quasimetric space (R n , d w ) is bi-Lipschitz equivalent to
There is also a local statement as follows. If u = Lµ is a logarithmic potential with µ satisfying (1.3) and not having atoms with mass exceeding c n , then every point in R n has a neighborhood such that the neighborhood equipped with the quasimetric d w as in (1.9) is bi-Lipschitz equivalent to an open set in R n . Analogous statements are true about quasi-logarithmic potentials by Theorem 1.2. Remark 1.5. It was proved in the aforementioned paper [6] that every distribution u in R 2 with ∇u ∈ L 2 (R 2 ) can be written as the sum of a logarithmic potential of a measure (with arbitrarily small prescribed mass) and a bounded function. It follows from this that the set
contains the homogeneous (quasi-)conformally invariant Sobolev space
It remains an open problem whether this fact holds also for n ≥ 3. One cannot derive such an assertion from the results of this paper, for it is not possible to write every function in L 1,n (R n ) as the sum of a logarithmic potential and a bounded function, if n ≥ 3. This follows from the fact that the sets where functions in L 1,n (R n ) can be infinite (in an appropriate sense) are in general bigger in size than similar sets for logarithmic potentials. See, for example, [19, Theorem 2.27 and Lemma 10.7] . For further open problems along these lines, see [6, Section 4] .
Notation. Our notation is mostly standard. We denote by B(a, r) the open ball and by B(a, r) the closed ball in R n of radius r > 0 centered at a. Vectors in R n are considered as column vectors. The standard basis in R n is denoted by e 1 , . . . , e n . If u, v ∈ R n , then |u| is the Euclidean norm of u, and (u · v) the standard scalar product of u and v. We let M n (R) denote the set of real-valued (n × n)-matrices, with I n the (n × n)-identity matrix. If A ∈ M n (R), then A is the transpose, tr(A) the trace, and |A| the operator norm of A. If u = u 1 e 1 + · · · + u n e n and v = v 1 e 1 + · · · + v n e n are vectors in R n , then u ⊗ v is the matrix A = (a ij ) ∈ M n (R) with entries a ij = u i v j .
The Lebesgue measure of a measurable set M in R n is denoted by |M |, and the L p -norm of a measurable function u on R n by u p . Unless otherwise indicated, all integrals are taken over R n . The vector space of compactly supported smooth functions in R n is denoted by C ∞ 0 (R n ). The support of a function ϕ is denoted by spt(ϕ).
If A and B are two quantities, we write A B and A B if there exists a constant C > 0 depending on some obvious or explicitly specified parameters such that (1/C)B ≤ A ≤ CB and A ≤ CB, respectively. We write C(a, b, . . . ) for a positive constant that can be chosen only to depend on the parameters a, b, . . . . The value of such a generic constant may vary from line to line.
Quasiconformal mappings
In this section, we recall some basic facts about quasiconformal mappings; for the proofs we refer to Väisälä's monograph [32] .
An orientation preserving homeomorphism f :
In this paper, by the (maximal) dilatation of a quasiconformal mapping f : R n → R n we mean the linear dilatation of f , defined by
The inverse of a quasiconformal mapping is quasiconformal, and
We also have that
A quasiconformal mapping f is called H-quasiconformal, H ≥ 1, if H(f ) ≤ H, and a family of quasiconformal mappings is called uniformly quasiconformal if there exists H ≥ 1 such that every mapping in the family is H-quasiconformal.
We also require the following analytic definition for quasiconformal mappings. A sensepreserving homeomorphism f : R n → R n , n ≥ 2, is quasiconformal if and only if f is in the local Sobolev space W 1,n loc (R n ; R n ) and there exists K ≥ 1 such that
for almost every x ∈ R n , where Df (x) denotes the formal (distributional) differential matrix of f . The constant H in (2.2) and the infimal K such that (2.5) holds depend only on each other and n.
A homeomorphism f :
whenever x, y, z ∈ R n are distinct points. Every H-quasiconformal mapping is η-quasisymmetric with a function η = η n,H that depends only on n and H [33] .
In order to have an explicit estimate for the constant c n in Theorem 1.1, and consequently for the constant c in Theorem 1.3, we require an explicit estimate for the function η n,H . It is given in the next lemma which is a consequence of standard distortion theorems for quasiconformal mappings. Except for estimating the constant c n , Lemma 2.1 is not used elsewhere in the paper. Estimate (2.7) is certainly not sharp, and probably better estimates exist in the literature. However, even a sharp estimate for η n,H would not yield a considerable improvement in the constant c n . Our objective here is to show that with our method some explicit estimate can be given.
Lemma 2.1. Let f : R n → R n be an H-quasiconformal mapping. Then (2.6) holds whenever x, y, z ∈ R n are distinct points and
Note that η(s) → 0 as s → 0 in (2.7), but the given expression for η is sufficient for our purposes.
Proof. We may assume that x = f (x) = 0. Put y := f (y) and z := f (z). If s := |y |/|z | ≤ 1, the desired inequality holds, so suppose s > 1.
Let Γ be the family of all paths in R n connecting E := f −1 (B(0, |z |)) and F := R n \ f −1 (B(0, |y |)). Then 0, z ∈ E while F is an unbounded connected set containing y. A standard symmetrization argument shows that the n-modulus of Γ (see [32] ) satisfies
where s := |y|/|z| and τ n : (0, ∞) → (0, ∞) is the function that gives the n-modulus of the Teichmüller ring
It is known that
for all s > 0, where ω n−1 is the surface measure of the unit (n − 
On the other hand, we have that
Inequalities (2.8)-(2.11) imply that s ≤ η(s), where η is as in (2.7).
Quasiconformal mappings preserve sets of Lebesgue measure zero. Moreover, the following change of variables formula holds: if f :
for every integrable function u : R n → R. The next lemma is a consequence of (2.12) and the fact that quasiconformal Jacobians are A ∞ -weights (quantitatively) [17] , [31, 
An immediate application of this lemma is the following useful fact: if u ∈ L p loc (R n ) for all p ≥ 1 and f : R n → R n is quasiconformal, then u • f is locally integrable (cf. the proof of Lemma 3.3 below).
Every sequence (f k ), k ∈ N, of uniformly quasiconformal mappings subconverges to a quasiconformal mapping (i.e., it has a locally uniformly convergent subsequence) if suitable normalization conditions are imposed. For example, it is enough to assume that both |f k (0)| and |f k (e 1 )| are bounded from above, and that |f k (e 1 ) − f k (0)| is bounded from below, by positive constants that are independent of k . Alternatively, it is enough to require that |f k (0)| is uniformly bounded and that there exists a constant C ≥ 1 and a ball B such that
A quasiconformal limit mapping of a sequence of Hquasiconformal mappings is H -quasiconformal with H depending only on n and H. We denote by Q 0 (n, H) the family of H-quasiconformal homeomorphisms f : R n → R n normalized so that f (0) = 0 and f (e 1 ) = e 1 . By the preceding discussion, every sequence in Q 0 (n, H) subconverges to an H -quasiconformal map, where H = H (n, H).
Mappings in Q 0 (n, H) are locally uniformly Hölder continuous in the following sense: for each R > 0 there exist constants α = α(n, H) > 0 and C = C(n, H, R) > 0 such that
whenever f ∈ Q 0 (n, H) and x, y ∈ B(0, R). Moreover, there are constants β = β(n, H) > 0 and C = C(n, H) > 0 such that
whenever f ∈ Q 0 (n, H) and x ∈ R n .
Quasiconformal flows
Let v : R n → R n be a continuous vector field in R n , and a member of the local Sobolev space W 1,1 loc (R n ; R n ), n ≥ 2. The Ahlfors operator S on such fields is defined by
where the distributional derivative Dv of v is an almost everywhere defined locally integrable matrix-valued function on R n . The operator S was introduced by Ahlfors in [1] , and studied later by Ahlfors [2] , [3] , Reimann [25] , Semenov [27] , and others.
Note that S annihilates vector fields v of the form
where B is a skew-symmetric matrix and λ ∈ R. These vector fields generate conformal flows.
The map x → |Sv(x)| that assigns to a point x ∈ R n the operator norm of the matrix Sv(x) is an almost everywhere defined (locally integrable) real-valued function. We denote the L ∞ -norm of this function by Sv ∞ .
We require the following fundamental result about quasiconformal flows due to Reimann [25 
where c is a constant independent of t. Moreover, assume that there exists a constant C > 0 such that
n of the flow equation
Moreover, for every t ∈ [0, a] the t-advance map
We note that the bound in (3.3) is not enough to guarantee the existence of the flow for all times t ∈ [0, a], but the additional growth condition (3.4) is also required.
The rest of this section is devoted to proving Proposition 3.6 which gives an expression, (3.15) , for the Jacobian of a quasiconformal mapping generated by a flow as in the previous proposition. While formula (3.15) is well known for smooth vector fields, its proof under our relaxed smoothness assumptions is more subtle. We first derive several statements that complement Reimann's investigations in [25] . (See, however, Remark 6.2 below.)
The following lemma is an easy consequence of the quasisymmetry (2.6), the change of variables formula (2.12), and Proposition 3.1. We leave the proof to the reader.
n be a vector field as Proposition 3.1, and let f t be the solution of the associated flow equation as in (3.5) . Then the map (x, t) → f t (x) is continuous. Moreover, for each ball B ⊆ R n there exists a constant c > 0 such that
If v is vector field as in Proposition 3.1, then for each t ∈ [0, a] the function v t is almost everywhere differentiable and the total differential of the vector field v t agrees with the distributional derivative Dv t almost everywhere [25, Corollary of Proposition 15] . Set
Then the entries of the matrix V (x, t) at almost every point (x, t) are limits of difference quotients of the component functions of (x, t) → v t (x). Since these components are jointly continuous in x and t, it follows that the map (x, t) → V (x, t) is almost everywhere defined and measurable. A similar argument also shows that the map (x, t) → Df t (x) is measurable, since quasiconformal mappings are almost everywhere differentiable. Finally, because quasiconformal mappings preserve sets of measure zero, the map (
n be a vector field as in Proposition 3.1. Then for all p ≥ 1 and for all balls B ⊆ R n there exists C ≥ 0 such that
Moreover, the maps
Proof. Fix p ≥ 1 and a fix ball B ⊆ R n . We may clearly assume that p > 1. Let χ ∈ C ∞ 0 (R n ) be such that χ|B = 1 and consider
, and so it is enough to prove a uniform bound as in (3.8) forṽ t . Next, we have that Dṽ t = χDv t + v t ⊗ ∇χ , which together with (3.3) and the local uniform boundedness of v t implies that there exists c ≥ 0 such that
for all t ∈ [0, a]. Thence, the vector fieldsṽ t being supported in some fixed ball B independent of t, there exists C 1 ≥ 0 such that
Moreover, there exists a singular integral operator of Calderón-Zygmund type mapping Sṽ t to Dṽ t (see [25, Corollary to Propositions 10 and 11]). Since such operators are bounded on L p (R n ) (we need the assumption that p > 1 here), the uniform bound (3.10) implies a uniform bound as in (3.8) forṽ t as required.
To prove the second assertion, note that the family (f t ), t ∈ [0, a], is uniformly quasiconformal by Proposition 3.1. Lemma 2.2 together with inequality (3.6) then implies that
for all t ∈ [0, a], for some constants α > 0 and C 2 > 0 that are independent of t. Next, let p = 1 + 1/α and fix a ball B with
. By the change of variables formula (2.12), and by Hölder's inequality, we have that
where by (3.11) and (3.8) the constants C 3 and C 4 are independent of t. Similarly, we have that
where the constants C 5 , C 6 , and C 7 are independent of t. Note that the uniform quasiconformality of the maps f t and the analytic definition (2.5) was used here. This concludes the proof of the lemma.
Reimann proved in [25, Theorem 4] that the variational equation
This statement is not strong enough for our purposes, since we would like to derive a statement for the Jacobian determinant J ft = det(Df t ) of f t for every t ∈ [0, a]. We will use a slightly different method and show that, for all t ∈ [0, a], equation (3.12) holds for almost every x ∈ R n . To this end, set
Note that by Lemma 3.3 for almost every x ∈ R n the matrix M (x, t) is defined for all t ∈ [0, a].
Lemma 3.4. For each t ∈ [0, a] the almost everywhere defined matrix function M (·, t) is the weak derivative of f t .
In particular, for all t ∈ [0, a] we have Df t (x) = M (x, t) for almost every x ∈ R n . This implies the improved version of the variational equation (3.12) discussed above.
Proof. We have to show that if
This follows from a straightforward computation involving Fubini's theorem and the flow equation:
Here we also used the fact that the map (x, t) → V (f t (x), t)Df t (x) is locally integrable (Lemma 3.3), and the fact that for each 
Proof. Define
Since M (0) = I n , we have 0 < a ≤ a. Moreover, M (t) is invertible for all t ∈ [0, a ). Consider the function g defined by
Then g is absolutely continuous, and hence differentiable almost everywhere on [0, a].
If t → A(t) ∈ M n (R) is a matrix-valued function that is differentiable at a point t 0 and if A(t 0 ) is invertible, then
Using this fact, a straightforward computation shows that g (t) = 0 for almost every t ∈ [0, a ). Since g(0) = 1 and g is absolutely continuous, it follows that g(t) ≡ 1 on [0, a ), and so (3.14) is true for all t ∈ [0, a ). By continuity this equality extends to t = a , showing that M (a ) is invertible. If a < a, then again by continuity, M (t) would be invertible for all t in an interval larger than [0, a ] contradicting the definition for a . Hence a = a and the lemma follows.
We now come to the main result of this section. It sharpens Reimann's result along the lines explained just before Lemma 3.4. In the following, we denote by div v t = tr(Dv t ) the formal divergence of the vector field v t . Proposition 3.6. Let v : R n × [0, a] → R n be a vector field as in Proposition 3.1. Then for all t ∈ [0, a] we have
Proof. Define M (x, t) as in (3.13) . Since the map
is integrable for almost every x ∈ R n by Lemma 3.3, the map t → M (x, t) is continuous for almost every x ∈ R n . By Lemma 3.4 we have that M (x, t) = Df t (x) for almost every (x, t) ∈ R n × [0, a]. Thus, for almost every x ∈ R n we can replace the function τ → Df τ (x) by τ → M (x, τ ) in (3.13). This implies that for almost every x ∈ R n we have
These considerations show that there exists a set N ⊆ R n with |N | = 0 such that for x ∈ R n \ N the functions t → M (t) = M (x, t) and t → N (t) = V (f t (x), t) satisfy the hypotheses of Lemma 3.5. In particular,
Since for all t ∈ [0, a] we have J ft (x) = det(M (x, t)) for almost every x ∈ R n by Lemma 3.4, the statement follows.
Logarithmic potentials
In this section, we collect some standard facts about logarithmic potentials, and provide the proofs for convenience. The estimates log + (ab) ≤ log + a + log + b ,
for a, b ∈ (0, ∞) will be used repeatedly in the following. Let µ be a signed measure on R n of finite total variation. It is well known that the maximal function M µ of µ,
is finite for almost every x ∈ R n . It is easy to see that if M µ(x) < ∞, then
If, in addition, log + |y| d|µ|(y) < ∞ , then log + |x − y| d|µ|(y) ≤ (log + |x| + log + |y| + 1) d|µ|(y) < ∞, and hence
In particular, the logarithmic potential Lµ of a measure with finite logarithmic moment as in (1.3) is finite almost everywhere.
Lemma 4.1. If ϕ is an essentially bounded measurable function with compact support on R n , then Lϕ is Lipschitz continuous.
Proof. The measure µ defined by dµ(y) = ϕ(y) dy satisfies (1.3) and has a finite maximal function at every point; hence the logarithmic potential Lϕ(x) is finite for every x ∈ R n . The Lipschitz condition follows from a simple integral estimate.
In the following string of lemmas, 4.2-4.6, we assume that µ is a signed measure of finite total variation ||µ|| on R n , n ≥ 2, satisfying
Lemma 4.2. For every ball B = B(0, R) ⊆ R n and for every 0 < β < n/ µ , we have
Proof. Fix B and β as in the statement of the lemma. Consider the Jordan decomposition µ = µ + −µ − of µ. Then for an arbitrary x ∈ R n , e β(Lµ)(x) is bounded from above by exp β log + |x − y| dµ − (y) + β log
If µ + = 0, the statement follows. Otherwise, µ + > 0 and we define ν :=
Fix a nonnegative function χ ∈ C ∞ 0 (R n ) with spt(χ) ⊆ B(0, 1) and χ(x) dx = 1. For 0 < δ < 1 let χ δ (x) = δ −n χ(x/δ), and let ϕ δ = χ δ * µ be the regularization of µ. Then ϕ δ is a smooth function and we have that (4.1) ϕ δ 1 ≤ µ , and that
In other words, the total variation (integral) of the regularizations ϕ δ , as well as their logarithmic moments, are uniformly bounded from above.
Lemma 4.3. For every ball B ⊆ R
n and for every p ≥ 1, we have
Proof. Let B be an arbitrary ball, and let p ≥ 1. We use the inequality
where the constants depend only on p, ||µ||, and B. The claim follows.
Lemma 4.4. For every ball B ⊆ R n and and for every p ≥ 1, we have
Proof. Let B be an arbitrary ball, let p ≥ 1, and let β be such that 0 < βp < n/ µ . It follows from Lemma 4.2 and from estimates (4.1) and (4.2) that
whenever 0 < λ < n/ µ . Choose λ such that 0 < βp < λ < n/ µ , and write r = λ/(βp) > 1 and s = r/(r − 1). Using (4.3), we obtain
where Lemma 4.3 was invoked in the last line.
Lemma 4.5. Assume that g : R n → R n is an H-quasiconformal mapping. Then there exists a constant δ 0 = δ 0 (n, H) > 0 with the following property: for every 0 < β < δ 0 / µ the function e β(Lµ)•g is locally integrable and for every ball B ⊆ R n we have
Proof. Let α = α(n, H) > 0 be the number appearing in Lemma 2.2, and put δ 0 = nα/(1 + α). Fix a ball B ⊆ R n and 0 < β < δ 0 / µ . Set p = 1 + 1/α, so that βp < n/||µ||. By Lemma 4.4, and by (2.12), we obtain
e βLϕ δ (y) − e βLµ(y) p dy
A similar estimate combined with Lemma 4.2 shows that e β(Lµ)•g is locally integrable. The lemma follows. Lemma 4.6. Assume that g : R n → R n is an H-quasiconformal mapping. Define µ k = µ|B(0, k) for k ∈ N. Then there exists a constant δ 0 = δ 0 (n, H) > 0 such that for every ball B ⊆ R n and for every 0 < β < δ 0 / µ we have
The proof will show that we can define δ 0 as in the proof of the previous lemma, and that we can take δ 0 = n if g is the identity map.
Proof. For almost every z ∈ R n we have |Lµ(z)| < ∞. For every such z, and for every large k, we moreover have that
whence Lµ k (z) → Lµ(z) as k → ∞. Since quasiconformal mappings preserve sets of measure zero, it follows that
Next, let µ = µ + − µ − be the Jordan decomposition of µ, and define H(z) := log + |z − y| dµ − (y) + log
for z ∈ R n . We proceed as in the proof of Lemma 4.5, with the same choices for α, δ 0 , β, and p, to obtain
e βpH(y) dy .
Since βp < n/ µ , the proof of Lemma 4.2 shows that the last integral is finite. Finally, since
for almost all x ∈ R n and for all k ∈ N, the statement in (4.4) follows from (4.5), (4.6), and from the dominated convergence theorem.
Splittings of quasi-logarithmic potentials
In this section, we prove our main auxiliary result Proposition 5.3. It provides a convenient splitting of a quasi-logarithmic potential of a smooth test function.
Throughout this section, we use subscripts to indicate which variable of a function of several variables a differential operator has been applied to. For example, ∇ u h(u, v) denotes the gradient of the function u → h(u, v) with v fixed.
Lemma 5.1. Let g : R n → R n be an H-quasiconformal mapping. Then there exists a continuous function ρ :
and that
for every u, v ∈ R n . Here C 0 and C are positive constants that depend only on n and H, and we can choose
Proof. Fix a function χ ∈ C ∞ 0 (R n ) such that 0 ≤ χ ≤ 1, spt(χ) ⊆ B(0, 1/2), χ|B(0, 1/4) = 1, and |∇χ| ≤ 5. Let u, v ∈ R n . Define
It is clear that ρ is continuously differentiable near each point (u, v) ∈ R n × R n with u = v. Moreover, for u = v, we have that
The multiplicative constants implicit in these inequalities only depend on n and H by the quasisymmetry of g. These inequalities also show the continuity of ρ on the diagonal u = v.
To achieve estimate (5.1), we first compute
and
Since |a ⊗ b| ≤ |a| · |b| for a, b ∈ R n , we conclude that for all points w ∈ B(u, |v − u|/2),
where (2.7) was used in the last inequality. The lemma follows.
The purpose of the next lemma is to construct a kernel function w(x, y) for a given normalized quasiconformal map g. By integrating against w we will be able to find a vector field v that generates a quasiconformal flow and has a divergence that agrees with a given quasi-logarithmic potential up to a bounded term (see Proposition 5.3).
If g is smooth and bi-Lipschitz, one can define
Then for fixed y ∈ R n , the vector field w(·, y) generates a quasiconformal flow and up to a bounded term, 1 n div x w(x, y) is equal to the quasi-logarithmic potential
of the Dirac measure δ y . In the general case, one has to find a suitable smooth version of the logarithmic factor in (5.2). This can be done by using the auxiliary function ρ of the previous lemma (cf. (5.6) and (5.7) below).
Recall from Section 2 that Q 0 (n, H) denotes the class of normalized quasiconformal mappings.
Lemma 5.2. Let g ∈ Q 0 (n, H). Then there exists a continuous vectorvalued function w : R n × R n → R n such that the distributional derivatives x → D x w(x, y) exist and are locally integrable for each y ∈ R n , and that the function (x, y) → D x w(x, y) is locally integrable in R n × R n ; moreover, the following estimates hold:
whenever x ∈ R n , R > 0, and y ∈ B(0, R),
for all x, y ∈ R n with g(x) = y, and
for all y ∈ R n , where C 0 = C 0 (n, H) is as in Lemma 5.1.
Proof. Let ρ be the function from Lemma 5.1, and define
η(x, y) + log |g(x) − y| ≤ C(n, H), and (5.8)
if g(x) = y, and w(x, y) = 0 if g(x) = y. Then w is continuous, as follows from (5.7) and from the fact that both g and g −1 are locally Hölder continuous. Moreover, for x = g −1 (y), we have
For fixed y ∈ R n the function x → log |x − y| lies in L p loc (R n ) for all p ≥ 1. By the remark following Lemma 2.2, this implies that the map x → log |g(x) − y| is locally integrable. Hence by (5.7)-(5.9), the function x → D x w(x, y) is locally integrable. Finally, because (5.9) holds for x = g −1 (y), it is also clear that x → D x w(x, y) is the distributional derivative of the function w(·, y) for every y ∈ R n . By equations (5.7) 
which gives (5.4) by way of (5.7), and that
which is (5.5). In the preceding, we used the fact that if a, b ∈ R n and
where v = v(ϕ, g) : R n → R n is a continuous vector field with locally integrable distributional derivative, normalized so that
n is an essentially bounded measurable function, and c = c(ϕ, g) ∈ R is a constant. Moreover, we have
where C 0 is as in Lemma 5.1.
The crucial point in these estimates is that the mapping g only enters through n and H. Therefore we get uniform estimates for given ϕ for all g ∈ Q 0 (n, H). Moreover, we can get uniform estimates on b ∞ and Sv ∞ (although not necessarily on |c|) that only depend on n and H, provided we impose a bound ϕ 1 ≤ C(n, H).
Proof. Let w be the function from Lemma 5.2 corresponding to the quasiconformal mapping g. Define a vector field u :
Then u is a continuous vector field with locally integrable distributional derivative. This follows from the regularity properties of w and from the fact that (x, y) → D x w(x, y) is locally integrable. In order to treat the normalization (5.11), we subtract from u an appropriate generator for conformal maps. Thus, let a = u(e 1 ) − u(0) and
Then v has the desired regularity properties and is normalized as in (5.11). Since ϕ is compactly supported, inequality (5.12) follows from the definitions and from (5.3). Next, we have
By setting c = tr(A)/n and using (5.4), we obtain the desired decomposition (5.10), as well as the estimates in (5.13) and in (5.14). Finally,
and so (5.15) follows from (5.5).
The proposition is proved.
Remark 5.4. A careful examination of the proof shows that that the vector field v in Proposition 5.3 satisfies the condition
This is stronger than Sv ∞ < ∞. It would be interesting to investigate the quasiconformal flows generated by such vector fields. It seems that they are related to the monotone quasiconformal mappings recently studied by Kovalev in [21] .
Logarithmic potentials and quasiconformal Jacobians
In this section, we will prove Theorems 1.1 and 1.2. We begin with a simple observation about a difference inequality. Define
Thus, σ n (H) = 2C 0 , where C 0 is as in Lemma 5.1. For fixed H ≥ 1, let
is continuous, increasing, and locally Lipschitz. There is a unique finite solution M 0 for the differential equation
Note that the function M 0 is increasing. With this set-up, we have the following lemma.
Lemma 6.1. Let ∈ N and 0 < ε < ε 1 = ε 1 /2, where ε 1 is as in (6.4).
Note that with the given choice of ε 1 , M 0 (1) only depends on n and H.
Proof. We will show by induction that M (j/ ) ≤ M 0 (j/ ) for all j = 0, . . . , . The inequality is trivially valid for j = 0. Supposing it is true for some j ≤ − 1, we use the fact that M 0 is increasing, and find that
as required.
Before going into the details, we first give an outline of the proof of Theorem 1.2. Suppose that g ∈ Q 0 (n, H) and that the measure µ has the form dµ = ϕ(x)dx with ϕ ∈ C ∞ 0 (R n ). Then Proposition 5.3 produces a vector field v = v(ϕ, g) with the properties as asserted there. The assignment (ϕ, g) → v(ϕ, g) will be used several times in the ensuing proof, with a fixed test function, but with varying quasiconformal mappings.
Our strategy is to consider the flow
where v t has the property that 1 n (div v t )•f t agrees with the quasi-logarithmic potential (Lϕ) • g up to a bounded additive term, and we hope to keep Sv t bounded along the way. By Proposition 3.1, the boundedness of Sv t implies that f t remains quasiconformal for all 0 ≤ t ≤ 1. Moreover, by Proposition 3.6, the control on the divergence of the vector field will allow us to conclude that f 1 has Jacobian comparable to e n(Lϕ)•g . There is one caveat, however. In order to construct the vector field v t , we already have to know f t , and hence the choice for v t must be done concurrently. For this reason, we set up an iterative scheme that one expects to converge to a solution of (6.7). To ensure that the quasiconformal mappings obtained from this iterative procedure have uniformly controlled dilatation, the L 1 -norm of ϕ has to be small. Finally, the general case of a signed measure µ with small mass follows from approximation arguments.
Proof of Theorems 1.1 and 1.2. We now begin the proof of Theorem 1.2 in earnest. Theorem 1.1 will follow as the special case when g is the identity map on R n . Thus, let g : R n → R n be an H-quasiconformal mapping, and let µ be a signed measure of finite mass on R n satisfying (1.3). We may assume µ > 0.
We first reduce the matters to the case where g ∈ Q 0 (n, H), that is, g(0) = 0 and g(e 1 ) = e 1 . Indeed, we can write g(x) =g(λ(R • T )(x)), whereg ∈ Q 0 (n, H), T is the translation given by T (x) = x − g −1 (0), R : R n → R n is a rotation with
If there exists a quasiconformal mapf : R n → R n and a constant such that
for almost all x ∈ R n , then the map f : R n → R n defined by
is quasiconformal with H(f ) = H(f ), and
for almost all x ∈ R n . The preceding argument shows that we may assume, initially, that g ∈ Q 0 (n, H). We now break up the proof into three steps depending on the form of the measure µ.
I.
Step: The measure µ is of the form dµ = ϕ(x)dx with ϕ ∈ C ∞ 0 (R n ). Assume that 0 < ε = ϕ 1 < ε 1 , where ε 1 = ε 1 (n, H) is defined as in Lemma 6.1. Fix a positive integer . In our iterative scheme, 1/ will correspond to the step size. Observing the notation of Proposition 5.3, we first set (6.8)
By Proposition 5.3 we have
where σ n is defined as in (6.1). Proposition 3.1 then ensures that the corresponding flow equation has a unique quasiconformal solution f t with the dilatation estimate
At the next time interval 1/ ≤ t ≤ 2/ , we set
and let f t be the solution to (6.7) for 1/ ≤ t ≤ 2/ . To be more precise, we solve (6.7) for the time independent vector field in (6.9) to obtain the solution h t for 0 ≤ t ≤ 1/ , h 0 (x) = x, and then set 
We continue the iteration inductively until the time t = 1 is reached. The outcome of this process is a continuous flow
that satisfies (6.7) for all t ∈ [0, 1], where
Note that v t is ambiguously defined for t = 1/ , . . . , ( − 1)/ , but we can ignore this in the following. Also note that both v t and f t depend on the chosen integer , but for the time being this dependence is suppressed from the notation. The flow maps f t satisfy f t (0) = 0 and f t (e 1 ) = e 1 for every 0 ≤ t ≤ 1 by the normalization (5.11). Moreover, Proposition 3.6 implies that
for almost every x ∈ R n . We will next estimate the dilatation of the flow maps. It follows from the construction of the flow that
whenever j ∈ {0, . . . , − 1}, and t ∈ [j/ , (j + 1)/ ]. On the other hand, Proposition 5.3 yields the estimate
So if we define L as in (6.2) , and the function M :
then M satisfies the conditions in (6.5) . Hence by Lemma 6.1 we have M (1) ≤ M 0 (1), where M 0 is defined as in (6.3). Since M 0 (1) only depends on n and H and not on , it follows that there exists a uniform upper bound sup
for the maximal dilatation of the mappings f t in the flow that only depends on n and H, and is in particular independent of the integer . At this juncture, we conclude that associated with each positive integer there are vector fields v t, and normalized quasiconformal mappings f t, ∈ Q 0 (n,H), t ∈ [0, 1], whereH depends only on n and H.
From the sequence (f 1, ) ∈N we can extract a subsequence that converges locally uniformly to an H -quasiconformal mapping f with H depending only on n and H (see Section 2). We keep denoting this subsequence by (f 1, ).
Let u = Lϕ • g. By the decomposition in (5.10),
j/ , + b j, + c j, for j/ ≤ t ≤ (j + 1)/ , for each ∈ N and j = 0, . . . , − 1, where b j, is an essentially bounded measurable function and c j, is a constant such that (6.14)
In particular, C 1 and C 2 do not depend on on and j. By putting
we have |c | ≤ C 2 for all ∈ N, and we may pass to a further subsequence and assume that c → c 0 ∈ R. Now let χ ∈ C ∞ 0 (R n ) be arbitrary. Pick R > 0 such that spt(χ) ⊆ B(0, R). Since f t, ∈ Q 0 (n,H), there exists R > 0 such that 
for all x ∈ B(0, R), ∈ N, j = 0, . . . , − 1, and t ∈ [j/ , (j + 1)/ ]. Using this together with (6.12)-(6.14), we conclude that
and hence that
for almost every x ∈ B(0, R). Now a locally uniform convergence of a sequence of uniformly quasiconformal mappings implies a weak convergence of the Jacobians (see [26, Lemma 8.8, p . 159]), which in the present context gives that
Combining this with the previous estimate (6.15), we find that
Since this is true for all χ ∈ C ∞ 0 (R n ), we conclude that
for almost all x ∈ R n , where c = e −c 0 > 0 and where C = e C 1 is a constant only depending on n and H. Upon rescaling f by a suitable multiplicative constant, we infer that the assertion of Theorem 1.2 is true for the quasi-logarithmic potential u = (Lϕ) • g. This completes
Step I of the proof.
II.
Step: The measure µ is compactly supported.
Assume µ < ε 1 , where ε 1 = ε 1 (n, H) is again defined as in (6.4). As in Section 4, we consider functions ϕ k = χ δ k * µ obtained by regularizing µ. Here (δ k ) is a sequence with 0 < δ k < 1 and δ k → 0 as k → ∞. Then ϕ k ∈ C ∞ 0 (R n ) and ϕ k 1 ≤ µ < ε 1 for all k ∈ N. By the first part of the proof, for each k ∈ N there exists an H -quasiconformal mapping f k : R n → R n such that f k (0) = 0 and that
for almost every x ∈ R n , where H and C only depend on n and H. Define
where δ 0 (n, H) is as in Lemma 4.5. If we make the additional assumption that µ < ε 2 , then by this lemma the function e n(Lµ)•g is locally integrable, and for every ball B ⊆ R n , we have
Combined with (6.17), this shows in particular that
for all k ∈ N, where C ≥ 1 is independent of k ∈ N. As explained in Section 2, we may pass to a subsequence and assume that the mappings f k converge locally uniformly to a quasiconformal mapping f : R n → R n with H(f ) ≤ H , where H only depends on n and H. Using inequalities (6.17), (6.19) , and the weak convergence property of quasiconformal Jacobians mentioned earlier, we conclude that
for almost all x ∈ R n , where C is a constant only depending on n and H. This completes the second step.
III.
Step: The measure µ is arbitrary. Let
where ε 1 and ε 2 are defined as in Lemma 6.1 and (6.18), respectively. Assume that µ < ε 0 . Then the measures µ k = µ|B(0, k) are compactly supported with µ k < ε 0 for each k ∈ N. By what we have shown in Step II, there an H -quasiconformal mappings f k R n → R n such that f k (0) = 0 and that
for almost all x ∈ R n , where H and C are constants only depending on n and H. By the definition of ε 0 , and by Lemma 4.6, for every ball B ⊆ R n we have
So again we get an inequality as in (6.20) , and by passing to a subsequence we may assume that the mappings f k converge locally uniformly to a quasiconformal mapping f : R n → R n whose dilatation has an upper bound only depending on n and H. Arguing as before based on (6.23) and (6.24), we obtain the desired inequality (6.21).
The proof for Theorems 1.1 and 1.2 is now complete except for an explicit estimate for the constant c n in Theorem 1.1. This corresponds to the case where g is equal to the identity map on R n in the previous proof, so that H = H(g) = 1. Recalling the definition from (6.2), we have L(s) = L n,1 (s) = 2σ n (e s ) = 32 n (12 e s e 2e s (n−1) ) n and
∞ 0 ds 12 e s n e 2e s (n−1)n ≥ n 128 · 1 12 2n e 4(n−1)n = c n . By the remark following Lemma 4.6, we can take δ 0 = n and ε 2 = δ 0 /n = 1 if g is the identity mapping. Thus, ε 0 = min{ε 1 , ε 2 } ≥ c n .
The proof is complete.
Remark 6.2. There is a way to prove our main results by using smooth vector fields and flows only. Namely, after the splitting in (5.10) has been established, we could regularize both the vector field v(ϕ, g) and the function b appearing in (5.10), and proceed with the proof as in the next section. This would result in smooth quasiconformal flow maps f t , with data uniformly bounded independent of the regularization, for which the Jacobian equation (3.15) obviously holds. Then we pass to the limit quasiconformal mapping and obtain Theorems 1.1 and 1.2. (Here the weak convergence of Jacobians needs to be used as in the next section.) Note that the limit mapping need not be smooth.
We preferred the present alternative of proof hoping that the general methods and results here, such as Proposition 3.6, could be useful in other contexts as well.
Conformal deformations of R n
In this section, we prove Theorem 1.3. To this end, we require a variant of Theorem 1.1. Let µ be a signed measure of finite total mass on R n . Fix a point x 0 ∈ R n such that M µ(x 0 ) < ∞ for the maximal function of µ at x 0 . Then is finite whenever M µ(x) < ∞, and hence for almost every x ∈ R n . Consequently, for this modification of the logarithmic kernel function we get convergence of the integral in (7.2) for almost every x without assumption (1.3).
Keeping with the preceding notation and conventions, we need the following convergence lemma which corresponds to Lemma 4.6. Lemma 7.1. Assume µ < 1. Define µ k = µ|B(0, k) for k ∈ N. Then e nLµ is locally integrable, and for every ball B ⊆ R n we have for all x ∈ R n and k ∈ N. The lemma will then follow from the dominated convergence theorem provided we can show that The lemma follows.
In the next proposition, we still adhere to the assumptions made in the beginning of this section. Proposition 7.2. Assume µ < c n , where c n is the constant in Theorem 1.1. Then the weight w(x) = e nu(x) , x ∈ R n , where u is defined as in (7.2), is comparable to a quasiconformal Jacobian. More precisely, there exist constants H and C, only depending on n, and an H -quasiconformal mapping f : R n → R n such that (1.1) holds.
Proof. First suppose that µ is compactly supported. Then (1.3) is satisfied, and the potentials Lµ andLµ = u differ by a constant. Hence there exists a constant c > 0 such that w = e nu = ce nLµ . Applying Theorem 1.1 and multiplying the quasiconformal mapping obtained in this way by a constant produces an H-quasiconformal mapping f :
for almost every x ∈ R n . Here H and C only depend on n. Now for an arbitrary µ satisfying the hypotheses of the theorem, we run an approximation argument similar to the one in Step III of the proof of Theorem 1.2. Thus, for k ∈ N let µ k = µ|B(0, k). Then each µ k is compactly supported with µ k < c n and M µ k (x 0 ) ≤ M µ(x 0 ) < ∞. Define w k = e nLµ k . By the first part of the proof, there exist constants H = H(n) ≥ 1 and C = C(n) ≥ 1 and H-quasiconformal mappings f k : R n → R n , k ∈ N, that we can normalize by f k (0) = 0, such that
for almost every x ∈ R. By Lemma 7.1, J f k (x) dx ≤ C for all k ∈ N. As discussed in Section 2, by passing to a subsequence if necessary, we can assume that the H-quasiconformal mappings f k converge to an H -quasiconformal mapping f : R n → R n , where H = H (n). Now the weak convergence property of Jacobians [26, Lemma 8.8, p . 159] (as in the proof of Theorems 1.1 and 1.2) together with (7.5) and (7.6) gives the desired comparabilty w J f with multiplicative constants only depending on n.
Before the proof of Theorem 1.3, we require a standard discussion about the relationship between weights, quasiconformal Jacobians, and bi-Lipschitz mappings, cf. [30, B. 19] , [6] .
Let u : R n → R be a continuous function on R n , and put ρ = e u . Then we can define a distance function d on R n by d(x, y) = inf γ γ ρ(z) |dz| for x, y ∈ R n , where the infimum is taken over all rectifiable paths in R n connecting x and y.
With this set-up we have the following lemma. for all x, y ∈ R n , where the constant of comparability only depends on n, H, and the constant C in (1.1).
