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ABSTRACT
Context: The software development industry is rapidly adopting machine learning for transitioning
modern day software systems towards highly intelligent and self-learning systems. However, the full
potential of machine learning for improving the software engineering life cycle itself is yet to be dis-
covered, i.e., up to what extent machine learning can help reducing the effort/complexity of software
engineering and improving the quality of resulting software systems. To date, no comprehensive study
exists that explores the current state-of-the-art on the adoption of machine learning across software
engineering life cycle stages.
Objective: This article addresses the aforementioned problem and aims to present a state-of-the-art
on the growing number of uses of machine learning in software engineering.
Method: We conduct a systematic mapping study on applications of machine learning to software
engineering following the standard guidelines and principles of empirical software engineering.
Results: This study introduces a machine learning for software engineering (MLSE) taxonomy clas-
sifying the state-of-the-art machine learning techniques according to their applicability to various
software engineering life cycle stages. Overall, 227 articles were rigorously selected and analyzed as
a result of this study.
Conclusion: From the selected articles, we explore a variety of aspects that should be helpful to aca-
demics and practitioners alike in understanding the potential of adopting machine learning techniques
during software engineering projects.
1. Introduction
The software engineering (SE) industry is always look-
ing for better and efficient ways of building higher quality
software systems. However, in practice, the strong empha-
sis on time to market tends to ignore many, well-known SE
practices. That is, practitioners often focus more on pro-
gramming as compared to requirements gathering, planning,
specification, architecture, design and documentation [128]
âĂŞ all of which are ultimately known to greatly benefit the
cost effectiveness and quality of software systems. Lack of
human resources is often cited as the main reason for doing
so. Herein lies the great potential for machine learning (ML)
since its algorithms are proven to be most befitting to prob-
lem domains that aim to replicate human behavior. Hence,
it stands to reason that human-centric SE activities should
also benefit from ML [78].
The growing demand on agility and ability to solve com-
plex problems in SE has already lead researchers to explore
the potential of ML in this field. To date, ML has many
demonstrated benefits in SE.Applications ofML for SE range
from resolving ambiguous requirements to predicting soft-
ware defects [235]. For example, Sultanov et al. [203] used
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reinforcement learning (a type of ML) on understanding the
relationships among software requirements at different lev-
els of abstraction. Their approach shows how ML can au-
tomatically generate traceable links between high-level and
low-level requirements. However, ML is not a single tech-
nique but rather an assortment of techniques. The challenge
of using ML for SE is thus not only finding the right way of
modeling the problem but also comparing various ML tech-
niques and their potential. For example, several researchers
have explored software projects predictions in order to better
estimate the time to market their software products. For this
purpose, various ML techniques were used and compared,
e.g., artificial neural networks (ANN), rule induction (RI),
case-based reasoning, support vector machines (SVM), and
regression-based trees [31, 50, 193].
In many areas of science and engineering, such as image
recognition or autonomous driving, ML has already revo-
lutionized development. The applications of ML to SE is
increasing in significance, which is evident through the ex-
ponential growth in the number of articles on ML for SE
being published every year. Consequently, it is of interest to
understand which SE life cycle stages benefit the most from
this trend; or even to understand which ML techniques are
most suitable for which SE life cycle stage(s). This leads to
the motivation of conducting this systematic mapping study.
This systematicmapping study provides a birdâĂŹs-eye view
on the current state-of-the-art of the field and suggests the
open areas of researchwheremore primary studies are needed.
This study also provides a classification scheme as a MLSE
(machine learning for software engineering) taxonomy high-
lighting the key areas of SE where ML has proven to be
promising. In terms of scope, it is important to note that
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we are not interested in the application of ML in software
projects in general (this is already well established) but in
the application of ML in support of SE life cycle stages,
e.g., requirements engineering, specification, analysis, de-
sign, testing, or maintenance. While this article presents a
first, comprehensive study on the general use of ML for SE,
it should be noted that some specialized studies already ex-
ist, e.g., ML for automated software testing [58].
The rest of the article is organized as follows. Section 2
explains the research methodology and protocol followed in
the study. Results of the study are discussed in Section 3. In
the end, the study is concluded with addressing the threats
to validity of the study and conclusion in Sections 4 and 5,
respectively.
2. Research Methodology
This section describes how we obtained articles for our
study, the key research questions, and howwe systematically
addressed them. We obtained the most relevant articles by
employing an appropriate search strategy, formulating in-
sightful goals and research questions, and devising a strong
data extraction process. For this purpose, we have followed
the research methodology described below, which is based
on the updated guidelines provided by Petersen et al. [158]
for the research protocol and the creation of the classifica-
tion scheme. The guidelines represent the basic principles
of conducting systematic mapping studies in the domain of
SE. We used Mendeley1 as our primary article management
tool in this study. The timeline of this study is from the start
of 1991 (the oldest relevant article we could found in the
search was from year 1991) to the end of 2019 (we started
writing this article in the start of 2020).
2.1. Goals, Questions and Metrics
It stands to reason that a systematic study is always di-
rected and kept on track by following a strict research proto-
col in order to improve the quality and impact of the study.
To achieve this, we followed the Goal, Question and Metric
(GQM) paradigm suggested by Basili et al. [24]. The aim
was to guide the study by specifying its goals, formulating
its research questions and identifying potential metrics in or-
der to have a systematic data extraction process. The metrics
are later used as attributes (keywords) in the data extraction
process (described in Step 6 of Section 2.2). In the follow-
ing, we summarize the goals, research questions and metrics
(underlined) of the study.
2.1.1. Goals
G1. To identify the susceptibility of variousML techniques
to SE life cycle stages
G2. To understand the maturity of research in this area
G3. To identify the demographics of this area
G4. To understand the challenges, limitations and future
directions for upcoming research in this area
1https://www.mendeley.com
The first three goals lead to the research questions dis-
cussed in the following subsection. Due to the descriptive
and elaborative nature of the fourth goal, we decided to thor-
oughly discuss it in Section 3.
2.1.2. Questions
G1. The susceptibility of various ML techniques to SE life
cycle stages
Q1.1. What SE life cycle stages are being focused on
by the academic and industrial researchers in the
area?
Rationale: Our interest is to understand what
SE life cycle stage the researchers tend to focus
on, whether, a particular SE life cycle stage or
the amalgamation of two or more. The SE life
cycle stages are based on, but not limited to, the
knowledge areas mentioned in SWEBOK [198]
characterizing the practice of SE, e.g., Software
Requirements, SoftwareDesign or SoftwareMain-
tenance.
Q1.2. What are the applications of ML in SE?
Rationale: We are interested to know about the
specific applications of ML that exist in SE, e.g.,
a ML technique was used to automate the test
case generation or to predict potential bugs in the
system.
Q1.3. What type of ML and its techniques are being
employed for SE?
Rationale: We are interested to know whether a
particular type/technique consistently employed
for a specific life cycle stage. Type of ML refers
to how the models have been trained, e.g., super-
vised, semi-supervised or unsupervised. Whereas
the ML techniques are the algorithms used for
classification or clustering problems, e.g., sup-
port vectormachine (SVM), random forests (RF)
or neural networks (NN).
G2. The maturity of research in the area
Q2.1. What is the contribution facet of the articles?
Rationale: The contribution facet partially cor-
roborates the attributes provided by [22, 157] and
are supplemented by our own views obtained by
analysing the extracted articles. The attributes
are defined as follows:
• Tool: Article proposing a new tool or im-
proving an existing one and describing its
evaluation.
• Approach/Method: Article proposing a new
approach or improving the existing one.
• Model/Framework: Article introducing a
new approach or a framework.
• Algorithm/Process: Article proposing a new
algorithm or describing a SE process.
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• Comparative Analysis: Article evaluating
different approaches and reporting results of
the comparative study.
Q2.2. What is the research facet of the articles?
Rationale: The research facet of an article refers
to the maturity of the research in terms of empir-
ical evidence provided in the article or whether
an article was proposing a solution or evaluat-
ing an existing approach. The research facet is
defined as follows:
• Evaluation: Article evaluating or validat-
ing the proposed approach using empirical
methods.
• Knowledge: Article describing the experi-
ences and opinions of authors on the exist-
ing approaches.
• Solution: Article proposing a new solution
and describing its applicability with the help
of examples and arguments.
Q2.3. What datasets are commonly employed in the
articles?
Rationale: We are interested to know about the
datasets that are most commonly used to evalu-
ate the research results in the domain of ML for
SE.
G3. The demographics of research in the area
Q3.1. What are the trends in terms of years of publi-
cations in the area?
Rationale: Trends in terms of years refers to the
number of publications varying from a year to
another. Here, we want to assess how active this
research area is.
Q3.2. What are the highest publishing venues of the
area?
Rationale: We are interested to know about the
venues which have highest publications with re-
spect to the area of ML for SE.
2.2. Research Protocol
A research protocol is essential to conduct an indepen-
dent, objective study. It regulates the flow of research and
maximizes the meaningful outcomes from the study. For
this purpose, we have designed a research protocol that de-
scribes the elements of the study and is illustrated in Fig. 1.
Following are the main steps of the research protocol.
1. Search query formulation: Our search query uses
two element PICO search as advised by Petersen et al. [157].
The two elements of the PICO framework are the following:
Problem ‘P’: (requirement, specification, design, model,
analysis, architecture, implementation, code, test, verifica-
tion, validation, maintenance) and Intervention ‘I’: (ML,
deep learning). We have not considered Comparison ‘C’ and
Outcome ‘O’ in order to limit the search spectrum and the
broad scope of the study.
The search query was formulated in an iterative fashion
in order to ensure highest evidence-based retrieval of arti-
cles. The query was applied to titles and abstracts of articles
in five well known digital repositories: IEEEXplore2, ACM
Digital Library3, ScienceDirect4, Springer5 andWeb of Sci-
ence6. The search yielded a total of 406 articles. The search
string used in all repositories was:
("machine learning" OR "deep learning") AND soft-
ware AND requirement*OR specification*OR design*OR
model* OR analysis OR architecture OR implementation
OR code OR test* OR verification OR validation ORmain-
tenance7
All repositories, except Springer, returned the number of
articles as shown in Fig. 1 corresponding to the search query
applied only on titles. Springer initially yielded 4502 articles
as a result of the query; however, most of these articles were
quite irrelevant to the scope of our study even after applying
filters such as "Computer Science" as discipline and "SE"
and "Artificial Intelligence" as sub-disciplines to reduce the
search space. The first author then went through the titles
and abstracts of the articles (if the goal of the article is un-
clear from the title) and stopped the search process when the
first page with all irrelevant articles was reached. This re-
sulted into 44 articles.
2. Removal of duplicates: In Step 2, we removed the
duplicate articles from the database. After removal of du-
plicates (60 articles), the remaining pool of articles was left
with a tally of 346.
3. Quality assessment process (QAP): In Step 3, the
articles underwent the defined quality assessment process in
order to maximize the overall authenticity and quality of the
study. The quality assessment process consists of a multi fil-
tration method based on the guidelines provided by Kitchen-
ham et al. [101]. In this method, random and equal set of
articles are distributed among the participants of a study in
order to mitigate any bias. The method comprises of a four-
questions checklist, where each question is answered using a
defined scale as described in Table 1. The sum of scores for
all questions can vary from 3 to 10, while 10 being the high-
est quality. Similarly, all participants of this study evaluated
their particular set of articles by rating each article based
on the questions mentioned in the checklist. The resultant
scores were then accumulated and utilized in the following
exclusion/inclusion criteria. The questions of the checklist
and the scales used in this study are shown in Table 1.
4. Applying exclusion/inclusion criteria: In Step 4, we
apply exclusion and inclusion criteria to the pool of articles
in order to further refine their quality. This process yielded
222 articles.
Exclusion Criteria:
2https://ieeexplore.ieee.org/
3https://dl.acm.org/
4https://www.sciencedirect.com/
5https://www.springer.com/
6https://apps.webofknowledge.com/
7Asterisk (*) is a wildcard that refers to zero or more characters in a
word
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Figure 1: Research Protocol followed in the study
Table 1
Quality assessment process
Sr.
no.
Questions Scale Rationale
1st Does relevance and
appropriateness of the
article correspond to
the research goals of
the study?
low=1,
medium=2,
high=3
Relevance
of the
article
2nd Does the Primary
study evaluated
empirically?
yes=1,no=0 Empirical
Evaluation
3rd Is there a certain level
of bias?
low=3,
medium=2,
high=1
Risk of
Bias
4th Results reporting
quality and authentic-
ity?
low=1,
medium=2,
high=3
Quality of
Results
1. Articles that were not relevant to the scope (i.e., Ar-
ticles that were not addressing the context of applica-
tions of ML for SE (negating Q1 in QAP checklist))
of the study were excluded
2. Articles that were not available in full text format were
excluded
3. Articles demonstrating poor empirical soundness, i.e.,
score lower than 5 (refer to the QAP in Step 3) were
excluded
Inclusion Criteria: Articles were then selected based on
the following inclusion criteria.
1. Articles of more than a single page were included
2. Articles assigned with a minimum score of 5 or more
out of 10 in the QAP were included
3. Articles that were peer reviewed were included
4. Articles that were entirely written in English were in-
cluded
5. Backward snowballing process: In Step 5, we ap-
plied backward snowballing [224] (further searches based
on references in the existing articles of the pool) in order
to ensure a broad spectrum of articles relevant to the scope.
The process yielded five additional articles suggesting that
the initial search and exclusion/inclusion criteria covered the
scope of our study well. The tally now stands at 227.
6. Attribute extraction: In Step 6, the first author of
this study went through the abstracts and derived the main
attributes from each article. If the discussion in an abstract
was not conclusive, the author investigated the conclusion
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Figure 2: Attribute extraction and classification scheme
or even the full text of the article. Once, the attributes are
extracted, the authors established initial set of categories,
which were refined iteratively and then generalized in or-
der to broadly cover the research area. The generalized at-
tributes along with article references are maintained in MS
Excel sheets referred to as the collection in this study.
7. Classification scheme In Step 7, we define a classi-
fication scheme to ensure accurate assessment of attributes.
The generalized attributes obtained were then sorted by the
participants of the study based on the knowledge areas pro-
vided in SWEBOK [198]. During the article sorting process,
certain articles were found to be equivocal. In such cases, we
associated those attributes to the articles that received ma-
jority votes from the participants of this study. Please note
that the knowledge areas mentioned in SWEBOK were not
strictly used in the categorization but merely employed as
a defining factor to provide a high level abstraction of at-
tributes that represented the set of articles. To get a better
understanding, a graphical representation of the workflow
starting from the attribute extraction process leading to the
classification scheme is shown in Fig. 2.
8. Systematic map The construction of the map com-
prises of a series of discussions among the participants of
this study, which lead to the careful association of the facets
with the high level attributes of the articles. To get a better
understanding of the systematic map, in the following we
describe its main facets.
1. SE Stage Facet: The SE Stage Facet comprises of
attributes on a higher level of abstraction showing par-
tial relevance between knowledge areas of SWEBOK [198]
and the extracted attributes.
2. Contribution Facet: The Contribution types, such
as tools, approaches, or algorithms, are derived from
the articles in a fashion similar to the ones described
in [157, 22] and supplemented by our own perspective
on the obtained set of articles.
3. Research Facet: The Research types, such as eval-
uations and solutions, are derived from the work of
Wieringa et al. [223], where the type knowledge refers
to the articles expressing experiences and opinions of
the researchers.
Fig. 3 shows the resultant systematic map.
2.3. Map Evaluation
This section evaluates the systematic map by addressing
the research questions discussed in Section 2.1.2. In order
to get a better understanding, the questions are answered in
line.
Q1.1 SE life cycle stages: This question relates to our
classification scheme, which is partially based on knowl-
edge areas involved in traditional SE as mentioned in SWE-
BOK [198].
The SE stages and articles that fall into the correspond-
ing stage are addressed in Fig. 4. 119 out of 227 (52%) ar-
ticles belong to quality assurance and analytics. 39 out of
227 (17%) articles have focused on architecture and design.
21 out of 227 (9%) articles have addressed the implementa-
tion and requirements engineering stage each. 9 (4%) arti-
cles were focusing on the maintenance phase. Rest of the
articles were not particularly focusing on any stage but were
generally applicable to SE.
Q1.2 Applications of ML for SE: To address this ques-
tion, we have developed a taxonomy based on the identified
applications of ML for SE in order to characterize the ob-
tained articles into appropriate categories. We named the
taxonomy as MLSE (machine learning for software engi-
neering). The taxonomy was devised following the princi-
ples mentioned in [51, 212]. As aforementioned, we have
consulted the knowledge areas in SE from the SWEBOK [198]
and envisioned a hierarchical-based classification structure
of the taxonomy. Each participant of the study analyzed the
applications in their assigned set the articles and aggregated
them based on the similarities as described in step 7 of Sec-
tion 2.2. Subsequently, we have organized the applications
of ML for SE as subbranches, which belong to five life cy-
cle stages of SE (knowledge areas). The applications of ML
for SE that come under corresponding SE life cycle stages
along with the number of articles are briefly explained be-
low. Table 2 shows the corresponding articles with respect
to the classification proposed as aMLSE taxonomy as shown
in Fig. 5. Following is a brief description of the elements of
the MLSE taxonomy:
The Requirements stage comprises of three categories.
• Requirements Modeling and Analysis (9 (4%) arti-
cles): Requirement Modeling and Analysis contains
articles that are focusing on distinguishing ambigu-
ous requirements, resolving incompleteness, correct-
ness of requirements, etc.
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Figure 3: Systematic Map - Association of Contribution/Research Facets with the SE Stage Facet
Figure 4: Articles by SE life cycle Stages
• Requirements Selection/Prioritization/Classification
(6 (3%) articles): Requirements Selection/Prioritization/
Classification deals with articles proposing ML tech-
niques that emphasize on automating prioritization of
requirements or their classification.
• Requirements Traceability (6 (3%) articles): Re-
quirements traceability contains articles that refer to
the ML approaches that assist in linking requirements
to code or other artifacts.
The Architecture and Design stage consists of three cat-
egories.
• Design Modeling (15 (7%) articles): Design Model-
ing comprises of articles in which software process/
services recommendation models have been proposed
in order to facilitate the project managers in selection
of the most suitable process model for their projects.
Apart from this, model smells and re-factoring tech-
niques of object-oriented structures using ML have
also been proposed in the articles.
• Design Pattern Prediction (4 (2%) articles): Design
Pattern Prediction comprises of articles that primar-
ily focus on recognizing design patterns in software
through source code or user interface layout usingML
techniques.
• Development Effort Estimation (20 (9%) articles):
Development Effort Estimation refers to the effort es-
timation of software projects using ML techniques.
The Implementation stage has four categories.
• CodeClone/Localization/Re-factoring/Labelling (8
(3%) articles): CodeClone/Localization/Re-factoring/
Labelling comprises of articles that aim at finding code
clones, specific piece of code in software, re-factoring
of code or labelling of the code with the help of ML.
• Code/Bad smell detection (3 (1%) articles): Code/
Bad smell detection contains articles that focus on ap-
plying ML in order to detect code and bad smells in
software source code.
• Code Inspection/Analysis (5 (2%) articles): Code
Inspection/Analysis contains articles in which a ML
technique is employed for the purpose of code reviews.
• Code/Program similarity (5 (2%) articles): Code/
Program similarity category refers to articles that iden-
tify specific pieces of code, which are similar between
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two or more software projects. Additionally, such arti-
cles distinguish between original and pirated/cracked
software.
The Quality Assurance and Analytics stage has nine cat-
egories.
• Fault/Bug/Defect Prediction (50 (20%) articles): Fault/
Bug/Defection Prediction category contains articles that
revolve around the prediction of faults, bug or defects
using ML techniques.
• TestCase/Data/OracleGeneration (7 (2%) articles):
Test Case/Data/Oracle Generation surrounds articles
that specifically propose ML techniques that help in
generating test data, test oracle or entire test suite.
• Test Case Selection/Prioritization/Classification (5
(2%) articles): Test Case Selection/Prioritization/ Clas-
sification deals with articles that particularly focus on
test case prioritization or classification techniques us-
ing ML.
• Vulnerability/Anomaly/MalwareDiscovery/Analysis
(19 (8%) articles): Vulnerability/Anomaly/Malware
Discovery/Analysis mostly concerns with the security
aspect of software quality addressed throughML tech-
niques.
• Software Analysis (10 (4%) articles), Technique As-
sessment (5 (2%) articles), Software ProcessAssess-
ment (3 (1%) articles): Software Analysis, Model
Assessment and Software Process Assessment con-
tain articles that come under assessment and analysis
of software and ML models using existing ML tech-
niques.
• Verification andValidation (16 (7%) articles): Veri-
fication and validation category holds articles that spec-
ifically address prediction and verification of software
reliability through ML.
• Testing Effort Estimation (4 (2%) articles): Testing
Effort Estimation comprises of articles that address
the amount of testing effort required in order to test
a software system using ML techniques.
The Maintenance stage has three categories.
• Software Maintainability Prediction (3 (1%) arti-
cles): The category of Software Maintainability Pre-
diction holds articles that employ ML technique in or-
der to assist the prediction of maintainability metrics
appropriate for specific software projects.
• Software Aging Detection (5 (2%) articles): Soft-
ware Aging Detection comprises of articles that use
ML in order to detect software maturity and its aging
in terms of resource depletion such as memory leaks,
high CPU usage, and overtime.
• Maintenance Effort Estimation (1 (0.4%) article):
Maintenance Effort Estimation contains articles that
estimate effort required for the maintenance of a soft-
ware system using ML.
Q1.3ML type and techniques: The purpose of this ques-
tion is to understand which types of ML are being employed
in the selected articles. As shown in Fig. 6, 162 out of 227
(71%) articles employed supervised learning, whereas 14 out
of 227 (6%) articles employed unsupervised learning, and 6
out of 227 (3%) articles employed semi-supervised learn-
ing. While, 4 out of 227 (2%) articles addressed reinforce-
ment learning, 1 out of 227 (0.4%) focused analytical (infer-
ence based) learning, and the rest of the articles 40 out of
227 (18%) reported none. The techniques being employed
in those articles are shown in Fig. 7. The top 3 most com-
monly used techniques are Decision Trees, Naive Bayes and
Random Forrest, respectively. While 33 out of 227 (15%)
articles employed Decision Trees, 31 out of 227 (14%) arti-
cles have used Naive Bayes and 30 out of 227 (13%) articles
used Random Forest for model training. Moreover, the tech-
niques targeting specific life cycle stages are shown in Fig. 8.
As shown in Fig. 8, mostly ML techniques were employed
to solve problems related to the Quality Assurance and Ana-
lytics stage. Decision Trees were again the most commonly
used technique here (23 articles), followed by Support Vec-
tor Machine (19 articles). Random Forrest and Naive Bayes
were next in line with 17 articles apiece. Artificial Neural
Network, which was used in 12 articles in the Quality Assur-
ance stage was also a subject of interest for the researchers
working in the Architecture and Design stage (8 articles).
Although, all the ML techniques have certain pros and cons
but the selection of the most suitable technique depends on
the type of dataset being constructed or employed. In gen-
eral, decision trees appeared to be highly employed among
the articles due to its simplicity and strong classification and
regression capabilities [9, 65, 16].
Q2.1: Contribution facet of the articles: The contribu-
tion facet addresses the novel propositions of the articles.
This represents the current state-of-the-art and enables re-
searchers and industrial practitioners to get an overview of
the existing tools and techniques in the literature. As shown
in Fig. 9, 97 out of 227 (43%) articles focused on approaches/
methods, followed by 54 (24%) articles proposing models/
frameworks, 23 (10%) articles focusing on comparative anal-
ysis of existing techniques, 12 (5%) articles focusing on tools
and 6 (3%) articles focusing on algorithms/processes. Rest
of the articles – 35 out of 227 (15%) – reported no new
propositions. These articles were either investigating exist-
ing approaches, performing comparative studies, discussing
opinions, or reporting their experiences.
Table 3 shows the names of the propositions along with
the contribution facet and references of the articles. Inter-
estingly, only 23 out of 227 (10%) articles have explicitly
named their propositions.
Q2.2 Research facet of the articles: The Research facet
describes the nature of articles in terms of their purpose of
conducting the research. Fig. 10 shows the articles by the
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Figure 5: MLSE Taxonomy
Figure 6: Articles by ML Type
research facet. 173 out of 227 (76%) articles have contri-
butions with empirically evaluated propositions, whereas 43
out of 227 (19%) articles are knowledge-based, 11 out of 227
(5%) articles have proposed solutions without any empirical
evaluation.
The evaluation facet represents the type of evaluation
that has been performed in the articles in order to evalu-
ate the propositions. The articles by the evaluation facet
are shown in Fig. 11. Controlled Experiments have been
performed in 130 out 227 (57%) articles followed by Case
Studies in 46 out of 227 (20%) articles and Surveys in 14
out of 227 (6%) articles. 2 out of 227 (1%) articles have em-
ployed both a controlled experiment and a case study for an
empirical evaluation; whereas, rest of the articles – 35 out of
227 (15%) – did not use any empirical method for evaluation
purposes. Moreover, we found no article employing ethnog-
raphy or action research as empirical methods for evaluation.
Among the articles those performed control experiments, 63
articles proposed approaches/techniques/methods and 36 ar-
ticles proposed models/frameworks.
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Table 2
Classification by Articles
SE Stages Applications of ML for SE Articles
Requirements
Requirements Modeling and Analysis [4, 45, 90, 99, 168, 127, 187, 195, 211]
Requirement
Selection/Prioritization/Classification
[3, 113, 133, 156, 165, 174]
Requirement Traceability [47, 73, 130, 139, 203, 222]
Architecture and Design Design Modeling [2, 37, 46, 56, 63, 135, 136, 142, 146, 181, 190,192, 199, 221, 226]
Design Pattern Prediction [60, 143, 207, 213]
Development Effort Estimation [5, 20, 23, 31, 49, 50, 62, 83, 87, 88, 89, 131, 138,
183, 186, 200, 201, 180, 217, 225]
Implementation
Code
Clone/Localization/Refactoring/Labeling
[8, 36, 69, 134, 149, 153, 220, 232]
Code/Bad smell detection [16, 125, 155]
Code Inspection/Analysis [15, 42, 66, 106, 122]
Code/Program Similarity [100, 108, 210, 236, 238]
Quality Assurance
Fault/Bug/Defect Prediction [1, 13, 19, 26, 27, 28, 30, 35, 38, 39, 40, 48, 54,
59, 65, 75, 79, 86, 92, 93, 94, 97, 103, 107, 111,
112, 120, 124, 144, 159, 160, 161, 162, 163, 170,
177, 189, 191, 197, 196, 202, 204, 206, 209, 216,
218, 229, 233, 237, 239]
Test Case/Data/Oracle Generation [21, 32, 33, 121, 148, 150, 234]
Test Case
Selection/Prioritization/Classification
[71, 81, 110, 175, 240]
and Analytics Vulnerability/Anomaly/Malware
Discovery/Analysis
[10, 12, 29, 55, 57, 70, 72, 76, 82, 84, 91, 102,
105, 137, 145, 147, 151, 172, 230]
Software Analysis [17, 53, 68, 114, 116, 132, 164, 166, 178, 208]
Technique Assessment [77, 118, 119, 179, 194]
Software Process Assessment [44, 117, 176]
Verification and Validation [6, 25, 52, 61, 74, 96, 98, 119, 126, 140, 154, 169,
182, 185, 205, 215]
Testing Effort Estimation [9, 43, 167, 193]
Maintenance
Software Maintainability Prediction [7, 104, 171]
Software Aging Detection [11, 14, 85, 109, 231]
Maintenance Effort Estimation [41]
All Stages N/A [18, 228, 34, 64, 78, 80, 95, 115, 128, 129, 141,
152, 173, 184, 188, 214, 219, 227]
Q2.3 Datasets: This question refers to the datasets that
have been used in most of the articles in order to evalu-
ate their proposed approaches or comparative studies. Ev-
idently, wide spread of articles employed JAVA applications
followed by repositories made publicly available by NASA8.
StackOverflow9, Github10 and Promise11 repositories have
also been addressed in various studies. Fig. 12 shows the
word cloud for datasets that have been most commonly used
in the articles. The size of the terms indicates their frequency
in the articles. The greater the size, the more number of oc-
currences (appearances) in the articles.
Q3.1 Trends in terms of year: This refers to the trends
in terms of publication years of articles. It shows the evolu-
tion of the adoption of ML for SE. As shown in Fig. 13, the
use of ML for SE is consistently growing. One can also ob-
8https://data.nasa.gov/
9https://archive.org/details/stackexchange
10https://ghtorrent.org/
11http://promise.site.uottawa.ca/SERepository/datasets-page.html
serve an exponential growth in this trend from 2016 - 2018,
where 2018 proved to be the highest publication year with
63 (28%) publications. In 2019, we recorded relatively less
publications: 45 out of 227 (20%). There could be two plau-
sible reasons for that. Either some articles are still in press
(as this study was conducted in the start of 2020) or like any
hype cycle, the peak of inflated expectations regarding ML
for SEwas reached in 2018 and now the trend is slowly going
towards the trough of disillusionment.
Q3.2 Venues with highest publications: Fig. 14 shows
the top 5 venues where most researchers of the domain tend
to publish. International Conference on Software Engineer-
ing (ICSE) and Transactions on Software Engineering (TSE)
are leading by 10 out of 227 (4%) articles each. They are fol-
lowed by International Workshop on Machine Learning and
Software Engineering, which featured 5 out of 227 (2%) arti-
cles, European Software Engineering Conference and Sym-
posium on the Foundations of Software Engineering (ESEC/FSE),
which featured 4 out of 227 (2%) articles, and International
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Figure 7: Articles by Techniques
Figure 8: ML techniques usage in SE
Figure 9: Articles by Contribution Facet
Conference on Cloud Computing, Data Science & Engineer-
ing (Confluence), which featured 3 out of 227 (1%) articles.
Moreover, Fig. 15 shows the overall distribution of articles
with respect to publishing venues. 138 out of 227 (61%) arti-
cles have been published in conferences while 45 out of 227
(20%) articles are published in journals whereas 26 out 227
(11%) articles belong to workshops and 18 out of 227 (8%)
articles belong to symposiums.
Table 3
Named propositions in the articles
Sr. no. Name Contribution
Facet
Article
1 WIRECAML Tool [102]
2 Trace-by-
Classification
Approach [222]
3 SOA-based inte-
grated software
Tool [38]
4 ProbPoly Framework [211]
5 Modelware Tool [226]
6 Featuretools Tool [184]
7 Feature Maps Algorithm [207]
8 ExploitMeter Framework [230]
9 DLFuzz Framework [74]
10 DeepSim Approach [238]
11 DeepGauge Process [121]
12 DARVIZ Framework [181]
13 CroLSim Model [139]
14 Code-Buff Tool [153]
15 CDGDroid Approach [229]
16 AppFlow Tool [81]
17 CloneCognition Tool [134]
18 ArchLearner Tool [136]
19 SZZ Unleashed Tool [30]
20 Auto-sklearn Tool [206]
21 SLDeep Approach [123]
22 RIVER Tool [150]
23 Seml Framework [112]
Figure 10: Articles by Research Facet
3. Discussion
This section relates to the fourth goal of this study (G4)
and deals with implications and analysis of the aforemen-
tioned articles. Here, we elaborate the challenges, limita-
tions and future directions in this field.
Quality Assurance and Analytics (52%), being the SE
stage with the most number of ML-related articles, shows
that software quality is of prime focus for the researchers,
while Architecture andDesign, Implementation, andRequire-
ments stages being the second and third highest targeted stages,
respectively. Quality Assurance, Design, and Requirements
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Figure 11: Articles by Evaluation Facet
Figure 12: Datasets Word Cloud
Figure 13: Articles by Year
are indeed human-centric stages of the SE life cycle and the
high number of articles highlight the fact that ML is able to
address the problems in these area. To get a better under-
standing of the distribution of articles, we classified them as
a MLSE taxonomy. The proposed taxonomy helps in under-
standing the general categories, which encapsulate the appli-
cations of ML specifically aiming at facilitating SE stages in
literature. This also shows which stages are being covered
the most and which (might) need more exploration. As can
be seen in Table 2, Fault/Bug/Defect Prediction has been the
major focus as most articles emphasized on it. We believe
Figure 14: Articles by Venues (Top 5)
Figure 15: Articles by publishing venues
that the rest of the stages need the same kind of attention
by the researchers in order to collectively improve the entire
life cycle of SE. Looking at the MLSE taxonomy as shown
in Table 2, one can figure out that the Maintenance stage
has been the least interesting area for the researchers. We
encourage researchers to investigate how ML can be used to
automate certain tasks in this area. We further encourage re-
searchers to adopt combinations of ML techniques and use
diverse datasets from different sources in order to train the
ML models so that the applicability of the techniques can be
generalized as also observed in [116, 131, 190, 197].
We figured out that only 4 out of 227 (2%) articles used
reinforcement learning as shown in Fig. 6. This implies a
little interest of researchers in the applications of reinforce-
ment learning to SE. Reinforcement learning has proven to
be beneficial in solving complex problems specially in health-
care, business and robotics [67]. Thus, we believe it would
be an interesting area to explore in terms of facilitating SE.
Our findings also show that simple neural networks (39 out
of 227 (17%)) and shallow neural networks (containing one
or more hidden layers) (35 out of 227 (15%)) are the most
widely used ML techniques in SE, in general. Moreover,
Boosting, Naive Bayes (NB) andCase-BasedRanking (CBRank)
techniques were popular in requirements engineering, par-
ticularly.
192 out of 227 (85%) articles suggest that evidence-based
research is a focus of researchers of this domain. Moreover,
the high number of controlled experiments (130 out of 227
articles (57%)) implies that the propositions are being com-
pared to the benchmarks and overall the research is progress-
ing evidently. The demographics also suggest that the inter-
est of the researchers is rapidly growing in this area.
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Addressing the fourth goal mentioned in Section 2.1.1,
many researchers also reported the uncertain and stochas-
tic nature of their approaches, and the difference in the cap-
tured data and results, e.g., difference in the deep learning
model output values when executing it multiple times over
the same input data [35, 59]. Researchers also found that
the availability of sufficiently labeled and structured dataset
is quite a challenge [106, 107, 170]. Moreover, imbalanced
sizes of software projects and datasets were also pointed out
to be major obstacles in evaluating the techniques empiri-
cally [70, 207]. Lack of generalizability and overfitting prob-
lems appeared to be the highest limitation in the articles as
the ML models have shown fewer results when applied to
diverse cross-project datasets [122, 144]. Future directions
include improvement of precision while maintaining recall
in ML models [70]. Researchers also emphasized on im-
proving prediction accuracy of the MLmodel by conducting
more experiments using larger numbers of datasets and soft-
ware applications [116, 131, 190, 197]. Furthermore, eval-
uation of similar studies with alternate ML techniques are
suggested by researchers, which can further strengthen the
knowledge base in terms of prediction capability [11, 48, 73,
186].
4. Threats to Validity
Similar to other secondary studies, the study is also prone
to some validity threats. The threats and their mitigation
strategies are described in this section.
4.1. Internal Validity
The extraction of articles and choice of repositories con-
stitute a threat to internal validity. Moreover, the screening
of articles and the risk of our bias also make the study prone
to this type of validity threat. To overcome the internal va-
lidity threat, we ensured that our search strategy yielded rel-
evant articles through an iterative refinement of the query.
Each article was reviewed by the first author of this study,
which may lead to a threat to the reliability of the results.
This threat was reduced by double checking the article by
the second author. In order to prevent the risk of bias, the ar-
ticles underwent our defined QAP in a randomly distributed
fashion. The fewer additional articles found through snow-
balling suggest that we succeeded in devising a robust query.
4.2. External Validity
We believe that the wide scope of our query formulation
and the stringent exclusion/inclusion criteria has yielded a
wide variety of articles that represent a significant and suffi-
cient part of the research area, thus eliminating the general-
izability threat to a significant extent.
4.3. Construct Validity
The adopted research methodology and protocol, and the
data extraction process followed in this study is entirely based
on established secondary study guidelines, such as [101, 157,
158], which reduce the threat to construct validity.
5. Conclusion
The conclusion of the study is manifold. We have pro-
vided an overview of the state-of-the-art in the area of ma-
chine learning for software engineering by evaluating care-
fully selected studies. We also proposed a classification sch-
eme in the form of theMLSE (machine learning for software
engineering) taxonomy that highlights the overall applica-
tions of machine learning for software engineering in terms
of SE life cycle stages. The taxonomy shows the primary fo-
cus of researchers towards specific stages. This observation
is one of the major contributions of this study. This study
also reveals that the quality of primary studies in the domain
of ML and SE is evidence-based with respect to the tech-
niques being empirically evaluated by the researchers. Al-
though, this research area is still showing an upward trend
in terms of number of publications, further primary studies
need to be conducted to emphasize on other lesser explored
SE life cycle stages such as requirements engineering, main-
tenance and cost estimation.
The challenges faced by the researchers and reported in
the articles should motivate and further guide researchers.
These challenges also indicate the presence of known and
unknown obstacles that researchers have come across or have
not been able to solve while conducting their research âĂŞ
implying a potential in ML for SE with obstacles in term of
usefulness. Limitations pointed out by the articles show an
inclination of not having enough resources or not being able
to overcome certain aspects present in the domain consider-
ing the domain is still in its infancy. We also believe that this
study provides the necessary impetus and further motivation
to explore areas, which have been given lesser attention till
date.
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