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0. Introduction
Let F be a locally compact topological field, let V be a two-dimensional F -vector
space equipped with a quadratic form Q and let G = SL(2,F ). Then, in [5] Weil gave a
construction from which one may deduce the existence of a natural unitary representation σ
of G on the space L2(V ), such that the operators σ(x), x ∈G, commute with the natural
action of the orthogonal group O(Q) on L2(V ). Using this fact to decompose σ and then
varying (V ,Q), one may obtain all irreducible complex representations of G unless F
is a p-adic field with p = 2. Further, this parametrization of the complex dual of G is
in all cases compatible with Langlands functoriality. The representation σ was originally
constructed by using the representation theory of the Heisenberg group. However, it may
be thought of, a posteriori, as simply a map from G to the space of bounded O(Q)
intertwining operators on L2(V ) which preserves the usual Bruhat presentation of G. This
point of view, originally communicated to the second author by P. Cartier, suggests the
possibility of replacing F by a locally compact topological ring A with involution ∗ and
the group SL(2,F ) by a “noncommutative ∗-analogue” group Sl∗(2,A). For example, one
may take A to be the ring Mn(F) with a∗ = at, a ∈A, and, in that case, the group Sl∗(2,A)
is just the symplectic group Sp(2n,F ). In the case that F is a finite field, this approach leads
to an explicit construction of a complete set of irreducible complex representation of the
group Sp(4,F ), as in [4].
If one wishes to apply this method to other rings with involution A, one needs at a min-
imum to check that the group Sl∗(2,A) admits what we call here a set of Bruhat generators
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the case of G = SL(2,F ), the existence of a set of Bruhat generators stems from the
known Bruhat decomposition G= B ∪BwB , where B is the subgroup of upper triangular
matrices and w = [ 0−1 10 ]. The analogous decomposition is no longer the case for general
G = Sl∗(2,A), even when A =Mn(F) with F as above. In this case, however, one may
show that G= B ∪ BwB ∪ BwBwB and this decomposition is sufficient to show that G
has a set of Bruhat generators.
In this work we show that if A is any artinian ring with an involution ∗, then Sl∗(2,A) or
its subgroup SSl∗(2,A) of index 2 has a set of Bruhat generators. There are many examples
of interest for these groups and rings: the groups Sp(2n, k), k a locally compact topological
field (Section 3), the unitary rings in even dimension (Section 4), the general linear groups
over k or over O/P r (Section 5). (O the ring of integers of k and P its prime ideal.)
We introduce a covering group ˜SSl∗(2,A) of SSl∗(2,A), with a presentation obtained
using the set of Bruhat generator and its “universal” relations. We say that Sl∗(2,A)
has a Bruhat presentation if ˜SSl∗(2,A)  Sl∗(2,A). The question of whether for some
specific rings with involution A, the group Sl∗(2,A) admits a Bruhat presentation will be
considered in the future.
Moreover, imitating the construction carried out in [4] in the case of G = Sl∗(2,A),
for A = M(n,F ), it may be seen that for any group Sl∗(2,A), which admits a Bruhat
presentation, it is possible to construct at least a projective Weil-like representation, which
may turn out to play a crucial role in the representation theory of G. We intend to address
this question in a future paper, considering at first the case of A is finite.
The paper is organized as follows. Section 1 is devoted to the definition of the group
Sl∗(2,A). In Section 2, the Bruhat decomposition is defined. Section 3 presents the
classification of simple artinian rings with involution (type I and type II) and a lemma,
The co-prime Lemma, which is equivalent to the existence of a Bruhat decomposition
of length two. It is proved furthermore that if A is an artinian simple algebra of type I,
then A has a Bruhat decomposition. In Section 4, the case of simple algebras of type II is
considered. Section 5 gives the preparation for tackling the semisimple case (the doubling
lemma), dealt with in Section 6. Finally, in Section 7 the case of a general artinian ring is
treated.
1. Definition of the group Sl∗(2,A)
Let A be a ring with identity and an involution a → a∗, i.e., an antiautomorphism of
order two. If T is a matrix with entries in A, we define the matrix T ∗ by (T ∗)ij = (Tji)∗.
Then (ST )∗ = T ∗S∗, whenever these products are defined. In particular, this defines an
involution ∗ on M(2,A).
Let J = [ 0−1 10 ] and let M∗(2,A) be the set of matrices g in M(2,A) such that
g∗JgJ−1 ∈ Z(A)I2, where I2 is the identity matrix of M(2,A), and Z(A) is the center
of A. For g in M∗(2,A), we set δ(g)I2 = g∗JgJ−1. So we have g∗Jg = δ(g)J ,
δ(g) ∈Z(A).
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(i) (δ(g))∗ = δ(g), g ∈M∗(2,A).
(ii) M∗(2,A) is closed under multiplication. We have δ(gh)= δ(g)δ(h), g,h ∈M(2,A).
(iii) Let g ∈ M∗(2,A) be invertible. Then g−1, g∗ ∈ M∗(2,A) and δ(g−1) = δ(g)−1,
δ(g∗)= δ(g).
Proof. (i) Applying ∗ to g∗Jg = δ(g)J and noting that J ∗ = −J and δ(g)J = J δ(g), we
obtain g∗Jg = (δ(g))∗J , whence δ(g)= (δ(g))∗.
(ii) We have (gh)∗Jgh= h∗(g∗Jg)h= h∗δ(g)Jh= δ(g)δ(h)J , from which our result.
(iii) Let g ∈ M∗(2,A) be invertible. Then multiplying g∗Jg = δ(g)J on the left by
(g∗)−1 = (g−1)∗ and on the right by g−1, we obtain J = δ(g)(g−1)∗Jg−1. Now, δ(g) is
invertible since all the other terms above are, so we obtain
(
g−1
)∗
Jg−1 = (δ(g))−1J.
Thus g−1 ∈M∗(2,A) and also δ(g−1)= δ(g)−1. Also, if we take inverses in the above
equation and we use J−1 =−J , we get
gJg∗ = J δ(g)= δ(g)J.
So g∗ ∈M∗(2,A) and δ(g∗)= δ(g). ✷
Corollary 1.2. Let g be invertible; then
gJg∗ = g∗Jg = δ(g)J, δ(g)= δ(g∗), δ(g−1)= δ(g)−1.
Definition 1.3. Let Gl∗(2,A) be the set of invertible elements in M∗(2,A).
Definition 1.4. The ∗-determinant is the function det∗ on M∗(2,A) given by
det∗(g)= ad∗ − bc∗ for g =
[
a b
c d
]
.
We set Sl∗(2,A) for the subset of M∗(2,A) of all g such that det∗(g)= 1.
Remark. We observe at this point that the set Gl∗(2,A) is equal to the set of matrices
g = [a
c
b
d
]
such that a∗c = c∗a, b∗d = d∗b, ab∗ = ba∗, cd∗ = dc∗, ad∗ − bc∗ =
a∗d−c∗b ∈Zs(A)×, whereZs(A)× denotes the group of the symmetric, central, invertible
elements of A.
On the other hand, the above lemma and a computation show
Lemma 1.5. Gl∗(2,A) is a group under multiplication, and δ = det∗, which is an
epimorphism of Gl∗(2,A) onto Zs(A)×. Furthermore, Sl∗(2,A)= ker det∗.
Proof. See [3]. ✷
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Let A be a unitary ring with an involution ∗. Let
ht =
[
t 0
0 t∗−1
]
, w =
[
0 1
−1 0
]
, and ur =
[
1 r
0 1
]
(r = r∗).
Definition 2.1. The set of matrices ht , w, ur , t ∈ A×, r ∈ As , is called the set of Bruhat
generators for Sl∗(2,A).
One checks that the above elements satisfy the relations:
htht ′ = htt ′, urus = ur+s , htur = utrt∗ht , w2 = h−1,
wht = ht∗−1 w, utwut−1wut =wh−t−1 .
Let
B =
{[
a b
c d
]
∈ Sl∗(2,A): c= 0
}
,
D = {ht ∈B: t ∈A×}, N = {ur ∈ B: r ∈As}.
Then B,D,N are subgroups of Sl∗(2,A) such that B =DN .
Definition 2.2. Let SSl∗(2,A) be the subgroup of Sl∗(2,A) given by
SSl∗(2,A)=
∞⋃
j=0
(BwB)j , where (BwB)0 = B.
Definition 2.3. Let ˜SSl∗(2,A) be the group given by the “Bruhat presentation”〈
ht , ur ,w: t ∈A×, r ∈As, htht ′ = htt ′, urus = ur+s, htur = utrt∗ht , w2 = h−1,
wht = ht∗−1w, utwut−1wut =wh−t−1
〉
.
We note that ˜SSl∗(2,A) is a covering group for SSl∗(2,A).
Definition 2.4. We will say that Sl∗(2,A) has a Bruhat decomposition if SSl∗(2,A) =
Sl∗(2,A). If the above union is finite, then the minimal n such that Sl∗(2,A) =⋃n
j=0(BwB)j is called the length of the Bruhat decomposition or the Bruhat length of G.
Otherwise, the length is ∞.
We say that Sl∗(2,A) has a Bruhat presentation if ˜SSl∗(2,A) Sl∗(2,A), by means of
the covering map.
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composition of length ∞. On the other hand, if F is a field, then Sl(2,F ) has length 1. We
will find below, cases in which the length is 2.
Lemma 2.5. Sl∗(2,A) is generated by the Bruhat generators if and only if Sl∗(2,A) has
a Bruhat decomposition.
Proof. Recall that B =DN , and notice that w2 =−1 ∈D. ✷
Lemma 2.6. BwB = {[a
c
b
d
] ∈ Sl∗(2,A): c ∈A×}.
Proof. We note first thatBwB =NwB . If x = (xij ), let x = b1wb2, with b1, b2 ∈B . Then
a computation shows that x21 ∈A×.
Conversely, let x = [a
c
b
d
] ∈ Sl∗(2,A) be such that c ∈A×. Then[
a b
c d
]
= h−c∗−1u−c∗awuc−1d . ✷
3. Simple artinian rings with a type-I involution
Let D be a division algebra with involution * and let V be a finite-dimensional right
D-module. We say that a pairing 〈 , 〉 :V ×V →D is *-hermitian if it is bi-additive and, in
addition, satisfies
(1) 〈v,w〉* = 〈w,v〉, v,w ∈ V ;
(2) 〈v,wa〉 = 〈v,w〉a, a ∈D, v,w ∈ V.
If, in addition, {v ∈ V : 〈v,w〉 = 0, ∀w ∈ V } = {0} then we say that 〈 , 〉 is
nondegenerate. We note that if 〈 , 〉 is a nondegenerate *-hermitian form and if a ∈
EndD(V ), then there exists an adjoint, a∗, to a with respect to 〈 , 〉. That is, a∗ is the
(necessarily unique) D-endomorphism of V with the property that 〈av,w〉 = 〈v, a∗w〉,
v,w ∈ V .
As in the classical case we get
Lemma 3.1. Let V be as above. Then there exists a nondegenerate *-hermitian pairing
〈 , 〉 :V × V →D.
Proposition 3.2 (Transversality lemma). Let V be as above and let 〈 , 〉 be a nondegenerate
*-hermitian pairing on V with adjoint ∗. Let W be a D-subspace of V . Then there exists
an endomorphism s ∈ EndD(V ) such that
(1) s∗ = s;
(2) the restriction of s to W is 1–1;
(3) Im s = s(W);
(4) s(W) ∩W⊥ = (0) where W⊥ = {v ∈ V : 〈v,w〉 = 0, w ∈W }.
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*-hermitian pairing on W and denote by C1 the extension of C to a hermitian pairing on V
given by C1(w1 + t1,w2 + t2)= C(w1,w2), wi ∈W , ti ∈ T .
Let v1, . . . , vn be a basis for V . Then the functionals x → 〈vi , x〉, i = 1, . . . , n form
a basis for the dual of V . It follows that for v, v′ ∈ V , there exist α1, . . . , αn ∈D such that
C1(v, v
′)= α1〈v1, v′〉 + · · · + αn〈vn, v′〉 =
〈
n∑
i=1
viα
*
i , v
′
〉
.
If we set s(v) =∑ni=1 viα*i , then we have that given v, v′ ∈ V there exists a (unique)
element s(v) ∈ V such that C1(v, v′) = 〈s(v), v′〉. One checks that this define a D-endo-
morphism of V which is symmetric, i.e., s∗ = s. Noting that ker s = T , we obtain (2)
and (3). Finally, if s(w) ∈W⊥, then 〈s(w),w1〉 = C1(w,w1)= C(w,w1) = 0 ∀w1 ∈W ,
and so w = 0. The result follows. ✷
Let A be a simple artinian ring with involution ∗. Then A ∼= EndD(V ), where V is a
finite-dimensional vector space over a division ringD. It follows from [2, Theorem 5.1.12],
that either
(1) (hermitian or type-I case) there exists an involution * on D and a *-hermitian form 〈 , 〉,
or
(2) (skew symmetric or type-II case) D is a field, *= idD , and 〈 , 〉 is skew-symmetric.
The involution ∗ is the associated adjoint map with respect to 〈 , 〉. If we are in the former
case, we have
Proposition 3.3 (The co-prime Lemma). Let a, c ∈ A such that a∗c = c∗a. Then the
following are equivalent:
(1) Aa +Ac=A.
(2) kera ∩ kerc= (0).
(3) There exist an element s ∈A with s∗ = s such that a + sc ∈A×.
Proof. Let α,β ∈ A be such that 1 = αa + βc. Then x = αax + βcx for any element x
on A. It follows that (1) implies (2).
On the other hand, if a + sc= u ∈A×, then ax + scx = ux for any x on A. From this,
it follows that (3) implies (2).
We observe also that (3) implies (1).
To prove the proposition, it is enough then to prove that (2) implies (3). We assume
then kera ∩ ker c = (0). Let W be a subspace of V such that V = kera ⊕ ker c ⊕ W .
We have then that a : (kerc ⊕W) ∼= (a(kerc)⊕ a(W)) and, similarly, c : (kera ⊕W) ∼=
(c(kera)⊕ c(W)).
We have that 〈ax, cy〉 = 〈x, a∗cy〉 = 〈x, c∗ay〉 = 〈cx, ay〉 ∀x, y ∈ V , which implies that
Ima ⊂ (c kera)⊥. But dimD(c kera)⊥ = dimD Ima, so that Ima = (c kera)⊥.
By the proposition above, there is a symmetric endomorphism of s, i.e., an element s
of A with the property s = s∗, such that s : (c kera) ∼= s(c kera) = Im s and s(c kera) ∩
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that a + sc is an automorphism of V , or that a + sc is a monomorphism of V . We take
then x ∈ ker(a + sc). We have that ax =−scx and given that Ima ∩ Im s = (0), we get
ax = scx = 0. Thus ax = 0, so x ∈ ker(a) and cx = 0 (because s is 1–1 on c ker(a)). This
says that x ∈ ker(a)∩ ker(c)= (0). ✷
By an argument similar to [4], we have
Corollary 3.4. Let A be a simple artinian ring of type I. Then G= Sl∗(2,A) is generated
by the elements ht ,w,ur , where
ht =
[
t 0
0 t∗−1
]
, w =
[
0 1
−1 0
]
, and ur =
[
1 r
0 1
]
(r = r∗);
furthermore, G= B ∪BwB ∪BwBwB , i.e., G has a Bruhat decomposition of length 2.
Proof. Let g = [a
c
b
d
]
. If c= 0, then g = haua−1b . If c ∈A×, then g = h−c∗−1uc∗awuc−1d .
If c ∈A− {A× ∪ {0}}, then, with s as in the proposition above, we have
g = u−sh−a−scwu(−a∗−c∗s)cwu(a+sc)−1(b+sd). ✷
Lemma 3.5. G= B ∪BwB ∪BwBwB , i.e., G has a Bruhat decomposition of length 2 if
and only if The co-prime Lemma holds.
Proof. We have seen that if The co-prime Lemma holds, then G= B ∪BwB ∪BwBwB .
Conversely, if G= B ∪BwB ∪ BwBwB and g = [ a
c
b
d
]
with c = 0 and c /∈ A×, then
there is a symmetric element s such that wusg = ywz for some y, z ∈ B . Making this last
equality explicit, we get the desired result. ✷
4. Simple artinian ring with a type-II involution
We deal now with the skew-symmetric (or type-II) case.
We fix a field F , set A=Mn(F) with n= 2m and let W be the space of column vectors
of length n with entries in F . Given a positive integer r , we denote by Ir the r × r identity
matrix and by Jr the r × r matrix whose antidiagonal entries are units and whose other
entries are zeroes. We define an alternating form B on W by B(v,w)= vtJ−n w, v,w ∈W ,
where
J−n =
[
0 Jm
−Jm 0
]
and let ∗ be the adjoint with respect to B; i.e., we have B(av,w) = B(v, a∗w), a ∈ A,
v,w ∈W. We note that ∗ is given by a∗ = (J−n )−1atJ−n , a ∈A.
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a symmetric bilinear form C on V by
C(v,w)= vt
[
0 J−n
−J−n 0
]
w, v,w ∈ V.
Let O(C) be the group of isometries of the form C. Then SL∗(2,A)=O(C) as subgroups
of Gl2n(F ).
We note that O(C)∼=O(n,n). Since
[ 0 J−n
−J−n 0
]
= Y tJ2nY, where Y =


Im 0 0 0
0 −Im 0 0
0 0 Im 0
0 0 0 Im

 ,
we have that the map Φ :x → Y−1xY is an isomorphism of SL∗(2,A) with G=O(n,n).
Let G0 = SO(n,n); that is, G0 is the subgroup of G consisting of matrices of
determinant one. We let B be the standard Borel subgroup of upper triangular matrices
in G; we note that B is in fact a subgroup of G0. Then [1] each (B,B)-double coset in G0
may be written in the form BsB where s is a monomial matrix. Now let D be the subgroup
of G consisting of matrices which are n×n block diagonal and let N be the subgroup of G
consisting of matrices which are n× n block upper unipotent. Then D is just the subgroup
of matrices [
x 0
0 Jn(x t)−1Jn
]
, x ∈GL(n,F ),
while N consists of matrices [
In b
0 In
]
where b is an n× n matrix which satisfies (Jnb)t =−Jnb. We set P =DN and note that
P <G0.
For each integer k, 0 k m, set
Ak =


I2k 0 0 0
0 0 Jn−2k 0
0 Jn−2k 0 0
0 0 0 I2k

 .
Lemma 4.2. G0 is the disjoint union of the double cosets PAkP , k = 1,2, . . . ,m.
Proof. Let V be the F -vector space of column vectors of length 2n and let {ei} be the
standard basis for V . Set fi = e2n+1−i , i = 1,2, . . . , n. Then G is just the isometry group
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for 1  i  n, let li , l′i be the lines spanned by the vectors ei , fi , respectively, and set
L = {li}, L′ = {l′i}. Let s be a monomial matrix in G0. Then s permutes the set L ∪ L′.
Let t be the cardinality of the set L ∩ sL. Then we may replace s by a multiple of s by
a monomial matrix in D, so that sei = ei , 1  i  t , sli ∈ L′, t + 1  i  n. Now since
s is an isometry of 〈 , 〉, it follows that sfi = fi , 1  i  t , and so sl′i ∈ L, t + 1  i  n.
It follows that by replacing s by a multiple of s by a monomial matrix in D we may
now assume that sei = fi , t + 1  i  n; whence, as above, sfi = ei , t + 1  i  n.
A computation of the determinant then shows that t must be even. Setting t = 2k, we
then see that PsP = PAkP . Now the double coset PAkP is seen to be a set of elements
x ∈G0 with the property that dimF (xW ∩W)= 2k where W is the span of the vectors ei ,
i = 1,2, . . . , n. Thus the integer k is determined by the double coset PAkP and our result
follows. ✷
Proposition 4.3. G0 =⋃∞j=0(PJ2nP )j = P ∪ PJ2nP ∪PJ2nPJ2nP.
Proof. We have already seen that P ⊂ G0 and, clearly, J2n ∈ G0. Thus, in light of the
above lemma, we will be done if we show that the matrices Ak , k = 1,2, . . . ,m− 1, lie in
PJ2nPJ2nP . (We note that A0 = J2n.) To this end, we define the following matrices: a is
the (n− 2k)× (n− 2k) matrix
[
Jm−k 0
0 −Jm−k
]
;
b is the n× n matrix [ 0
a
0
0
]
; U is the 2n× 2n matrix
[
In b
0 In
]
.
Now we note that
Jnb=
[
Jn−2ka 0
0 0
]
and Jn−2ka =
[
0 −Im−k
Im−k 0
]
.
Thus, (Jnb)t =−Jnb and so U is in G0. Next, if we write the matrix UA2k in n×n blocks,
we find that the upper left corner is the matrix
[
1 0
0 aJn−2k
]
which is invertible since
aJn−2k =
[
0 Im−k
−I 0
]
.m−k
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The subgroup B of SL∗(2,A) is mapped to P under the isomorphism Φ that we defined
above, while the element w = [ 0−1 10 ] ∈ SL∗(2,A) is mapped to an element which lies in
PJ2nP . We then obtain:
Proposition 4.4. The subgroup SSL∗(2,A) has index two in SL∗(2,A). We have
SSL∗(2,A)=⋃∞j=0(BwB)j = B ∪BwB ∪BwBwB.
5. The doubling construction
Let A1 and A2 be two rings with identity. Let ϕ :A1 → A2 be an antiisomorphism.
Let A = A1 ⊕ A2. We define an involution ∗ in A by (y, z)∗ = (ϕ−1(z), ϕ(y)), for
(y, z) ∈A1 ⊕A2. Then we have
Proposition 5.1. Sl∗(2,A)∼=Gl(2,A1).
Proof. There is an isomorphism of rings Φ :M(2,A)→M(2,A1)⊕M(2,A2) given by
Φ(x) = (y, z) where x = (xij ), y = (yij ), z = (zij ) with xij = (yij , zij ) ∈ A, yij ∈ A1,
zij ∈A2.
We observe now that x ∈ M(2,A) is in Sl∗(2,A) if and only if tx∗Jx = J , where
J = [ 0−1 10 ] and x∗ = (x∗ij ).
Notice that Φ(x∗) = (ϕ−1(z), ϕ(y)), where we write ϕ(m)= (ϕ(mij )) for any matrix
m= (mij ) ∈M(2,A1), etc. Therefore,
Φ
(tx∗Jx) = Φ(tx∗)Φ(J )Φ(x)= (tϕ−1(z), tϕ(y))(J1, J2)(y, z)
= (tϕ−1(x2)J1x1, tϕ(x1)J2x2).
Also, Φ(J )= (J1, J2), where Ji =
[ 0
−1
1
0
] ∈M(2,Ai). So, we see that tx∗Jx = J , is
equivalent to the equalities
tϕ(z)J1y = J1, (1)
tϕ(y)J2z= J2. (2)
But ϕ(tϕ−1(z)J1y)= ϕ(y)J2tz, so applying ϕ to both sides of (1), we get
ϕ(y)J2
tz= J2,
and transposing, since tJ2 =−J2, we finally get
zJ2
tϕ(y)= J2.
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z= J2 tϕ(y)−1J−12 =−J2 tϕ(y)−1J2 = J−12 tϕ(y)−1J2,
and that the projection x → y is an isomorphism of Sl∗(2,A) onto Gl(2,A1), with inverse
y →Φ−1(yJ2 tϕ(y)−1J−12 ). ✷
Remark (The “involutive double”). To any unitary ring A we may associate its “involutive
double”, i.e., the ring with an involution D(A) generated by A as follows: just apply the
preceding construction toA1 =A,A2 =Aop, the opposite ring to A, and ϕ = Id :A→Aop.
Notice that the above isomorphism becomes in this case the isomorphism
y → (y,J2 ty−1J−12 )= (y, (det .y)−1y)
from Gl(2,A) onto Sl∗(2,D(A)).
6. The case of a semisimple artinian ring with involution
Lemma 6.1. If A is any simple artinian ring, then the group Sl∗(2,D(A)) has a Bruhat
decomposition of length 2.
Proof. Notice that the Bruhat generators
ht =
[
t 0
0 t∗−1
]
, w=
[
0 1
−1 0
]
, and us =
[
1 s
0 1
]
(s = s∗),
of Sl∗(2,D(A)) go over, by the above isomorphism to the elements[
a 0
0 d−1
]
,
[
0 1
−1 0
]
, and
[
1 b
0 1
]
of Gl(2,A), where t = (a, d), s = s∗ = (b, b). Now we only have to prove that these
elements provide a Bruhat decomposition of length 2 for Gl(2,A). But this follows
immediately from a weak version of The co-prime Lemma, which is easily seen to hold:
For any a, c ∈AMn(D), there exists r ∈A such that a + rc ∈A×. ✷
Proposition 6.2. If A is any semisimple artinian ring with involution then the group
SSl∗(2,A) has a Bruhat decomposition of length 2.
Proof. By hypothesis A is a direct sum of simple components of the form Mn(D), for
varying n and D, a division algebra. Now, necessarily the involution ∗ of A, must permute
these components, with orbits of length one and two, only. In the first case, we are back
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known to admit a Bruhat decomposition of length 2. In the second case, we are—up to
isomorphism—in the case of SSl∗(2,D(Mn(D))), for which we have just proved the same
property. Since the group SSl∗(2,A) reduces then to the direct product of groups of the
form SSl∗(2,Mn(D)) and SSl∗(2,D(Mn(D))), the result follows. ✷
7. The general case
Let A be an artinian ring with an involution ∗. We assume that char(A) = 2. Under these
conditions we have
Theorem 7.1. SSl∗(2,A) has a Bruhat decomposition of length 2.
Proof. A/J (A) is artinian semisimple and the map SSL∗(2,A)→ SSL∗(2,A/J (A)) given
by x → x is surjective.
Let x = [a
c
b
d
] ∈ SSL∗(2,A) be such that x /∈ B ∪ BwB . If x¯ /∈ B ∪ BwB then, by
Lemma 3.5 and Proposition 6.2, ∃u ∈A such that a + uc ∈ (A/J (A))× and u−u∗ ∈ J (A).
Let v = (u+u∗)/2, then v−u= (u∗ −u)/2. So v = v∗ and v = u. Using the properties
of the Jacobson radical, it follows that a + vc ∈ (A/J (A))× and then that a + vc ∈A×.
We have then that The co-prime Lemma holds, and so SSL∗(2,A) has a Bruhat
decomposition of length 2. ✷
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