In this paper, the reader's attention is drawn to some notions that are classical in linear algebra but become more subtle to deal with in the context of infinite-dimensional vector spaces (endowed with a norm or a vector space topology). The Fredholm theory of integral equations, which will be mentioned at the end of the article, shares many common points with the systems of linear equations taught in the first year of undergraduate studies, except that the endomorphisms operate on Banach spaces of the form C(K) (the space of continuous functions on a compact K) or L p (Ω) for a given measure on Ω. In Fredholm theory, the notions of trace and determinant, as well as their relations to eigenvalues, of course play the same role as in finite dimension. Fredholm's seminal article "Sur une classe d'équations fonctionnelles" [Acta Mathematica, 27, pp. 365-390] goes back to 1903, a time when functional analysis was poorly developed. It was the starting point of many works that partially motivated the advances in the field throughout the 20th century (Hilbert, Banach, Fréchet, Dieudonné, Schwartz, Grothendieck, Sobolev, Gelfand, Krein and many others).
Introduction
On a complex vector space E, of finite dimension n, the trace and the determinant of an endomorphism A have the following two basic properties: they are invariant under conjugation by automorphisms and can naturally be expressed in terms of the eigenvalues of A (using a basis for which A is triangular).
Let us briefly recall some well known results from linear algebra. Let {e 1 , · · · , e n } be a basis of E and let {e * 1 , · · · , e * n } be the dual basis of the dual vector space E * . We denote by L(E) the C-vector space of endomorphisms of E.
The trace of A ∈ L(E) is defined by the equality Tr(A) =
1≤ j≤n e * j (Ae j ).
It is a linear form on L(E).
Let us now turn to the determinant. We write u ∧ v for the exterior product of two linear forms u and v on E. We denote the alternating n-linear form on E n by L n = e * 1 ∧ e * 2 · · · ∧ e * n , the symmetric group on {1, . . . , n} by S n and the sign of σ by ε σ . Then, we have:
ε σ e * 1 (x σ(1) ) · · · e * n (x σ(n) ) for all (x 1 , · · · , x n ) ∈ E n . The determinant of an endomorphism A of E is defined by the following equality:
det A = L n (Ae 1 , · · · , Ae n ) = σ∈S n ε σ e * 1 (Ae σ(1) ) · · · e * n (Ae σ(n) ).
It is the unique complex number such that, for all alternating n-linear forms f on E n and all (x 1 , · · · , x n ) ∈ E n , one has
It follows that det(AB) = (det A)(det B) for all A, B ∈ L(E).
In particular, det A does not depend on the chosen basis. By picking a basis for which A is triangular, we deduce that det A = λ 1 λ 2 · · · λ n , where λ j are the eigenvalues of A. Therefore, the characteristic polynomial of A can be written as
In the above formula, the eigenvalues are repeated according to their multiplicity.
Thanks to (2) , we obtain a formula for the coefficients of the characteristic polynomial involving traces. As we shall see, it extends to infinite dimension. For this, we introduce the tensor powers ⊗ k E (k ≥ 1) and the antisymmetrisation operator Π a , defined for x 1 , · · · , x k ∈ E by
Given A j ∈ L(E), 1 ≤ j ≤ k, we define an endomorphism of ⊗ k E by
Setting ∧ k A = A ∧ A k times . . . ∧ A, one has:
Notice that det A = Tr(∧ n A). The traces in L(⊗ k E) are computed in the basis
In particular, using the property analogous to the one we saw for the determinant, one has Tr(B −1 AB) = Tr(A) for all invertible B ∈ L(E), and TrA = λ 1 + · · · + λ n .
Finally, the trace is the unique linear form on L(E) that is invariant under conjugation up to multiplication by a constant: if f is a linear form on L(E) such that f (B −1 AB) = f (A) for all A, B ∈ L(E), with B invertible, then there exists μ ∈ C such that f (A) = μTrA for all A ∈ L(E). The proof of this property is left to the reader as an exercice (hint: first consider rank one endomorphisms).
In finite dimension, there are, of course, several ways to obtain these results; the above presentation has the advantage of remaining valid in infinite dimension. In that case, the notions of trace and determinant are harder to deal with, even for Hilbert spaces, since there is a priori no equivalent technique to the triangulation for arbitrary operators.
To analyse the spectrum of non-diagonalisable compact operators (which appear, for instance, in the study of dissipative systems and in the Fredholm theory of integral equations), it is very useful to be able to define a trace and a determinant with reasonable properties, analogous to the ones we just recalled in finite dimension.
Let us consider a compact operator A on H. We know that, besides 0, the spectrum of A consists of a sequence of eigenvalues {λ j (A)} j≥1 with finite multiplicity. The multiplicity μ(λ) of the eigenvalue λ 0 is equal to
is the generalised eigenspace. The convention used here will be to write the sequence {λ j (A)} j≥1 with each eigenvalue repeated according to its multiplicity.
In 1959, the Russian mathematician V. B. Lidskii proved [9] that if H is a separable Hilbert space and A is a trace class operator (as defined below) on H then, for each orthonormal basis {e n } of H, one has
Here, �·, ·� denotes the scalar product on H, which is assumed to be anti-linear with respect to the first argument. We write � · � for the norm on H defined by the scalar product. Equality (5) might look like a trifling extension of the finite-dimensional case. However, it was not until 1959 that a proof was published (although Grothendieck implicitly had all that was needed, he did not state the result explicitly). As we shall see, Lidskii's proof relies on classical, yet tricky, arguments involving subtle properties of entire functions.
To begin with, we recall a definition of the HilbertSchmidt and the trace classes (the terminology "nuclear operator" instead of "trace class operator" is also used). 
One shows that the left side of (6) �e n , Ae n �.
The fact that the series converges absolutely is a consequence of the Cauchy-Schwarz inequality. One can easily check that Tr is a continuous linear form on S 1 (H) that is independent of the chosen orthonormal basis. It satisfies TrA * = TrA and Tr(AB) = Tr(BA) for all A ∈ S 1 (H) and B ∈ L(H).
It has been known since H. Weyl (see [4] ) that if A is a trace class operator then the series j λ j (A) is absolutely convergent (we shall give more details below). We can now rigorously state the result proved by Lidskii. Theorem 2.2 (Lidskii [9] ). For all trace class operators A, equality (5) holds.
This can be considered as the fundamental theorem in spectral analysis of non-self-adjoint operators. Indeed, the eigenvalues of an operator are, in general, difficult to access (even in the self-adjoint case). One way to control them is to write a trace formula
in such a way that the left side can be analysed and estimated for a suitable family of functions f depending on a real or a complex parameter. One then concludes by a tauberian-type argument (see for instance [1] ). Furthermore, if A is assumed to be a normal operator, meaning that AA * = A * A, then Lidskii's theorem is of course trivial, since A is then diagonalisable. However, in the general case, we are faced with a subtle and deep theorem. Due to the instability of the spectrum of compact non-self-adjoint operators, it is not easy to go from finite to infinite dimension.
Detailed proofs can be found in a number of books [3, 4, 10, 15] . Notice that all of them except [3] explicitly Alexander Grothendieck attribute the result to Lidskii. His original paper (1959), written in Russian, was translated in 1965, whereas [3] appeared in 1963. Lidskii's original proof was revisited and simplified in [4] . The basic ideas will be explained at the end of this article. The proofs mentioned above use the properties of determinants as entire functions of one complex variable. Other proofs, more algebraic in nature, are based on the search for triangular forms in infinite dimension [12] .
In his monumental thesis, published in One of the motivations of his doctoral research was to establish a general setting for Fredholm theory, as an extension of the Schwartz kernel theorem [6] . Nevertheless, one question seemed not to have been solved: when applied to the particular case of Hilbert spaces, Grothendieck's results definitely give a proof of (5) but only for a more restrictive class of operators than the natural trace class S 1 (H), namely S 2/3 (H).
In [10, Section (27.4.11)], A. Pietsch obtained a sufficient condition for equality (5) to hold in an arbitrary Banach space. It contains the trace formulas of Grothendieck and Lidskii as particular cases. Grothendieck's approach to establish (5) for Banach spaces is also discussed in [11] .
3
Grothendieck's approach to the trace equality (5)
Grothendieck's thesis [5] is devoted to locally convex topological vector spaces, as well as the various classes of operators between them. Here, we shall limit ourselves to Banach spaces (see also [6] ). In this section, E denotes a complex Banach space, L(E) denotes the algebra of bounded operators on E and E � denotes the topological dual of E. We write �·, ·� for the duality (note that the bracket is bilinear) and L F (E) for the ideal of finite rank operators, which we identify with the tensor product
We define the ideal N(E) of nuclear operators by introducing on E � ⊗ E the so-called projective norm
and denote by E �⊗ π E the completion with respect to this norm.
The canonical injection J extends to a continuous linear map J π from E �⊗ π E to L(E). In general, J π is not injective (see [5] ) but it is for Hilbert spaces. Most of the Banach spaces that one actually uses have this property (for example, the spaces L p for any measure μ and any 1 ≤ p ≤ +∞), which is related to the approximation property (see [5] ). The first counterexample is due to P. Enflo [1973] .
The set S 1 (E) of nuclear operators on E is the image of
It is a two-sided ideal and a Banach space with respect to the quotient norm on
In what follows, we always assume that J π is injective. For any A of finite rank, the trace is naturally defined as
One can easily show that it extends by continuity to S 1 (E), yielding a linear form such that |Tr(A)| ≤ �A� 1 for all A ∈ S 1 (E). Moreover, the trace is invariant on S 1 (E), in that Tr(T A) = Tr(AT ) for all T ∈ S 1 (E) and all A ∈ L(E).
We introduce, on the Banach space E, a family S p (E) of ideals for all real numbers p > 0. For this, let A be a continuous linear operator on E. 
We denote by S p (E) the ideal of p-summable operators. Clearly, one has S p (E) ⊆ S q (E) if p ≤ q. The 1-summable operators are exactly the trace class (or nuclear) operators. The trace is then given by
For this definition to make sense, the right side of (10) must be independent of the representation (9) of A. This is the case whenever E has the approximation property, since J π is then injective. Clearly, every p-summable operator for p > 0 is compact. Let λ j be the non-zero eigenvalues of A represented as many times as their algebraic multiplicities. In [5] (Grothendieck) . Suppose that A is 2/3-summable. Then, the following equality holds:
Theorem 3.2 is optimal for general Banach spaces: for example, in the Banach space � 1 of summable sequences, there (17)).
At the end of [9] , Lidskii adds that he learned about Grothendieck's work [5] (including the above quotation) when his article was in press. Although the combination of the genus zero property, the results on Fredholm theory [6] and the factorisation theorem of entire functions by WeierstrassHadamard [7] give a proof of Theorem 2.2, Grothendieck neither stated the result nor pursued the argument to the end. This observation was noted in several publications, in particular in [11] .
Theorems 2.2 and 3.2 were unified by Pietsch [10] as follows. We denote by � p the space of sequences of complex numbers whose p-th powers are summable and we denote by p � the real conjugate of p. In [10] , the author studies many families of ideals of operators. In particular, he introduces the following ideals in the Banach space B. 
and σ ∈ � r , where D iag (σ) denotes the diagonal operator associated with σ.
We write N (r,p,q) (B) for the set of (r, p, q) nuclear operators of B. Note that A belongs to N (r,p,q) (B) if and only if A admits a representation
Here, � p (B) denotes the space of sequences of B that are weakly in � p . In particular, N (r,1,1) agrees with the set of r-summable operators on B and, given a Hilbert space B = H, one has N (1,1,2) (H) = S ∞ (H). In 1988, Pisier [11] introduced a class of "weak Hilbert" Banach spaces that are characterised by a condition on the weak type and cotype. He shows that, in these spaces, one has TrA = j≥1 λ j (A) for any nuclear operator A satisfying j≥1 |λ j (A)| < +∞.
Traces and invariant functions
One can easily show that any invariant continuous linear form f on S 1 (B) is a multiple of the trace Tr (see the introduction).
It is natural to look for other invariant functions on S 1 (B), particularly for polynomial functions on other ideals of L(B).
Let us mention that Dixmier studied another property of the trace: normality. Let L + (H) be the cone of positive operators on an infinite-dimensional separable Hilbert space H. We call a trace any function f : L + (H) → [0, +∞] that is positive, additive and homogeneous. We say that f is a normal trace if it is, moreover, completely additive: if A = n≥1 A n , with A n ∈ L + (H), then f (A) = n≥1 f (A n ). It is easy to see that any normal trace is proportional to the usual trace Tr.
Dixmier proved that L + (H) possesses a non-normal trace Tr D , nowadays called a Dixmier trace. This trace is identically zero for finite rank operators. In his book "Non-commutative geometry" [Academic Press, Inc., 1994], A. Connes reproduces the article by Dixmier and gives an application to perturbative field theory.
We are now going to consider the invariant polynomial functions that appear naturally in the Fredholm theory of determinants.
Definition 4.1. A two-sided ideal S of L(E) is said to be normed if it is equipped with a norm � · � S such that

�RAS � S ≤ �R� �A� S �S �.
A continuous function f with complex values on the ideal S is invariant if f (T −1 AT ) = f (A) for all A ∈ S and all T ∈ L(E). This property amounts to f (AT ) = f (T A) for all T ∈ L(E).
The spaces S 1 (E), S ∞ (E) and S p (H), for 1 ≤ p < +∞, are all normed ideals.
In this section, we shall determine all polynomial functions that are invariant under a normed ideal S 1 (E), as well as under the Schatten classes S p (H) in the Hilbert case. This computation was carried out independently in [13] and [2] for different purposes: in [13] , it was to justify a numerical method to find the eigenvalues of systems of elliptic partial differential equations, initiated by Fichera in the work "Linear elliptic systems and eigenvalue problems" [Lecture Notes in Math. No. 8, Springer-Verlag-1965); and in [2] , it was to study classifying spaces of vector bundles.
We start by computing the invariant polynomial functions on the ideal L F (E). Recall that a homogeneous polynomial function of degree n on a Banach space B is a map Φ from B to C defined by a continuous n-linear symmetric formΦ such that Φ(A) =Φ (A, n times . . . , A) (Φ is unique). Following [6] , we obtain the fundamental invariant forms by a tensor computation.
We denote by ⊗ n E the n-th tensor power of E and we use the natural identification between ⊗ n (E � ) and (
One can check that, for any two integers s, n ≥ 1, the function
In fact, J n s is an elementary invariant of type (s, n). Setting J n 0 = 1, the following recurrence relation holds:
Using an inequality for determinants due to Hadamard [3, (p. 1018)], as well as the Stirling formula, one obtains:
In the above, γ s ≤ C(e 2 /s)
for a universal constant C in the general case and γ s = 1/s! for Hilbert spaces. It follows that J n s (A) extends by continuity to an invariant function on S 1 (E), which satisfies, in particular, (12) and (13).
Theorem 4.2 ([2,13]).
Assume that E has infinite dimension. The vector space P n of homogeneous polynomial functions of degree n ≥ 1 that are invariant under S 1 (E) has finite dimension p(n), equal to the number of partitions of n as a sum of positive integers. Moreover, each of the following two families is a basis for P n :
In the case of Hilbert spaces (E = H), there is a similar statement for the Schatten classes S p (H), 1 ≤ p < +∞ ( [13] ). In particular, any invariant polynomial function of degree < p is identically zero.
The elementary invariants can be expressed in an arbitrary orthonormal basis {e k } of H. For this, it is convenient to introduce the Hilbert tensor product defined as follows: if H 1 and H 2 are two Hilbert spaces, the sesquilinear form given by �x 1 ⊗ x 2 , y 1 ⊗ y 2 � = �x 1 , y 1 ��x 2 , y 2 � defines a scalar product on H 1 ⊗ H 2 . The Hilbert tensor product is the Hilbert space H 1⊗2 H 2 obtained as the completion of H 1 ⊗ H 2 .
Let A be such that A n is in the trace class. Then, ∧ s A n is in the trace class in the Hilbert space⊗ From this, we derive 
From these properties, there are two possible ways to introduce a determinant. Since A is a trace class operator, following Grothendieck's presentation [6] , one can consider the Fredholm determinant
It is an entire function of z ∈ C of order 1 (in a Hilbert space). This follows from inequality (13) .
For the other definition, one begins directly with the eigenvalues and the infinite product
We know (19) that � j≥1 |λ j | ≤ �A� 1 , hence the infinite product defines an entire function of order 1. Theorem 2.2 amounts to showing that det(1l − zA) = D A (z) for all z ∈ C.
To go further, it is useful to recall the Weierstrass factorisation theorem for entire functions (see W. Rudin, Real and Complex Analysis). The Weierstrass factors are the entire functions E 0 (z) = (1−z) and E p (z) = (1−z) exp(z+
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Examples
Let us now consider the case H = L 2 (Ω, μ), where μ is a Borel measure on a locally compact space Ω. An operator A on H is in the Hilbert-Schmidt class if and only if there exists an
Let A be a trace class operator of the form A = A 1 A 2 , where A 1 and A 2 are in the Hilbert-Schmidt class. It follows that A has an integral kernel
To simplify, we suppose that K A is continuous on Ω×Ω. Using Fubini's theorem, we obtain
as well as the following formula for each s ≥ 1:
These are classical expressions in the Fredholm theory of integral equations, which one can find, for instance, in Goursat's "Cours d'analyse mathématique" [Vol III, Gauthiers-Villars-1943]. Pseudo-differential operators form an important class of examples of integral operators. On a Riemannian compact manifold M of dimension d, a pseudo-differential operator A [14] admits an integral kernel K A that can be written locally as
where a is a smooth function with complex values (it is called the symbol of A). We assume that a is a classical elliptic symbol of order m. The principal symbol a m is then a homogeneous function on the cotangent space T * (M) that has degree m in ξ. If m ≤ 0 then A is bounded on H := L 2 (M). 
Observe that, in general, the symbol a is not globally defined on a manifold: only the principal symbol (the homogeneous part of highest degree) is well defined.
Symbolic calculus on pseudo-differential operators allows one to obtain information about the eigenvalues of elliptic differential operators A (not necessarily self-adjoint) on a compact variety. The work of Seeley [14] is at the origin of many developments of this topic. The paper [1] contains an example of how to use these techniques to obtain asymptotic formulas for the spectrum of non-self-adjoint elliptic operators.
In the self-adjoint case, one can go much further in the study of trace formulas. For instance, the spectrum of the Laplacian on M is related to geometry (Selberg, Gutzwiller); a vast literature is devoted to this subject. There are also extensions of the notion of trace to operators that are not in the trace class, for example, the relative traces (and determinants) introduced by Krein [4] and analytic continuation of a generalised zeta function [14] . As an illustration, when A = −� M + 1, the function ζ A (s) := TrA −s is holomorphic on the complex half-plane {s, �s > d/2} and extends to a meromorphic function on C whose poles belong to the sequence s j = (d − j)/2. Moreover, ζ A is regular at the integers [14] .
5
Sketch of the proof of Lidskii's theorem
We first present a basic tool in the study of the eigenvalues of non-self-adjoint operators: Weyl inequalities ( [4, pp. 35-41] ). Let A be a compact operator on H. We consider the sequence {λ j (A)} of non-zero eigenvalues (if any) ordered by increasing modulus and repeated according to their multiplicities. Let s j (A) be the sequence of eigenvalues of |A| := √ A * A greater than zero, the so-called singular (or characteristic) values of A. For any integer N ≥ 1 and any real numbers p, r > 0, the following inequalities hold:
for all z ∈ C. We first assume that A is in the trace class and does not have any non-zero eigenvalue. This is equivalent to lim n→+∞ �A 
Recall that, since A N has finite rank N, the following equality holds for any integer s:
But the second Weyl inequality yields
from which it follows, writing a = Tr(A) and using the continuity of the trace, that
One can now prove that TrA = 0 by arguing that if a 0 then D N has polynomial growth, uniform with respect to N, which contradicts (21). Indeed, from the Weyl inequalities and s j (A N ) ≤ s j (A), one can obtain
Choosing M such that � j≥M+1 s j (A) ≤ |a|/2 and z = e −ia arg a r, with r > 0, we derive the inequality
and hence the contradiction. Lidskii's theorem is thus proved for quasi-nilpotent operators in the trace class. For the general case, one can decompose the Hilbert space into two orthogonal subspaces
(sum of the generalised eigenspaces for all non-zero eigenvalues). Let P denote the orthogonal projector onto H D and P ⊥ = 1l − P. Then,
Note that Tr(P ⊥ AP) = Tr(PAP ⊥ ) = 0 (invariance of the trace) and P ⊥ AP ⊥ is quasi-nilpotent. Indeed, P commutes with A and hence A * commutes with P ⊥ . Since A * is quasi-nilpotent, the same holds for P ⊥ AP ⊥ = (P ⊥ A * P ⊥ ) * . Finally, PAP is a sum of Jordan blocks containing exactly the eigenvalues of A repeated according to their multiplicities. By the linearity of the trace, this concludes the proof of Theorem 2.2. Together with Gohberg and Krein, Lidskii was one of the pioneers of spectral analysis of non-self-adjoint operators. He became a recognised expert in the field, both for theoretical aspects and applications, especially in mechanics in areas such as elasticity and hydroelasticity equations and thinshell theory. He accomplished important work in these subjects. His best known result is certainly Theorem 2.2. A renewed interest in his works arose from the recent developments on the spectrum of non-self-adjoint operators and the pseudo-spectrum (see [17] for an overview).
Another celebrated result by Lidskii deals with the extension of Weyl inequalities to eigenvalues of Hermitian matri-ces. Let A and B be two n by n Hermitian matrices. We denote by {λ j (A), 1 ≤ j ≤ n} the sequence of eigenvalues of A in increasing order. 
This important result was obtained after work by Berezin and Gelfand on Lie groups [8] . Inequality (22) is related to geometric properties concerning Schubert varieties and representation theory. A pedagogical introduction may be found in the paper by R. Bhatia, "Linear algebra to quantum cohomology: the story of Horn's inequality" [Amer. Math. Monthly-2001] . Inequality (22) also has applications to numerical analysis. But this would take us too far . . .
