Spontaneous internal activity plays a major role in higher brain functions. The question of how it modulates sensory evoked activity and behavior has been explored in anesthetized rodents, cats, monkeys and in behaving human subjects. However, the complementary question of how a brief sensory input modulates the internally generated activity in vivo remains unresolved, and high-resolution mapping of these bidirectional interactions was never performed. Integrating complementary methodologies, at population and single cells levels, we explored this question. Voltage-sensitive dye imaging of population activity in anesthetized rats' somatosensory cortex revealed that spontaneous up-states were largely diminished for~2 s, even after a single weak whisker deflection. This effect was maximal at the stimulated barrel but spread across several cortical areas. A higher velocity whisker deflection evoked activity at~15Hz. Two-photon calcium imaging activity and cell-attached recordings confirmed the VSD results and revealed that for several seconds most single cells decreased their firing, but a small number increased firing. Comparing single deflection with long train stimulation, we found a dominant effect of the first population spike. We suggest that, at the onset of a sensory input, some internal messages are silenced to prevent overloading of the processing of relevant incoming sensory information.
Introduction
The brain "at rest", without any external sensory input, continuously produces substantial internal activity (James 1890) . We refer to this non-evoked activity, in the absence of any input, as "spontaneous" or "ongoing" (the evoked activity can be determined by signal averaging; the same is true for signal triggered by respiration, heartbeat movements, etc.). Hereafter, we will also use the term "internal activity" to refer more broadly to any activity that does not originate directly from sensory activation. Spontaneous activity in cortical networks at rest displays a stereotypic pattern of alternations between periods of synaptic and spiking activity and periods of silence (Steriade et al. 1993 ).
Furthermore, spontaneous activity affects sensory-evoked activity. Early voltage-sensitive dye (VSD) imaging studies in anesthetized cats, rodents, and monkeys (Arieli et al. 1996; Tsodyks et al. 1999; Kenet et al. 2003; Petersen et al. 2003; Grinvald and Petersen 2011) have demonstrated that its spatial structure encompasses that of sensory responses, and that it directly affects the subsequent sensory-evoked patterns. Human studies that followed have made the same observations, showing the relevance of the anesthetized animal model to awake human subjects. It has been proposed that ongoing internally generated activity (partly top-down) corresponds to internal representations, expectations, memory retrievals, context, and consciousness, among other functions (Fox et al. 2006) . Such activity is also thought to present a number of advantages over energy-saving complete silence, to maintain the cortex properties and synaptic connectivity (Sanchez-Vives and Mattia 2015) .
Both animal and human research have greatly emphasized how spontaneous activity modifies sensory-evoked activity (Arieli et al. 1996; Timofeev et al. 1996; Azouz and Gray 1999; Petersen et al. 2003; Sachdev 2004; Haider et al. 2007; Nauhaus et al. 2009; Harris and Thiele 2011; Pachitariu et al. 2015; Reig et al. 2015; Romano et al. 2015; Schölvinck et al. 2015) , including conscious perception and other higher brain functions Changeux 2005, 2011; Fox et al. 2006; Hesselmann et al. 2008; Northoff et al. 2010; Raichle 2010 Raichle , 2015 . There has been much less emphasis, however, on the reciprocal question of how the internal activity is modified after a sensory-evoked activity, although it has been known for a long time in the EEG community that sensory inputs alter synchronized rhythms (Callaway and Layne 1964; Pfurtscheller and Klimesch 1992; Siegel et al. 2012) , the most famous effect being the decrease in alpha rhythms. In vitro, it was shown that microstimulation can switch the cortex between the 'up' and 'down' state (Shu et al. 2003; MacLean et al. 2005; Fujisawa et al. 2006) . In vivo studies have shown alterations of the up and down rhythms by non-physiological stimuli (Kasanetz et al. 2002) , or have shown changes in the activity dynamics during a sustained input (Churchland et al. 2010; Tan et al. 2014 ), a notable observation being the decrease in variability compared with the resting state (see also He 2013 in human fMRI). However, those studies did not test the effect of a brief focal sensory stimulus on the subsequent spontaneous dynamics. Furthermore, the spatio-temporal nature of the dynamic interactions at high temporal resolution has never been explored. Because the whisker barrel system and the up and down cortical states have been extensively studied (here we did not study them further), they offer a convenient and simplified model system to question how a sensory evoked activity affects internal cortical dynamics.
Here we show that a brief single whisker deflection, even of small amplitude, led to systematic changes in the internal spatio-temporal dynamics, both at the population and singleneuron levels (highly significant in 19 animals). The spontaneous rhythms were disturbed for seconds and a sequence of two different phases was triggered; the same sequence occurred similarly after the onset of a longer stimulation.
Materials and Methods

Surgical Procedure
All experiments were approved by the Animal Experimentation and Ethical Committee of the Weizmann Institute of Science and complied with the guidelines formulated by the Society for Neuroscience. Young Wistar rats (P28−40) were anesthetized with urethane (2 g/kg body weight). The depth of anesthesia during experiments was monitored by EEG, and was within the recognized levels of light or medium anesthesia. Body temperature was monitored and maintained at 37.5°C with a heat controller and heating pad (CWE). A metal chamber was attached with dental cement to the exposed skull above the primary somatosensory cortex (2.5 mm posterior and 5.5 mm lateral to the bregma). A craniotomy was opened (5−8 mm wide for VSD imaging and 3 mm wide -or occasionally down to 1 mm -for two-photon imaging), and the dura mater was carefully removed. The chamber was then filled with agarose (2% in ACSF) and, to reduce brain pulsation, a cover-glass was laid atop and maintained with gentle pressure by two metal clamps.
Stimulation
Whisker stimulation was applied with a piezoelectric transducer (Physik Instruments). A single whisker was inserted inside the tip of a syringe needle glued onto the transducer. Single 5ms or 10ms pulses were applied, with deflection angles of 5°(or 0.5°in the case of small-amplitude stimulations). A ringing of the stimulator was observed with a high-speed 1kHz camera (oscillations~150 Hz) and its effect on the cortical responses is known to be negligible if any: (Ferezou et al. 2007) in their Supplementary Fig. 1 concluded that "The oscillations did not make any significant impact on the amplitude, duration or spatial spread of the sensory responses". The deflection velocity was 5000°/s (and 350°/s, respectively). We used other stimulation protocols as well, in particular a 2 s stimulation train of 10ms pulses at 5 Hz. The C2 whisker was systematically used for VSD experiments. In the two-photon experiment a neighbor of C2 was sometimes chosen when the C2 barrel was covered by blood vessels (see below). The barrel map cartoon (Fig. 1A) was obtained by performing five VSD experiments in which all whiskers were stimulated and all barrels were precisely located. The good correspondence between the five maps obtained (Grinvald et al., to be submitted) enabled us to produce a generic map.
Voltage-sensitive Dye Staining and Imaging
The cortex was stained for 2 h with voltage-sensitive dye. The dye concentration was low: an optical density of 0.5-1 at 580 nm (Grinvald and Hildesheim 2004) ; thereafter, the cortex was washed thoroughly with ACSF. We used the dye RH-2080 (a new modified version of RH-1691 (Shoham et al. 1999 ) with only different substituents on the two linked chromophores; the full chemical name is 4-(5-hydroxy-4-{5-[3-allyl-4-oxo-2-thiothiazilidin-5-ylidene]-penta-1,3-dienyl}-3-methyl-pyrazol-1-yl)-benzenesulfonic acid, triethylammonium salt). In our recent study of new voltage sensitive dyes (Grinvald et al., to be submitted), we used this dye and found that the response to a brief whisker deflection displays a brief large-amplitude signal (up to 12‰ ΔF/F; less than 8−12 ms wide) that reflects action potentials, as confirmed by multi-unit recordings (A. Grinvald, T. Fekete, T. Deneux, unpublished results) , as well as a second smaller component reflecting subthreshold synaptic potentials. We also occasionally used RH-2115, similar in structure to RH-2080 (3-ethyl instead of the 3-methyl substituent). This dye is also reporting both fast suprathreshold activity and subthreshold activity. The cortex was illuminated at 630 nm and fluorescent light was filtered with RG 665 nm filters. Optical signals were recorded with a Celox camera (resolution 544 × 512 down to 544 × 244 pixels) at frame rates of 500 Hz, or 1 kHz. Data pixels were binned spatially by a factor of 2 −12 to reduce photonic noise. In total, 19 animals were imaged using VSD. All 19 experiments had the 5°single deflection condition, 10 of them had the 2 s train, 3 had the smaller 0.5°single deflection condition, and all had blank trials with spontaneous activity only; in 6 of them the entire S1 cortex and a part of S2 were inside the field of view. In addition, acquisition lengths and pre-stimulus delays differed between experiments, explaining the reduced number of experiments that could be used in some averaging calculations (for example, in Fig. 2A , only 7 out of 19 experiments had a 2 s pre-stimulus and 2 s post-stimulus periods and were used for averaging).
EEG
Global EEG was recorded during VSD experiments by a highgain differential amplifier connected to the metal optical chamber attached to the craniotomy, and as a reference to the most posterior part of the skull of the animal. The output was filtered at 0.1-300 Hz. Thus, it measured global activity from the entire barrel cortex including thalamic input to this area.
Calcium-Dye Loading and Two-Photon Imaging
We used optical imaging of intrinsic signals to map the somatosensory cortex prior to calcium-dye labeling. To this end, the cortex was illuminated at 605 nm and optical signals were recorded with a Dalsa camera at a 5 Hz frame rate, driven by the Imager 3001 system. We stimulated whisker C2 (5 Hz for 1 s) and if necessary, also its adjacent whiskers (C1, C3, D2, D3, B2, and B3) until the corresponding barrel was found at a cortical location sufficiently clear of blood vessels to yield good optical penetration for two-photon microscopy. Intrinsic signals imaging was repeated at the end of every two-photon experiment, to ensure, by comparing barrel maps obtained before and after calcium labeling and two-photon imaging, that the physiological state of the cortex was not modified by the pharmacological effect of the dye or by photodamage.
Using the calcium indicator Oregon Green 488 (OGB-1-AM, Molecular Probes), we performed bolus loading by following the procedure described in Stosiek et al. (2003) . The micro-pipette (tip diameter 2 μm) filled with the dye (containing 1 mM OGB-1-AM and 50μM Sulforhodamine SR101, prepared as in Stosiek et al. (2003) ) was introduced below the cover-glass and was moved towards the center of the barrel, 300 μm below the cortical surface. The dye was pressure-injected under two-photon visual control at 3−10 PSI for 1−2 min. After the dye was taken up, neurons were labeled in a region of 300 μm diameter centered on the injection site.
Two-photon (2P) imaging was performed using the custombuilt microscope described in Denk et al. (1990) . An infrared laser at 800 nm was provided by a Mira laser (Coherent) pumped by a Verdi 10 W laser (Coherent). Scanning was performed with 6-mm large scanning mirrors mounted on galvanometers (Cambridge Technology). We used either a 20× Olympus objective, N.A. 0.95 or a 40× Zeiss objective, N.A. 0.8. Fluorescent light was separated from excitation light using custom-ordered dichroic filters (Chroma) and collected by a GaAsP-PMT (Hamamatsu, h10770pa-40sel) for the green calcium fluorescence and a non-GaAsP-PMT (Hamamatsu, R6357) for the red sulforhodamine fluorescence. Raster images of 256 × 32 pixels or 256 × 50 pixels were acquired at 30 or 20 Hz, respectively (1 ms/line), corresponding to an area of approximately 200 × 80 μm or 200 × 120 μm, respectively.
In total, 504 neurons were recorded from 30 animals. All experiments had the 2 s train stimulation, and 6 of them (160 neurons) had the single pulse condition.
Electrophysiology
To confirm two-photon imaging main result and to calibrate our method for extracting single cell spikes from calcium signals (see below), we performed electrical recordings of singlecell spiking activity in a cell-attached configuration. For three neurons we recorded 100 trials with the 2 s train stimulation, before performing two-photon acquisition to prevent any photodamage. In these three neurons, as well as in seven other ones used only for calibration, we then recorded simultaneous 2P calcium signals and electrical signals.
Data Preprocessing
Data were analyzed in Matlab (Mathworks) using custom code. The data from all experiments were routinely processed as follows: VSD signals were extracted from selected ROIs and were corrected for bleaching and for heartbeat contamination. Bleaching was modeled as the sum of 2 or 3 exponential decays of different time constants. Optimal time constants were estimated from the average signals of all blank trials and from all pixels using a minimization scheme. The amplitudes of each exponential were then estimated independently for every pixel and every trial using a general linear model. Heartbeat pulsation was estimated in two steps. First, we estimated the heart phase at each time instant by calculating the Hilbert transform of either simultaneously recorded heart signals or from the VSD signals themselves, band-passed near the average heart rate (7 Hz). Second, we estimated the heartbeat independently in every pixel and every trial, modeled as the sum of sine and cosine functions of the heart phase and of harmonics thereof, using a general linear model. Finally, relative changes expressed in ΔF/F units were obtained by dividing the signals by their average over time.
We extracted two-photon signals from ROIs that were either individual neurons or a large region of neuropil spanning the full imaged area, taking care to avoid neurons, glial cells, and blood vessels (Fig. 1D) . No processing was applied to the neuropil signal other than dividing by the time average to yield relative changes expressed in ΔF/F units. We converted the neuronal calcium signals into spikes using MLspike algorithm (Deneux et al. 2016) . To validate this method, we performed simultaneous twophoton imaging and cell-attached recordings of ten neurons ( Fig. S7 and Table S1 ) and evaluated it either by counting the number of detections and false positives or by calculating the correlation between the actual instantaneous firing rate and the estimated one. When using the same set of parameters for all cells, we obtained a detection rate of 77%, a false-positive rate of 16%, and a correlation of 0.86 between the actual and the estimated instantaneous firing rate.
Data Analysis
Time-Frequency Analysis Time-frequency analysis was used to visualize changes in the spectral content of the measured activities. Spectrograms (Figs 2A, 5E; S1E; S2C; S5C; S6B) were obtained using the Matlab function CSFT (Wavelet Toolbox), using a Morlet wavelet. Spectrograms were first calculated for every trial using the same condition, and afterwards they were averaged. Before being displayed, the spectrogram's power values were rescaled by max (f,30), where f is the frequency, to take into account the fact that physiological signals usually have a distribution of frequency contents in 1/f, except at high frequency (f > 30 Hz), where photonic noise was predominant, and had a flat (rather than 1/f) spectrum. The minimal frequency that can be displayed in the spectrogram is one that generates one period during the total time interval, and the maximal frequency is the Nyquist frequency (half of the sampling frequency). For that reason, the spectrograms of two-photon signals acquired at 20 Hz are bound to 10 Hz, and cannot display the beta activity at around 15 Hz. Spectrograms could present recognizable artifacts as the consequence of edge effects (high activity at the beginning and end of the time period); however, none of them affected the present conclusions.
Fourier Analysis For precise quantification, Fourier transforms calculated in a specific time window (e.g. Fig. 2B ) were preferred to spectrograms. Signals were truncated to the desired time window and detrended to minimize edge effects. Average Fourier powers over specific frequency bands were calculated using the square root of the mean square (RMS).
Statistical Analyses
Statistical significance of the observed effects (decrease of lowfrequency and increase of high-frequency activities) was quantified both at the level of individual experiments (e.g. Fig. 2B ) and of the population (e.g. Fig. 2C ), using two-sided nonparametric tests.
In the first case, a two-sided Wilcoxon rank test was used to compare activity levels in specific time intervals after the stimulation, and in time intervals of the same duration taken from the spontaneous activity (either recorded in independent blank trials in the VSD and EEG data, or recorded before the stimulation in the 2-photon and cell-attached data: note that the total number of 'spontaneous activity' intervals is generally larger than the number of 'post-stimulation' intervals because several of them can be drawn from single trials).
For population quantification, the specific activity ratio obtained for each individual experiment were compared to 1 using a two-sided Wilcoxon signed rank test. When comparing spiking rate rather than spectral powers, a two-sided sign test was preferred, which does not assume that samples come from a continuous probability distribution symmetric about its median. Note that for the population quantifications in Fig. 6B (second and fourth panel), spiking rates are averaged over all neurons from the same acquisitions and the test was applied on these averages: indeed, neurons recorded simultaneously have correlated spiking activity and applying the test on their individual activities would dramatically overestimate the significance of the results. 2-photon experiments with a pulse stimulation were too few (n = 6, with only two of them having more than 30 trials) for proper population statistical analyses, therefore they were split into blocks of at least eight trials to obtain the results shown in Fig. 6B (left) and Fig. 7D ,F,G.
Instantaneous Firing Rate
Smoothed PSTH were used to visualize changes in the spiking activities extracted from 2-photon signals ( Fig. 1G and Fig. S2A , B). This was achieved by convolution with a Gaussian kernel of std. 500 ms. However, to avoid smoothing the pre-stimulus activity together with the response to stimulation and the activity after stimulation, we separated these three compartments. Firing rates for the response to the stimulation were estimated for a single time bin of 100 ms and appear as a "wall" in the displays, since they saturate above 3 Hz. Furthermore, we used a smoothing procedure that minimizes edge effects, defined in the following way: if x(t) is the signal truncated between t 1 and t 2 , we extend x to [−∞ ∞] with x(t) = 0 for t outside [t 1 t 2 ], and we define the function u as u(t) = 1 for t inside [t 1 t 2 ] and u(t) = 0 otherwise. The smoothing of x by a Gaussian G σ is then defined as (x*G σ )/(u*G σ ), where * denotes convolution and / denotes division.
Frequency of Up State Events
To detect the onsets of up states (for quantification in the xaxis of Fig. 2F ), we first band-passed VSD signals between 0.2 and 20 Hz: the resulting signals typically were negative during down states and positive during up states, except when up states were rare and in this case, the down state level approached zero. Down to up state transitions were then assigned when the signal crossed a threshold in the upward direction; this threshold was set to 1/10 of the maximal signal over the full experiment.
VSD Response Quantification
We quantified a number of quantities from the VSD signals to assess their potential correlations (Fig. 4) . To define a "signal level" at the time of stimulation and response amplitudes, we needed to define a baseline signal that would serve as the level of the down state: we used the minimum signal value during the last 500 ms before stimulation. 'Absolute' and 'relative' response amplitudes were then defined as the difference between the response peak and, respectively, the baseline level and the signal level at the stimulation time.
Results
Single Whisker Deflection Decreased the Internal Activity for Seconds
To measure how a brief sensory input affected the internal cortical activity, we used three complementary techniques. Voltagesensitive dye imaging (VSDI) was used to explore cortical population activity at high spatial and temporal resolutions over a large cortical area spanning the entire S1 barrel cortex and part of the secondary somatosensory cortex S2 (Fig. 1A) . Two-photon microscopy of calcium signals was used to record single-cell activity from the center of the stimulated barrel, which had previously been located by optical imaging of intrinsic signals (Fig. 1D) . Finally, cell-attached recordings were used for confirmation.
As previously reported, under urethane anesthesia, spontaneous activity in the rat barrel cortex characteristically exhibits both "down" states, during which the neurons remain hyperpolarized and do not fire spontaneous action potentials (AP), and "up" states (Fig. 1B,C ,E left of the stimulation time). During the "up" states, a large fraction of the neurons are depolarized and often fire APs yielding increases in the VSD signals (Petersen et al. 2003) . We observed in the VSD movies ( Fig. 1C ; Movie S1) that up states generally propagated over the cortical surface, though they could also remain at their starting location, as previously reported (Petersen et al. 2003) . Up states appeared concurrently in S1 and S2, but rarely traveled through the S1/S2 border, suggesting connections through the thalamic relay (Theyel et al. 2009 ). Note that the intermediary levels of population activity existed as well, which can be attributed either to up states of different intensities, or to different degrees of involvement of subpopulations in the up states. In the 2-photon data, a region in the neuropil was delimited (Fig. 1D, bottom) : calcium signals from such a region originate from neural processes (Kerr et al. 2005) and display a population activity that is a good indicator of the population switching dynamics; the reconstructed spikes from individual neurons (see Methods and Fig. S8 ) indeed occurred during up episodes (Fig. 1E) .
We found that after a single 5°deflection of the C2 whisker, the initial evoked response (which consisted of an evoked peak lasting 8-12 ms with a latency of 10ms, indicative of population APs (see Methods), and a smaller and slower depolarization Supplementary Movie S1). The slow spontaneous activity features waves of depolarization (Up states), which appear concurrently in S1 and S2, and reappear in S2 before S1 after the stimulation. The fast 15 Hz activity indicates tighter rhythmicity that was not time locked to the stimuli. (D) Top: Image of the cortical surface and localization of the C2 barrel using intrinsic imaging (blue) prior to injecting the calcium indicator for 2-photon experiment. Bottom: 2-photon image of the targeted area with delineated neurons and neuropil ROIs (pink). (E) Raster plot of the spikes of 34 neurons and the time courses of neuropil calcium for 7 trials also indicate a reduction of activity following the whisker stimulation (The vertical bars representing spikes are higher than the vertical distances between neurons; this creates overlaps that visually hide the fact that the activity in layer 2/3 is sparse, average 0.25 spikes/s in our dataset). (F) Raster display of the activity of three neurons from the same experiment, and (G) average instantaneous firing rates from 69 neurons pooled from two experiments; they highlight different response properties, with a majority of neurons immediately reducing their activity and a minority of neurons displaying a tonic response during the first second, corresponding to the period of the VSD initial overshoot. declining after 150 ms) was followed by a period of a few seconds, during which these spontaneous events were largely reduced, as seen in both the VSD (Fig. 1B, Movie S1, Fig. S1C ) and the 2-photon data (Fig. 1E ). This period was further subdivided between two distinct activity regimes. During the first subperiod of~750 ms, an overshoot was observed in the VSD signals, indicating depolarization, with faster activity at around 15 Hz (lower beta band; such activity was previously reported and is sometimes referred to as spindle-like activity (Derdikman et al. 2003; Halassa et al. 2011) ). In addition, a majority of the 2P-recorded neurons reduced their firing activity (57% of them with p < 0.05, ranksum test with Benjamini-Hochberg correction for multiple testing, n=160 neurons); however, a minority of them (7%) increased their firing during that time (Fig. 1F,G) . Note that these neurons increasing their activity had higher baseline activity than others but did not respond more or less to the stimulation than other neurons (Fig. S2A, B) . A second period followed where VSD signals remained low, indicating polarization, and all neurons had decreased firing activity compared with their baseline levels (67% with p < 0.05). The internal activity slowly reached back to baseline levels~2 s after stimulation; the recovery was slower in the stimulated barrel compared with distant S1 barrels and S2 (see e.g. in Fig. 1C how the event 1.5 s after stimulation avoids the C2 barrel; see also Movie S1). Note that VSD events of reduced amplitudes appearing during this period may reflect either smaller depolarizations or reduced fractions of depolarizing cells compared with baseline levels. To quantify the diverse activity changes appearing in the VSD signals, we started by computing both average responses and average time-frequency spectrograms ( Fig. 2A) . The two subperiods clearly appeared as an overshoot followed by an undershoot in the average response. The overshoot reflected an average depolarization whereas the undershoot reflected either hyperpolarization or a decrease in firing rate of single cells or decrease in the frequency of upstates. Changes in the activity rhythms, on the other hand, were better seen in the average spectrogram: we found a clear reduction in the power of 1.5−5 Hz activity, characteristic of the up/down switching for more than 2 s, and a strong increase in the power of 12−20 Hz activity during the initial period. Spectrogram analysis was also applied to 2-photon average population signals and to neuropil signals and revealed a robust 1.5-5 Hz activity decrease ( Fig. S2C ; note that the 2-photon data lacks the temporal resolution for detecting changes above 10 Hz).
In general, spectrograms offer a condensed view of the above-mentioned effects. However, to avoid artefactual spread of the strong initial evoked response (which covers a large frequency domain) over the initial 500 ms post-stimulus quantification of low frequency activity, our subsequent analyses used Fourier transform applied to signals restricted to specific temporal windows (Fig. 2B,C) . We found a decrease in low-frequency activity after the stimulation in all our experiments (n = 19), with statistical significance in most of them (p < 0.05 in 18 out of 19 animals, p < 0.001 in 16 animals), even when using a weaker stimulation (0.5°whisker deflection instead of 5°: p < 0.001 in 2 out of 3 animals) (Fig. 2C) . The high-frequency increase was also present and statistically significant in many experiments, but with a stronger variability between experiments.
The Slow Wave Activity Decrease was Less Effective Under Deep Anesthesia
We examined the effect of anesthesia depth as a potential source of variability in the effect strength. All experiments were performed under urethane anesthesia, a state where the activity exhibits up and down spontaneous fluctuations that also occur in awake, resting, animals (Crochet and Petersen 2006; Ferezou et al. 2006; Tan et al. 2014) . If the activity changes observed in our preparation also occur in this awake state, we would expect them to be persistent, and possibly stronger, under light anesthesia. If, on the contrary, they are a mere side effect of anesthesia, we would expect them to be stronger under deep anesthesia.
Deeper anesthesia is characterized by a lower frequency of up state appearances, as seen in the EEG and directly in the VSD signals. Sample signals from a deeply anesthetized animal (Fig. 2D) indeed show very sparse spontaneous events. In this experiment, stimulation also triggered evoked responses but without any fast component, which looked similar to the spontaneous up states. This suggests that the sensory input could depolarize cells and evoke up-state transitions (Shu et al. 2003) , but it failed to generate the fast VSD response peaks seen in all the other experiments presented here and indicative of supra-threshold (i.e. spiking) activity (see also Methods, VSD section). In this experiment, stimulation appeared not to profoundly modify the subsequent activity. On the contrary, under lighter anesthesia, signals displayed faster spontaneous fluctuations, and a strong disruption of the internal activity after stimulation (Fig. 2E) .
For each experiment, we detected up state events in the blank trials and quantified their rate of appearance. Then we found a significant correlation between the frequency of events in individual animals and the strength of stimulation-induced reduction of up-down activity (Fig. 2F, bottom) . We also found that only animals with high baseline up-down fluctuations displayed the stronger post-stimulus increase of~15 Hz; this increase was not present equally in all experiments, however, making the positive correlation not statistically significant (Fig. 2F, top) . Similarly, the low-frequency decrease and high-frequency increase appeared to be moderately correlated, without statistical significance however (Fig. 2F, inset) . All together, we found that the complex activity changes triggered by the brief stimulation were stronger under lighter anesthesia states and therefore, we monitored the animal global EEG in all the experiments.
Changes were Widespread, Centered on the Principal Barrel
We next examined the extent to which internal activity was affected by the brief stimulation: Fourier powers during the post-stimulus period were computed for every pixel over specific temporal windows, averaged over specific frequency windows (t ∈ [+250ms +2 s], f∈[1.5Hz 5Hz] and t ∈ [+250ms +750ms], f ∈ [14Hz 17Hz]), and compared to their values during spontaneous activity (Fig. 3) . Both high-frequency activity increases and low-frequency decreases were widespread over S1 and S2. In most experiments the low-frequency decrease was centered on the C2 barrel, (this was systematic with small -but not with large -stimulation, see Fig. 3A, left) . It also exhibited a second focus in S2. The high-frequency increase was more homogeneous over S1, did not particularly show a maximum on the C2 barrel, and was weak in S2.
Even the small amplitude 0.5°stimulation triggered perturbations of the activity in S1 and S2, with similar spatial patterns but with reduced strength and extent of the effects (Fig. 3A, C, see Fig. S1 for a more detailed analysis on an example experiment).
To confirm these results by classical electrophysiological means, we also analyzed the simultaneously recorded EEG signals and showed that the activity they capture (integrated over a region larger than the VSD region of interest (ROI)) was also reduced in the 1.5−5 Hz range, and was slightly increased in the 14-17 Hz range (Fig. S1G and Fig. 6C ).
Trial-by-trial Variability in the Response Strength or in the Pre-stimulus Spontaneous Activity is not Correlated with the Post-stimulus Decrease in the 1.5-5Hz Range Next, we looked for cortical activity characteristics that could predict the strength of the activity changes after the sensory input on a trial-by-trial basis. In particular, if the lowfrequency activity reduction was due to the modulation of individual neurons' input gains after their initial response, one would expect such an adaptation to be stronger when neurons responded more to the stimulation. However, we found no significant negative correlations between response strength and post-stimulus activity in individual 2-photon recorded neurons (Fig. 4A,B) . On the contrary, a few neurons (6 out of 69 neurons) displayed a positive correlation; they all Fig. 1B, 2D ,E. Inset: A moderate correlation is observed between the strengths of the low-frequency decrease and high-frequency increase (the correlation coefficient is negative because of the opposite directions of the effects), but is not detected as statistically significant (F-test).
were neurons that initially increased their activity (as in the third example in Fig. 1F ), indicating that the increases in poststimulus activity, but not the decreases, might be dependent on the response strength.
A similar correlation analysis was performed on the VSD population data. Note that the response strength is known to be greatly influenced by the cortical state at the time of stimulation (Petersen et al. 2003) , with stronger responses during the down states compared with those during the up states (Fig. 4C) . We therefore looked for correlations between the following quantities: the signal level at time zero (using as a reference the down state level, see Methods), the absolute (i.e. from the down state level) and relative (from time zero level) response strengths, the low-frequency power in [+250 ms +2 s] and the high-frequency power in [+250 ms +750 ms]. As expected, we found negative correlations between the time zero level and the relative response in all experiments, most of them being statistically significant (Fig. 4D top, 4E top) . However, no factor was found to correlate significantly or in a systematic manner with the level of post-stimulus low frequency activity (Fig.  4D bottom, 4E middle) . Finally, in 4 out of 19 experiments, the high-frequency activity was significantly correlated with the response strength, but not with the time zero level, neither with the post-stimulus low-frequency activity (Fig. 4E, bottom) .
In both the 2-photon and VSD datasets we were unable to establish a direct link between the trial-by-trial variations in the evoked responses and the extent of low-frequency activity reduction. Sensory-evoked responses were influenced by the Shallow gray lines connect the maps obtained from the same animals. All experiments show a decrease in low-frequency activity after the pulse stimulation in both S1 (centered on the C2 barrel (blue circle)) and S2 (when visible), though with some variability in strength and extent. (B) Average maps for the large stimulation (only the pixels around C2 are effectively averaged over n = 19 experiments; pixels averaged over less than 3 experiments are displayed with transparency). (C) Average maps for large and weak stimulations over n = 3 animals highlight the dependence of the effects strength and extent on stimulation amplitude. cortical state at stimulation time, but the subsequent activity decreases were influenced by neither of the two. Sensoryevoked responses and disruption of spontaneous activity could therefore be governed by distinct mechanisms.
A Brief Sensory Input Modulated Internal Activity as Effectively as a Train Sensory Stimulation
Having seen how a brief single stimulation triggers large changes in the spatiotemporal patterns of the population's activity and in the firing patterns of individual neurons, we wondered how successive stimulations would sum up. We stimulated the C2 whisker for 2 s with a 5 Hz train.
As expected, this repeated stimulation led to reduced internal activity compared with spontaneous levels: In the 2-photon experiments the spiking activity decreased in numerous cells (65% with p < 0.05, ranksum test with Benjamini-Hochberg correction for multiple testing) after or even during (14%) the train; note that it also increased in a small number of them (2.5%) (see Fig. 5A ,B, and Fig. S3 for more examples) . Cell-attached recordings confirmed the reduced activity in a majority of neurons ( Fig. S4 and Fig. 6D ). The population activity, as reflected by the neuropil calcium signals (Fig. S5) or by the VSD signals (Fig. 5C,E,F) , showed decreased 1.5-5 Hz activity both during and after the train.
Remarkably, these activity changes could be attributed to the first pulse of the train only, and did not sum-up effects Fig. 1F ; note that coordinates were slightly jittered to separate superimposed points). (B) Histogram of correlation coefficients for 69 neurons (pooled from two experiments that incorporated more than 30 trials), with color-coded statistical significance. The absence of significant negative correlations suggests that reduced activity is not the result of individual cells' adaptation properties. (C) Two example VSD signals from the C2 barrel in the same experiment illustrate that evoked responses are larger when they occur during a down state (top) compared to when they occur during an up state (bottom) (Petersen et al. 2003) . Several quantities are introduced for trial-by-trial quantitative analysis, such as 'absolute' and 'relative' response amplitudes (the differences between the response peak and the down state level, or the signal level at stimulation time, respectively). (D) In this experiment the relative response amplitudes correlate negatively with signals at the stimulation time (top), along with strong statistical significance (F-test); no significant correlation exists between the absolute response amplitude and the poststimulus low-frequency activity (bottom). (E) A summary of all correlation values between the different quantities and their statistical significances confirms the previously reported (Petersen et al. 2003) negative correlation between relative response amplitude and spontaneous activity at stimulation time (first row), but it does not show any systematic influence of pre-stimulus activity or response strength on post-stimulus activity changes, nor trial-to-trial correlations between poststimulus low-frequency and high-frequency contents. A limited number of experiments showed a positive correlation between response strength and highfrequency increases (gray lines connect points representing the same experiments). from successive pulses. This was particularly clear in the VSD data, where we observed an overshoot and undershoot that closely matched those produced by an isolated pulse (Fig. 5D) , and an increase in~15 Hz activity only during the first~750 ms after stimulation onset (Fig. 5E, F) . The 2-photon PSTH also featured a higher activity level during the first~750 ms compared with the rest of the stimulation, which matches with the period during which a small number of cells remain active after a single pulse (Fig. 1F,G) .
These results indicated that a brief sensory input or the onset of a sustained input induced changes in the internal cortical activity after the initial fast response. We also noted in the spontaneous activity that large, fast population spikes could occur spontaneously and that they were followed by the same sequence of activities, Figure 5 . A brief sensory input modulated internal activity as effectively as a train sensory stimulation. (A) Calcium responses to a train stimulation (10 pulses at 5 Hz) for the same neurons and neuropil region as in Fig. 1D ,E,F. Some cells respond tonically to the train (bottom, raster from the 3rd neuron), some only to the first pulse (not shown here), some to the first~3 pulses (2nd neuron), and a global activity reduction is observed after the train. (B) PSTH of the responses to the pulse stimulation (n = 160 neurons from 6 animals) and train (n = 504 neurons from 30 animals). In both cases the global activity is reduced for several seconds after stimulation. In addition, an initial period of~750 ms during the train stimulation shows higher firing and coincides with the period during which some neurons show sustained activity after a pulse stimulation (Fig. 1E,F) . (C) Examples of VSD signals for both pulse (cyan) and train stimulation (navy). (D) Average responses (n = 7 animals). Besides the fast individual responses to successive whisker deflection, the slow depolarization and hyperpolarization occurring during and after the train response remarkably match those of the superimposed pulse response. (E) Average spectrograms of spontaneous activity and responses to pulse and train also show how, after both stimulus onsets, very similar decreases in low frequency activity and even initial increases of~15 Hz activity occur (regions shown with a black dashed line, compared to those shown with gray dashed lines). (F) Activity changes for pulse and train stimulations (n = 10 animals, gray lines connect pulse and train conditions from the same animals). Ratios are calculated according to the comparisons highlighted in (E): in particular, to circumvent high-frequency content generated by individual responses under the train condition, 14-17 Hz activity during the [0.4 s 0.8 s] temporal window after onset was not compared to the spontaneous activity levels, but rather, to the levels during the [1.4 s 1.8 s] window.
Statistical significance for individual experiments: two-sided Wilcoxon rank sum test on individual trials; at the population level: two-sided Wilcoxon signed rank test; comparison between pulse and train: two-sided Wilcoxon signed-rank test.
making this sequence of post-stimulus effects appear as a welldefined pattern that can be triggered in various situations (Fig. S6) .
The Low-frequency Activity Decrease Lasts for At Least Two Seconds
We systematically analyzed our population VSD and EEG data, as well as single cell 2-photon and cell-attached recording data, to assess for how long after the stimulation was the low-frequency activity reduced compared to baseline levels, both after a pulse or a train stimulation (Fig. 6) . Activity levels were quantified over a temporal window of 1 s duration (0.5 s in the case of the EEG), and quantifications after stimulation were compared to those during spontaneous activity, either at the single experiment level (left panels in Fig. 6 ) or at the population level (right panels). For all modalities except EEG (for which n = 4 experiments were not sufficient) activity was found to be significantly reduced up to the [+1 s +2 s] interval after stimulation at the population level. All experiments having data in the [+2 s +3 s] interval still displayed a decrease, with statistical significance in a majority of them; however population statistical significance was not reached, due in part to the smaller number of such experiments.
A Brief Stimulus Reduced Inter-trial Variability
We quantified how inter-trial variability was affected by single whisker stimulation in both VSD and 2-photon data, and found that the inter-trial variability significantly decreased after stimulation with a single brief deflection (Fig. 7) . This decrease is due, of course, to the diminished switching between cortical states: More generally, these results suggest that inter-trial variability decreases (Churchland et al. 2010; He 2013 ) may be due not only to the driving force of a sustained sensory input on the activity, but also to the interruption of specific rhythms at work during spontaneous activity.
Discussion
Intricate Bidirectional Interactions Between "Evoked" and "Spontaneous" Activities
The main findings reported here show that even a small, single whisker, few milliseconds deflection, abruptly triggered large changes in the dynamics of the internal activity from milliseconds to 2-4 s. It diminished the switching rate between cortical states of the population activity in the 1-5 Hz range and the activity of individual neurons. All of these changes were focused on the somatotopic cortical representation of the activated barrel, but they spread over an area extending beyond the primary somatosensory cortex.
Some 20 years ago (Arieli et al. 1996) , our lab pioneered the study of interactions between spontaneous and evoked activity. It was shown that amplitudes and spatial patterns of variable individual responses in the cat visual cortex could be predicted very well when taking into account ongoing patterns just preceding the onset of the evoked activity (the prediction could be made for~100 ms). This proved that spontaneous dynamics directly influence the post-stimulus evoked activity patterns with linear interaction occurring in the first~100 ms. Thus, the interactions between spontaneous (or 'internal', to use our proposed terminology) and evoked activity are bidirectional.
Later work indicated negative interactions in another species (Petersen et al. 2003 ) (our own Fig. 4C, D top, E top), sensory responses during up states being markedly weaker than those during down states, which indicates that ongoing activity affects evoked activity in a more complicated way than the mere superposition of two independent dynamics. The difference between these opposite slopes of the responses vs. the initial ongoing amplitudes in the two species has been the focus of experimental and modeling work (Reig et al. 2015) . Altogether, these large influences of up and down states on evoked responses in both the cat (Arieli et al. 1996) and the rat (Petersen et al. 2003; and here, Fig. 4) , and the new reciprocal interactions reported here, confirm that ongoing and evoked activities affect each other in multiple ways.
Our study also emphasized interactions at the time scale of seconds, whereas previous studies focused at the time scales of tens of milliseconds. Sensory inputs probably trigger changes in the internal activity at all time scales, including lifespan, through the creation of internal memory representations (Han et al. 2008) .
Switching off Some of the Internal Flow of Information
The spontaneous activity has been shown to influence sensory processing in a way that is relevant to behavior counts, computed over all trials in every neuron and averaged over all neurons, also show a decrease in variability during the first 2 s after the fast evoked response. (G) This variability, normalized for each time bin by the average spiking rate in the same time bin, defines the Fano factor, a more precise measure of variability in the case of spiking processes. The Fano factor was also decreased during the first 2 s, though this decrease did not reach statistical significancy (note that most neurons had a null average spiking rate in several time intervals, so only a small fraction of the data could be used to compute Fano factor). (Hesselmann et al. 2008) , in particular, by providing top-down, a priori information (Fiser et al. 2010) . It is likely, however, that the spontaneous information conveyed in the total absence of sensory input can cause disturbances when sensory information starts flowing in. We suggest that in awake subject the functional role of the dynamic changes in activity reported here is to allow proper processing of sensory input without disturbances caused by overloading internal information that is not relevant to a new input. Testing this suggestion warrants future studies. Previous research targeted at answering different questions yielded results that are in line with the present findings. It was shown in awake mouse barrel cortex (Poulet et al. 2012) and behaving monkey visual cortex (Tan et al. 2014 ) that correlated low-frequency spontaneous activity was replaced by desynchronized activity when being driven by sustained input from the thalamus, leading to a similar disappearance of the switches between the up and down states. These recent results also address a concern as to whether the present results regarding anesthetized rodents are relevant to the behaving primate. There was, however, a significant difference between these two studies and the present one regarding the type of sensory stimuli used: we have shown that such a change in the network dynamics can occur without a sustained drive by the sensory input, since a brief input was enough to modify the subsequent internal activity. In other words, we observed network property changes not only during, but also for seconds after the sensory input. This is particularly important because a change during the stimulation can be simply explained by the sensory input driving the cortical activity (Borg-Graham et al. 1998; Deco et al. 2011) . A change that persists for several seconds after the sensory input ends necessarily implies changes in the network properties (otherwise spontaneous activity would recover immediately). Our result therefore lends support to in vitro studies of changes in the network's dynamical state triggered by microstimulation (Shu et al. 2003; Fujisawa et al. 2006 ) that persists after the stimulation ceases.
Our hypothesis that activity in a cortical area can switch between conveyed information also finds support in human literature. (Nir et al. 2006 ) observed in fMRI spontaneous activity levels in V1 that were as high, when subjects remained in the dark, as during visual stimulation, and recovery of spontaneous activity after the sensory stimulation was slow (in other terms, spontaneous activity immediately after the stimulation was reduced compared to baseline level).
Adaptation of Evoked Response or Reduction of On-going Activity
A simple interpretation of the reduction of internal activity for 2-3 s after stimulation can be attributed to neural adaptation (Ganmor et al. 2010) . Adaptation, or "fatigue" mechanisms, have been suggested to explain the stereotypical alternations of up and down states (Mattia 2011) ; therefore, a strong adaptation following the initial evoked response could lead to a prolonged down state. In accordance with this hypothesis, we found that stronger effects took place when the average response was higher, either when comparing different stimulation amplitudes or when analyzing signals at different distances from the stimulated barrel (Figs. 2C, 3B,C) . However, we did not find any correlation between the evoked response and activity reduction strengths on a trial-by-trial basis, which would have confirmed this hypothesis. Moreover, the initial phase where some neurons increased their activity, and activity at~15 Hz was fostered, cannot result from general neuronal adaptation.
Alternatively, reduced up/down fluctuations could be attributed to a transient and spatially localized desynchronization of the population activity following stimulation, similarly to how in awake, resting, animals a sustained stimulation switches the cortical activity from correlated fluctuations to desynchronized (Poulet et al. 2012; Tan et al. 2014) . However, in our case, the desynchronized fluctuations were more localized in both time and space. Such local desynchronization could be mediated by cholinergic input arising from the basal forebrain (Eggermann et al. 2014) , bringing this local population activity closer to that of the awake and alert animals. Note that desynchronized cortical feedback to the thalamus was reported to facilitate sensory transmission (Béhuret et al. 2013 ). In line with this second hypothesis, we found that the reduced effect was stronger under light anesthesia, where cholinergic inputs are expected to be more effective.
Sequence of Events at the Onset of a Sensory Input
The stimulation triggered a full sequence of events; this sequence could be attributed to stimulation onset (either brief or sustained; Fig. 5 ). The fast~150 ms evoked response was followed by an initial period of~750 ms, characterized by depolarization (VSD overshoot), and the enhanced firing of a minority of neurons, whereas the rest of the population was silenced, and a fostered rhythmic activity of around 15 Hz (Derdikman et al. 2003; Halassa et al. 2011 ) spread throughout S1 and beyond.
The VSD overshoot was never reported before. This should not be confounded with shorter post-stimulus overshoots that have been previously reported and interpreted as "evoked up states" (Petersen et al. 2003; MacLean et al. 2005; Civillico and Contreras 2012) . Indeed, it is debatable whether the initial 100-200 ms depolarization (see, for example, Fig. 1B ) is an evoked up state. However, the longer~750 ms overshoot that subsequently occurs cannot be attributed to an up state and instead, suggests a transient change in the network state. The rhythmic activity most probably consists of evoked thalamocortical spindles that also occur spontaneously during slow-wave sleep (we also observed similar events during spontaneous activity (see Fig. S5 )); they were proposed to be interpreted as a "wake-up call" from the thalamus (Sherman 2001) . We also lend support to this interpretation, in particular, because we observed the same complex features both after a brief sensory input and after the onset of a sustained input (Fig. 5) , suggesting the specific signaling of incoming sensory information that requires network reconfigurations to allow appropriate sensory processing.
Concluding Remarks
This report is based on a simple model of the internally generated up and down states in an anesthetized rodent, offering great advantages and obviously some limitations (the advantages of working on awake behaving species are well known). This simplified model preparation offers an opportunity to record and manipulate activity with classical and modern neurophysiological and optical tools from multiple sites that may play an important role in generating internal activity, ranging from the molecular level to behavioral studies using optogenetic tools and genetically engineered probes exhibiting fast voltage responses Abdelfattah et al. 2016) . Initially, exploring these bidirectional interactions and the underlying synaptic and molecular mechanisms in vivo in anesthetized animals is far simpler than adding the uncertainty of behavior that cannot be fully controlled. It is pertinent to mention that the activity of up/down states studied here exists in awake animals when they remain quiet, but not when they are whisking (Crochet and Petersen 2006; Ferezou et al. 2006) .
It has been proposed that internal activity is involved in higher brain functions such as recognition, memories, expectations, decision making, context, attention, and more Changeux 2005, 2011; Fox et al. 2006; Hesselmann et al. 2008; Northoff et al. 2010; Raichle 2010 Raichle , 2015 . Therefore, attaining a full understanding of such higher brain functions, with emphasis on exploring the mechanisms and the dynamics underlying bidirectional interactions between internal brain activity and external sensory-driven activities in behaving subjects, is warranted.
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