




















































categorical  and  numerical  confidential  data.  Important  contributions  to  this 
topic have come from a variety of researchers including Fienberg [5], Fuller [6], 
and Rubin [11]. 

















































values of X using S. From this model, the intercept ( 0 ˆ β ) and the slope ( 1 ˆ β ) are 
estimated, and the predicted values of xi are computed as  
  














































































S  X  ˆ X A  B  C  Y 
‐2.2314  0.6972 ‐ 0.8925 1.6781 0.8870 0.7581 ‐0.1344
‐0.6940 ‐ 1.7339 ‐ 0.2776 ‐ 0.2585  0.6289  0.5375  0.2600 
1.2790  1.1636  0.5116 ‐0.8054 ‐0.5939 ‐0.5076 0.0040
0.4442 ‐ 0.4836  0.1777 0.0599 0.7554 0.6457 0.8233
‐1.5884  0.1432 ‐ 0.6354 ‐ 1.4330 ‐ 1.7398 ‐ 1.4870 ‐ 2.1224 
1.0069  0.8774  0.4028 1.4600 1.7114 1.4627 1.8655
‐0.2114  0.7093 ‐ 0.0846 0.4867 0.3930 0.3359 0.2514
0.8827  0.9078  0.3531  1.6928  1.8866  1.6125  1.9655 
0.4523  0.9337  0.1809 0.9563 0.9882 0.8446 1.0255
‐1.0557 ‐ 2.7687 ‐ 0.4223 ‐1.5491 ‐0.3010 ‐0.2573 ‐0.6796
0.0808  0.1185  0.0323 ‐ 1.3363 ‐ 1.0504 ‐ 0.8978 ‐ 0.8654 
0.0729  0.2172  0.0292 ‐ 0.7465 ‐ 0.5098 ‐ 0.4357 ‐ 0.4065 
‐0.3407 ‐ 1.7221 ‐ 0.1363 ‐ 0.5045  0.5002  0.4276  0.2913 
0.7820  0.3549  0.3128 0.4106 0.8294 0.7089 1.0217
0.4765  1.5159  0.1906 ‐ 0.8556 ‐ 1.0892 ‐ 0.9309 ‐ 0.7403 
0.8657 ‐ 0.2492  0.3463 ‐ 1.1230 ‐ 0.3910 ‐ 0.3342  0.0121 
‐0.0043  0.5429 ‐ 0.0017 1.6322 1.6888 1.4435 1.4417
0.5420 ‐ 0.0771  0.2168 ‐ 0.8659 ‐ 0.3275 ‐ 0.2799 ‐ 0.0631 
‐1.1997 ‐ 0.3667 ‐ 0.4799 ‐ 0.4529 ‐ 0.3845 ‐ 0.3287 ‐ 0.8085 
1.8372  0.6342  0.7349 ‐1.5737 ‐0.9189 ‐0.7854 ‐0.0505
‐1.0015 ‐ 1.3335 ‐ 0.4006  0.5212  1.1133  0.9515  0.5509 
0.7178 ‐ 0.2504  0.2871 ‐ 1.3421 ‐ 0.6609 ‐ 0.5649 ‐ 0.2778 
0.3491  0.2160  0.1397 ‐2.3514 ‐2.0179 ‐1.7248 ‐1.5851
0.1329 ‐ 0.1370  0.0531 ‐1.5908 ‐1.1666 ‐0.9971 ‐0.9440
‐1.5950  0.0904 ‐ 0.6380  0.0534 ‐ 0.2308 ‐ 0.1973 ‐ 0.8353 
   
  0.0000  Mean 0.0000
  1.0000  Variance 1.0000








































SS σ , and  XS σ  represent the variance of X, variance of S, and the covariance be‐
tween X and S, respectively. Assume that the perturbed values of Y are gener‐
ated as follows: 
  , e βs αx γ y i i i i + + + =  i = 1, 2, …, n,       
  (4) 










perturbed  values  will  satisfy  the  same  statistical  requirements  as  Burridge’s 








Y and S be  XS σ . To satisfy this condition, 
  Cov(Y,S) = Cov[(αX + βS + e)(S)] = αE(XS) + β E(S2) = 
2
SS XS βσ ασ +    
  (5) 
since E(eS) = 0. Setting this expression equal to  XS σ  yields 
  Cov(Y,S) = 
2
SS XS XS βσ ασ σ + = .      
  (6) 
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α =   0.9990 0.8000 0.6000 0.4000 0.2000  0.0000 
S  X  Y  Y  Y  Y  Y  Y 
‐2.2314  0.6972  0.7295 0.8341 0.6678 0.4382 0.1682 ‐ 0.1344 
‐0.6940 ‐ 1.7339 ‐ 1.7084 ‐1.1201 ‐0.7213 ‐0.3674 ‐0.0422  0.2600 
1.2790  1.1636  1.1402 0.7286 0.4967 0.3072 0.1446  0.0040 
0.4442 ‐ 0.4836 ‐ 0.4540  0.0361  0.2974  0.5049  0.6780  0.8233 
‐1.5884  0.1432  0.0759 ‐0.9047 ‐1.3578 ‐1.6868 ‐1.9366 ‐ 2.1224 
1.0069  0.8774  0.9423 1.6601 1.8577 1.9332 1.9309  1.8655 
‐0.2114  0.7093  0.7235 0.7521 0.6605 0.5409 0.4033  0.2514 
0.8827  0.9078  0.9794 1.7644 1.9759 2.0528 2.0439  1.9655 
0.4523  0.9337  0.9708 1.2899 1.3083 1.2561 1.1590  1.0255 
‐1.0557 ‐ 2.7687 ‐ 2.7779 ‐2.4538 ‐2.0360 ‐1.5967 ‐1.1437 ‐ 0.6796 
0.0808  0.1185  0.0782 ‐0.4374 ‐0.6342 ‐0.7560 ‐0.8301 ‐ 0.8654 
0.0729  0.2172  0.1975 ‐0.0818 ‐0.2066 ‐0.2950 ‐0.3601 ‐ 0.4065 
‐0.3407 ‐ 1.7221 ‐ 1.7014 ‐1.1484 ‐0.7457 ‐0.3787 ‐0.0345  0.2913 
0.7820  0.3549  0.3866 0.7718 0.9052 0.9793 1.0158  1.0217 
0.4765  1.5159  1.4730  0.6923  0.2410 ‐ 0.1325 ‐ 0.4565 ‐ 0.7403 
0.8657 ‐ 0.2492 ‐ 0.2635 ‐0.3306 ‐0.2783 ‐0.1982 ‐0.1002  0.0121 
‐0.0043  0.5429  0.6069 1.3001 1.4798 1.5391 1.5215  1.4417 
0.5420 ‐ 0.0771 ‐ 0.0894 ‐0.1863 ‐0.1835 ‐0.1573 ‐0.1162 ‐ 0.0631 
‐1.1997 ‐ 0.3667 ‐ 0.3816 ‐ 0.5866 ‐ 0.6749 ‐ 0.7359 ‐ 0.7793 ‐ 0.8085 
1.8372  0.6342  0.5992 0.1831 0.0462 ‐0.0252 ‐0.0548 ‐ 0.0505 
‐1.0015 ‐ 1.3335 ‐ 1.2900 ‐0.5760 ‐0.1991 0.0983 0.3451  0.5509 
0.7178 ‐ 0.2504 ‐ 0.2751 ‐0.4818 ‐0.4873 ‐0.4456 ‐0.3739 ‐ 0.2778 
0.3491  0.2160  0.1388 ‐0.8341 ‐1.1943 ‐1.4106 ‐1.5350 ‐ 1.5851 
0.1329 ‐ 0.1370 ‐ 0.1814 ‐0.6972 ‐0.8586 ‐0.9368 ‐0.9618 ‐ 0.9440 
‐1.5950  0.0904  0.0808 ‐0.1737 ‐0.3588 ‐0.5274 ‐0.6856 ‐ 0.8353 
Variance of X  1.0000  1.0000 1.0000 1.0000 1.0000 1.0000  1.0000 
ρ  0.4000  0.4000 0.4000 0.4000 0.4000 0.4000  0.4000 
Variance of (Original – Perturbed) value  0.0017 0.3360 0.6720 1.0080 1.3440  1.6800 
   
Theoretically, we can derive the variance of (X – Y) as  






XX σ σ 2 2σ σ σ Y) Variance(X − = − + = − ,      
  (11) 
where  XY σ is the covariance between X and Y. We can derive  XY σ as 










XX XY − + = + = + + =     
  (12) 
Replacing the above result in equation (11) results in 











































































XX Σ ,  SS Σ , and  YY Σ  represent the covariance matrix of X, S, and Y, respectively. 
Let  XS Σ and  YS Σ  represent the covariance between (X and S) and (Y and S), 






  i i i i e β s α x γ y + + + =
T T , i = 1, …, n.       
  (14) 
As in the univariate case, we require that 
(1)  YY Σ = XX Σ , 









T α I Σ Σ β − =
− ,         
  (15) 
  , ) ( S β X α I γ − − = and         
  (16) 




SS XS XX SX
1
SS XS XX ee α Σ Σ Σ Σ α Σ Σ Σ Σ Σ
− − − − − =      
  (17) 
where I is the identity matrix,  X is the mean vector of X, and  S is the mean vec‐
























the resulting  ee Σ is positive definite. If not, it may be necessary to re‐
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= XS Σ          
  (20) 
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= ee Σ         
  (23) 
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= ee Σ         
  (28) 













0.9000 0.0000 0.8000 0.0000 0.0000  0.0000 
0.0000 0.9000 0.0000 0.3000 0.0000  0.0000 
S1  S2  X1  X2  Y1 Y2 Y1 Y2 Y1  Y2 
‐0.3793  0.5233 ‐ 0.2353  0.5124 0.1266 1.1704 0.4558 1.7471 0.9711  1.6967 
‐0.1618  0.3718  2.7470  0.6557 1.8349 0.7243 1.5139 0.4749 ‐1.3292  0.3339 
‐1.4152 ‐ 0.4663 ‐ 0.4189  0.0167 ‐0.4062 ‐0.5252 ‐0.5693 ‐0.9662 ‐0.1560 ‐ 0.9214 
‐0.4077  0.3961 ‐ 1.7639 ‐ 1.3652 ‐1.6766 ‐0.7302 ‐1.3380 0.7144 ‐0.0511  1.2222 
0.2739 ‐ 0.8532 ‐ 0.0608  0.8891 0.1494 0.5883 0.0881 ‐0.2059 0.1673 ‐ 0.5251 
1.1068  2.0839  1.8246 ‐ 0.3132 1.7891 ‐0.5967 1.6102 ‐0.9549 0.9863 ‐ 1.0123 
2.1818  0.9395 ‐ 0.4480 ‐ 0.8477 ‐0.6355 ‐0.9176 ‐0.6351 ‐0.9116 ‐0.3213 ‐ 0.8504 
‐1.0073 ‐ 2.3853 ‐ 0.4345  0.2968 ‐0.0961 0.6512 0.0273 1.1112 ‐0.0790  1.1571 
0.9858  1.0781 ‐ 1.3258 ‐ 1.8018 ‐1.3418 ‐2.1354 ‐1.3572 ‐1.8118 ‐0.0249 ‐ 1.4183 
0.1139 ‐ 0.2034 ‐ 0.2942 ‐ 0.5151 0.5774 0.5455 1.0672 2.0557 1.8581  2.2952 
0.4142 ‐ 0.8983 ‐ 0.3442 ‐ 0.2562 ‐0.5779 ‐0.5704 ‐0.7306 ‐0.8655 ‐0.9379 ‐ 0.8478 
‐0.8580  0.3205  1.1242  1.7454 1.0228 1.3899 0.8615 0.2431 0.1746 ‐ 0.2370 
0.2773 ‐ 0.4921 ‐ 0.3768 ‐ 1.4787 0.3883 ‐1.3504 0.5205 ‐0.4834 1.4896 ‐ 0.0933 
0.6457 ‐ 0.1180  0.0981  0.4519 0.1197 0.8283 0.2513 0.9642 0.0013  0.8300 
‐0.1903  0.6411 ‐ 0.2113  0.4001 ‐0.5856 ‐0.3399 ‐0.8348 ‐1.3984 ‐0.6818 ‐ 1.5803 
‐0.8776  0.1346 ‐ 0.5433  0.3189 ‐0.2591 0.5750 ‐0.0715 0.8461 0.6149  0.8476 
‐0.7941 ‐ 1.0653 ‐ 0.0322  2.0761 ‐0.0898 2.0652 ‐0.0753 1.1721 ‐0.4604  0.6490 
‐1.1311 ‐ 1.7688 ‐ 0.9724  1.1834 ‐1.4099 0.4398 ‐1.6757 ‐0.8390 ‐1.7688 ‐ 1.1468 
‐0.7989 ‐ 0.8843 ‐ 0.1855 ‐ 0.5428 ‐0.8414 ‐0.6864 ‐1.0338 ‐0.4976 ‐1.8070 ‐ 0.2596 
0.2944  1.3029  1.1571  1.4588 1.7095 1.5185 1.8201 0.8500 1.9579  0.3765 
‐0.0638  0.0855 ‐ 0.5562 ‐ 0.3392 ‐0.9546 ‐0.1490 ‐0.9186 0.2239 ‐1.0095  0.3703 
2.1286  1.3500  1.6608 ‐ 0.0101 1.6619 ‐0.1186 1.5464 ‐0.5447 0.7361 ‐ 0.7451 
‐1.0819 ‐ 0.3042 ‐ 0.0716 ‐ 0.9457 0.1728 ‐0.6908 0.2553 0.2259 0.4937  0.6096 
1.5504  0.3104 ‐ 0.5016 ‐ 0.6148 ‐0.7614 ‐0.6332 ‐0.7699 ‐0.5867 ‐0.6810 ‐ 0.5267 
‐0.8059 ‐ 0.0989  0.1646 ‐ 0.9752 0.0835 ‐1.0525 ‐0.0077 ‐0.5629 ‐0.1430 ‐ 0.2240 
Variance  1.0000  1.0000 1.0000 1.0000 1.0000 1.0000 1.0000  1.0000 
Correlation with S1  0.2000 ‐ 0.3000 0.2000 ‐0.3000 0.2000 ‐0.3000 0.2000 ‐ 0.3000 
Correlation with S2  0.4000 ‐ 0.2000 0.4000 ‐0.2000 0.4000 ‐0.2000 0.4000 ‐ 0.2000 




















formed  on  the  masked  data  yield results  that are  identical  to  that  using  the 
original data. The only way to achieve this objective is to maintain all sufficient 
statistics of the masked data to be the same as the original data. In practice, it is 













ses  that  do not  rely  on  the  normal  (Gaussian)  model  will  be  different  when 
masked data is used in place of the original data.  
In this study, we provide a simple technique that allows data providers to cre‐
ate perturbed attributes which preserve a set of statistics (mean vector and co‐
variance matrix) of the original attributes exactly while offering a selectable de‐
gree of similarity between original and perturbed data. The data provider can 
explicitly specify the degree of similarity between the original and masked data 
by appropriately choosing α. The data provider also has the flexibility to specify 
different levels of similarity for different confidential variables. Hence, for con‐
fidential variables that are considered more sensitive than others, the data pro‐
vider can choose a higher level of perturbation (lower level of similarity). We 
believe that this approach offers a reasoned compromise between releasing un‐
masked data and synthetic data. We hope that generating perturbed values in 
this manner will lead to a greater acceptance of masked numerical data. The 
procedure described in this study will be available in μ‐Argus [7] package in the 
near future.  
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