We show that there exist classes of explicit numerical integration methods that can handle very sti problems if the eigenvalues are separated into two clusters, one containing the sti ", or fast components, and one containing the slow components. These methods have large average step sizes relative to the fast components. Conventional implicit methods involve the solution of non-linear equations at each step, which for large problems requires signi cant communication between processors on a multiprocessor machine. For such problems the methods proposed here have signi cant potential for speed improvement.
Introduction
In this paper we consider explicit numerical methods for problems with a large gap between the time constants of the fast components which are assumed to bedamped out after a short time and the time constants of the slow, active components those still present in the solution. The fast, damped components arise from eigenvalues with large negative real parts, while the active components can arise from driving terms in a non-autonomous system or from eigenvalues of smaller magnitude. It will be convenient to think of the problems as having two sets of eigenvalues: one with very negative real parts and a second set that are close to the origin. The gap is, loosely, the distance between these sets.
In the absence of fast driving terms, the fast components in the true solution corresponding to the large eigenvalues will be rapidly damped. If we h a d a v ery good numerical integrator for the fast region, the numerical solution would have the same properties.
NEC Research Institute, retired y Princeton University, Dept of Chemical Engineering. Supported in part by A F OSR Dynamics and Control program, Dr. Mark Jacobs Such an inner" integrator could be an explicit one, using step sizes of the same order of magnitude as the fast time constants. It could, however, be any method provided that it is accurate and damping. For example, it might i n volve the simulation of the underlying system at a di erent level of modeling detail: it could bea Lattice-Boltzmann simulation or even a Molecular Dynamics simulation of a ow, a more ne-grained model than the Navier-Stokes description of the same problem. Indeed, a major motivation for this approach, which will be pursued in a subsequent publication, is the desire to beable to exploit short-term simulation results of existing ne" microscopic model codes and to derive from them results over long time scales. This will be done by a coarse-motivated" post-processing through the outer" integrator.
Once beyond the region where the fast components are active, we would like to use step sizes in a numerical integration commensurate with the slow components, corresponding to the small eigenvalues of the system Jacobian. Conventional wisdom tells us that we have to use implicit methods in this case, and then to solve the resulting coupled nonlinear equations using some approximation to the system Jacobian or of the subspace corresponding to the large eigenvalues e.g. by a Krylov technique through an approximation of the dominant subspace of the Jacobian. The methods we propose do not require any approximation to the Jacobian or any representation of its dominant subspace.
We are concerned with the integration of the initial value ODE y 0 = fy; y0 = y 0 1 where y and f are n-dimensional vectors and n is typically large.
We wish to consider problems in which it is not practical to use implicit methods. This could occur because we already have a large code that implements an explicit integration and it is not practical to re-engineer that code; it could occur because of the size of the problem, or because nonlinearities make the solution of the system of nonlinear equations impossible when large steps are used. Although we will talk in terms of ordinary di erential equations, the primary application is undoubtedly to problems arising from the semi-discretization of partial di erential equations.
Intuitively, the idea is very simple: we take a small numberof steps of an inner integrator at a time scale corresponding to the fast time constants until those components are heavily damped. Then we perform apolynomial projection or extrapolation forward over a long step commensurate with the slow time constants from the results of the inner integration. The inner integrator can be an explicit method since it is using a small step although it does not have to be. For now, the reader may nd it convenient to think of the inner integrator as a perfect integrator" -one that exactly reproduces the behavior of the di erential equation over very small temporal step sizes. Of course, such an integrator does not exist except for those problems whose integral can beexpressed explicitly. In hybrid micro-macro-versions of the codes we propose, the inner" integrator could bemicroscopic model of the problem, while the outer" extrapolation procedure would bea more conventional one. We will see later that the existence of a perfect integrator is not a requirement for the method, nor would its existence be of any great value compared to existing numerical methods.
The extrapolation can be viewed as an outer integrator. In this view, the steps of the inner integrator serve to damp the fast components and develop the numerical solution of the slow components over a small interval. That numerical solution is then numerically di erentiated to get the derivatives needed for the outer integrator. Performing numerical di erentiation avoids some of the error ampli cation inherent in an evaluation of fy due to the large eigenvalues of the Jacobian @f=@y.
When the outer integrator is simply an extrapolation from the small-step smooth solution, it is essentially an explicit method. We will see that the extrapolation can also beviewed as the predictor to befollowed by the outer integrator analog of an implicit method. This implicit method can generally be solved by a predictor-corrector functional iteration, even at the large outer step size.
The reader might think that these should be called extrapolation methods", but that name has already been used for methods which estimate the error terms by extrapolation 1 to h = 0, an unrelated class of methods. Hence we call the proposed methods Projective Integration Methods.
These methods have some similarities with methods in the literature. We will mention a few recent papers containing ample references to earlier ones. Many of the related literature methods generate the dominant subspace of the Jacobian the subspace spanned by the eigenvectors corresponding to the large eigenvalues and then solve for the fast components in that usually lower-dimensional subspace. They often form the subspace from the Krylov sequence see 4 , 5 , and 2 , or they may use Chebychev polynomials to get a lower dimensional approximation to the solution operator in the fast subspace 7 .
A related set of papers 6 , 8 , and 10 address the issue of greatly extending the region of stability along the negative real axis so that it is suitable for parabolic equations by using a set of step varying step sizes. The set of step sizes determine the polynomial approximation to the exponential operator and are chosen to make this approximation less than one in magnitude in the desired regions. Reference 6 indicates how the regions can take a numberof shapes. Such methods could beused to generate the shape of stability region we address. However, the methods we will use are quite di erent and rely only on the basic stability properties of the explicit integrators we will use, not on a special collection of step sizes.
We assume that the stability of the di erential system 1 and the numerical method can be approximated by studying the stability of a local linearization, and that the eigenvalues of the Jacobian J = @f=@y are clustered into two groups G 0 and G 1 . We assume that there is a large separation, or gap, relative to the size of the clusters between the clusters see Figure 1 , that G 0 is in the neighborhoodof the origin, corresponding to the slow components and that G 1 is well into the left-half plane. If there are driving terms, the time constants of the driving terms should be viewed as if they were additional eigenvalues in the G 0 cluster in this discussion since we will be concerned with methods that are accurate for the components in G 0 .
In the methods proposed below we are happy to use conventional integrators in the region where the fast components are active with conventional integrators, since a small step size is needed in this region. When the problem becomes sti , i.e. when the fast components become negligible at the accuracy desired, the conventional inner integrator damps the fast components, and thus avoids any direct representation of the dominant subspace. Taking advantage of this we can achieve an explicit outer integrator that is stable even at large step sizes. The slightly surprising result is that the stability region for the outer integrator is essentially the same as that for the related conventional explicit integrator for just the slow components.
In the next section we will consider the simplest realization of the proposed method and analyze its stability. Then we will examine a numberof extensions of the method and show that the behavior of the simplest method is not a special case, but typical of many possible realizations.
Finally we will apply the method to some examples. where the derivative approximation is given by y 0 n+k+1 = y n+k+1 , y n+k =h
The k steps of the inner integrator will damp the fast components su ciently to o set the growth of the same components in the extrapolation step. In fact, each application of the inner integrator multiplicatively reduces the fast components, so the error reduction scales with a power of k whereas the growth in the extrapolation is linear in M. This will be seen in the simple analysis below.
We will assume that the inner integrator is a linear method. This is de ned to bea method that commutes with a linear transformation of the dependent variables in the equations. That is, applying the numerical method to the di erential equation 1 to get y n and then computing z n = Qy n for some nonsingular, constant transformation Q gives the same results within roundo error as applying the method to the transformed di erential equation z 0 = QfQ ,1 z. Most numerical integration methods are linear. When a linear method is applied to the linear, constant coe cient equation y 0 = Ay it is equivalent to applying it separately to the set of scalar equations y 0 = y where the are the eigenvalues of A. Hence, we can do linear stability analysis of linear methods by analyzing their e ect on the scalar test equation y 0 = y 3 for each of the eigenvalues, , of the problem.
One step of the inner integrator applied to eq. 3 over step size h starting from y = y n will give y n+1 = hy n where is the ampli cation of the method. For the perfect integrator, h = exph.
We now consider the error propagation of PFE for a linear equation. Suppose that the error at t n in an eigencomponent corresponding to eigenvalue is n . We must consider the behavior for each in G 0 and in G 1 . After k inner integrations steps, the error is ampli ed" normally, that will be a decrease to n+k = k n : We write to mean h. When the extrapolation 2 from step k and k + 1 to k + 1 + M is performed, that error will be ampli ed to
Hence, the error ampli cation in the compound step, which w e will denote by h, is given by n+k+1+M = h n where
The method is absolutely stable if j hj 1. Absolute stability depends on the value of h. The region of absolute stability hereafter called the stability region in the h-plane is the set of h for which Eq. 4 gives j hj 1. We can nd this region by plotting the locus of all h for which j j = 1. This locus will divide the h-plane into two or more regions. By continuity, i f a n y point i n a region is stable, then all are.
This region depends on the form of the inner integrator. If the inner integrator is perfect, we get the stability regions shown in Figures 2, 3 , and 4 for PFE methods with k = 2 and M = 5; 7 and 9. We refer to this class of methods as Pk-M methods. Note that only the strip for imaginary values in ,i; +i is shown. This strip is repeated at a spacing of 2i. We see that, in the rst two gures, the plane is divided into two regions. Since the point at ,1 gives = 0 for the perfect integrator, the region to the left of the boundary is the stability region. In the Figure 4 the stability region has split into multiple parts -the interior of the closed contour on the right-side of the graph which is repeated every 2i, and the semi-in nite part on the left. Now there is a gap in the h values on the negative real axis for which the method is stable.
It is impossible to nd even an approximation to a perfect integrator for large values of h except for trivial problems, so the apparent in nite stability region in this h-plane is somewhat misleading.
We can, instead, plot these stability regions for any speci c inner integrator. For example, gures 5, 6, and 7 show the stability regions for the same three methods P2-5, P2-7, and P2-9 if the inner integrator is the FE method. For reasons which will be apparent shortly, the regions are displaced a distance one to the right so that the origin in the h-plane appears at the point 0,1. Notice now that the regions which are the interiors of the curves shown are nite because the FE method used as the inner integrator is unstable for large h.
The stability regions in the h-plane are determined by t wo factors -the form of the outer integrator and the form of the inner integrator. In analyzing speci c methods it will be necessary to consider the impact of the inner integrator and its e ect of the stability regions. Fortunately we can consider the impact of the outer integrator independently of that of the inner integrator by considering the stability in the -plane using eq. 4.
It is the set of values of inner for which the outer 1. Because FE gives h = 1 + h it is simply a shift by 1 of the stability plot of the method using FE as the inner integrator, which we have shown in Figures 5 to 7. To nd the overall stability region for any speci c inner integrator it is su cient to to map back from the -plane to the h-plane using the particular form of h for the inner integrator. Thus Figure 2 is simply the logarithm of Figure 5 .
We notice that as M gets larger, the stability region breaks into two. It is easy to show that no matter what the value of k, for su ciently large M the stability region will separate in this way as it has in Figure 7 . In fact, the regions split when M is around 3:6k for large k. Asymptotically for large k, the split occurs when M k where is the real root of = exp1 + 1= . See Section 4.
However, as long as we h a ve a gap in the spectrum and can arrange for cluster G 1 to be in the left-hand region and cluster G 0 to be in the right-hand region, the method will be stable. In fact, we can not expect all eigenvalues in cluster G 0 to be inside the righthand region since there can be small positive eigenvalues corresponding to slowly growing components. All that matters is that the method is accurate for those components.
M will be chosen so that the e ective step size" of the outer integrator, M h , is commensurate with the slow components, that is, M h = = 0 where 0 is an eigenvalue in the slow cluster G 0 and is chosen for error control, typically in the range 0:001 0:2. If there is a large gap in the spectrum then M can belarge and considerable savings in integration achieved.
We show in Section 4 that, however large M, we can always choose k so that the method is stable, provided that the step size of the inner integrator can be chosen so that 1 for all eigenvalues in G 1 . The result follows from the lemma in Section 4 that says that as M becomes large the stability regions in the -plane approach two disks, one centered at the origin with radius 1=M 1=k and the other centered at 1 , 1=M with radius 1=M. Figure 7 illustrates this, although M is still relatively small and thus the regions are far from circular this is an asymptotic result.
The e ective outer integrator step size is M h . Hence it is interesting to consider stability in the M h -plane and ask where the eigenvalues in G 0 must lie. This map depends on the form of the inner integrator. If the inner integrator is the FE method and we map the second right-hand disk into the M h plane we get a circle centered at ,1 and radius 1. This is precisely the stability region for FE at step size M h .
Interestingly, this result is also true asymptotically for any inner integrator that is at least rst order as it almost certainly is. This occurs because rst order implies that h = 1 + h + Oh 2 . If M h is xed as M becomes large, this implies = 1 + M h =M + MhOM ,2 . Hence, the map of the stability region from theplane to the M h -plane in any xed regions of the M h -plane asymptotically approaches the stability region of the FE method.
The radius of the rst left-hand disk shrinks as M increases. We must choose a k large enough to shrink the k values corresponding to the eigenvalues in cluster G 1 into this disk. As long as the maximum corresponding to any of these eigenvalues is less than one, this is possible and we have k k 1 = , logM= log max 5 where max is the maximum value of j hj for eigenvalues in the set G 1 .
E ciency of the PFE Method
We de ne the e ciency improvement o f t h e method as E = M=k + 1 6 because, with k + 1 inner integrations we are actually advancing an additional distance of M steps. Thus, if E has a value of 0 there is no advantage, while if E were 9 we w ould have a speed up of E + 1 , or 10.
If we know something about the inner integrator, it is possible to estimate E based on the location of the eigenvalue clusters. We will assume that G 1 is a cluster centered on real negative 1 with radius r = Dj 1 j as shown in Figure 1 . Here, D is the relative radius of the cluster G 1 . If we use FE for the inner integrator with h = ,1= 1 7 we can see that j hj h r = r =j 1 j 1
Note that 1 and r are values representing our imperfect knowledge of the eigenvalue locations and are used to estimate the maximum value of . This estimate is calculated from these assuming both constant eigenvalues and linearity. Neither of these will, in general, be true. Hence in practice r must be taken as somewhat larger than would be given from a direct eigenvalue calculation.
Let us suppose that the time constant of the slow components is given by 1= 0 . 0 could be the largest in magnitude of the eigenvalues in cluster G 0 , or it could represent the speed of driving components that have to be tracked accurately. The outer integrator must use a step commensurate with 1=j 0 j, but for accuracy it will have to be smaller than that, say =j 0 j, where is dependent on the integration accuracy required. Since the time scale is arbitrary, i t i s c o n venient to normalize and use the descriptors S = j 1 = 0 j and D = j r = 1 j. Here, S is the sti ness," de ned as the ratio of the typical fast component that it, center of the eigenvalue set to the slow component of interest, while D is the dispersion" of the sti eigenvalues -that is, the extent to which they are spread out. A dispersion of one means that there is no gap and the proposed method is of no value.
With these parameters we can express the e ciency improvement a s E = S logD log D + logS 9
Note that from eq. 8 S = M. Eq. 9 shows that the speed improvement depends on the accuracy required -through ; the relative speeds of the fast and slow components -through S; and the amount to which the fast components are dispersed -through D. 
The Inner Integrator
Generally we are not concerned with the exact nature of the inner integrator, only that it is at least rst-order accurate for the slow components and damping for the fast components. If we use an explicit method for the inner integrator, h will be a polynomial in h. For example, if the forward Euler method is used, is the linear polynomial 1 + h so that k is simply 1 + h k if a xed step size is used for the inner integrator. By using the approaches of 6 , 8 and 10 and varying the step size over the rst k inner steps, say by using the sequence h j = j h; j = 1 ; ; k , we can achieve an ampli cation factor over the rst k inner steps of
where = h. The j can be chosen to give this polynomial other desirable propertiesfor example the minimax polynomial over the cluster G 1 . If all of the eigenvalues in G 1 are negative real, the minimax polynomial is approximated by the Chebyshev polynomial of degree k over the line segment containing the eigenvalues.
3 Higher-order and Implicit Outer Methods
We are not usually content with a rst order integration method so we naturally ask about higher-order methods. Here we are referring to the outer integrator" since the inner integrator method can be chosen independently of the outer one. What is important for the inner integrator is its ability to damp the fast components quickly. Since its step size is small compared to the outer step, accuracy is almost certainly assured for the slow components in the inner steps. The Pk-M Method described above is an example of an explicit method. Since the stability regions of implicit methods are superior to those of explicit methods, we naturally ask about the existence of implicit" outer methods. We put implicit" in quotes because we are deliberately trying to avoid solving large implicit systems that involve a Jacobian. We will show that they can be solved by a simple predictor-corrector iteration using the power of the power."
Higher-order Explicit Methods
In the Pk-M Method, the inner integrator computed two important pieces of information from the value y n for the outer integrator: approximations to y n+k and to y 0 n+k . The approximation to y n+k provides damping of the fast components by k applications of the inner integrator while the approximation to the derivative was used in the outer integration formula. The obvious extension of this rst-order method is to ask the inner integrator to provide approximations to additional derivatives at t n+k and use these in a Taylor's series to compute y n+k+M . Each additional derivative will require one more inner integration step.
If we do q additional inner integrations steps after the initial k such steps, we can estimate the rst q derivatives at t n+k . An alternative view is that we do a q-th order extrapolation forward a distance M hfrom the values y n+k ; y n+k+1 ; ; y n+k+q to form y n+k+q+M . We will call this a Pk-q-M method so that the previous method is a Pk-1-M method. This method has properties similar to the Pk-M Method: for small M there is a single stability region see 3 kso that the numberof inner integration steps, k + q, increases more slowly than q, the order.
Implicit Methods
The Pk-q-M is closely related to q-th order Taylor 12 Viewing the inner integrator as a device that can approximate derivatives we can implement a projective analog of this method which we will call the Pk-q 0 ,q 1 -M method. It uses q 0 additional steps following the calculation of y n+k to estimate the rst q 0 derivatives at t n+k+q 0 ; it also uses a similar estimate of the rst q 1 derivatives at t n+k+q 0 +M +k . The latter is accomplished by using y n+k+q 0 +M to rst integrate to t n+k+q 0 +M +k and then integrating a further q 1 inner steps and using the last q 1 + 1 values to estimate the q 1 derivatives. It then uses these derivative estimates in the analog of eq. 12.
We will look at the Pk-1-1-M method in a little more detail since it illustrates the general issues. To reduce the length of subscripts, we will write N for n + k + 1 + M. As long as steps 3 and 4 are iterated until the iteration error is small, it is su cient to study the stability of the corrector formula 13 only.
We are using the equivalent of a functional iteration to solve the implicit corrector equation 13. In conventional methods, functional iteration cannot beused when the problem is sti i.e., h is large. However, in this case, the k inner integration steps save the day. Writing 19 Note that once again, the gap requirement plays a role. Eigenvalues must either be in cluster G 1 where the inner method is such that is inside a disk of radius of order 1=M 1=k or in cluster G 0 close to the origin where criterion 19 applies to M h . M h is, of course, the e ective outer integrator step size.
In the related one-step method y n+1 = y n + h y 0 n + 1 , y 0 n+1 = 1 corresponds to the FE method, = 0 corresponds to the backward Euler method, while = 0 :5 yields the second-order trapezoidal rule. In the Pk-1-1-M method = 1 corresponds to the PFE method, while with = 0 we have a method akin to the Backward Euler Method. Choosing = 0 :5 looks like the trapezoidal method, but it is not second order. Second order is achieved with a slightly di erent value of because the two derivative estimates formed by di erences are only second order accurate at the midpoints of their di erence intervals, namely t n+k+1=2 and t N+k+1=2 respectively. These have to becombined to get a second order accurate estimate of the derivative at the midpoint of the outer integration interval, namely t n+k+1+M=2 . This leads to 2 = M + 2 k + 1 2M + k + 1 as the value which yields second-order accuracy. As M becomes large, this becomes 0.5.
The stability regions for P2-1-1-M methods are illustrated in Figures 12 to 15 . In Figure 12 we show the stability region for M = 5 and = 0 or the Projective Backward Euler Method. The method is stable everywhere except in the interior of the three disklike regions. The rightmost region corresponds to the region of instability of the standard Backward Euler Method which is a circle centered at 1 and radius 1 in the M h -plane. The leftmost two regions are approximately circular, and asymptotically for large M they become disks centered at the k-th roots of ,1=M and radius 1=kM k+2=k . The reason we h a ve used such a small M for Figure 12 is that for M of any practical size, the leftmost regions are so small that they can not beseen when plotted on the same scale as needed for the rightmost region. The next few terms in the asymptotic expansion are signi cant in the estimate of the centers for such a small M -the next two terms change the center of the upper left disk by ,0:1 , 0:06i.
As increases towards the value for which the method is second order, the size of the right-hand region of instability spreads further into the right half plane, and the small disks of instability on the left increase. Figure 13 shows the P2-1-1-100 Method note the much larger M for = 0:49. Again, the region of stability is everywhere except the interior of the regions plotted. As increases a little more, the right-hand region grows very rapidly, then brie y becomes a large region in the left-half plane enclosing the other regions. The stability region is now the interior of the region whose boundary passes through = 1 with the exception of the interior disks, which b y n o w h a ve become distorted. It is shown in Figure 14 for M = 5. As continues to increase, the larger region, now in the left half plane, shrinks and its boundaries coalesce with those of the disk of instability. Figure 15 shows the regions just coalescing in the case M = 5 . Figure  16 shows the P2-1-1-100 method for the that gives a second order method. Note that the boundary comes within about 1=M 1=2 of the origin, corresponding to the location of the centers of the disks of instability. As increases further towards 1, the stability region shrinks, pinches o , and becomes as described for PFE. See Figure 7 .
It appears at rst sight as if the second-order method whose stability is shown in Figure 16 should bevery goodfor problems with all real eigenvalues since its stability region includes the whole of the interval 0,1 on the -axis. The inner integrator could presumably be chosen to keep real and positive in that case, e.g., by c hoosing h in FE to be the inverse of the most negative eigenvalue. However, this is an implicit method, and we s a w in eq. 15 that the condition for predictor-correct convergence also restricts . If one has to resort to solving the implicit corrector by some form of Newton iteration, nothing has been gained by the proposed method.
The main point to be noted from this discussion is that there will be instabilities about 1=M 1=k from the origin. Even if one has very good knowledge of the location of the eigenvalues and the values of h for those eigenvalues convergence of the functional corrector iteration will still restrict the application of the methods to problems with gaps in their spectrum.
Analysis of General Methods
This section will sketch proofs of results stated in previous sections and discuss some of the methods in more generality. It can be skipped by readers not interested in the general theory.
Stability Region Gap
In Section 2 we noted that in the Pk-M method, an M larger than about 3:6k would cause the stability region to break into two pieces. This can beseen by considering eq. 4 and asking when the locus of can cross the real axis as traverses the unit circle.
Clearly, there can only be a real root of eq. 4 when is real, namely, +1 or ,1.
Graphically it is easy to see that when = +1 there are two real roots for , namely +1 and , 1=M 1=k . When = ,1 w e can rewrite eq. 4 as
The graph of the left-hand side is independent o f M and composed of two pieces, convex downwards in the positive half plane and convex upwards in the negative half plane. As M increases, the graph of the right-hand side, which is a straight line passing through 1,-1 and 0,M slowly tilts up until it intersects the graph of the left-hand side in the right-half plane. For positive M less than this value, there are no real roots for so the real axis in the -plane is cut in only two places by the boundary of the stability region, as shown in Figures 5 and 6 . For M greater than this value, the stability region boundary intersects the real axis in four places and we have the situation shown in Figure 7 . The critical value of M is at the point that eq. 20 has repeated real roots. 
Stability Regions for Higher-order Explicit Methods
From the q-th order extrapolation formula using forward di erences, the error amplication for the Pk-q-M method can beseen to be
The stability region is the set of for which in the unit disk, and can befound once again by forming the locus of the values of when = expi; 2 0; 2. The regions are shown for q = 4 ; k = 4 and M = 6, 8, and 10 in Figures 9 through 11 . Once again we note that as M increases, the stability region pinches o " and breaks into two regions.
As before, we can analyze the behavior asymptotically in large M. By series expansion we can demonstrate that the k + q roots of eq. 22 are: The locus of is precisely the boundary of the stability region of the q-th order Taylor Series Method, so that the scaling of by 1=M in eq. 24 maps the usual stability plot into the scaled version in the plane, as stated earlier. Figures 7 and 8 show the two sections of the stability region for the P4-4-100 Method. Figure 17 shows the righthand section that passes through = 1 mapped into the , 1M-plane, corresponding approximately to the M h -plane for the outer integrator at step size M h . Comparing this with the stability region for the classical fourth-order explicit Runge-Kutta Method see, for example, 3 Section 2.6.1 we see that they are very close. As M tends to in nity they become the same. Figure 18 shows the left-hand section around = 0 scaled by M=4! 1=4 see eq. 23. As can be seen, it is close to the unit disk.
Implicit Methods
The general form of the implicit Taylor's series method is given in eq. 12. The analogous projective method, the Pk-q 0 -q 1 -M method will be y N = 1 + h 01 r + + h q 0q 0 r q 1 y n+k+q 0 + h 11 + + h q 1q 1 q 1 y N+k 26
where is the forward di erence operator y n = y n+1 , y n and r is the backward di erence operator. These provide approximations to the derivatives. We use the backward di erence operator on the left hand end to emphasize that we will project forward from the furthest forward point computed in the inner integration, namely y m+k+q 0 . The coe cients ij are chosen to achieve the desired order the order is de ned to be the maximum integer such that the method is exact for all problems whose solution is a polynomial of degree no greater than the order. The coe cients ij have to be chosen to achieve some order of accuracy or other behavior. The maximum order of accuracy that can be achieved is q 0 + q 1 . If less is used as, for example, in the P-k-1-1-M method discussed earlier then the degrees of freedom can beused to try to achieve other properties. Given the large numberof possibilities, we will say little about the general methods, but will analyze one particular case -q 0 = 0 which is what might be called the Backward Taylor's Series BTS method. If the 1j are chosen to achieve order q = q 1 then the coe cients are uniquely determined as functions of k and M.
We can construct the coe cients as follows:
The q-th degree polynomial that passes through y N+k+i for i = 0 ; ; q can be written as pt = 1 + t , t N+k + + t , t N+k t , t N+k+q,1 q! q y N+k
We h a ve taken the step size h to be 1 in this equation to reduce the numb e r o f c haracters in the equation. This polynomial passes through y N+k . However, we w anted to construct a polynomial that passes through y n+k+q and has the same di erences as pt at the points t N+k+i . We are projecting forward from y n+k+q because we assume that in the previous outer step we computed k + q steps forward from y n in order to perform the previous BTF step. Hence we add the constant y n+k+q , pt n+k+q to pt to get the desired interpolating polynomial." Then we compute the approximation to y N from it, getting y N = y n+k+q + pt N , pt n+k+q 27
It may seem strange that the interpolating polynomial" does not actually interpolate at the points t N+k+i . We could achieve that by using a polynomial of one degree higher. However, if we do that, we appear to lose convergence of the predictor-corrector iteration in many cases. We can study the stability of BTS for large M by noting that if we k eep the dominant terms in M in each di erence in eq. 27 we get:
For the linear test equation with an inner integrator having an ampli cation we nd that the ampli cation from y n to y N is given by
We can analyze the stability region of this for large M as before by considering the locus of corresponding to on the unit circle. In the region of = 1 we consider = 1 + = M where = h. We nd that the region is bounded by such that
Comparing this with eq. 25 we see that it bounds a region that is the mirror image in the imaginary axis of the stability region for the explicit q-th order method. The remaining k roots of eq. 28 when = exp,i can be shown to be small, nearly circular regions centered at the k-th roots of ,1=,M q by asymptotic analysis. The BTS method is stable outside of these regions.
Examples Example 1: The Brusselator with Rapidly Replenished Source
The simple Brusselator models a chemically reacting system with two time-varying concentrations, X and Y , t wo source materials", and two nal products. The di erential equations are: where the concentrations, A and B, of the source materials are usually assumed to be constant and thus parameters. One might expect the A and B concentrations to be depleted locally as they are used in the reaction, although in the presence of a large supply reservoir, they will be replenished by di usion and or convection. We will add to this model a term for the depletion of the concentration B, followed by a replenishment a t an exponential rate as might be expected with di usion from a reservoir. The additional equation is B 0 = B 0 , B= , BX Thus, the concentration B is reduced through its reaction with X but restored to it base" level B 0 with a time constant o f . This introduces a fast term into the reaction, or sti ness.
For values A = 1; B 0 = 3 the system has an unstable equilibrium at X = A; Y = B 0 =A; B = B 0 but from any other starting point it tends to a limit cycle in which X ranges from about 0 t o 4 a n d Y ranges from about 1 to 5. See 9 for example.
The system was integrated over the interval 0,10 using the P-k-1-M method starting from X = A + 0 :1; Y = B 0 =A + 0 :1; B = B 0 . was 10 ,4 . The inner integrator was the FE method with h = . For k = 4 we got the results at t = 10 shown in Table 1 . In order to reach the end point exactly, the nal outer step was modi ed as follows: If k + 1 inner steps of size h would pass the end point, the inner step size was reduced so that k + 1 steps got there exactly and no outer step was taken. Otherwise, M for the last outer step was reduced to that needed to reach the end point exactly. In a production code, one would interpolate to hit desired output points. All calculations were done in Matlab on a Pentium III.
The last line in Table 1 with M = 2560 corresponds to an outer integrator step size of 0.256 which i s m uch to large for a rst order method in a problem with active eigenvalues of the size of this problem. At X = 4 :9; Y = 2 :7; B = 3 the eigenvalues of the Jacobian are ,0:7677 4:8395i and -1004.9
We estimate the actual errors from these results as follows. Assume that the error in each step of the FE inner integrator is C h 2 , and in each step of the outer integrator is CM h 2 . The same C is used in both error estimates. C is also assumed to be constant Over an integration interval of size L we make L= hM + k + 1 outer steps and k + 1 times as many inner steps. Thus the total error -if it is simply the sum of the errors in each step -i s E r r= C Lk + 1 hM
Thus, for large M we will see the linear error growth we expect from a rst order method, but not for smaller M. Table 2 .
The errors in Table 1 will beapproximately in these ratios. If we assume that the rst two rows of Table 1 satisfy these ratios, the di erences between its rst two rows will be16:2 , 7:0=7:0 of the errors in row 1. From this assumption we can estimate the error in row 1 as 0.000208 in X and -0.001318 in Y . We are showing more digits here because these values were computed from stored numbers held to greater precision than those printed in the tables. Hence the true" solution at t = 1 0 can beestimated as X = 0:48745; Y = 2:7247. Integration using a version of LSODE with tolerance of 10 ,10 gives the answers X = 0:487424; Y = 2:724937; B = 2:999854. From these we can estimate the errors in X and Y in Table 1 to be as shown in Table 3 . In that table, the nal two columns show the estimated errors divided by the error coe cients shown in Table 2 . If the analysis were exact, all entries in a column would bethe same. The nearly equal values indicated that the analysis is a good approximation until M becomes quite large.
For k = 1 we get the very similar results shown in Table 4 . A similar analysis veri es that these results have the expected error behavior from eq. 29.
We see that k = 1 is adequate for this problem. This occurs because a there is a single large eigenvalue so we can chose an h for the FE inner integrator to make = 0, b the eigenvector corresponding to the large eigenvalue the dominant eigenvector does not vary much, and c the problem is only mildly non-linear in its fast components. Real-world problems are unlikely to bethis cooperative. To illustrate the impact of a non-zero we ran the problem with an inner step size of h = =2. This means that for the large eigenvalue is about 1 2 actually 1,1004:9=2000 at the end of the interval. For large M we m ust have k 1=M according to the theory. To test this, we i n tegrated the problem using Pk-1-M with M = 320, 640, 1280, and 2560 with various k to determine the rst k for which the results were stable which was evaluated to be the rst k for which the computed X and Y were not NaNs Not-a-Number's. The results are shown in Table 5 . M X Y 100 8.5777e-8 -5.4912e-6 200 4.1974e-8 -5.3997e-6 400 2.3872e-9 -5.2624e-6 800 2.1634e-7 -5.6259e-6 1600 1.4048e-7 -4.5435e-6 3200 2.7148e-6 -7.9766e-6 6400 1.4444e-5 -2.5224e-5 12800 5.8682e-5 -8.6436e-5 25600 2.5100e-4 -3.6538e-4 51200 9.8082e-4 -1.2701e-3
The numerical result for M = 2560 and k = 1 0 w as grossly in error -the nal value of B was 7.1. With k = 11 better results were obtained, although M = 2560 corresponds to such a large outer step size that accuracy can hardly be expected.
The values of k 1 given by eq. 5 for these values of M are shown in Table 6 . We used the second order projective method on the same problem with = 0 :000001 and k = 4. The smaller value of was used so that the inner step which was equal to was small enough that the error from the inner steps did not dominate the error from the outer steps. The second order behavior can beobserved for a short range of M as shown in Table 7 . For smaller M the errors from the inner integrator appear to dominate. The nal value of B was 3.0 to the precision printed in all cases, so its error is not shown. The other errors are based on the nal value computed by LSODE as X = 0 :48739228; Y = 2 :725322.
Example 2: An Index-reduced Di erential Algebraic Equation
We will consider a pendulum described by ODEs derived via the Euler-Lagrange equations with constraints. This is one of the simplest set of Euler-Lagrange systems. C T q C q = Cq + 2 C q H p to get an easily-solved index-1 DAE. Under some conditions with a small there is a boundary layer" whose width is order after which the solution is an order perturbation of the solution of the original problem. The eigenvalues corresponding to the fast components are approximately ,1= so h can bechosen to be in the inner integrator.
Note that this technique is proposed only to give an illustration of the algorithm. It is not a goodway to solve such problems over long time periods because it is equivalent to replacing the constraint with a sti " near-constraint that forces the solution back onto the manifold of the constraint v ery rapidly rate 1= and with damping so that the corresponding eigenvalues are real. However, the damping is absorbing small amounts of energy so the system is no longer Hamiltonian, and energy is slowly dissipated.
The pendulum problem -normalized with unit length rod and unit mass -is given by Hp; q = u This was integrated using the Pk-q-M method for several values of the parameters k, q, and M, and also several values of . The initial conditions at t = 0 were x = 0, y = ,1, u = 2, and v = 0. The analytic solution for = 0 is x = sin; y = cos where t = 4 tan ,1 , expt. Hence at t = t end = , logtan=8 y should be 0.
The system has four eigenvalues. They are, asymptotically in , i cos and two values of ,1= . These equal values can beseparated by changing 1 in eq. 30 to with close to one. Values of larger than one separate the values on the real axis, values less than one separate them into the complex plane. The e ect is similar to that of in 2 + 2 + 1 = 0 . The inner step size was taken to be in an FE method and a range of M was chosen dependent on . Tables 8 to 10 show the values of y at t = t end and k = 3, 4, 5, and 6. Note that in Table 8 the outer steps range from 10 ,3 to 0.512. Since the active eigenvalues have magnitude 1.0 at the start of he interval, we should not expect much accuracy for the larger values of M is this table. In Tables 9 and 10 the outer step size ranges from 10 ,4 to 0.0512. The error for di erent k and for the same outer step sizes is comparable when small k does not lead to failures. The failure" entries in the lower left of the table indicate that the errors grew so large that the solution is, if not actually unstable, meaningless. Even though the linear theory indicates that k = 1 should be su cient in this case, non linearities or time dependency of the di erential equation can require a larger k. In this case, the eigenspace corresponding to the two large eigenvalues is changing with time. The projection outer step ampli es an error in this eigenspace as it projects it forward in time, but at the new time, some of this error is now in the eigenspace of the small eigenvalues, and the numerical method does not damp these rapidly. Hence more inner steps are needed to damp them. 
