Experimental studies have shown that neurons at an intermediate stage of the primate ventral visual pathway, occipital face area, encode individual facial parts such as eyes and nose while neurons in the later stages, middle face patches, are selective to the full face by encoding the spatial relations between facial features. We have performed a computer modeling study to investigate how these cell firing properties may develop through unsupervised visually guided learning. A hierarchical neural network model of the primate's ventral visual pathway is trained by presenting many randomly generated faces to the network while a local learning rule modifies the strengths of the synaptic connections between neurons in successive layers. After training, the model is found to have developed the experimentally observed cell firing properties. In particular, we have shown how the visual system forms separate representations of facial features such as the eyes, nose, and mouth as well as monotonically tuned representations of the spatial relationships between these facial features. We also demonstrated how the primate brain learns to represent facial expression independently of facial identity. Furthermore, based on the simulation results, we propose that neurons encoding different global attributes simply represent different spatial relationships between local features with monotonic tuning curves or particular combinations of these spatial relations.
The ability of the brain to analyze and recognize faces under natural viewing conditions is unmatched by today's computer vision systems. To achieve this singular ability, the primate brain develops and utilizes a rich tapestry of cells that encode different kinds of visual information about faces. For example, some neurons respond to the presence of facial features such as the eyes, nose, or mouth, while other neurons encode the many spatial relationships between these facial features (Freiwald et al., 2009) . Some neurons also encode global properties such as facial identity or expression (Hasselmo et al., 1989; Morin et al., 2014) . Our ability to process and recognize faces utilizes this rich tapestry of different kinds of visual information. Understanding how these diverse visual representations develop through sensory-guided learning may help to inform future research into computer vision for facial analysis and recognition.
Hierarchical Representations of Faces Along Ventral Visual Pathway
Functional MRI (fMRI) studies in humans have revealed several cortical regions within the temporal lobe, which are exclusively dedicated to face processing (Kanwisher et al., 1997; Perrett et al., 1992; Pitcher et al., 2011; Zhang et al., 2012) . In particular, there is evidence for hierarchical processing. For example, an early stage of processing, the occipital face area (OFA) in the inferior occipital gyrus, has been found to contribute to face perception by responding to individual facial features such as the eyes, nose, and mouth (Pitcher et al., 2011) . While a later stage of processing, the fusiform face area (FFA) in the lateral fusiform gyrus, has been found to integrate such information by responding more strongly to intact rather than scrambled faces (Kanwisher et al., 1997; Zhang et al., 2012) . Recently, it has also been reported that the face areas may also exhibit "faciotopy" where different cortical patches represent different face features, and the cortical distances between the feature patches reflect the physical distance between the features in a face (Henriksson et al., 2015) .
In macaques, several face sensitive areas have been identified in the temporal lobe, which are known as face patches (Gross et al., 1972) . It has been argued that the homologue of the FFA in macaques is the middle face patch (Tsao et al., 2006) . In one single unit recording study by Freiwald et al. (2009) , cartoon faces were presented to the monkey. The cartoons were systematically modified by varying the number of facial features present, as well as the spatial relationships between the features such as the distance between the eyes. It was found that the middle face patch also integrated information across facial features. That is, neurons were found to respond to different combinations of facial features (see Figure 1 ) and the spatial relations between them. Furthermore, the tuning profiles of individual neurons that were selective to such spatial relations were typically ramp-shaped between two extremes, which even transgressed the limits of realistic face space (see Figure 2) . They reported that the responses of neurons encoding spatial relations between facial features were amplified for extreme values of these relations compared with intermediate values. Such amplifications may explain the neural mechanisms for the results of experiments showing that faces which are more deviant in appearance are recognized better than those that are more typical (Benson & Perrett, 1991; Bruce & Young, 2011; Rhodes, 1997) .
In this article we investigate through computer modeling how some neurons may learn to respond selectively to individual facial features, or subsets of facial features, even when the model is always trained on whole faces with all of the facial features present. We also investigate how some other neurons learn to encode the spatial relations between facial features, such as distance between the eyes, with monotonic tuning profiles.
Representations of Global Attributes of Faces
In addition to individual facial features, the primate visual system is able to process various global attributes of faces such as identity, emotional expression, age, race, gender, and so forth (Freeman et al., 2010; Hasselmo et al., 1989; Homola et al., 2012; Morin et al., 2014) . Past theoretical work has suggested that the different attributes of a face such as its identity and expression are processed by functionally and anatomically separated pathways. For example, a highly influential psychological model of face processing proposed by Bruce and Young (1986) Figure 1 . Physiological evidence from a single unit recording study carried out by Freiwald et al. (2009) showing neuronal selectivity for face parts in the primate ventral visual pathway. In this study, cartoon faces were shown to a macaque while the responses of neurons in the middle face patch were recorded. The face stimuli were varied across trials by varying which combination of facial features was present. The top panel (a) shows which facial features were present on each trial (left), and the corresponding responses of four example cells. All combinations of seven face parts (hair, outline, irises, eyes, eyebrows, nose, and mouth) were shown, including the whole cartoon face with all features (top row) and a gray background without any face features (bottom row). The responses of the four example cells to each of the face stimuli are shown as a function of time.
The bottom panel (b) shows the average neuronal responses in the presence (white bars) or absence (black bars) of a given face part. An asterisk ( ‫ء‬ ) indicates significant modulation. Cell 1 fired significantly more strongly when irises were present and when hair was present. Cell 2 was influenced by two facial features, and cells 3 and 4 by four facial features. Cell 4 responded more strongly when irises were absent than when they were present. In cell 4, interactions between face parts were stronger than in the other cells, giving rise to less regular responses across stimulus conditions. Adapted from "A Face Feature Space in the Macaque Temporal Lobe," by W. A. Freiwald, D. Y. Tsao, and M. S. Livingstone, 2009 , Nature Neuroscience, 12, p. 1189 . Copyright 2009 by Springer. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
that distinct subpopulations of neurons encode different global facial attributes across a number of areas of the primate visual system. For example, it has been shown that the inferior temporal gyrus (TE) contains cells that are primarily selective to facial identity, while the adjacent superior temporal sulcus (STS) contains cells that primarily respond to facial expression (Engell & Haxby, 2007; Hasselmo et al., 1989; Perrett et al., 1992; Wegrzyn et al., 2015) . Moreover, a recent study has reported that the number of neurons that encode global attributes such as identity and expression increase along the visual pathway (Morin et al., 2014) . This is a quite extraordinary finding since primates are usually exposed to whole faces during visual development. The question is then how might the visual system separate the representations of these global facial attributes, which are always seen together, into different brain areas.
Based on such functional and anatomical specialization, Haxby et al. (2000) hypothesized the existence of a "core system" that is dedicated for visual analysis in the temporal lobe. The core system includes the OFA that detects simple features of faces, the STS that processes changeable attributes of faces such as expressions, and the FFA that processes invariant attributes of faces such as identity.
However, these previous theoretical and experimental studies do not explain the precise learning mechanisms by which these neuronal representations of global attributes, such as identity and expression, may become mapped onto separate processing areas in the later stages of the visual system. Recently, Tromans et al. (2011) developed the first neural network model demonstrating how physically separated representations of facial identity and expression may develop through a biologically plausible process Figure 2 . Physiological evidence from the single unit recording study carried out by Freiwald et al. (2009) showing neuronal selectivity for the spatial relationships between facial features with monotonic tuning curves. The top panel (a) shows example cartoon face stimuli for six different feature dimensions (hair width, eyebrow slant, eyebrow height, intereye distance, iris size, and mouth shape) with seven feature values each spanning the entire range of values. The bottom panel (b) shows the response curves of three example cells to each of 19 feature dimensions. For each of the feature dimensions, the response curve (blue) is shown at a delay corresponding to maximal modulation. Maximal, minimal, and mean values from the shift predictor are shown in gray. Asterisks ( ‫ء‬ ) mark significant modulation. Adapted from "A Face Feature Space in the Macaque Temporal Lobe," by W. A. Freiwald, D. Y. Tsao, and M. S. Livingstone, 2009, Nature Neuroscience, 12, p. This document is copyrighted by the American Psychological Association or one of its allied publishers.
of unsupervised competitive learning. Nonetheless, this modeling study used highly idealized cartoon faces, in which these two global attributes were artificially encoded by different facial features. In the simulations described below, we investigate these learning mechanisms using much more realistic face stimuli produced using the FaceGen three-dimensional (3D) face modeling software package, which generates stimuli based on real faces. This permits a fine-grained study of how facial representations gradually develop through successive stages of processing within the network, until different forms of global attribute eventually appear in distinct regions of the highest layers.
Computational Modeling Studies
While many modeling studies have investigated various kinds of processing in the primate visual system (Eliasmith et al., 2012; Serre et al., 2005) , most of these investigations have not been concerned with uncovering the synaptic learning mechanisms by which the visual representations develop in the first instance. However, there is a large body of experimental evidence for learning of visual form recognition within the temporal lobes (Wallis, 2013) . For example, Baker et al. (2002) showed that exposure to abstract shapes formed by combing multiple parts enhanced both parts-level and holistic shape tuning of neurons in the Inferior temporal cortex (IT). Studies with fMRI have also reported large-scale alteration of the organization and selectivity of temporal lobe cortex in humans after training with visual stimuli (Beeck et al., 2006; Gillebert et al., 2008) . Additionally, although the discrimination of nonface objects is known to be more difficult than for faces, training on nonface objects improves the discrimination of these stimuli to nearly that of faces (Yue et al., 2006) . Thus, how visual representations develop through a biologically plausible process of visually guided learning is a key question that needs to be addressed by theoreticians, and is a fundamental aspect of the model simulations presented in this article. Lades et al. (1993) presented the first self-organizing neural model that developed representations of the spatial relationships between facial features. Their model used a feature based approach to face recognition via active dynamic linking of features (von der Malsburg, 1981; von der Malsburg & Schneider, 1986) . The model uses an input representation in which each face is convolved with a set of Gabor filters across the visual field. The output layer of the network constructs a graph representation of the face, with each node in the graph representing a particular facial feature, and each link representing the feature relation (Lades et al., 1993) . The model was proposed to be biologically realistic because the development of the output face representations is unsupervised. However, it is not clear how a population of neurons in the brain may store facial representations in the form of graphs.
A more biologically plausible approach to modeling how transform (e.g., location or view) invariant representations of faces and nonface objects may develop through unsupervised, associative learning mechanisms in the higher stages of the ventral visual pathway was carried out by Wallis and Rolls (1997) . The network architecture is shown in Figure 3 . The inputs are represented as columns of V1-like spatial filter activation values similar to the model proposed by Lades et al. (1993) . The architecture consists of four layers of competitive neural networks representing successive visual areas V2, V4, TEO (posterior IT), and TE (anterior IT). During training with visual images of faces and other objects, the feedforward synaptic connections between successive layers were modified by a biologically plausible, local, associative learning rule. The study showed that competitive learning allows neurons in the intermediate layers of the model to learn to respond to particular combinations of simple visual features present in faces and nonface objects. By building on these intermediate layer representations, the higher layers were then able to develop transform invariant representations of whole faces. More recently, Wallis (2013) has started exploring various aspects of recognition which are generally regarded as unique to faces such as holistic processing (Tanaka & Farah, 1993) , configural processing (Leder & Bruce, 1998) , sensitivity to inversion (Maurer et al., 2002; Yin, 1969) , and the other-race effects (Chance et al., 1982) . Besides, the development of face representations within a more biologically accurate spiking neural network model with spike-timing dependent plasticity (STDP) has been presented by Masquelier and Thorpe (2007) . This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
However, these previous studies have not yet fully explained how these representations correspond to those observed in single unit recording neurophysiology studies develop through successive layers of the model. In the current work, we investigate how successive layers of VisNet develop representations of individual facial features and the spatial relations between these features as reported in the neurophysiological studies described in the introduction. In particular, we show how these cell firing properties may develop naturally through a biologically plausible process of visually guided learning when the network is trained on realistic face images generated using the FaceGen 3D face modeling software.
Theory
In this present study, we consider (a) how some neurons along the successive stages of processing learn to represent individual facial features such as the eyes, nose, and mouth given that the visual system is always exposed to whole faces; (b) how some neurons learn to represent particular spatial relationships between facial features, such as the distance between the eyes, with monotonic tuning curves; (c) how some neurons in later stages learn to respond to global attributes such as either a particular identity or expression; and (d) what is the relationship between spatial configurations of facial parts and global representations of face identity and expression.
How Some Neurons Learn to Represent Individual Facial Features Such as the Eyes, Nose, and Mouth
The representation of individual local facial features. Eguchi et al. (2015) considered how neurons in V4 learn to respond selectively to the shape and location of localized boundary contour elements in the frame of reference of the object, and how neurons in areas TEO and TE learn to respond to localized combinations of boundary contour elements. They provided a biologically plausible solution for the development of such cells by showing that the statistical decoupling (Stringer & Rolls, 2008; Stringer et al., 2007) that occurs between different forms of boundary contour element over a large population of different object shapes is a sufficient mechanism for the process. We hypothesize that a similar learning mechanism may operate to enable the network to learn to represent the individual face parts within a whole face as shown in Figure 4 .
Let us assume that each face is comprised of n different kinds of local facial feature such as the eyes, mouth, and facial outline, and that each such facial feature may occur in p different possible shapes. In this context, presenting a whole face to VisNet can be seen as presenting an n-tuple of different facial features simultaneously to VisNet. With p possible shapes for each facial feature, the number of distinct whole faces that may be constructed is p n . This means that if the number of identifiable facial features n is constant, the number of possible whole face input patterns grows polynomially with p. This polynomial increase in the representational burden makes it increasingly difficult for the network to develop nonoverlapping output representations of all of the faces which are comprised of unique combinations of n facial features. Therefore, we hypothesize that at a certain point, it becomes less likely that neurons represent all the possible p n whole faces, consisting of n-tuples of features, but rather the neurons may start to represent individual facial features. For example, consider the case shown in Figure 5 . This figure shows a set of faces which are systematically composed of the combination of two possible shapes of the eyes, mouth, and facial outline. Therefore, there are n ϭ 3 facial features and p ϭ 2 shapes of each facial feature, which may be used to construct a total of 2 3 ϭ 8 different faces. In the VisNet simulations reported in the first half of the Study 1b below, we compared the cell firing properties of the trained network between two conditions: the network trained with only one face (n ϭ 3 and p ϭ 1) and the network trained with 8 faces (n ϭ 3 and p ϭ 2). To minimize the number of cells that happen to exclusively respond to a particular element because of the topologically distributed feedforward connections of VisNet, we shifted each face across four different retinal locations during training. This would help to confirm the role of statistical decoupling between facial features of different shape, through exposure to many different faces com- Figure 4 . Illustration of how the network model develops neurons that have learned to respond to individual facial feature (mouth) from whole faces via statistical decoupling, which is similar to the mechanism of which V4 neurons may learn to represent the shapes of local boundary elements (Eguchi et al., 2015) . Left: during training, the network is presented with many different faces, where each shape is defined by a unique combination of facial features of different shapes. Two such faces are shown here. Each of these faces stimulates a different subset of neurons in the output layer of the network. The two faces shown have the mouth in common. As a result, this mouth becomes especially strongly connected, through associative learning in the feed-forward synaptic connections, with the intersection of the two subsets of output neurons shown. This intersecting subset of neurons will come to represent the mouth of the particular shape in the two faces. Right: during testing, whenever the mouth is part of a face, the same intersecting subset of output neurons will be activated. A similar learning process will drive the development of many other subsets of output neurons representing different individual facial features. See the online article for the color version of this figure.
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prised of different combinations of feature shapes, in the development of representations of individual facial features.
To test the hypothesis, we recorded the responses of neurons in VisNet to stimuli that contained just one of the facial features used during training. An example set of such test stimuli is shown in Figure 6 . These test stimuli allowed us to test whether neurons learned to respond to a specific shape of a particular facial feature as the number of possible shapes p is varied.
Shape invariant representations of local facial features. However, if we continue to increase the number p of possible shapes of each facial feature, then the range of possible shapes for each feature will begin to form a continuum of gradually changing shapes. Each facial feature will then change its shape in a gradual and continuous manner across different faces. In this situation, the invariance learning mechanism known as continuous transformation (CT) learning (Stringer et al., 2006 ) may begin to operate. CT learning uses associative learning in competitive networks to build invariant representations by binding together smoothly varying input patterns onto the same output neurons. If an individual facial feature is seen by the network in a large number p of gradually changing shapes, then the different feature shapes may be bound together onto the same shape invariant neurons in the higher layers of the network by CT learning. This will lead to the development of shape invariant representations of local facial features.
The concept of this learning process is somewhat analogous to that demonstrated in a previous simulation study , which investigated the development of transform (view) invariant representations of individual rotating objects when multiple objects were presented rotating together during training. In this simulation study, the objects were presented rotating smoothly across many different views with only small (i.e., 1 degree) changes in orientation between successive transforms. It was found that if two objects were rotated independently of each other, leading to a statistical decoupling between any two particular views of the two objects, then the output neurons in VisNet learned to respond with transform (view) invariance to either one object or the other. The object specificity of the neuronal responses was driven by the statistical decoupling between any two particular views of the two objects during training, while the view invariance of the responses was driven by CT learning across the gradually changing views of each object. In this way, the network developed separate transform (view) invariant representations for each object. . Example set of realistic faces used to train VisNet. This set of faces was generated by systematically varying the n ϭ 3 facial features eyes, mouth, and facial outline. In this example, there are p ϭ 2 shape variations of each facial feature. This gives a total number of p n ϭ 8 faces that may be constructed by combining the facial features in different combinations. The top two rows show how the shape of the eyes is varied. These two rows show all possible p n ϭ 8 faces, where faces with the first shape of the eyes are shown on the left and the faces with the second shape of the eyes are shown on the right. Similarly, the middle two rows show how the shape of the mouth is varied, where faces with the first mouth shape are shown on the left and faces with the second mouth shape are shown on the right. Lastly, the bottom two rows show how the facial outline is similarly varied between two different shapes shown on the left and right. Figure 6 . Example set of stimuli used to test VisNet after training. Each of the test stimuli is constructed by extracting one of the facial features used during training. In this example, each test stimulus contains one of the n ϭ 3 facial features: (a) eyes, (b) mouth, and (c) facial outline. Each of the four facial features has p ϭ 2 possible shape variations. This document is copyrighted by the American Psychological Association or one of its allied publishers.
In our setting, each of the facial features can be regarded as a different object, and the many possible shapes of each facial feature may be regarded as a near continuous space of gradually changing transforms. Because the changing shapes of any two different facial features are independent of each other across many faces, it is expected that the network will first develop neurons that respond to specific local facial features even when the network is always exposed to whole faces during training. However, as we continue to increase the number p of possible shapes of each facial feature, then we also hypothesize that CT learning will begin to drive the development of shape invariant responses to specific facial features.
In the VisNet simulations reported in the later half of the Study 1b below, we only varied the shape of the eyes and tested how shape invariant eye selective cells may develop. In particular, we tested the effects of CT learning on the nature of the facial feature representations that developed in the network during training by varying the number of shapes of the eyes p (5, 10, or 30 shapes) as shown in Figure 7 . We hypothesized that as we increase p, the facial feature representation turns from shape specific to shape invariant. To test the hypothesis, we recorded the responses of neurons in VisNet to stimuli that contained just eyes. An example set of such test stimuli is shown in Figure 8 . These test stimuli allowed us to test whether individual neurons learned to respond to just one or a number of different eye shapes as the number of shapes p was increased.
As a result of the development of representations of individual facial features within the visual hierarchy, we conjectured that neurons in higher layers would start to process these representations and consequently develop various other related response properties. In particular, representations of individual shapes of local facial features could contribute to the development of representations of the spatial relationships between these facial features (Freiwald et al., 2009 ) as well as the global properties of faces such as identity and expression (Hasselmo et al., 1989; Morin et al., 2014) . At the same time, a collection of shape invariant representations of individual facial features may contribute to the development of global representations of whole faces.
How Some Neurons Learn to Represent Particular Spatial Relationships Between Facial Features With Monotonic Tuning Curves
In neurophysiology studies, neurons in the primate middle face patch have been found to encode spatial relationships between facial features, such as the distance between the eyes, with monotonic tuning curves (Freiwald et al., 2009) . For example, some neurons that encode the distance between the eyes respond maximally when the eyes are furthest apart, and reduce their responses monotonically as the eyes get closer together. On the other hand, other neurons respond maximally when the eyes are closest together and reduce their responses monotonically as the eyes move further apart. We hypothesize that these monotonic tuning curves develop naturally as a result of competitive learning on the afferent connections into that cortical area when individual neurons receive connections from a physically localized region of the preceding area.
A basic competitive neural network architecture is shown in Figure 9 . It consists of a layer of input neurons that send associatively modifiable synaptic connections to a layer of output neurons. The neurons in the output layer compete with each other through inhibitory interneurons to respond to incoming input patterns. Let us identify the neurons in the output layer of this model Figure 7 . Example set of realistic faces used to train VisNet. This set of faces was generated by varying the shape of the eyes. This document is copyrighted by the American Psychological Association or one of its allied publishers.
with a localized subpopulation of neurons in the middle face patch, while the input layer contains a localized subpopulation of neurons in a preceding cortical area. During learning, the afferent connections to the output neurons are modified by some form of associative learning. The synaptic weight vectors of individual output neurons are also bounded by some form of continual rescaling such as renormalization, as has been reported in neurophysiology studies (Royer & Pare, 2003) . The modification of the afferent connections to the output neurons drives the development of their response properties. These are standard elements of a competitive neural network architecture (Rolls & Treves, 1998) . The question is how neurons in the output layer might learn to represent the spatial relationships between facial features with monotonic tuning curves. Real neurons in the visual cortex of the brain receive afferent connections from a topologically localized region of the preceding cortical layer. Consequently, local subpopulations of neurons within an area such as the middle face patch may receive afferent connections from input neurons representing only a part of a particular feature space such as the distance between the eyes. In this case, the aforementioned middle face patch neurons may receive a full input representation when the eyes are an intermediate distance apart, but only a partial input representation when the eyes are either far apart or very close together. We hypothesized that this boundary effect at the extrema of the feature space may drive the development of monotonic tuning curves in the middle face patch neurons. Let us illustrate the argument in the context of the competitive network architecture shown in Figure 9 as follows.
Consider the situation where a localized subpopulation of output neurons in the middle face patch receives afferent connections from a localized subpopulation of input neurons within a preceding cortical area, as shown in Figure 9 . Assume that the given input layer neurons represent part of a finite 1D feature space such as the distance between the eyes. In this idealized example, let the position in the space, that is, the distance between the eyes, be represented by the position of a localized (e.g., Gaussian) packet of neural activity within the input layer, as shown by the green curve (dotted line) in Figure 9 .
The key aspect of this architecture that drives the development of monotonic tuning curves in the output layer is what happens at the two boundaries of the space, when the eyes are either furthest apart or closest together. Specifically, if at each boundary only part (e.g., half) of the input packet is represented, as shown by the red curve (solid line) in Figure 9 , then the output neurons that learn to respond to these particular end locations will end up with relatively large synaptic weights. This is because of these output neurons becoming more tightly tuned to a smaller (end) region of the input layer by (hebbian) associative learning based on coactivity of the input and output neurons, yet with the magnitudes of the synaptic weight vectors of these output neurons still renormalized over this smaller input region.
If the widths of the input activity packets are relatively broad, then when the input packet is shifted to a more central location within the feature space, the same output neurons, which learned to respond to the end locations, continue to win the competition and respond to the more central locations of the space as well. However, as the input packet shifts away from the ends of the feature space, the responses of these neurons will decline monotonically. Different subpopulations of neurons will learn to respond to the two ends of the feature space, with each subpopulation reducing its responses monotonically as the input packet shifts away from its preferred end location.
However, we also hypothesizes that the output neurons only develop monotonic tuning curves if the packet of activity in the input layer is wide enough; otherwise, the end effect breaks down and output neurons develop peaked (e.g., Gaussian) tuning curves. Moreover, if the input space is circular with no end effects, then the output neurons should not develop monotonic tuning curves at all.
The VisNet model architecture shown in Figure 3 is designed to mimic these key aspects of cortical architecture that are needed for the development of monotonic tuning curves. The model is comprised of four competitive layers of neurons. Neurons within each layer receive afferent synaptic connections from a topologically corresponding, localized region of the preceding layer. The synaptic weights may be updated by associative (hebbian) learning rules, with the weight vectors of individual neurons continually renormalized. Therefore, it was expected that when VisNet is trained on many realistic faces, neurons in the higher layers of model would learn to encode spatial relationships between facial features, such as the distance between the eyes, with monotonic tuning curves.
How Some Neurons in Later Stages of Visual Processing Learn to Respond to Global Attributes of Faces Such as a Particular Identity or Expression
The primate visual system can process global attributes of faces such as identity, emotional expression, age, race, and gender (Freeman et al., 2010; Hasselmo et al., 1989; Homola et al., 2012; Morin et al., 2014) . For example, some neurons in the anterior IT (TE) respond selectively to facial identity, while other neurons in the superior temporal sulcus (STS) respond to facial expression This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. (Hasselmo et al., 1989; Perrett et al., 1992) . The important question is how such selective cell response properties could develop given that the visual system is always exposed to both facial identity and expression simultaneously during early visually guided learning and self-organization in the visual system. In earlier work carried out by Tromans et al. (2011) , it was shown that when VisNet was trained on a large number of faces, the higher layers of the model developed neurons that either responded to the identity of a face regardless of its emotional expression, or responded to the facial expression irrespective of facial identity. The hypothesized learning mechanism was as follows. If VisNet is exposed to many possible combinations of facial identity and expression during training, then any particular identity is seen only rarely coupled with a particular expression. This creates a statistical decoupling between any particular facial identity and expression. This, in turn, forces individual neurons in the higher layers to learn to respond to either a particular identity regardless of expression, or particular expression regardless of identity. This was demonstrated successfully when VisNet was trained on a matrix of cartoon images of faces with varying identity and expression.
However, this earlier study used a highly idealized set of cartoon faces with two especially unrealistic properties. First, facial identity and expression were represented by different facial features, and thus, had nonoverlapping representations on the input layer. In particular, facial identity was represented by variation in the shape of the eyes and nose, while facial expression was represented by changes in the shape of the eyebrows and mouth. Thus, the representations of identity and expression were nonoverlapping on the input retina, which is not realistic. With real faces, features such as the eyebrows, eyes, nose, and mouth will all contribute to the representations of both facial identity and expression in a more complex, distributed manner. Accordingly, in this article, we have investigated whether VisNet will still form neurons that respond to either facial identity or expression even when the network is trained on more realistic faces created using FaceGen, where all of the facial features are involved in representing both facial identity and expression. We hypothesize that this can occur because it is a standard property of competitive networks that under the right conditions, they are able to develop separate (orthogonalized) output representations of distributed (overlapping) input patterns (Rolls & Treves, 1998) . These learning mechanisms are demonstrated in simulations presented in the Study 3a below.
Second, in the study carried out by Tromans et al. (2011) , VisNet was trained on every possible combination of facial identity and expression to ensure the strongest possible statistical decoupling between these two facial dimensions. This helped to force individual neurons in the higher competitive layers to learn to respond to either a particular identity or expression. However, with real life situations, we do not need to be trained on every possible combination of facial identity and expression to learn to recognize these two different facial attributes.
In fact, Tromans (2012) trained VisNet on realistic faces generated using a software FaceGen, the network failed to develop separate representations of facial identity and expression. We hypothesize that this failure was because of the network being trained on a very dense set of different facial identities and expressions, with the both identity and expression varying almost continuously across their respective dimensions. This rather unnatural set of training faces may have increased the difficulty of neurons in the higher layers developing separate representations of facial identity or expression. In particular, an invariance learning mechanism known as CT learning (Stringer et al., 2006) may have caused individual neurons in higher layers to learn to respond simply to a large number of gradually changing faces. This is because CT learning is able to bind together smoothly varying input patterns, such as gradually changing faces, onto the same postsynaptic output neuron. In this way, CT learning may have dramatically reduced the selectivity of neurons for particular facial identities or expressions in the study of Tromans (2012) .
We propose that this problem can be remedied by training VisNet on a more realistic, reduced set of face images, with only a limited number of different combinations of facial identity and expression chosen randomly during training. This ensures that the training stimuli do not cover a near continuum of every possible facial identity and expression, which should prevent CT learning from operating. This reduced set of training faces is more realistic than that used by Tromans et al. (2011) because real faces do not actually morph between each other very gradually. In the simulations reported in the Study 3a below, training VisNet on the reduced set of realistic faces successfully led to the development of neurons that responded selectively to either facial identity or expression.
The mechanisms underpinning the above hypothesis, that competitive learning can map distributed (overlapping) input patterns to separate (orthogonal) output patterns, may be further elucidated by considering the operation of a simplified competitive network comprised of an input layer that sends associatively modifiable synaptic connections to an output layer. Let us assume that each output neuron receives input from two distinct populations of input neurons, A and B, as shown in Figure 10 . Each input population represents a different finite 1D bounded feature space, such as identity or expression, where the location in the feature space is encoded by the position of a Gaussian packet of activity. During training, Gaussian activity packets are shifted through both of the input populations simultaneously.
According to the basic principle of statistical decoupling, we should see the following effects during learning. If the activity patterns in the two input populations transform in lockstep, so that Figure 10 . The architecture of a competitive neural network where the output neurons receive connections from two distinct populations of input neurons, A and B, which represent two different feature spaces such as facial identity and expression. The degree of overlap between the two input populations was varied across different simulations: 0% overlap, 50% overlap, and 100% overlap. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
each location in A is paired with the same location in B, then the output neurons should fail to develop separate representations of the two input spaces. However, if the activity patterns in the two input populations vary independently of each other, so that each location in A is paired with many different random locations in B and so forth, then the output neurons should develop separate representations of the two input spaces. In simulations described in the Study 3b below, the effects of statistical decoupling were initially demonstrated for the case, where the representations of the two input spaces are perfectly orthogonal to each other. That is, the two input populations A and B have no cells in common. This situation is analogous to the past study with cartoon faces where identities and expressions were represented orthogonally by different facial features (Tromans et al., 2011) . In this simple case, as expected, independent movement of the activity packets in the two input populations leads to the development of separate representations of the two feature spaces in the output layer.
Then we tested whether the same effect is seen when the two input populations are overlapping, that is, share a number of neurons in common. We first tried 50% overlap between the two input populations, and then tried 100% overlap where each input neuron is a member of both populations A and B. In both cases, individual output neurons learned to respond to either the A population or B population as long as the activity packets in the two spaces moved independently during training. This result shows how competitive learning can form separate representations of two feature spaces, such as facial identity and expression, even when these two dimensions are represented by a common set of input neurons.
We hypothesize that a similar effect will be seen when the VisNet architecture, which consists of a hierarchy of competitive layers, is trained on realistic FaceGen faces, in which both facial identity and expression are represented in a distributed manner by all of the facial features such as the eyebrows, eyes, nose, and mouth.
What Is the Connection Between Neurons Representing Spatial Relationships Between Facial Features and Neurons Representing Global Attributes Such as Facial Identity and Expression?
Above, we have discussed how some neurophysiology studies have reported the existence of neurons that represent spatial relationships between facial features such as the intereye distance or height of the eyes (Freiwald et al., 2009) , while other studies have reported neurons that encode global attributes of faces such as facial identity or expression (Hasselmo et al., 1989; Morin et al., 2014; Perrett et al., 1992) . It is reasonable to expect that the representations of global attributes are dependent upon different spatial configurations of facial parts, with different global attributes such as identity and expression influenced by different spatial configurations of facial parts. We now hypothesize that the cells that encode spatial relationships between facial features in fact largely overlap with the cells representing global facial attributes such as identity and emotion. That is, cells with responses that are correlated with particular global attributes of faces, such as a specific identity or expression, may actually be tuned to a particular spatial relationship between certain facial features that are indicative of that global attribute. For example, the responses of cells that are tuned to a specific shape of the mouth might be also correlated with a particular facial expression such as happy. In this situation, the cell might be regarded as contributing to representing both the shape of the mouth and facial expression.
It has long been known that the neural representation of faces in the primate visual system is distributed, with individual faces represented by many neurons and individual neurons participating in the representation of many faces (Rolls & Treves, 1998) . The question is whether a global attribute, such as a particular identity or expression, is represented by a random subset of neurons, or whether individual neurons actually represent specific constituent features of the global attribute. In the latter case, a neuron that represents a particular curvature of the mouth might participate in the representation of a happy expression across a number of different facial identities. This is what we are proposing. In this case, the activity of neurons encoding a particular spatial relationship will also be correlated with a particular corresponding global attribute, and may be thought of as participating in the representation of that global attribute.
It is then possible that individual neurons in even higher layers learn to respond to specific combinations of neurons representing the spatial relationships between facial features that are correlated with a particular global attribute. These higher layer neurons would be tuned to a combination of all the spatial relationships comprising a particular global attribute, and so might be regarded as providing the most abstracted representation of the global attribute, that is, in a way that does not depend on the presence of any one particular spatial relationship between facial features.
Simulation Studies
In this article, we carried out three simulation studies using an established hierarchical neural network model of the primate ventral visual pathway, VisNet, which was originally developed by Wallis and Rolls (1997) . The standard network architecture is shown in Figure 3 . It is based on the following: (a) A series of hierarchical competitive layers with local graded short-range lateral excitation and long-range lateral inhibition. (b) Convergent connections to each neuron from a topologically corresponding region of the preceding layer, leading to an increase in the receptive field size of neurons through the visual processing areas (Freeman & Simoncelli, 2011; Pasupathy, 2006; Pettet & Gilbert, 1992) . (c) Synaptic plasticity based on a biologically plausible local learning rule such as the Hebb rule.
In the present simulations, all the visual inputs were preprocessed by a set of Gabor filters that accord with the general tuning profiles of simple cells in V1 (Cumming & Parker, 1999; Jones & Palmer, 1987; Lades et al., 1993) . The VisNet architecture used in these simulations consisted of four Self-Organizing Maps (SOM; Kohonen, 1982) . The parameters used in the VisNet simulations in this article are shown in Table 1a . The gradual increase in the receptive field of cells in successive layers reflects the known physiology of the primate ventral visual pathway (Freeman & Simoncelli, 2011; Pasupathy, 2006; Pettet & Gilbert, 1992; Wallis & Rolls, 1997) , and the other parameters were selected based on those that previously optimized performance (Rolls & Milward, 2000; Tromans et al., 2011) . Full details of the VisNet architecture are provided in Appendix A. This document is copyrighted by the American Psychological Association or one of its allied publishers.
The VisNet model was trained on realistic images of faces with different identities and expressions generated using the FaceGen face modeling software. FaceGen builds artificial 3D face images from templates taken from 273 high resolution 3D face scans. The images are averaged, and principal component analysis (PCA) is used to extract a set of variances from the mean representing facial features such as shape, color and gender. This in turn gives a normal distribution from which a random coefficient can be chosen, creating a random, realistic face based on a range of alterable features. After training, we investigated whether the neurons in the higher layers of the network had developed response characteristics similar to those reported in neurophysiology studies.
In the series of studies conducted in this article, we tested whether VisNet developed neurons with response characteristics similar to what has been found in neurophysiology experiments. In the first study, we explored how neurons learn to respond to individual local facial features such as the facial outline, eyes, nose, and mouth, as well as specific global combinations of these features. The second study investigated how some neurons learn to represent the spatial relationships between particular facial features, such as the distance between the eyes, with monotonic tuning curves. Finally, in the third study, we explored how some neurons learn to represent the global attributes of either facial identity or facial expression.
However, unless otherwise stated, these VisNet studies were carried out by testing the same trained network. That is, the VisNet model was trained only once at the beginning, and then the same trained network was tested across all three studies for the various cell response properties. There is one exception to this in the first study, where the network is retrained to investigate how increasing the variation in facial features, such as the eyes, nose, and mouth, drives the development of neurons that respond to the individual features.
During the initial training of VisNet, the network was presented with 450 realistic human faces as shown in Figure 11 and 150 nonface objects as shown in Figure 12 . The faces were randomly generated with different identities using the commercial software FaceGen, and the expressions of individual faces were also randomly set along a continuous dimension between happy and sad. Nonface objects were retrieved from Google 3D warehouse. All stimuli were gray scaled and projected onto an input retina that was 256 ϫ 256 pixels in size.
In the second and third studies, we also carried out some complementary simulations with the simplified network model with only one layer of fully connected, associatively modifiable synapses as shown in Figure 9 . The network was trained and tested on one-dimensional (1D) Gaussian input patterns, which provided an idealized representation of a 1D facial feature space such as the distance between the eyes. This abstracted neural network model allowed a more controlled investigation of the hypothesized mechanisms underpinning the development of the cell response characteristics of interest. The parameters used in the simulations in this article are shown in Table 1b . Full details of the network architecture are provided in Appendix A. The purpose of these additional simulations was to investigate deeper into the underlying learning mechanisms using a more simplified and controlled setup. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Study 1: The Neural Representation of Local Facial Features and Combinations of Features
Simulation results of VisNet. Freiwald et al. (2009) showed that cells in the middle face patch of the primate visual system responded selectively to individual facial features or particular combinations of features. Therefore, in this first study, we investigated the neural representation of individual local facial features, such as the facial outline, eyes, nose, and mouth, as well as global combinations of these features, throughout the hierarchical architecture of VisNet. Specifically, it was explored whether such neuronal responses had developed in VisNet during the initial training on 450 realistic human faces as shown in Figure 11 and 150 nonface objects as shown in Figure 12 .
The neurophysiology study carried out by Freiwald et al. (2009) showed that cells in the middle face patch were tuned to different combinations of facial features. For example, some neurons were tuned to the presence of only one particular facial feature, while other cells were tuned to a particular combination of either 2, 3, or 4 facial features. Therefore, to investigate whether similar cells had developed in VisNet, we tested the network on face stimuli that were comprised of all possible combinations of the four facial features: facial outline, eyes, nose, and mouth. For each possible combination of facial features, we created 15 different facial identities to test for generalization across different facial identities. A subset of the face stimuli used for testing the network is shown in Figure 13 .
Similar to the results reported by Freiwald et al. (2009) , we found that neurons learned to respond to different combinations of the facial features. Figure 14 shows the firing rate responses of five different fourth layer neurons to face stimuli constructed from different combinations of facial features for 15 distinct facial identities. For example, the first cell (113,1) shown in the figure is more likely to be activated when the facial outline is present. The second cell (82,67) responds strongly whenever the mouth is present. The third cell (80,61) responds when the facial outline and eyes are presented together. The fourth cell (102,62) responds most strongly when the facial outline is present but the mouth is absent. The fifth cell (99,38) responds most when the facial outline Figure 11 . Examples of randomly generated faces with different identities used for training the VisNet network. These stimuli were generated using the commercial software FaceGen. The facial expression of each face was also randomly set along a continuous dimension between happy and sad. Figure 12 . Examples of nonface objects used for training the VisNet network. Original images were retrieved from google three-dimensional (3D) warehouse and then rescaled and gray scaled. Figure 13 . Examples of test faces that are composed of a different combination of the four facial features: facial outline, eyes, nose, and mouth. Different faces may have either 1, 2, 3, or 4 of these features present. The purpose of these face stimuli is to test for the existence of neurons that have learned to respond selectively to particular subsets of these facial features. This document is copyrighted by the American Psychological Association or one of its allied publishers.
and mouth are absent. Similar cell selectivities were also found by Freiwald et al. (2009) . Figure 15 shows the number of fourth layer neurons that responded significantly more strongly (p Ͻ .005) to the presence or absence of a particular number (1, 2, 3, or 4) of facial features before and after training based on paired t test over identities. The results confirm that, after training, different neurons responded maximally to different numbers of the facial features. Some cells were tuned to only a single facial feature, while other cells responded most to either 2, 3, or 4 facial features.
To further quantify the selectivity of neurons to individual face parts in the successive layers, single cell information analysis was conducted as described in Appendix B. Figure 16 shows the single cell information plots for each layer of VisNet in which the testing stimuli are four different face parts (mouth, nose, eyes, and outline) for 15 distinct facial identities shown in Figure 13 . The number of cells that reached maximum single cell information is small in the first layer, is the largest in the second and the third layers, but then declines slightly in the fourth layer. These simulation results reflect the hierarchical representation of faces in the primate visual system discussed in the introduction. Specifically, the simulation results mirror how the OFA in an early stage of processing learns to respond to individual facial features, while the FFA in a later stage of processing subsequently integrates this information.
In addition, we have mapped the fourth layer cells that carry highest single cell information for each facial feature to explore whether "facitopy" has been developed in our simulation as reported in the fMRI study of Henriksson et al. (2015) . In their study, the cortical representations of facial features such as the eyes, nose This document is copyrighted by the American Psychological Association or one of its allied publishers.
and mouth were found to be arranged in a map that corresponded to their relative positions within the face. The contour plots shown in Figure 17 indicate each subregion comprised of the top 500 cells that carry the highest single cell information for one of the four facial features: mouth (red), nose (green), eyes (blue), and outline (black). Consistent with the facitopy hypothesis, the distribution of the subregions are found to be roughly corresponding to the physical configurations of facial features within the face.
The above results show that along the hierarchy, the network develops separate representations of the local facial features such as the facial outline, eyes, nose, and mouth. However, the question is how the network learns to represent the individual facial features when the network is always exposed to complete faces comprised of all the facial features presented together during training. Because we have identified that the number of face feature selective cells is greater in the intermediate layers (i.e., 2 and 3) than in the output (fourth) layer, in the following subsection we focus our analysis of the learning mechanisms underpinning the development of feature selective neurons on the third layer of the network.
How the Network Learns to Represent Individual Facial Features Through Competitive Learning Driven by Statistical Decoupling Between the Features
Shape selective facial feature representations. In the theory section above, we hypothesized that some neurons would become tuned to particular facial features because of the statistical decoupling between any two of these features as the number of shape variations increases. Specifically, eyes of a particular shape and a particular shaped mouth would be seen together only rarely. This creates a statistical decoupling between these two particular features, which in turn makes it difficult for neurons to learn to respond to this particular combination. To carry out a controlled test of this hypothesis, we ran two simulations in which VisNet was trained on faces with n ϭ 3 variable facial features: eyes, mouth, and facial outline. In the simulations, the number of shape variations of each of these facial features p was set to either 1 or 2. Accordingly, the number of distinct shapes of facial features to be learned is 3 and 6 (n ϫ p), and the number of whole faces presented during training is 1 and 8 (p (n) ), respectively. Addition- Figure 15 . Frequency histogram showing the number of fourth layer neurons that responded significantly more strongly (p Ͻ .005) to the presence rather than absence of a particular number (1, 2, 3, or 4) of facial features. The network was tested as follows: For each of the four facial features (outline, eyes, nose, and mouth), we recorded the average response of each fourth layer neuron to (a) all possible faces that contain the feature and (b) all possible faces that omit that feature. Then we computed for each neuron whether it responded significantly more to the presence rather than absence of that feature. This was done using a paired t test. We repeated this procedure for all four facial features. Then, for each neuron, we recorded the number of facial features for which the neuron responded significantly more to the presence rather than absence of that feature. The histogram shows the number of neurons that responded more strongly to either 1, 2, 3, or 4 facial features. Results are shown before and after training. Single Cell Information Figure 16 . Information analysis of selectivity of neurons to specific face parts. VisNet was trained on 450 realistic human faces as shown in Figure 11 and 150 nonface objects as shown in Figure 12 and then tested on four different face parts (mouth, nose, eyes, and outline) for 15 distinct facial identities shown in Figure 13 .
In this analysis, we tested whether individual cells had learned to respond selectively to the presence of a particular face part. To do this, we measured the amount of single cell information carried by cells about whether one of the four face parts was present in the test image. The figure shows single cell information plots for different layers of VisNet: First layer (dotted line), second layer (dash-dot line), third layer (dashed line), and fourth layer (solid line). Because there are four different face parts, the maximum amount of information possible is log 2 (4), that is 2 bits. The results show that the number of cells that reached maximum single cell information is small in the first layer, is largest in the second and third layers, and then declines slightly in the fourth layer. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
ally, to eliminate the cells that happen to exhibit facial feature selectivity because of the topologically distributed feedforward synaptic connections in the model, each face was presented in a 2 ϫ 2 grid of four different retinal locations, which were separated by horizontal and vertical shifts of 10 pixels. For each simulation, after training using the temporal trace learning rule as described in Equations A7 and A8 in Appendix A, the network was tested with the set of face stimuli constructed by extracting just one of the three facial features as shown in Figure 6 for p ϭ 2.
To quantify the performance, single cell information analysis was conducted as described in Appendix B. Figure 18 shows normalized single cell information plots for two simulations in which the training stimuli were constructed with p set to either 1 or 2 shapes for each of n ϭ 3 facial features, eyes, mouth, and outline. Each plot shows the information carried by all of the third layer neurons about a specific shape of one of the three facial features, where the neurons are plotted in rank order along the abscissa. The maximum amount of information possible for the simulations is log 2 (n ϫ p), that is 1.6 or 2.6 bits for p ϭ 1 or 2, respectively. The result shows that the number of cells that learned to carry maximum single cell information increased as p was increased from 1 to 2. Thus, for the higher value of p ϭ 2, neurons learned to be more selectively tuned to a specific facial feature shape, which was because of statistical decoupling between different shaped features across multiple faces.
Shape invariant facial feature representations. At the same time, we hypothesized that as p increases, then CT learning will begin to bind together the different shapes of a particular facial feature leading to different subset of neurons that respond to all possible shapes of that feature. In particular, if the network is exposed to many different shapes of eyes covering a near continuum of gradually changing eyes, then the CT learning mechanism may bind together the different shapes of eyes onto the same subset of output cells, which would then respond to all eyes. Something similar would occur for the other facial features such as the facial outline and mouth. The result of these learning mechanisms should be that as the number of shape variations p for each facial feature increases, more cells should learn to respond selectively to all possible shape variations of just one particular facial feature.
To confirm our hypothesis that CT learning was beginning to bind together the shape variations of each particular facial feature as p increased, we conducted another series of simulations. For each of three further simulations, the network was exposed to larger numbers of faces where the shape of eyes was varied over 5, 10, or 30 shapes during training as shown in Figure 7 . Again, to eliminate the cells that happen to be exclusively responding to a particular facial feature because of the topologically distributed feed-forward synaptic connectivities, the faces were shifted across four different retinal locations during learning. After training using the temporal trace learning rule (Equations A7 and A8 in Appendix A), the network was tested with 50 eyes that were extracted from randomly generated faces as shown in Figure 8 . Figure 19 shows the distribution of the number of cells that respond to different numbers of the shapes of eyes. The result when the network was trained with 5 faces is plotted with a dotted line, the results with 10 faces is plotted with a dashed line, and the results with 30 faces is plotted with a solid line. It can be seen that over the three simulations, for larger values of p, the number of cells that have learned to respond to most of the shape variations of eyes increases. This confirms that as the number of shape variations of a particular facial feature increases, CT learning binds together these shape variations to produce neurons that respond selectively to one particular facial feature over all possible shapes.
In conclusion, the above simulations show how the network is able to develop neurons that respond to just one particular shape of a facial feature, or particular combinations of facial features, through the statistical decoupling that occurs between facial features when the network is presented with many different faces during training. Moreover, we have shown how some neurons may learn to respond invariantly to all the different shape variations of a particular facial feature through CT learning when the number of feature shape variations across different faces is large.
Given these representations of individual facial features within the visual hierarchy, we conjectured that neurons in higher layers would start to process these representations and consequently develop various other related response properties. In particular, representations of individual shapes of local facial features could contribute to the development of representations of the spatial relationships between these facial features (Freiwald et al., 2009) as well as the global properties of faces such as identity and expression (Hasselmo et al., 1989; Morin et al., 2014) . At the same time, a collection of shape invariant representations of individual facial features may contribute to the development of global representations of whole faces. Figure 18 . Results of simulations in which VisNet was trained on facial stimuli that were constructed by varying p, the number of possible shapes of each of the facial features. The face stimuli had n ϭ 3 facial features, eyes, mouth, and outline, each of which was varied over p different shapes during training. (An example set of training stimuli where p ϭ 2 is shown in Figure 5 .) There were two separate simulations in which the training stimulus set had p equal to either 1 (dotted line) or 2 (solid line). In both simulations, the network was tested on the set of stimuli constructed by extracting only one facial feature from the facial stimuli used during training, as shown in Figure 6 for p ϭ 2. The figure shows single cell information plots for the two separate simulations with p equal to 1 or 2. Each plot shows the normalized single cell information carried by each of the third layer neurons (in rank order) about the presence of one of the n ϫ p facial features. The maximum amount of information possible for the two simulations is log 2 (n ϫ p), that is 1.6 and 2.6 bits for simulations with p equal to 1 or 2, respectively. The results show that the number of cells that reached maximum single cell information increases as p increases from 1 to 2. This supports the hypothesis that the increased statistical decoupling between facial features across multiple faces as p increases from 1 to 2 forces neurons to learn to become more selective to particular facial features. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Study 2: The Representation of Spatial Relationships Between Facial Features With Monotonic Tuning Curves
Simulation results of VisNet. Freiwald et al. (2009) showed that some neurons in the middle face patch of the primate visual system encoded the spatial relationships between facial features, such as the distance between the eyes, with monotonic tuning profiles. We, therefore, tested whether such neurons had developed in VisNet during the initial training on 450 realistic human faces as shown in Figure 11 and 150 nonface objects as shown in Figure 12 . For this purpose, we constructed a set of test face stimuli, in which the geometrical parameters of the facial features were systematically varied to be comparable with the physiological study conducted by Freiwald et al. (2009) . In particular, we varied the dimensions of intereye distance, eye-brow angle, eye-height, and mouth shape as shown in Figure 20 . For each such dimension of spatial variation, we used faces with five different identities. And for each facial identity, we constructed 10 face images by sampling 10 different, evenly spaced feature values of the relevant dimension. The 10 selected feature values spanned the entire range of realistic values for that dimension. These face stimuli were presented to VisNet during testing, and the firing rate of each neuron in the network was recorded. Figure 21 shows eight example neurons (a-h) found in the fourth layer of VisNet which represent different spatial relationships between facial features with monotonic tuning profiles. Neurons a and b encode intereye distance, neurons c and d encode eyebrow angle, neurons e and f encode eye height, and neurons g and h encode mouth shape. Visual inspection of the firing rate responses across the fourth layer confirmed that many neurons had developed monotonic tuning responses to variation in these four spatial relationships between facial features.
Simulation results of the simplified network model with one layer of synapses. To carry out a deeper investigation into the learning mechanisms by which neurons could develop monotonic tuning responses encoding the spatial relationships between facial features, we carried out further simulations in a simplified neural network architecture with one layer of synapses as described in Appendix A and shown in Figure 9 . The network was trained and tested on 1D Gaussian input patterns, which provided an idealized representation of a 1D facial feature space such as the distance between the eyes. During training, a Gaussian packet of activity is imposed at a series of randomly selected locations on the input layer. At each location of the Gaussian input packet, activity is propagated to the output neurons, and then the synaptic weights are modified using a local associative (hebbian) learning rule with synaptic weight vector normalization as described in Appendix A. The sigma value that controls the width of the Gaussian input packet, , was set to 10 unless otherwise stated. During the testing, the location of the Gaussian packet was moved from neurons 1 to 100 across the input layer, and the firing responses of the output neurons were recorded for each location. This abstracted neural network model allowed a more controlled investigation of the learning mechanisms responsible for the development of monotonically tuned responses among the output cells. Figure 19 . Results of simulations in which VisNet was trained on facial stimuli that were constructed by varying the number of possible shapes of the eyes as shown in Figure 7 , and tested on facial feature stimuli that were constructed by extracting just the eyes of novel faces as shown in Figure 8 . The plot shows how, as the network is exposed to more shapes of eyes during training, many cells start to exhibit shape invariant selectivity to the eyes. Figure 20 . Examples of face stimuli used to test VisNet for the presence of neurons that had learned to represent the spatial relationships between facial features with monotonic tuning curves. Four different spatial relationships between facial features were varied during testing: intereye distance, eye-brow angle, eye-height, and mouth shape. This document is copyrighted by the American Psychological Association or one of its allied publishers.
as a Gaussian activity packet is shifted through successive locations on the input layer, and (d) matrix showing firing rates of output neurons as a Gaussian activity packet is shifted through the input layer. The plots show that, regardless of the type of competition implemented, the trained networks with linearly arranged input neurons with no wrap-around (middle and bottom rows) have developed output neurons with monotonic tuning responses to the location of the Gaussian activity packet in the input layer. On the other hand, output neurons did not show monotonic responses in the network trained with circularly arranged input neurons with wrap-around. In such a circular network there are no such end effects on learning, which are needed to drive the development of output neurons with monotonically tuned responses. Figure 23 shows further results for the three simulations shown in Figure 22 . For each of these simulations, Figure 23 shows the behavior of 12 typical output neurons in separate subplots. In particular, those cells are the cells indexed with 1, 10, 19, 28, 37, 46, 55, 64, 73, 82, 91 , and 100 in the output layer. Each subplot shows how the activation and firing rate of the neuron vary as a Gaussian activity packet is shifted through the input layer. Figure  23 confirms that regardless of the type of competition, the trained network with linearly arranged input neurons with no wrap-around displays output neurons with responses that are monotonically tuned to the location of the Gaussian activity packet in the input layer. Moreover, some output neurons respond maximally when the Gaussian activity packet is presented at the left end of the input feature space, and their responses decline monotonically as the packet is shifted to the right. While other output neurons respond maximally when the Gaussian activity packet is presented at the right end of the input feature space, and their responses decline monotonically as the packet is shifted to the left (Figure 23b, c) . This demonstrates that the network develops either monotonically increasing or decreasing responses along the feature space as was reported by Freiwald et al. (2009) . However, output neurons failed to show monotonic responses in the network trained with circularly arranged input neurons with wrap-around. Instead, the output neurons in the circular network developed peaked responses (Figure 23a) .
These results are consistent with our original hypothesis described in the theory section above. The key aspect of this network architecture that drives the development of monotonic tuning curves in the output layer is what happens at the two ends of the input space during learning. In the network trained with linearly arranged input neurons with no wrap-around, only part (e.g., half) of the input packet is represented at each end. In this case, the output neurons that learn to respond to the end locations develop relatively large synaptic weights. This is because of these output neurons becoming more tightly tuned to a smaller (end) region of the input layer by associative learning, but with the magnitudes of their synaptic weight vectors still renormalized over this smaller input region. If the widths of the input activity packets are relatively broad, then the same neu- This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
rons continue to win the competition and respond when the input packet is shifted to a more central location within the input layer. However, as the input packet shifts away from the ends of the input layer, the responses of these neurons will decline monotonically. Different subpopulations of neurons will learn to respond to the two ends of the input layer, with each subpopulation reducing its responses monotonically as the input packet shifts away from its preferred end location. We also explored how varying the SD that determine the width of the Gaussian activity packet imposed on the input layer This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
affected the development of monotonic neuronal responses in the output layer. Figures 24 and 25 show the results of four simulations with divisive inhibition, where each simulation used a different value of set to 2, 5, 10, and 20, respectively. It can be seen that for a relatively small value of equal to 2, the output neurons do not develop monotonic tuning responses (Figure 24 , top row and 25a). However, when is increased to 20, then the output neurons do develop monotonically tuned profiles after training (Figure 24 , bottom row and 25d). Simulation results for equal to 5 or 10 show intermediate output behaviors. These results show that the output neurons gradually transition to developing monotonic responses as the SD that determine the width of the Gaussian input packet increases. Thus, the width of the input packet needs to be reasonably large with respect to the size of the input space to drive the development of monotonically tuned output neurons. The above simulations showed how output neurons may develop monotonic tuning profiles when the network with divisive inhibition is trained with the input activity packet presented across all locations in the input feature space. However, Freiwald et al. (2009) showed that neurons in the middle face patch of the primate visual system maintained their monotonic tuning curves even when the monkey was presented with cartoon faces with unrealistically extreme spatial variations between the facial features, such as unrealistically large intereye distances, that could not have been encountered during prior visual experience. Accordingly, our next question was whether our model still develop output neurons that are monotonically tuned over the entire input feature space, including the extremal locations, if the model was trained with the input activity packet presented within only a limited central subregion of the input feature space. Figures 26 and 27 show the results of three simulations in which the Gaussian activity packet was shifted over different sized central intervals, 25, 50, and 75%, of the input layer during training. It can be seen that monotonic response curves still develop in the output layer when the input activity packet is presented within only 75 or 50% of the input feature space during training. Both of these two simulations still allow for some degree of truncation of the Gaussian activity packet at the two ends of the input layer, which is required for the development of monotonic tuning profiles in the output layer according to the hypothesis described in the theory section above. These results confirm that the training set does not have to cover entire input space for the output neurons to develop monotonic tuning curves. This, in turn, offers an explanation for the experimental findings of Freiwald et al. (2009) that neurons in the monkey brain maintain their monotonic tuning curves even when presented with unrealistically extreme spatial variations between the facial features.
Lastly, we ran simulations to test whether the truncation of the Gaussian activity packet at the ends of the input layer during training played a key role in driving the development of monotonically tuned output neurons, as hypothesized in the theory section above. In these simulations of the simplified network, we extended the input layer to include 100 extra neurons on either side of the 100 original input neurons, which gave a total of 300 input neurons. However, during training, the Gaussian activity packet was still presented only within the interval covering the original 100 input neurons. The inclusion of the extra 100 input neurons on either side of the original central region ensured that the Gaussian activity packet was not truncated at the original end locations. This should, according to our hypothesis described in the theory section above, reduce the development of monotonic tuning profiles in the output layer. The results shown in Figure 28 support the hypothesis. In particular, some of the output neurons began to develop nonmonotonic peaked (Gaussian) tuning responses as the end effects because of truncated Gaussian input packets broke down as the input layer was extended.
In conclusion, the above simulations show how the network is able to develop neurons that encode spatial relationships between facial features, such as the distance between the eyes, with monotonic tuning curves as reported in physiology (Freiwald et al., 2009) . We proposed and provided evidence of the possible developmental mechanism of such cells, which is a result of competitive learning on the afferent connections into that cortical area when individual neurons receive connections from a physically localized region of the preceding area leading to end effects.
Study 3: The Representation of Global Facial Attributes Such as Facial Identity and Expression
Simulation results of VisNet. Neurophysiology studies have demonstrated the existence of separate clusters of neurons in the primate visual system that encode either facial identity or facial expression (Hasselmo et al., 1989; Morin et al., 2014; Perrett et al., 1992) . The question is how such cell response properties could develop. When Tromans et al. (2011) trained VisNet on cartoon faces of varying identity and expression, the network successfully developed separate clusters of neurons that encoded either facial identity or expression. However, when Tromans (2012) trained VisNet on a continuum of realistic faces generated using FaceGen, the network failed to develop separate representations of facial identity and expression. We hypothesized in the theory section above that this problem can be remedied by training VisNet on a more realistic, reduced set of face images, with only a limited number of different combinations of facial identity and expression. Another limitation of the study of Tromans et al. (2011) was that VisNet was trained on cartoon images of faces in which facial identity and expression were artificially represented by different facial features. We hypothesized in the theory section that VisNet should still form neurons that respond to either facial identity or expression when the network is trained on more realistic faces where facial identity and expression may be represented by common facial features.
We tested whether neurons that responded selectively to either facial identity or expression had developed in VisNet during the initial training on 450 realistic human faces as shown in Figure 11 and 150 nonface objects as shown in Figure 12 . For this purpose, we constructed a new test set of realistic face stimuli using FaceGen as follows. We first created a 1D space of 20 different facial identities, which varied gradually from an extreme Identity A to another extreme Identity B. Then each of these identities was varied over a 1D space of 20 different expressions from Sad to Happy. This resulted in a set of 400 face stimuli constructed from 20 identities ϫ 20 expressions as shown in Figure 29 . The trained network was tested on each face stimulus in the set, and the firing-rates of all neurons in the model were recorded. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. . Simulation results investigating the development of monotonic tuning responses after training in the simplified network model with one layer of synapses. These simulations implemented divisive inhibition. Four simulations were run with different widths, , for the Gaussian packet of activity imposed on the onedimensional layer of 100 input neurons. The results for the four different simulations are shown in separate rows with set to 2, 5, 10, and 20 neurons. The columns follow the same conventions as in 22 and show the following: (a) the width of the Gaussian input packet, (b) synaptic weight matrix, (c) activation matrix, and (d) firing rate matrix. It can be seen that for a relatively small value of sigma equal to 2, the output neurons do not develop monotonic tuning responses. However, for a large value of ϭ 20 neurons, the output neurons do display monotonic tuning profiles after training. Thus, the output neurons gradually switch to monotonic tuning curves with increases in the width, , of the Gaussian input packet. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Figure 30 shows the firing rate responses of typical neurons in the fourth layer of VisNet when tested on the facial stimuli representing combinations of identity and expression shown in Figure 29 . Results are shown before and after training on the 450 realistic human faces shown in Figure 11 and 150 nonface objects shown in Figure 12 . The individual plots in Figure 30 show how the firing rate of each neuron varies with facial identity and expression. Before training, the neuronal responses do not depend in a structured way on facial identity and expression (Figure 30a ). However, after training, individual neurons have learned to respond selectively to localized regions of either the space of identities or space of expressions ( Figure  30b ). The first (top) row in Figure 30b shows neurons that have learned to respond to expressions near the right of the expression space bounded by Sad, while other neurons in the second row have learned to respond to expressions near the left of the expression space bounded by Happy. In contrast, the third row shows neurons that have learned to respond to identities on the top of the identity space bounded by Identity A, while other neurons in the fourth (bottom) row have learned to respond to This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
identities on the bottom of the identity space bounded by Identity B. It can be seen that training VisNet has produced neurons that respond selectively to either particular identities or expressions. Furthermore, very interestingly, it can be seen that individual neurons have monotonic responses to the particular global feature dimension, that is, identity or expression, which the neuron is tuned to. This is reminiscent of the neurons shown above in the Study 2, which represent the spatial relationships between facial features with monotonic tuning curves. The question is could there be an underlying connection between these two kinds of neuron. We explore this idea further below. Figure 30 also shows that neurons that represent specific identities tend to be clustered close together, and the same is true for neurons that encode particular expressions. This is because of a combination of short range excitation and long range inhibition, effecting a self-organizing map (SOM), within each layer of VisNet. Figure 26 . Simulation results investigating the development of monotonic tuning responses after training in the simplified network model with one layer of synapses. These simulations implemented divisive inhibition. Three simulations were run in which the Gaussian activity packet was shifted over different sized intervals of the input layer during training. The results for the three simulations are shown in separate rows. Top row: Gaussian activity packet is shifted during training over 75% of the input layer. Middle row: Gaussian activity packet is shifted over 50% of the input layer. Bottom row: Gaussian activity packet is shifted over 25% of the input layer. However, after training, the network is tested with the Gaussian activity packet presented at all locations on the input layer. The columns follow the same conventions as in Figure 22 and show the following: (a) the width of the Gaussian input packet, (b) synaptic weight matrix, (c) activation matrix, and (d) firing rate matrix. It can be seen that the output neurons develop monotonic tuning when the Gaussian activity packet is shifted over 50% of the input layer during training (top and second row). However, as the Gaussian activity packet is shifted through less of the input layer during training, the output neurons gradually lose their monotonic responses. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Figure 27 . Simulation results investigating the development of monotonic tuning responses after training in the simplified network model with one layer of synapses. These simulations implemented divisive inhibition. Three simulations were run in which the Gaussian activity packet was shifted over different sized intervals of the input layer during training. Three simulations were run in which the Gaussian activity packet was shifted over different sized intervals of the input layer during training. The results for the three simulations are shown in separate blocks: (a) Gaussian activity packet is shifted during training over 75% of the input layer, (b) Gaussian activity packet is shifted over 50% of the input layer, (c) Gaussian activity packet is shifted over 25% of the input layer. After training, the network is tested with the Gaussian activity packet presented at all locations on the input layer. For each of the three simulations, we show the behavior of 12 typical output neurons in separate subplots. Each subplot shows how the activation (blue) and firing rate (green) of the neuron (ordinate) vary as a Gaussian activity packet is shifted through successive locations on the input layer (abscissa). It is evident that the output neurons display monotonic tuning when the Gaussian activity packet has been shifted over 50% of the input layer during training. However, the output neurons gradually lose their monotonic tuning as the Gaussian activity packet is shifted through a smaller interval of the input layer during training. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
expression. It can be seen that training has led to a substantial increase in the amount of single and multiple cell information about both facial identity and expression. Thus, information analysis confirms the enhanced selectivity of neurons for either identity or expression after the training. More than 100 neurons carry 1.5 bits or above of single cell information for facial identity, and around 100 cells carry 1 bit or above of single cell information for expression. This is consistent with the monotonic tuning curves shown in Figure 30 . Such neurons respond to a localized region at one end of their preferred feature space, for example, responding to Happy faces but not Sad faces. Such neuronal responses will carry at least one bit or more of information about the neuron's preferred feature space, that is, identity or expression. However, different neurons have monotonic tuning curves with different slopes. This means that the distributed representation across a population of such neurons should still be sufficient to specify the exact identity or expression of a face stimulus. The reason why neurons were found to encode more information about identity than expression in our simulations might be related to the fact that with a set of realistic faces, such as the Ekman set (Friesen & Ekman, 1976) , a pixel wise variation in identity tends to be greater than the variation in expression (Calder et al., 2001 ) so enabling easier discrimination for identity.
We next investigated what facial features, such as eyes, nose, and mouth, the different kinds of fourth layer neurons were responding to. This was done by tracing the connections that had been strengthened by learning from the fourth layer neurons back to the input Gabor input filters. Figure 32 shows the Gabor filters that have strong connectivity through the network to example fourth layer neurons in VisNet that are individually tuned to one of four global attributes: Happy, Sad, Identity A, and Identity B. Each This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
of the four corresponding subplots shows the Gabor filters with strong connectivity to that neuron as well as the neuron's firing rate responses to the facial stimuli representing combinations of identity and expression shown in Figure 29 . It can be seen that the neuron tuned to Happy faces receives strong connectivity from Gabor filters representing the mouth. On the other hand, the neuron tuned to Sad faces receives strong connectivity from Gabor filters representing the eyes and eyebrows. An interesting find was that the two neurons that differentiated between Identity A and Identity B received strong connectivity from Gabor filters representing the fqacial outline.
The above results indicate that there might be a relationship between neurons that represent particular global attributes, such as Happy, Sad, Identity A, and Identity B, and the kind of neurons discussed in the Study 2 that encode the spatial relationships between local facial features such as the eyes, nose, and mouth with monotonic tuning curves. In fact, it could be that these apparently two different kinds of neuronal response characteristic is displayed by the same neurons. In other words, we wonder if the neuron that appears to respond to a global attribute such as Sad is simply responding to a particular spatial relationship between local facial features with a monotonic tuning curve.
To investigate this possibility, we took the four example cells shown in Figure 32 , which represent particular global attributes such as Happy, Sad, Identity A, and Identity B, and applied the same analysis that was used in Study 2 for Figure 21 with the test faces shown in Figure 20 . These results are shown in Figure  33 , which shows how the firing rate responses of the four neurons vary with the spatial relationships between facial features. Each row shows the responses of a different neuron, while each column corresponds to a different kind of spatial relationship: intereye distance, eyebrow angle, eye height, and mouth shape. The individual subplots show the firing rate responses of the neuron as the corresponding spatial relationship is varied across 10 selected feature values. It can be seen that some neurons responding to global attributes such as Sad and Identity A have monotonic tuning to particular spatial relationships between local facial features. For example, the cells that encode the facial expressions Happy and Sad essentially encode the shape of the mouth. While the cell tuned to Identity A encodes the eyebrow angle. The cell tuned to Identity B does not show a strong correlation to any of the four dimensions we tested, but it is quite possible that this cell encodes a different spatial relationship between facial features that is not shown here. These results strongly support the notion that a neuron that appears to respond to a global attribute is simply responding to a particular spatial relationship between local facial features with a monotonic tuning curve. Thus, these two kinds of neuron may in fact be the same, with neurons encoding different global attributes simply representing different spatial relationships between local features with monotonic tuning curves or particular combinations of them.
Additional study: The representation of six basic expressions. So far in this article we have trained VisNet on only two different facial expressions, happy and sad, including intermediate expressions. This leaves open the question of whether VisNet could learn to recognize a larger number of different expressions. This question is in part motivated by a recent study by Sormaz et al. (2016) , which has shown that the perceptual similarity of five expressions (happy, sad, angry, disgust, and fear) could be predicted from the patterns of neural response in the STS.
To address this question, we conducted an additional VisNet study where the network was trained on a set of 100 randomly generated facial identities for each one of six basic expressions: Happy, Sad, Anger, Disgust, Fear, and Surprise. Then, the network was tested on a new set of randomly generated face stimuli for each of the six facial expressions. Specifically, for each expression, we created 10 different random facial identities to test whether the network representation of facial expression could generalize across the different facial identities. Figure 34 shows the results of the simulation. Each subplot in the top row shows the average responses of 10 cells, which are identified to carry the highest single cell information for a particular facial expression, to 10 different randomly generated facial identities with that expression.
Although these results do not show perfect performance, it can be seen that the neurons shown in each subplot do respond more to faces with their preferred expression. The subplots in the middle row show the Gabor filters that are most strongly connected to the 10 output cells in the top row that represent each expression. It can be seen that the Happy neurons (first column) are receiving strong connections from Gabor filters representing the shape of the mouth, while the Anger neurons (third column) are receiving strong connections from a different part of the mouth. The Sad neurons (second column) are receiving strong inputs from Gabor filters representing the shape of the eyes, while Fear neurons (fifth Figure 29 . Results are shown before training (a) and after training (b). Each row shows a different block of eight neurons in the fourth layer of the network. For each neuron, we plot its firing rate as a function of facial expression (abscissa) and identity (ordinate), with high firing denoted by black. Before training, the neuronal responses are quite unstructured with respect to facial identity and expression. However, after training, individual neurons respond selectively to localized regions of either the space of identities or space of expressions. This document is copyrighted by the American Psychological Association or one of its allied publishers.
column) and Surprise neurons (sixth column) receive strong inputs from different parts of the eyebrows. Learning mechanisms by which the network may form distinct representations of global facial attributes such as identity and expression: One layer network simulations. The question is how the network can develop separate output representations of different global facial attributes such as identity and expression if these attributes are always seen together at the same time. Moreover, we wonder how the same retinal input neurons are used to encode the two global attributes simultaneously. Somehow, through a hierarchical series of neuronal layers, the primate visual system must use competitive learning to separate these global attributes, which are initially encoded by overlapping sets of retinal input neurons, onto distinct populations of output cells.
To explore the mechanisms by which this transformation might take place, we ran simulations of an idealized one-layer competitive neural network as described in Appendix A, but now with two 1D input spaces. One of the input spaces could be considered as encoding facial identity, while the other input space encoded facial expression. Each input space was represented by a 1D row of 100 neurons.
In some simulations the two input spaces were completely orthogonal to each other in that they shared no input neurons. In this case, there were a total of 200 input neurons. On the other hand in other simulations, the two input spaces shared some neurons. In the case of completely overlapping input spaces the network contained a total of 100 input neurons, with these neurons ordered differently within the two spaces. The location of a face in each of these two spaces was encoded by the position of a Gaussian activity packet within that input space. The SD governing the width of the Gaussian activity packets in both input layers was set to 10 in all simulations.
At each timestep during training, an input stimulus was defined by Gaussian activity packets presented at random locations within each of the two input layers. In simulations with dependent motion, the two input spaces were fully statistically linked in that the Gaussian activity packets always occurred at corresponding locations in the two spaces. In simulations with independent motion, the two input spaces were statistically independent in that the locations of the Gaussian packets in the two spaces were entirely independent of each other.
The activities of the input neurons were fed through the feedforward synaptic connections to drive the responses of 100 neurons in the output layer. Combined lateral inhibition and excitation was implemented between neurons in the output layer to effect competition. During training, the feedforward synaptic weights were then modified using a local associative (hebbian) learning This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
rule with synaptic weight vector normalization as described in Appendix A. We explored how the output representations that developed in the network though learning were affected by (a) the degree of statistical independence between the two spaces during training, that is, whether identity and expression varied independently of each other over the stimulus training set, and (b) the degree of overlap between the input neurons encoding the two spaces, that is, how many neurons the two input spaces had in common.
After training, we analyzed the learned response behaviors of the output neurons using two methods. In the first method, the position of the Gaussian activity packet in one of the input spaces was systematically shifted through neurons 1 to 100, while the position of the Gaussian packet in the other input space remain fixed at the center of that space. In the second method, we presented Gaussian activity packets at all 100 ϫ 100 combinations of positions within the two input spaces, and the firing rate response table of each output cell was recorded for comparison with the results of the VisNet simulation reported in Figure 30 . Figure 35 shows how the dependent motion of Gaussian activity packets in two input layers during training affects the learned response properties of output neurons. In this simulation there was no overlap between the two input spaces. The top six subplots show the results of the first method of analysis. The three columns show the (a) weight matrix, (b) activation matrix, and (c) firing rate matrix of the population of output neurons. With dependent motion of the activity packets in the two input layers during training, the firing rate maps of the output neurons in response to the two input spaces largely overlap. Thus, the output neurons failed to develop separate representations of the two input spaces. The four subplots in the bottom row (d) show the second method of analysis. Each of the four subplots in the bottom row shows the firing rate responses for a different output neuron. Individual output neurons learned to respond to particular combinations of locations in the two input spaces that occurred together during training. Thus, these neurons had not learned to respond selectively to just one or other of the two input spaces. Figure 36 shows how the independent motion of Gaussian activity packets in two input layers during training affects the learned response properties of output neurons. In this simulation there was again no overlap between the two input spaces. It can be seen in (a), (b), and (c) that the output neurons have developed separate representations of the two input spaces, with individual neurons responding to just one of the input spaces. In particular, the four output neurons shown in (d) each learned to respond selectively to a localized end region of one of the input spaces. For example, cell 82 shown in the first column of Figure 36d responds selectively to the right side of input space B regardless of where an activity pattern occurs in input space A. Similarly, cell 75 presented in the third column of Figure 36d responds selectively to the top of input space A regardless of the location of an activity pattern in input space B. Thus, the output neurons successfully developed distinct representations of the two input spaces when the motion of the Gaussian patterns in the two input layers was independent. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Next, we tested the network by gradually increasing the overlap of the two input spaces. Figure 37 shows the results of a simulation with 50% overlap, while Figure 38 shows the results of increasing the overlap to 100%. In both of these simulations, the Gaussian activity patterns moved independently through the two input spaces during training. We found that even if the retinal input neurons are entirely overlapped, the output neurons still developed separate representations of two input spaces. This effect relied on the motions of the activity patterns in the two input spaces being independent during training.
We propose that these simulations may explain how the primate visual system develops physically separate representations of global facial attributes such as identity and expression, with individual neurons responding selectively to a localized region of one of these spaces, even though both attributes are encoded by the same population of retinal input neurons.
Discussion
We have presented biologically plausible neural network simulations of the visually guided development of facial representations in the visual brain using completely unsupervised learning mechanisms with feed-forward visual processing. These simulations contrast with many current engineering approaches based on the feedback of error signals from higher-to lower-levels of representation to guide supervised learning of facial attributes such as identity and expression (Lawrence et al., 1997; Lisetti & Rumelhart, 1998; Taigman et al., 2014) . Supervised learning by backpropagation of error (Rumelhart et al., 1986) is not a biologically plausible mechanism for learning facial representations in the brain. Although there exist back-projections in the visual system, it is not possible that these are carrying the kind of error signals needed by back-propagation of error learning (Stork, 1989) . Hence, the simulations reported in this article represent an important theoretical advance in understanding how the visual system in the brain learns to represent the rich spatial structure of the faces.
In this article, we conducted a series of simulation studies investigating how visual representations of faces may develop in the primate visual system. In particular, we trained an established hierarchical neural network model of the primate ventral visual stream, VisNet, with realistic human face stimuli constructed using FaceGen. As a result, we found that the network successfully developed various kinds of cells with response properties similar to those reported in neurophysiological studies. To further advance our understanding of the learning mechanisms involved, additional simulations were performed within simplified one-layer competitive network models.
Our initial simulations with the VisNet model showed the development of neurons that learned to respond to individual facial features such as the eyes and mouth, as well as combinations of these features, as has been reported in single cell recordings in the macaque brain (Freiwald et al., 2009 ). However, the question was how neurons might learn to respond to individual facial features if the facial features are always seen together within whole faces during training. Particular facial features such as the eyes occur in different shapes across different faces. Thus, across a population of faces the network will be exposed to different combinations of facial feature shapes on different This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
occasions. This will lead to a statistical decoupling (Stringer & Rolls, 2008; Stringer et al., 2007) between the individual facial features, which we hypothesized may force the neurons in higher layers to learn to represent the individual features rather than whole faces. This hypothesis was confirmed in the VisNet simulations, where it was found that the output neurons switched to predominantly representing the individual facial features as the number of possible shapes of any facial feature p used to generate the set of training faces increased from 1 to 2. We further hypothesized that as the number of shapes of any facial feature p increased further, an invariance learning mechanism known as CT learning would begin to drive the development of neurons that responded invariantly to many or all of the shape variations of a particular facial feature. Such neurons would represent a facial feature such as a mouth irrespective of the particular shape of that feature. This hypothesis was also confirmed in VisNet simulations as p was increased to 5, 10, and 30. At p ϭ 30 there was a sharp rise in the number of neurons that responded to all 50 of the differently shaped eyes used to test the network.
Furthermore, the VisNet simulations also developed some cells with monotonically increasing or decreasing tuning responses to gradually changing spatial relations between facial features such as intereye distance, as has been observed in neurophysiology studies (Freiwald et al., 2009) . The question was how such monotonic response properties develop. In complementary simulations of a one-layer competitive network, we found that the finite receptive field of a neuron because of a topologically restricted fan-in of afferent synaptic connections, as well as the nature of the competition within the output layer, both played important roles in the emergence of neurons with monotonic tuning.
Relationships Between the Global Facial Representations and Local Facial Feature Representations
We also found that VisNet developed neurons encoding global facial attributes such as face identity and facial expression as reported in neurophysiology studies (Morin et al., 2014) . The question was how different subpopulations of higher layer neurons can learn to respond selectively to either face identity or expression if the network is always exposed to both attributes simultaneously, and the same retinal input neurons represent both global attributes simultaneously in a complex distributed manner. In complementary simulations of a one-layer competitive network, we showed that the network can develop separate Figure 34 . Results of the additional VisNet study where the network was trained on a set of 100 randomly generated facial identities for each one of six basic expressions: happy, sad, angry, disgust, fear, and surprise. The network was tested on face stimuli with the same six expressions. For each expression, we created 10 different randomly generated facial identities to test whether the network representation of facial expression could generalize across the different facial identities. Each subplot in the top row shows the average firing rate of the 10 fourth layer neurons that carry the most information about one of the six expressions, with the neurons encoding each expression shown in a separate column. Each subplot shows the average responses of the 10 neurons to 10 different randomly generated facial identities with that particular expression. The subplots in the middle row show the average inputs from the Gabor filters that are most strongly connected to the 10 output cells that represent each expression shown in the top row. The images in the bottom show examples of the randomized face stimuli with the corresponding facial expression used to test the network.
Happy cells
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representations of multiple perceptual input spaces such as facial identity and expression even if the input neurons encoding these spaces are fully overlapping. In particular, this may occur when the input patterns vary independently between the different input spaces. This result provides a possible mechanism for the simultaneous development of multiple global facial representations such as facial identity and expression. In the main simulation study reported in Study 3a, we showed that the cell that learned to be selective to happy faces had a higher sensitivity to the shape of the mouth. Of interest to the authors, Gosselin and Schyns (2001) explored the specific visual information humans use to recognize global attributes of faces based on a technique called "bubbles," and they also found that the humans use information around the mouth for expression extraction. Their study has indicated that rather than the facial features that simply have the highest local variance between the considered categories, humans tend to use "partially efficient, not a formal, optimally efficient, feature extraction algorithm" (Gosselin & Schyns, 2001) . . Simulation of a one-layer competitive network showing how the dependent motion of Gaussian activity packets in two input layers during training affects the learned response properties of output neurons. In this simulation there was no overlap between the two input spaces. The top six subplots show the results of the first method of analysis, in which the position of the Gaussian activity packet in one of the input spaces was systematically shifted through neurons 1 to 100, while the position of the Gaussian packet in the other input space remain fixed at the center of that space. The first (top) row corresponds to shifting the activity packet through the first input space, while the second row corresponds to shifting the activity packet through the second input space. The three columns show the (a) weight matrix, (b) activation matrix, and (c) firing rate matrix of the population of output neurons. It can be seen that, with dependent motion of the activity packets in the two input layers during training, the output neurons have failed to develop separate representations of the two input spaces. The four subplots in the bottom row (d) show the second method of analysis, in which Gaussian activity packets were presented at all 100 ϫ 100 combinations of positions within the two input spaces, and the firing rate response tables of each output cell were recorded. Each of the four subplots in the bottom row shows the table of firing rate responses for a different output neuron. It is evident that individual output neurons have learned to respond to particular combinations of locations in the two input spaces that occurred together during training. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
In the additional simulation study conducted at the end of Study 3a, we have also presented that the Anger neurons (third column) are also receiving strong connections from the mouth. The Sad neurons (second column) are receiving strong inputs from Gabor filters representing the shape of the eyes, while Fear neurons (fifth column) and Surprise neurons (sixth column) receive strong inputs from different parts of the eyebrows. These results would provide a prediction about the facial features that might be used for the processing of facial expressions in the brain. Furthermore, one of the most important arguments we raise is that the neurons that encode global attributes of faces (such as facial identity and expression) and the neurons that encode a spatial relationship between facial features (such as intereye distance) are essentially the same. More specifically, we propose that neurons encoding different global attributes such as expression simply represent different spatial relationships between local features with monotonic tuning curves or particular combinations of these spatial relations. In this way, the population response of a set of facial features would be amplified for extreme compared with intermediate feature values along the visual pathway, and thereby explain why faces with more deviant appearances are recognized better than those which are more typical (Benson & Perrett, 1991; Bruce & Young, 2011; Rhodes, 1997) . In particular, this proposal contrasts sharply with the idea of neurons being assigned in an entirely random distributed manner to represent particular facial identities. Instead, neurons encoding facial identity are in fact representing specific structural information about the faces they encode. Our simulation results provide convincing evidence for this argument.
The Representation of Faces and Nonface Objects
Recently, a modeling study carried out by Khaligh-Razavi and Kriegeskorte (2014) demonstrated that a number of unsupervised neural network models developed neuronal representations of Figure 36 . Simulation of a one-layer competitive network showing how the independent motion of Gaussian activity packets in two input layers during training affects the learned response properties of output neurons. In this simulation there was no overlap between the two input spaces. Conventions as in Figure 35 . It can be seen in (a), (b) and (c) that the output neurons have developed separate representations of the two input spaces, with individual neurons responding to just one of the input spaces. In particular, the four output neurons shown in (d) have each learned to respond selectively to a localized end region of one of the input spaces. See the online article for the color version of this figure.
faces that were highly correlated compared with the representations of nonface objects. These modeling results mirrored a similar effect found in actual data collected from monkey IT (Kriegeskorte et al., 2008b) and the human temporal lobe (Kiani et al., 2007) . On the other hand, Khaligh-Razavi and Kriegeskorte (2014) showed that none of those unsupervised neural network models successfully captures the high correlations in the neuronal responses to nonface objects, which is also present in the brain. To compare our results with those published by KhalighRazavi and Kriegeskorte (2014), we analyzed activity within the network by computing representational dissimilarity matrices (RDM; Kriegeskorte et al., 2008a) for each layer of VisNet. Figure 39 shows the RDMs computed in response to 50 faces and 50 nonfaces for each layer of VisNet before training (left column) and after training (right column). These results show that, after training, the output (fourth) layer of the network demonstrates neuronal activity patterns that are highly correlated in response to pairs of stimuli from within one of the stimulus categories, which is, faces or nonface objects, but are decorrelated in response to stimuli from different categories. It can also be seen that this effect gradually increases through successive neuronal layers of the network.
This result contradicts VisNet's poor performance reported in Khaligh-Razavi and Kriegeskorte (2014) . However, this inconsistency can be explained by the way the network was trained and the size of the network simulated in their study. In Khaligh-Razavi and Kriegeskorte (2014) , the model was trained with a trace learning rule over two stimulus categories: 442 "animated images" (faces/ bodies of humans/nonhumans) and 442 "inanimated images" (natural/artificial objects). In theory, any visual stimulus in the same category should be associated together with the trace learning rule they implemented. This makes the network difficult to develop a This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
representation that is exclusively dedicated to faces. Additionally, the size of the network they simulated was 16 times smaller than the network simulated in the current study, which may also have resulted in limiting the potential of the model. Accordingly, in contrast to the previously reported result in Khaligh-Razavi and Kriegeskorte (2014) , our own simulations showed high correlations in the responses of the output layer of VisNet after training with objects from the same stimulus category whether faces or nonface objects. This implies a potential for models to develops similar kind of self-organization to our brains through feedforward, unsupervised, visually guided training. Another important aspect of the visual processing can be found in the cortical structure of the brains. Even though the task of both face and object recognition is achieved along the ventral visual pathway, there is physiological evidence that faces and nonface objects are processed in distinct cortical areas. For example, it has been found that faces are preferentially processed in the OFA (Pitcher et al., 2011) and several later cortical areas known as "face patches" (Tsao et al., 2006) . These effects were in fact seen in our simulations. When the network was trained on a mixture of faces and nonface objects, it was found that neurons that learned to represent faces tended to be clustered together within localized patches in the output layer, while neurons representing nonface objects were clustered within separate patches. This effect was because of the use of a self-organizing map (SOM) architecture implemented within each layer of the model. In this case, the short range excitatory connections between neurons within each layer encouraged nearby neurons to learn to respond to similar stimuli. This was sufficient to lead to separate patches for faces and nonface objects. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Figure 39 . Representational dissimilarity matrices (RDM; Kriegeskorte et al., 2008a) showing the correlations in network activity in response to 50 faces (see Figure 11 ) and 50 nonfaces (see Figure 12 ) for each layer of VisNet before training (left column) and after training (right column). For each layer, we recorded the responses of all 128 ϫ 128 neurons in response to each of the 100 test images. We then computed the Pearson correlations between the vectors of neuronal responses across the layer to each pair of test images. A representational dissimilarity matrix was then constructed for each layer where each element corresponding to a particular pair of test images was computed as 1 -the Pearson correlation. These results show that, after training, the output (fourth) layer of the network demonstrates neuronal activity patterns that are highly correlated in response to pairs of stimuli from within one of the stimulus categories, that is, faces or nonface objects, but are decorrelated in response to stimuli from different categories. It can be seen that this effect gradually increases through successive neuronal layers of the network. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Figure 40 shows maps of the selectivity of all fourth layer neurons to the faces and nonface objects before and after training. The selectivity measure was calculated for each cell as follows. First, we computed the average firing rate response ʦ (0, 1) of the cell to all 150 faces and the average firing rate response to all nonface objects. If the average firing rate response to both categories of stimuli was less than 0.8 then the cell was deemed not responsive enough and the selectivity measure was set to zero. If the average firing rate response of the cell was greater than or equal to 0.8 for at least one of the stimulus categories then the selectivity measure was calculated by subtracting the average firing rate response to the nonface objects from the average firing rate response to the faces. Thus, the selectivity measure has a value near (red) for a cell that is selective to faces and a value near Ϫ1 (blue) for a cell that is selective to nonface objects. Figure 40 shows that layer 4 developed large distinct patches of neurons that were selective for either faces or nonface objects after training. As mentioned above, this map like structure is reminiscent of the localized regions of face selectivity, called face patches, reported in neurophysiology studies (Gross et al., 1972) . Figure 40 shows some evidence of spatially structured selectivity to the two stimulus categories in the untrained network. However, this is simply because of neurons in different regions of layer 4 receiving different amounts of connectivity from different regions of the retina because of the topological feedforward connectivity through the layers. In this case, neurons in the center of layer 4 may be driven more by the relatively rich visual structure at the center of nonface objects, while the neurons surrounding the center of layer 4 may be driven more by peripheral facial features such as the facial outline, and so forth. This effect is also artifactual because it only arises because of the face and nonface objects not being shown in different retinal locations. However, the strengths of the feedforward connections are extensively modified during visually guided training, leading to the development of selectivity maps with relatively large, contiguous patches of stimulus selectivity, as seen in the primate visual system.
Even though faces and nonface objects are processed in different visual areas, does this mean that the underlying nature of visual processing is different for these two stimulus categories? It was originally suggested by Biederman and Kalocsai (1997) that the processing of faces is unlike that of other objects. These authors argued that the retinal image of an object is decomposed into simple 3D primitives called geons as well as the spatial relationships between these primitives (Biederman, 1987) . Such a structural description is viewpoint-independent. On the other hand, the information required for face recognition is proposed to be more holistic, which may be coded as a form of graph with each node representing a particular facial feature and each link representing a relationship between features (Biederman & Kalocsai, 1997; Lades et al., 1993) .
However, it has later been argued that the basic visual processing of faces and nonface objects may in fact be similar (Mangini & Biederman, 2004; Yue et al., 2006) . In particular, the different psychophysical behavior toward faces and nonface objects may naturally arise if the representation of faces retains aspects of the original spatial filter representation. In particular, they proposed that larger receptive fields which partially overlap with each other would provide sufficient information to produce the sensitivity to the layout and the spacing of nameable parts of the face (configural effects). A recent simulation study conducted by Xu et al. (2014) supports this hypothesis and concluded that "the configural effect is largely a function of the overlap in the encoding of multiple face features allowed with large receptive fields."
The simulations reported in this article use the VisNet architecture originally developed by Wallis and Rolls (1997) . This model uses a biologically plausible architecture, with unsupervised learning mediated by local, associative learning rules. Wallis and Rolls (1997) proposed that the learning principles underlying the processing of faces and nonface objects are similar, and used VisNet Figure 40 . Map showing stimulus selectivity of all fourth layer neurons to the faces and nonface objects before training (a) and after training (b). The selectivity measure was computed for all cells that had an average firing rate response greater than or equal to 0.8 for at least one of the stimulus categories. The selectivity measure was calculated by subtracting the average firing rate response of each cell to the nonface objects from the average firing rate response to the faces. The selectivity measure is near (red) for a cell that is selective to faces and near Ϫ1 (blue) for a cell that is selective to nonface objects. The selectivity measure was set to zero for those cells with an average firing rate response below 0.8 for both stimulus categories. See the online article for the color version of this figure.
to model the development of transform invariant representations of both faces and nonface objects. These authors hypothesized that it would be possible for the model to develop detailed representations of the local features of faces if more neurons were incorporated into the model. We have now verified this prediction in a network with 16 times as many neurons as that originally used by Wallis and Rolls (1997) .
Limitations and Future Directions
The simulations reported in this article used face images constructed using the FaceGen 3D face modeling software. In future work, we plan to replicate these studies using real faces. This will introduce new problems such as how the network achieves correspondence of the same facial features, such as the eyes or nose, across very differently shaped faces. We anticipate that this may require training VisNet on faces in different retinal locations and different scales to achieve representations of facial features that are both location and scale invariant. This will be a significantly more challenging task than with the controlled artificial FaceGen images used in the current study.
The version of the VisNet architecture used in this article incorporated only bottom-up (feedforward) connections between successive layers of the network. No top-down connections were included in the model even though these are known to exist in the primate ventral visual pathway and are proposed to have a role in matching incoming inputs with top-down expectations or predictions (Clark, 2013) . Nevertheless, the rationale for using this simplified architecture in the current study was that it is sufficient to replicate how neurons in face areas are able to learn to encode the various kinds of face related information.
However, Zhou et al. (2000) have shown that the responses of neurons in earlier stages of visual processing such as V1 and V2, which have preferred responses to oriented edges, are also modulated by which side of a figure the edge occurs on. This is the case even when the figure/background cues lie well outside the classical receptive field of the neuron. This suggests that global image context specifying border ownership modulates the activity of these neurons. This contextual information must be conveyed to these early stage visual neurons by some combination of top-down connections between layers and recurrent connections within layers. These observations imply that top-down connections do play a role in modulating the responses of neurons in earlier layers. However, it remains to be seen what role they may play in face processing. Indeed, we emphasize again that all of the representations that developed in the VisNet simulations described in this article, which reflect the neuronal firing properties observed in neurophysiology studies such as Freiwald et al. (2009) , selforganized using purely feedforward processing.
Another thing to be mentioned is that the current study proposes theories that may explain the development of various neuronal properties that are localized along the ventral visual system, which may be mapped onto the 'core system' in the model proposed by Haxby et al. (2000) ; however, our model does not explicitly model cognitive processes, which is achieved in the "extended system" to act in concert with the regions of the core system to extract meaning from faces (Haxby et al., 2000) . Therefore, even though our results are compared with physiological data, such as face feature space representations (Freiwald et al., 2009 ) and global representations of identity and expression (Hasselmo et al., 1989; Morin et al., 2014) , the model does not generate the behaviors associated with the extracted information.
We believe that such behavior can be implemented with architectural extensions to the current model that may more accurately reflect the known neuroanatomy of the relevant brain areas. For example, Rolls and Treves (1998) have previously hypothesized that pattern association learning may operate in the feedforward connections from area TE at the end of the ventral visual pathway, which represents faces and other visual objects, to areas such as the amygdala and OFC. Consistent with this theory, single unit recording studies have shown that neurons in the amygdala and OFC learn associations between visual stimuli (conditioned stimuli) and the corresponding tastes (unconditioned stimuli). Therefore, pattern association appears to operate in these brain areas, which are thought to be involved in the evaluation of the emotional valence of visual stimuli. This would be a useful extension of the model to compare the simulated results with human performance on a human categorization task.
Nevertheless, as Wallis (2013) explains, the work presented in this article also "serves to explain how such a core system would operate, in terms of its adaptive encoding of objects of expertise, but not how these other systems come to extract information from it to solve specific tasks." For example, Yankouskaya et al. (2014) has recently reported that the level of integration of identity and emotion cues in faces may be determined by life experience and exposure to individuals of different ethnicities. This is consistent with the finding reported in Wallis (2013) that showed that the network trained on White faces exhibits less sensitivity to changes in appearance of Japanese faces than those of White faces. We have also shown that after the exposure to 450 faces with randomly generated identities and expressions, many cells became sensitive to changes of identity and expression in a target face. Moreover, the fact that some cells in our model became sensitive to both of these attributes is consistent with the physiological evidence provided by Morin et al. (2014) . Such neuronal representations developed in the self-organizing models provide important information to the external system to generate the perceptions and behavior reported in cognitive experiments (Yankouskaya et al., 2014) . Accordingly, this article investigated the developmental process of various kinds of such structural codes (Bruce and Young, 1986) , which may set the necessary foundation to achieve face perception in the later stages.
Appendix A Model Descriptions

VisNet Model
The main simulation studies presented in this article are conducted with an established biologically plausible neural network model, VisNet, of the primate ventral visual pathway, which was originally developed by Wallis and Rolls (1997) . The network architecture is shown in Figure 3 . It is based on the following: (a) A series of hierarchical competitive networks with local graded lateral inhibition. (b) Convergent connections to each neuron from a topologically corresponding region of the preceding layer, leading to an increase in the receptive field size of neurons through the visual processing areas. (c) Synaptic plasticity based on a local associative learning rule such as the Hebb rule (6) or trace rule (7), (8), which are explained below.
In past work, the hierarchical series of four neuronal layers of VisNet have been related to the following successive stages of processing in the ventral visual pathway: V2, V4, the posterior inferior temporal cortex, and the anterior inferior temporal cortex. However, this correspondence has always been quite loose because the ventral pathway may be further subdivided into a more fine grained network of distinct sub-regions.
The forward connections to individual cells are derived from a topologically corresponding region of the preceding layer, using a Gaussian distribution of connection probabilities. These distributions are defined by a radius which will contain approximately 67% of the connections from the preceding layer. The values used in the current studies are given in Table 1a . The gradual increase in the receptive field of cells in successive layers reflects the known physiology of the primate ventral visual pathway (Freeman & Simoncelli, 2011; Pasupathy, 2006; Pettet & Gilbert, 1992) .
Preprocessing of the visual input by Gabor filters. Before the visual images are presented to the VisNet's input layer 1, they are preprocessed by a set of Gabor filters that accord with the general tuning profiles of simple cells in V1 (Cumming & Parker, 1999; Jones & Palmer, 1987; Lades et al., 1993) . The filters provide a unique pattern of filter outputs for each transform of each visual object, which is passed through to the first layer of VisNet. These filters are known to provide a good fit to the firing properties of V1 simple cells, which respond to local oriented bars and edges within the visual field (Cumming & Parker, 1999; Jones & Palmer, 1987) . The input filters used are computed by the following equations: where x and y specify the position of a light impulse in the visual field (Petkov & Kruizinga, 1997) . The parameter is the wavelength (1/ is the spatial frequency), controls number of such periods inside the Gaussian window based on and spatial bandwidth b, defines the orientation of the feature, defines the phase, and ␥ sets the aspect ratio that determines the shape of the receptive field. In the experiments in this article, an array of Gabor filters is generated at each of 256 ϫ 256 retinal locations with the parameters given in Table 1a . These parameters were selected based on those that previously optimized performance (Rolls & Milward, 2000; Tromans et al., 2011) .
The outputs of the Gabor filters are passed to the neurons in layer 1 of VisNet according to the synaptic connectivity given in Table 1a . That is, each layer 1 neuron receives connections from 201 randomly chosen Gabor filters localized within a topologically corresponding region of the retina.
Activations of neurons and competition within the network. Within each of the neural layers 1 to 4 of the network, the activation h i of each neuron i is set equal to a linear sum of the inputs r j from afferent neurons j in the preceding layer weighted by the synaptic weights w ij . That is,
where r j is the firing rate of neuron j, and w ij is the strength of the synapse from neuron j to neuron i. In this article, we have run simulations with a self-organizing map (SOM; Kohonen, 1982; von der Malsburg, 1973) implemented within each layer. In the SOM architecture, short-range excitation and long-range inhibition are combined to form a Mexican-hat spatial profile and is constructed as a difference of two Gaussians as follows:
(Appendices continue)
In the first competition method, divisive inhibition, the activation h i of each output neuron i is divided by the average activation Ͻ h Ͼ across all output neurons.
The second type of competition method implements a combination of lateral inhibition and excitation between cells in the output layer to effect a self-organizing map (SOM). Short-range excitation and long-range inhibition are combined to form a "Mexican-hat" spatial filter, which is constructed as a difference of two Gaussians as follows:
To implement the SOM, the activations h i of neurons within the output layer are convolved with the spatial filter, I a , where ␦ I controls the inhibitory contrast and ␦ E controls the excitatory contrast. The width of the inhibitory radius is controlled by I while the width of the excitatory radius is controlled by E . The parameter a indexes the distance away from the center of the filter. The lateral inhibition and excitation parameters are given in Table 1b .
Next, the contrast between the activities of neurons with the output layer is enhanced by passing the activation h i of each output neuron, i, through a sigmoid transfer function as shown in Equation A5. The sigmoid slope ␤ is set to a fixed value throughout each simulation given in Table 1b . However, the sigmoid threshold ␣ is continually adjusted to control the sparseness of the firingrates within the output layer.
Modification of synaptic weights during training. At the beginning of each simulation, the synaptic weights from the input neurons to the output neurons are initialized with random values.
The simulation begins with a training phase. At each timestep during training, the firing rates of the input neurons are first updated to represent a new position x in the feature space, and then the firing rates of the output neurons are computed as described above. Then the synaptic weights are updated according to an associative (hebbian) learning rule as described in Equation A6 .
To prevent the same few output neurons always winning the competition, the synaptic weight vector w i of each output neuron i is renormalised after each learning update by Equations A9 and A10.
Appendix B Information Analysis
To quantify the performance in transformation invariance learning with VisNet, the techniques of Shannon's information theory have previously been used (Rolls & Treves, 1998) , which is based on the KL divergence of the conditional response distribution from the unconditional distribution. Information theory can be used to quantify how selective neurons are for particular stimuli, each of which may translate across different locations on the retina. If the responses r of a neuron carry a high level of information about the presence of a particular stimulus s, then this implies that the neuron will respond selectively to the presence of that stimulus regardless of where the stimulus is presented on the retina. In this way, information theory can provide a direct measure of both the selectivity of a neuron for a particular stimulus, as well as how translation-invariant the neuronal responses are as the stimulus is shifted across the retina.
Two information measures were used to assess the ability of the network to develop neurons that are selective to the presence of stimuli but also invariant to their occurrence in different retinal locations (see Rolls & Milward, 2000; Rolls et al., 1997) . These two measure use the responses from either individual neurons (single-cell information analysis) or small ensembles of neurons (multiple-cell information analysis), each of which will be discussed in turn.
The following exposition provides a theoretical account of the two information measures used in this thesis. However, to keep the notation consistent with past publications (Rolls & Milward, 2000; Rolls et al., 1997) , we have here denoted the neuronal firing rates by r.
Single-Cell Information
A single cell information measure was applied to individual cells to measure how much information is available from the responses of a single cell about which color input is present. The amount of stimulus specific information that a certain cell transmits is calculated from the following formula with details given by Rolls and Milward (2000) :
Here s is a particular stimulus and ជ R is the set of responses of a cell to the set of stimuli. The maximum information that an ideally developed cell could carry is given by the formula:
Maximum cell information ϭ log 2 (n) bits
where n is a number of different stimuli.
(Appendices continue)
Multiple-Cell Information
While useful in assessing the tuning properties of a particular neuron, the single-cell information measure cannot give a complete assessment of VisNet's performance with respect to recognition of the set of visual stimuli. If all cells learned to respond to the same stimulus (according to the single-cell measure) then there would be relatively little information available about the whole set stimuli ជ S . To address this issue, we also calculated a multiple-cell information measure, which assesses the amount of information that is available about the whole set of the categories of the visual stimuli from a population of neurons. This measure quantifies the network's ability to tell which stimulus is currently exposed to the network based on the set of responses, ជ R , of a subpopulation of cells. Here we adapt the procedures for calculating the multiplecell information measure as described by Eguchi, Neymotin, and Stringer (2014) and Rolls and Milward (2000) .
In brief, we would like to calculate the mutual information between the stimuli and the responses-the average amount of information obtained (across all stimuli) from the responses of the ensemble, about which stimulus was present after a single presentation of a stimulus. However, because of the difficulty in adequately sampling this high dimensional neural response space, it is unrealistic to construct accurate probability distributions for directly calculating the mutual information. Instead, a decoding procedure is used to estimate which stimulus s= gave rise to the particular firing rate response vector on each trial. A probability table is then constructed between the real stimuli, s and the decoded stimuli, s=. From this probability table, the multiple-cell information is then calculated as follows. 
Here, S represents the set of the stimuli presented to the networks, and ជ C defines the set of cells used in the analysis, which had as single cells the most information about which stimulus was present. From the set of cells ជ C , the firing responses R ជ C (R ϭ r ͑c͒ | c ʦ ជ C) to each stimulus in S are used as the basis for the Bayesian decoding procedure as follows: 
where nTrans defines the number of possible transforms, and pdf computes the probability density function at firing response of a subset of cells when exposed to a stimulus s at t th transforms using the normal distribution with their mean and SD.
For a given set of cells, the probabilities generated by the decoding procedure are factored into a confusion matrix, that matches up the actual input stimuli in ជ S with the predicted stimuli in SЈ ¡ . Here, P͑s i Ј͒ represents the probability that the predicted stimulus s i Ј is actually the stimulus s i that is currently presented to the network. A higher value of P͑s, sЈ͒ relative to P͑s͒P͑sЈ͒ indicates a stronger relationship between s and s=; this information provides the basis for calculating the multiple-cell information analysis.
