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表３ＢＲＦＤＬによるＬＰ問題の領域認識率（％）
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図ｌ７ＦＤＬにおける学習特性
5000
５．実験結果及び考察
５．１関数近似
図４，５にＢＰ，ＦＤＬによるｓｉｎ関数近似における学習特性（収束状況）を，図６，７
にＢＰ，ＦＤＬによるパルス関数近似における学習特性（収束状況）を示す。また，表１に
学習後の二乗誤差を，表２に処理時間を示す。
以上の結果より，ＦＤＬはＢＰに比べ精度は劣るが，様々な種類のニューロン構成によ
り学習が可能であることがわかる。また，学習時間をＦＤＬはＢＰの10倍以上必要とした。
これは，逐次処理型のコンピュータでＦＤＬアルゴリズムを作成することに原因がある。
FDLは，ＢＰのように出力誤差を逐次逆伝搬するのではなく，出力誤差が求まればそのと
きの揺らぎの大きさと各ニューロンの周辺量によって個別かつ同時に並列的に算出できる
という特徴がある。しかし，逐次処理型のコンピュータではこの特徴が生かせない。また，
FDLでは，パターン，の継続入力期間、に比例して想起のための処理量が多くなるこ
ともＢＰよりも学習時間が必要であるのに関係している。よってＦＤＬでは，並列分散処
理型のコンピュータでアルゴリズムを作成することにより，学習時間の短縮が行える。
図８にＢＰによるｓｉｎ関数近似の学習結果を，図９にパルス関数近似の学習結果を示す。
また，図10から図15に，ＦＤＬによる各ネットワークによる関数近似の学習結果を示す。
図10,11が非線形ニューロン，図12,13が線形ニューロン，図14,15が混在型ニューロン
での学習結果となる。図より，ＢＢＦＤＬ共に関数近似が行われているといえる。学習回
数5000回の時点での近似度は,ＢＰのほうが優れていることがわかる。また,ＦＤＬの各ニュー
ロンモデル別に見ると，非線形ニューロンでは曲線的になめらかに近似している。また，
線形ニューロンでは，直線的に近似している。そして，非線形，線形混在型ニューロンで
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'よ二つの特徴を合わせた近似を行っており，非線形ニューロンと線形ニューロンの配置の
割合などにより影響を受けるものと思われる。なお，ＦＤＬの各図は，揺らぎ除去時の出力
結果を示している。
５．２ＬＰ問題の実行可能領域認識
図１６，図17にＢＰおよびＦＤＬの学習特性を示す。また，表３に，１０個のランダムなテ
ストデータに対する領域認識率を示す。
以上の結果より，ＢＰの方がＦＤＬよりも学習の収束，認識率共に優れていることがわ
かる。これは,ＢＰが,誤差が確実に減少する方向へ結合荷重の修正量を計算するのに対し，
FDLは誤差が確率的に減少する方向へ修正量を計算するためである。しかしＦＤＬでは，
揺らぎの大きさのみで収束の活性度を調節可能である。よってＦＤＬはＢＰに比べて，多
くのパラメータの設定が容易である。
６．おわりに
ＦＤＬは，ＢＰに比べて学習時間を多く必要とした。これは，パターンｐの継続入力期
間、に比例して想起のための処理量が多くなるためである。しかし，ＦＤＬは，ニューロ
ンモデルが連続か離散かにかかわらず，また，両モデルが混在する場合にも，同一の結合
係数修正式によって階層型ＮＮの学習が可能であり，揺らぎの大きさにより学習の活性度
が制御できる。また，出力誤差の各ニューロンへの分配機能があれば，簡単な並列演算に
よってすべての結合係数の修正量を個別かつ同時に算出できるため，微分や逆伝搬処理が
必要なＢＰに比べ，並列分散処理との親和性に優れていると考えられる。
今後は，ＦＤＬの特徴を利用した階層型ＮＮの並列分散処理や，数理計画問題の解法に
取り組む予定である。
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Recently,artificialneuralnetworkiswidelyappliedinapracticalengineeringfield
andotherresearchfield，becauseofitsinteUigentpropertiessuchaslearningand
recognition・Therefore，variousneuralnetworksareproposedaccordingtotheir
applicationpurposeandtherehavebeendevelopedmanyapplicationalgorithms・
Theseartificialneuralnetworksaresimplycalledasneuralnetwork(ＮＮ）
Amongthesevariousneuralnetworkalgorithms,backpropagation(ＢＰ)technique
ismostwidelyusedasthelearningmethodofthefeedforwardneuralnetworkOnthe
otherhand,afluctuation-drivenlearningmethod(ＦＤL)isrecentlyproposedwhichmay
beeffectiveforrecognitionoffeasibleregionofmathematicalprogrammingproblems
Inthispaper，weinvestigatetheefficiencyoflearningandrecognitionofmathemati‐
calprogrammingproblembycomparingtheselearningalgorithms,ｉ､ｅ・backpropaga‐
tionandfluctuation-drivenlearningalgorithm．
