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Abstract
A two-phase method based on generating timetables from one-factorizations and finding optimal home/away assignments solved
the mirrored traveling tournament problem benchmark instances NL8 and CIRC8 at the Challenge Traveling Tournament Problems
homepage http://mat.gsia.cmu.edu/TOURN/.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Easton et al. [5] proposed a class of sports scheduling problem called the Traveling Tournament Problem (TTP) and
described two families of benchmark instances. The TTP is the problem of finding a double round-robin tournament
on n teams (with n even) satisfying a number of requirements such that the total distance traveled by all the teams is
minimized. The TTP abstracts key issues in creating a schedule that combines travel and home/away pattern issues,
making it difficult to solve even when the number of teams is small.
An extended set of benchmark instances is currently available at the Challenge Traveling Tournament Problems
homepage http://mat.gsia.cmu.edu/TOURN/ consisting of the original instances described in [5] and many others.
Heuristics and solution methods proposed over the years have produced new best-known solutions to many of the
benchmark instances (see for example [1,2,14,6,7,9,10] and the survey [11]). Methods for obtaining lower bounds
have also been proposed [5,7,16].
Some benchmark instances belong to a number of special cases. One such special case, introduced in [14], is
the TTP with the mirrored requirement that requires the first half of the schedule to be the same as the second half
but with the venues reversed. Another special case, introduced in [15], assumes that the travel distance is constant
between any pair of cities. Results on exact solutions obtained so far seem to suggest that the special cases are not
of the same difficulty as the general problem. Eastman et al. [6] solved the six-team instances and the eight-team
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Fig. 1. Schedule for a DRR tournament with 6 teams.
Fig. 2. (a) Timetable, (b) Pattern set.
instance NL8 but allowing consecutive games between two teams. In contrast, Urrutia and Riberio [15] solved the
constant distance instances with the mirrored requirement for 4, 6, 8, 10, 12, and 16 teams. The constructive method
of Fujiwara et al. [7] gave optimal solutions for the constant distance instances for n teams where n ≤ 50 and n ≡ 4
(mod 6). Rasmussen and Trick [13] used a Benders approach to solve all constant distance instances for up to 16
teams and constant distance instances with the mirrored requirement for up to 18 teams.
In this paper, we describe a two-phase method that can solve mirrored Traveling Tournament Problems with at most
eight teams quite effectively. In particular, our computations show that the best-known solutions for the the National
League Instance NL8 (mirrored) and the Circular Distance Instance CIRC8 (mirrored) are in fact optimal.
2. The mirrored traveling tournament problem
Given n teams with n even, a double round-robin (DRR) tournament is a set of games in which every team plays
every other team exactly once at home and once away in 2(n − 1) prescheduled time slots such that all teams play
exactly one game in each slot. For any given team, games played at its home venue are called home games and those
played at the opponent’s venue are called away games. Distances between team venues are given by an n× n distance
matrix C . For our purposes, C is assumed to be symmetric. Each team begins at its home venue and travels to play
its games at the appropriate venues specified by the schedule and returns (if necessary) to the home venue at the end
of the schedule. Easton et al. [5] defined the TTP to be the problem of finding a schedule for a DRR tournament on
the n teams such that every team does not play more than three consecutive home or away games, does not play an
opponent in two consecutive games (the no-repeater requirement), and that the total distance traveled by all the teams
is minimized. The mirrored Traveling Tournament Problem (mTTP) has an additional constraint known as the mirror
requirement: games played in slot s are the same as those played in slot s + (n − 1) for s = 1, . . . , n − 1. Clearly,
the no-repeater required is automatically satisfied if the mirror requirement is imposed. Fig. 1 gives an example of a
schedule for a DRR tournament satisfying the mirror requirement. (A minus sign indicates an away game.) It is an
optimal schedule for the mTTP benchmark instance NL6.
3. Solution method
A schedule for a round-robin tournament can be separated into two components—a timetable and a pattern set.
The timetable gives only the opponent of each team in each slot. The pattern set consists of a pattern for each team,
which is a (row) vector of 1’s and 0’s, with 1 representing a home game and 0 representing an away game. Fig. 2
shows the timetable and the pattern set for the schedule in Fig. 1.
Note that the first half of a mirrored schedule completely determines the rest of the schedule and is itself a schedule
for a single round-robin tournament in which each team plays every other team exactly once. It is well known that
timetables of a single round-robin tournament of n teams with n even are equivalent to ordered one-factorizations of
Kn (the complete graph on n vertices) defined as follows: A one-factor of Kn is a set of n2 edges of Kn such that no two
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Table 1
Number of one-factorizations of Kn
n # one-factorizations
4 1
6 6
8 [3] 6,240
10 [8] 1,255,566,720
12 [4] 252,282,619,805,368,320
edges are incident with the same vertex. A one-factorization of Kn is a set, {F1, . . . , Fn−1}, of n− 1 pairwise disjoint
one-factors F1, . . . , Fn−1. An ordered one-factorization of Kn is an (n − 1)-tuple of one-factors, (F1, . . . , Fn−1),
such that {F1, . . . , Fn−1} is a one-factorization of Kn . Hence, from a given one-factorization of Kn , one can obtain
(n − 1)! ordered one-factorizations by taking all orderings of the one-factors. The correspondence between a single
round-robin timetable and an ordered one-factorization (F1, . . . , Fn−1) is given by the following: i1i2 ∈ Fs if and
only if team i1 plays team i2 in slot s. Table 1 lists the total number of one-factorizations for different values of n that
have been obtained by researchers over the years. For n ≥ 14, the exact number of one-factorizations is not known.
The following two-phase method was used to solve the mTTP instances NL8 and CIRC8.
(Phase 1) Generate all the one-factorizations of K8.
(Phase 2) For each one-factorization generated in Phase 1, go through each ordering of the one-factors and form a
timetable and find a pattern set for the timetable that gives a schedule with minimum travel distance.
Brief implementation details for each phase are given below.
3.1. Phase 1—Generating one-factorizations
We used the fact [3] that every one-factorization of K8 can be obtained from one of the following one-factorizations
by permuting the vertices:
A 15 26 37 48 B 15 26 37 48 C 15 26 37 48
16 25 34 78 16 23 45 78 16 23 45 78
17 24 35 68 17 28 35 46 17 28 35 46
18 23 45 67 18 25 36 47 18 25 36 47
12 38 47 56 12 34 58 67 12 34 57 68
13 28 46 57 13 24 57 68 13 24 58 67
14 27 36 58 14 27 38 56 14 27 38 56
D 15 26 37 48 E 15 26 37 48 F 12 38 47 56
16 23 45 78 16 23 45 78 13 24 58 67
17 28 35 46 17 24 35 68 14 35 26 78
18 25 34 67 18 25 34 67 15 46 37 28
12 36 47 58 12 36 47 58 16 57 48 23
13 24 57 68 13 28 46 57 17 68 25 34
14 27 38 56 14 27 38 56 18 27 36 45
Instead of generating all the one-factorizations of K8, a simple C++ program was written to generate all the
permutations of the vertices that give all the distinct one-factorizations of K8 from the above six. It is known that
different permutations of the vertices do not necessarily result in different one-factorizations. Duplicates are discarded.
3.2. Phase 2—Timetable constrained distance minimization problem
As reversing the slots of a mirrored schedule still gives a mirrored schedule having the same total distance, one
only needs to go through 7!2 = 2520 timetables for each one-factorization generated in Phase 1. Therefore, the total
number of timetables considered in Phase 2 is 6240×2520 = 15,724,800. Clearly, the success of the method depends
heavily on how quickly a pattern set minimizing the travel distance for a given timetable can be found.
Ramussen and Trick [12] defined the Timetable Constrained Distance Minimization Problem (TCDMP) as the
problem of finding a pattern set that minimizes the distance traveled for given a timetable. Their computational results
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Table 2
NL8 (mirrored)—Total cpu time: 3.65 days
Type # TCDMPs solved Best cpu time (s)
A 75,600 43,092 1,619
B 6,350,400 42,104 124,422
C 4,233,600 43,003 87,920
D 1,058,400 41,928 21,105
E 1,587,600 42,450 31,743
F 2,419,200 42,802 48,741
show that the TCDMP for instances with eight teams without the mirror requirement can be solved in a fraction of
a second using a hybrid approach that combines constraint programming and integer programming. The constraint
programming part generates all possible patterns, called feasible patterns, that a team can have. With the mirror
requirement, the number of feasible patterns is quite small and the set of feasible patterns is the same for every team.
There are 22 feasible patterns satisfying the mirror requirement for n = 6 and 72 for n = 8.
The TCDMP for a given timetable for a DRR tournament satisfying the mirror requirement can be formulated as
an integer programming problem as follows: Let T denote the set of teams {1, . . . , n}. Let S denote the set of slots
in the first half of the timetable {1, . . . , n − 1}. Let P denote the set of feasible patterns. For each pattern j ∈ P and
each s ∈ S, h js is defined to be 1 if slot s of pattern j is 1; otherwise, h js is defined to be 0. Let the first half of the
timetable be given by the ordered one-factorization (F1, . . . , Fn−1). For each t ∈ T and each j ∈ P , let dt j denote
the distance team t must travel if pattern j is assigned to team t . Note that the distance dt j can be calculated given
the timetable and the pattern. Then the TCDMP for the given timetable can be formulated as the following integer
programming problem:
min
∑
t∈T
∑
j∈P
dt j xt j
s.t.
∑
j∈P
xt j = 1 ∀ t ∈ T∑
t∈{i1,i2}
∑
j∈P
h jsxt j = 1 ∀ i1, i2 ∈ T, s ∈ S such that i1 < i2 and i1i2 ∈ Fs
xt j ∈ {0, 1} ∀ t ∈ T, j ∈ P.
The above formulation is a specialization of the formulation introduced by Rasmussen and Trick [12] to the mirrored
setting.
A C++ program was written to handle the generation of timetables from one-factorizations and to solve the
TCDMP using the ILOG CPLEX 10.0 callable libraries. The program keeps the best distance obtained so far and uses
it as an upper bound for cut-off. In other words, not every TCDMP is solved to optimality unless it yields a better
schedule. Observe that the computations in Phase 2 could be parallelized by dividing the one-factorizations among
different processors.
4. Computational results
All computations were performed on a Linux workstation with an Intel Pentium 4 3.00 GHz processor and
1.5 GB of RAM. Phase 1 took just a few seconds. The one-factorizations were divided into six types: A Type T
one-factorization where T ∈ {A, B,C, D, E, F} is one that is obtained from the one-factorization T by permuting
vertices. (See Section 3.1 for the one-factorizations A, B,C, D, E, F .) Our program was run once for each type of
one-factorization so that the optimal solution for each type could be found. Table 2 shows the Phase 2 results for the
mTTP instance NL8. The first column gives the type of one-factorization from which timetables were generated. The
second column gives the total number of TCDMPs solved for each type. The third column gives the minimum distance
over all the TCDMPs solved for each type. The last column gives the total cpu time required to solve all the TCDMPs
for each type. Table 3 shows the Phase 2 results for the mTTP instance CIRC8, with the column for the number of
TCDMPs solved omitted.
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Table 3
CIRC8 (mirrored)—Total cpu time: 3.54 days
Type Best cpu time (s)
A 146 1,507
B 142 120,929
C 148 84,522
D 140 21,372
E 142 30,591
F 150 47,390
The optimal values for NL8 and CIRC8 are 41,928 and 140, respectively, matching the values of the best-known
solutions obtained by Ribeiro and Urrutia [14]. The total cpu time required for solving each of the instances was less
than 3.7 days. We mention in passing that our method solved each of the six-team mTTP benchmark instances NL6
and CIRC6 in just a few seconds of cpu time.
5. Concluding remarks
The computational results showed that the best-known solutions for the mTTP benchmark instances NL8 and
CIRC8 are optimal. The cpu time required to solve each instance was less than 3.7 days, suggesting that the method
could be viable for solving to optimality other instances of the mTTP with at most eight teams. Two six-team instances
were each solved in a few seconds. Unfortunately, preliminary computational experiments suggest that the current
method will require 784,000 cpu years to solve the mTTP instance NL10 with 10 teams. It is perhaps not at all
surprising that the method does not scale well as it is arguably an exhaustive search whose running time depends on
the number of one-factorizations. Solving exactly the mTTP instances with higher number of teams will probably
require ideas that are not based on one-factorizations.
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