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THESIS CONTAINS 
CD 
"It is He who made the sun a radiance and the moon a 
light, and determined it by stations, that you might 
know the number of the years and the reckoning. God 
created that not save with the truth, distinguishing the 
signs to a people who know. " (Yunus : 5) 
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ABSTRACT 
This thesis investigates the technical problems associated with large-scale stand-alone 
wind powered desalination employing a short-term energy store, particularly the 
complexities associated with the intermittent operation of the desalination plant. 
To achieve this, a non-linear, time domain system model of an existing wind powered 
desalination plant has been developed using the propriety code Simulink. 
Two desalination techniques have been considered: reverse osmosis and electrodialysis, 
due firstly to their relatively low specific energy consumption, and secondly, their 
efficient coupling to a wind turbine generator. 
As a way of reducing power mismatch, optimising water production, and above all 
reducing the switching rates of the desalination units, operation of the reverse osmosis 
and electrodialysis units under variable power conditions is suggested. 
Little information is available on plant performance under such conditions. A 
mathematical model has therefore been developed to ascertain the performance of 
reverse osmosis and electrodialysis processes under transient power conditions. The 
model consists of the set of partial differential equations (PDEs) describing the 
conservation of mass, momentum and chemical species coupled with the appropriate 
boundary conditions. A numerical solution based on the finite volume method has been 
employed to solve for the system of PDEs, as no analytical solution is available for the 
particular set of model equations derived. 
Sensitivity of plant performance to key design parameters (such as operating pressure 
and energy storage capacity) and operational strategies is predicted from simulation 
results. 
This technology is economically attractive for islands where wind energy density is high 
and water resources are scarce. 
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CHAPTER 1: INTRODUCTION 
The importance to populations of available clean and potable water is self-evident. Not 
all regions however have naturally available water sources of sufficient quality and there 
is now a growing attention to water treatment as a means of providing the required 
supply. In particular locations, desalination is the only viable option for supplying 
freshwater, but it is a very energy intensive process. The problem is exacerbated by the 
high conventional energy costs found in many water deficient regions, and this tends to 
limit its applicability to the richer countries. An effective exploitation of a locally 
available renewable energy resource for desalination can reduce water production costs 
from those obtained traditionally by water transport or by desalination using 
conventional fuels. The benefits would certainly include an improvement in the 
reliability of water supply and a reduction in environmental impacts associated with 
conventional desalination. Wind power is now well established and, on good sites, 
offers the most economically viable renewable energy source. Of the currently available 
desalination technologies, reverse osmosis and electrodialysis are the most energy 
efficient, particularly for small unit sizes. The challenge is to combine this fluctuating 
energy supply with the desalination technology to provide an effective and affordable 
water supply system. 
1.1 STATUS OF RENEWABLE POWERED DESALINATION 
The technico-economical viability of large-scale desalination of seawater employing 
stand-alone wind energy systems has been anticipated. The economic attraction is 
particularly evident in remote areas with potential wind resource and accessibility to 
seawater such as islands and coastal regions [Rodriguez-Girones et al, 1996; Hanafi, 
1994]. Desalination technologies that have been identified as suitable for supply from 
wind energy include reverse osmosis, electrodialysis and vapour compression, due to 
their low energy consumption and the expectation that they can be operated in a manner 
compatible with the supply from wind turbines [CRES, 1998; ETSU, 1996]. In brief, 
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compatibility between a given desalination technology and a renewable energy resource 
is mainly based on: 
  Primary energy intake form, which bears direct implications on energy conversion 
efficiency. 
  Adaptability to changes in supplied power, including changes in system performance 
and the characteristic time required for process stabilisation (start-up/shut-down 
procedure) and the accompanying wasted power. For example, thermal desalination 
processes do not lend themselves to power variations occurring on the time-scales of 
wind turbulence due to their large thermal inertia. They therefore require a 
substantial energy storage system when powered by a wind turbine. Clearly the 
particulars of the system architecture in terms of the mode of integration and 
operational features bear a significant influence on this aspect. 
1.2 THE PROBLEM 
The wind resource is characterised by periods of unavailability and by high power 
variability, thus affecting the reliability of freshwater supply and the continuous 
operation of the desalination plant. In contrast to electricity supply, reliability of 
freshwater supply can to a certain degree be maintained by providing freshwater storage 
tanks at affordable prices. It has also been suggested that, for relatively large-scale 
multi-unit systems instantaneous power utilisation could be improved by switching in or 
out individual desalination units in relation to power availability. However, the 
electricity supply variations associated with wind energy create technical problems for 
the desalination technologies, in particular, the transient loads associated with 
intermittent operation of the units. 
This is expected to have an adverse effect on the performance and component life of 
certain desalination equipment, in particular reverse osmosis (RO) systems. RO systems 
employ membranes to separate salt from water under the action of a hydrostatic 
pressure. Membranes, like other materials, undergo plastic creep - termed compaction - 
under static pressure and temperature, which results in a deterioration in the membrane's 
ability to transmit water. And, their operation under variable pressure, flow rate or 
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under switched loading schemes is expected to accelerate this effect and induce material 
damage and fatigue. 
In order to improve power supply continuity, three options have traditionally been 
realised [ETSU, 1996]: firstly, system over-sizing; secondly, employing a substantial 
energy back-up system; and thirdly, employing a short term, fast response, energy 
storage system that has a filtering effect on the highly turbulent wind power variations. 
The first two options are in general uneconomic, leaving the third option as the most 
attractive approach. Furthermore, over-sizing influences the wind turbine adversely; 
depending on the control strategy implemented, by creating excessive loads on the 
generator itself and other system components (e. g. the inverter), in addition to increasing 
wasted energy. 
Obviously with the third option, a degree of variability in the supplied power still exists, 
and the intermittent operation of the desalination units can be alleviated, to a certain 
degree, by operating the desalination system under continuously varying power 
conditions. 
This thesis will explore these issues in detail. 
1.3 BACKGROUND ON WIND POWERED DESALINATION 
SYSTEMS 
1.3.1 Short Term Energy Store 
Wind turbulence, and the associated power variation, affects stand alone systems 
integrity; critical frequencies lie in the time range of 1 sec to 5 min [Freris, 1990]. The 
selected energy storage system should therefore be compatible from the point of view of 
charging and discharging rates, its energy storage capacity and mode of coupling. 
A brief review of energy storage systems is given by Freris [1990]. Amongst the most 
compatible for wind turbine applications is the flywheel, while a hydraulic pneumatic 
energy store would be suitable for integration with the specific application in this study. 
The characteristic time for a hydraulic pneumatic system is 2 orders of magnitudes less 
than that of the flywheel, while its energy density is comparable. There is also the 
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possibility of hydrogen energy storage systems, which potentially have a higher storage 
density. 
Although widely used through lack of commercial alternatives, battery storage is not 
suited to wind energy output stabilisation, particularly in highly turbulent wind 
conditions, due to the limitation on the charging and discharging rate (typical limitations 
are 1 hr to 10 hr per complete charging and discharging). There is also a need for power 
inverters and there are significant energy losses associated with the charging and 
discharging processes. 
1.3.2 Wind Turbine Research and Development 
Wind turbines are now a mature and a reliable technology and commercially available 
from small battery chargers of 25 Watts, up to the largest currently available machines of 
2 MW. Most larger turbines have been developed for grid connected operation but 
nevertheless a range of control approaches are in use. Some of these are more suited to 
stand alone operation than others. Stall regulated turbines are almost always run at a 
nominal fixed speed, fixed by the grid connection; they are difficult to control in a stand- 
alone arrangement. Variable speed turbines with power electronic connection, and 
active pitch control are more expensive but are much more easily integrated into stand- 
alone systems. For turbines of less than 50 kW rated power, variable speed rotors with 
passive pitching mechanisms are a possibility. 
1.4 BACKGROUND ON THE REVERSE OSMOSIS PROCESS 
1.4.1 Process Physics 
Reverse osmosis is simply osmosis in reverse. Osmosis is described by Weber 
[1972] as the "... Spontaneous transport of a solvent from a dilute solution to a 
concentrated solution across an ideal semi-permeable membrane". The membrane acts 
as a barrier to the flow of solute molecules through it, by transferring water molecules at 
a rate higher than that of salt molecules. The driving force being the concentration 
difference across the membrane. This is quantified by a difference between the solution 
osmotic pressures on either sides of the membrane. The value of which is directly 
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proportional to the solution molar concentration and temperature; as follows [Weber, 
1972]: 
17=0C pM RT 
Where: 
0,: is an osmotic pressure coefficient and is less than 1. It varies with the type and 
concentration of the solute, such that it decreases with an increase in solute 
concentration. 
pm: is the molar concentration (moUm3) 
R: is the universal gas constant (= 8.134 J/mol°K ) 
T. is the solution absolute temperature (°K) 
Flow of the solvent through the membrane ceases when pressures are equal on both sides 
of the membrane; the system is then said to have reached osmotic equilibrium (Figure 
1.1-a). 
osmotic Pressure 
Difference 
(a) 
. otunon 
Concentrated 
Solution 
Semipermeable 
Membrane 
Applied 
Pressure 
---__= Concentrated 
lute solution Solution 
(b) 
Figure 1.1 a) Direct and b) reverse osmosis 
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To force water to flow from the low pressure side to the high pressure side, a pressure 
higher than the osmotic one is applied to the high concentration side as shown in figure 
1.1-b. 
Osmotic pressure is independent of membrane properties, and for dilute solutions is 
independent of solute species [Slater et al, 1985]. For seawater solutions, which have a 
salinity of the order of 35,000 - 42,000 ppm (_ 3.5-4.2 %wt), typical osmotic pressure 
values fall in the range 2-3 MPa. 
1.4.2 The RO Module 
The module through which the RO process occurs can be of either of two types 
depending on feed flow conditions [Belfort, 1988]: 
1. Dead-end; in which the whole volume of feed flow is forced through the membrane. 
2. Cross-flow; in which feed water flows parallel to the membrane with parts filtrating 
through the membrane. 
In dead-end desalination, salt carried by water currents flowing through the membrane; 
termed the permeate flow, builds up at the membrane surface causing a rapid 
deterioration of product flow, therefore requiring increasingly higher pressures to 
overcome the time increasing osmotic pressure. The process is therefore limited to 
extremely dilute solutions or small treated volumes. With cross-flow desalination, the 
rejected salt concentration is controlled at the membrane surface by main stream 
convection, which makes it suitable for the desalination of the highly saline seawater. 
Nevertheless, cross-flow desalination suffers from a decrease in product flux in the 
direction of feed flow; as a result of pressure drop, in addition to an increase in the rate 
of salt accumulation at the membrane; due to an increase in feed concentration and a 
reduction in feed flow rate, bringing about an increase in the osmotic pressure. Salt 
accumulation at the membrane not only increases the osmotic pressure but also increases 
the fouling tendency of the membrane through scaling. It also enhances salt leakage 
through the semi-permeable membrane, as this is dependent on the local concentration 
difference across the membrane, thus aggravating product quality. 
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These adverse effects are particularly evident in seawater desalination and result 
generally in a low productivity (-5-20 % of feed flow). Increasing the applied pressure 
would certainly improve the process's productivity, but the membrane material is 
delicate and therefore requires mechanical support. Add to this that the higher pressure 
would accelerate membrane compaction rates. Also, the effect of salt accumulation at 
the membrane would, under certain conditions, saturate the effect of pressure increase, 
therefore considerably reducing the efficiency of the process. Modifications to the flow 
channel's geometry would enhance flow velocity distribution and alleviate the 
streamwise deterioration in permeate flow as a result of salt accumulation. Increasing 
the module's volumetric efficiency; that is membrane surface area per unit module 
volume, would improve permeate flow. The larger contact area between the fluid and 
the membrane has also the effect of reducing membrane compaction rates. Salt 
accumulation at the membrane would also be reduced by enhanced mixing conditions 
within the feed channel. This can be achieved by the introduction of static turbulence 
promoters. These, however, increase pressure losses, resulting in a deterioration of unit 
productivity in the streamwise direction. 
Some of these features are employed in the four main membrane configurations, which 
are: tubular, plate and frame, spirally wound (SW) and hollow fibre membranes [Belfort, 
1988]. 
1. Tubular Membrane: Flow conditions in a tubular membrane are as shown in figure 
1.2-a. These are characterised by a relatively high salt accumulation rate at the 
membrane. These are increasingly being replaced by membrane configurations 
having higher volumetric efficiencies, and as such lower trans-membrane fluxes; that 
is permeate flow per unit membrane area, as portrayed by the spirally wound and 
hollow fibre designs. 
2. Plate and Frame: The membranes are cast into flat sheets, and for the advanced 
version of plate and frame membranes as portrayed by the Disk Tube technology 
(Figure 1.2-c), membranes are cast into disks sealed at the outer perimeter with the 
product collected at the inner loop. The system is characterised by relatively large 
flow channels to combat plugging, and by high fluid velocities, short feed flow paths, 
and a circuitous feed flow path between disks to enhance turbulence, which 
minimises salt concentration gradients effects [Rochem, 1999]. 
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3. Spirally Wound (Figure 1.2-d): Membranes are wound into a Swiss-roll around a 
perforated hollow tube with a loose mesh called a spacer inserted between the 
envelopes to prevent the collapse of the permeate flow channel under the effect of the 
pressure difference. The feed flows parallel to the axis of the tube while the permeate 
transversely flows along the width of the membrane. 
4. Hollow Fibre (Figure 1.2-b): The module consists of a group of thin fibres (-million). 
The feed flows externally parallel to the fibre axis and permeates radially into the 
fibre. This configuration is characterised by the highest product flow to volume ratio. 
The small-diameter fibres (-0.15 mm) have the advantage of high compressive 
strength; i. e. improved resistance to high differential pressures, and the fact that they 
are mechanically self-supporting means that they do not require extensive support 
grids [Belfort, 1988; Reibersdorfer, 1998]. However the fibre plugs easily due to its 
small flow area [Belfort, 1988]. 
Additional variations to the above designs are discussed by Belfort [1988]. 
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Permeate 
Peed Byfne 
Permeate 
a) Tubular 
Epoxy tube 
LpoXy nub sheet 
Permeate 
Permeate 
Feed Feed 
Hollow fibre 
cross-section 
b) Hollow Fibre (after Hydranautics [ 1999]) 
Permeate 
Collection Tube 
Sc d End 
c) Cross-section of the disk tube 
module (after Rochem [ 1999]) 
E , Al 
Feed Char iel Yetmeate 
Feed Feed 
Permeate 
4- Collection Tube -º 
Mcrnetranr y 
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Se ed End 
Membrane 
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d) Spirally Wound Membrane (after Hydranautics [1999]) 
Figure 1.2 Main membrane configurations 
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1.4.3 The RO System 
The basic configuration of a reverse osmosis system is shown in figure 1.3. 
Energy Recovery Reverse Osmosis Module 
Device 
Feed 
ýr ---º 
Permeate 0 
JLEý 
W. 
J 
Bnne 
I Unidirectional 
Valves 
Bnne 
High Pressure Pump 
OR -ý 
NTA "-º Bnne 
Flow Control 
Figure 1.3 Flow chart of a reverse osmosis system. 
In a typical unit, a high-pressure pump supplies the feed water and acts mainly against a 
valve, which creates the necessary pressurisation to overcome the osmotic pressure. In 
less energy consuming schemes the pump would act against an energy recovery device; 
such as a hydro-turbine, a pressure exchanger or a piston-hydraulic accumulator, which 
would recover the otherwise wasted kinetic energy of the brine stream. Such a method 
is especially suitable for seawater desalination due to the relatively low recovery' values. 
Reducing the power requirements of the pump has also been achieved by recycling the 
high-pressure brine, though this requires an increase in the rate of feed flow to reduce 
salt build up at the membrane. A larger pump size is therefore needed, which restricts its 
application to small-scale schemes [Kennedy et al, 1974; Hydranautics, 1999]. 
1.4.4 Energy Considerations 
Energy is mainly used to drive the high-pressure pump. The energy required per unit 
volume of freshwater produced; termed the specific energy consumption, is basically the 
applied pressure. As this pressure should be greater than the osmotic pressure difference 
to initiate appreciable flow through the membrane, the specific energy increases in 
relation to feed salinity. For the desalination of seawater, typical specific energy 
consumption values are of the order of 10-25 kWh/m3 and 5 kWh/m3 with an energy 
recovery device. The specific energy consumption of an RO module is further affected 
1 Recovery is the ratio of product to feed flow rates. 
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by factors such as operational temperature, which will be discussed in subsequent 
chapters. 
1.4.5 RO Control Parameters 
Under steady state conditions, the RO system is subjected to operational constraints of 
flow and pressure related to preserving a minimum product water quality. We take this 
as defined by the WHO2 standard of 500 ppm for potable water quality. Additional 
constraints are imposed on the maximum pressure and feed flow rate by the mechanical 
stress threshold of the membrane [Smulders and Feron, 1984]. 
During continuously varying flow conditions, the operational constraints will intuitively 
depend on the parameters that are changing. These would relate to the acceptable rate of 
change of parameters, and have not yet been identified. 
During the shut down procedure, flushing of the RO modules with fresh water is 
required in order to prevent osmosis from occurring across the membrane, as this will 
cause it to swell and rupture, and during the start-up procedure; ideally, the feed 
concentration should be increased gradually with the pressure. 
1.4.6 Research and Development in RO 
Current research efforts directed at obtaining more energy-efficient systems, are focused 
on improving membrane characteristics. Membrane characteristics are crucial for unit 
performance as they determine recovery rates and salt rejection. An example is the 
development of new low-pressure composite membranes, the ESPA membranes, by 
Hydranautics [Mika et al, 1999]) which enable the economic operation of the unit at low 
(near osmotic pressures) to moderate pressures. This system however suffers from 
severe permeate flux deterioration along the feed flow direction under extreme 
conditions of temperature and feed salinity, and corrective measures on unit structure 
should be undertaken to reduce this effect [van der Meer et al, 1998]. 
Research is also being directed at the manipulation of the RO units' structural variables 
(hydraulic network, number of modules, energy recovery devices) and operational 
conditions [Voros et al, 1996]. The major outcome of Voros' study is the dependence of 
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the optimal hydraulic arrangement, for a specified product water quality and quantity, on 
feed concentration, which suggests the use of a hydraulically flexible arrangement. The 
use of hybrid systems incorporating different desalination techniques, such as the use of 
the combination of reverse osmosis and electrodialysis systems, has also been 
considered. This is due to the fact that electrodialysis is more efficient for low salinity 
solutions, hence posing itself as a good option for the further desalination of RO product 
[Reahl, 1990; Schmoldt et al, 1981]. 
Improving the design and operation of modules and energy recovery systems has also 
gained considerable attention. 
Mainly in the module design area, modifications to the feed flow path in hollow fibre 
modules have led to a reduction in pressure losses, which enabled the achievement of 
better flux uniformity and relatively higher recoveries (_45%3) for seawater desalination 
[Reibersdorfer and Shields, 1998]. Research on the optimal mode of module operation 
on the other hand has considered controlled pulsed flow conditions in tubular units; a 
method that has been found to significantly enhance mixing conditions within the feed 
channel [Kennedy et al, 1974]. But as has been mentioned earlier, tubular units have 
increasingly been replaced by the more efficient spirally wound and hollow fibre 
configurations. 
One of the main highlights in energy recovery research is the VARI-ROTM EL 
technology developed by Childs and Dabiri [1992]. The system in brief employs 
hydrostatic transmission for speed control enabling the use of the highly efficient 
positive displacement pump, to improve supply-load power matching, and without 
resorting to brine valve control. The improved efficiency enables operation at low 
recoveries/high flow rates. The advantage of this is a reduction in the membrane 
required area and in membrane stresses and as such a significant reduction in membrane 
replacement costs; all are mainly associated with membrane compaction effects. A 
recent version of this system has also been implemented for the autonomous supply by 
2 World Health Organisation [1996] 
3 Compared to the typical 5-20% 
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photovoltaic cells [Childs et al, 1999], and the fact that the load has the ability to match 
supplied power variations makes it also suitable for wind turbine power applications. 
Underground and submarine reverse osmosis schemes have also been proposed to 
reduce the electrical consumption by making use of the hydrostatic pressure of deep 
sea/well installation. According to the developers of these schemes, these units would 
also offer advantageous couplings with renewable energy sources, certainly based on 
their operational features [Reali et al, 1997; Colombo et al, 1999]. 
1.5 BACKGROUND ON THE ELECTRODIALYSIS PROCESS 
1.5.1 Process Physics 
Electrodialysis (ED) is a process that utilises an electrical potential to transfer ions from 
one solution to another. An electrodialysis apparatus generally comprises of a 
compartment subdivided by an array of alternating Cation and Anion selective 
membranes and bounded by two electrodes. An ion selective membrane prevents the 
transport of ions based on their charge. For example, an Anion selective membrane 
allows the passage of negative ions through it while impeding the passage of positive 
ones4. Ideally, the membrane should only permit salt ions flow and impede that of water 
ions. 
The placement of the membranes in an alternating manner, causes salt ions to be 
removed from one compartment and trapped in the adjacent one, thus forming 
alternating dilute - also termed dialysate - and concentrate compartments as shown in 
figure 1.4. This process of ion depletion at the membrane in the dialysate compartment 
and ion injection in the concentrate compartment creates areas within the solution and 
adjacent to the membrane that have a finite concentration gradient. These are termed the 
concentration polarisation layers. Such a situation occurs due to the higher mobility of 
ions within the membrane compared to that in the solution. Clearly the establishment of 
the concentration gradient gives rise to diffusion currents, which under steady state 
conditions will exactly compensate for the discrepancy in ion transport between the 
membrane and the solution. 
4 For further information refer to [Lacey and Loeb, 1972]. 
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1.5.2 The ED Stack 
The unit operates by pumping the feed water into the compartments, parallel to the 
membranes, to prevent a complete depletion of salt ions at the membrane, in the 
dialysate channel. It is crucial to prevent such a situation from occurring as it causes a 
significant increase in the compartment's electrical resistance, a reduction in membrane 
selectivity5, and water hydrolysis (also termed water splitting) which is characterised by 
the transport of hydrogen and hydroxyl ion across the membrane. The latter results in: 
 A reduction in current efficiency, that is the current fraction utilised for desalination. 
  pH changes in the dilute and concentrate compartments, thus aggravating fouling6 of 
the membrane and deteriorating its performance consequently. 
  An increase in the pressure drop within the flow channel due to fouling, therefore 
increasing the pumping requirements. 
Coenwntwe Spann Ord 
cI 
Arm 
Figure 1.4 Basic ED apparatus. Fluid flows parallel to the membranes while current 
flows perpendicular to them. "A" and "C" are respectively the Anion and Cation 
exchange membranes, "Conc. " and "Dil. " are respectively the concentrated and 
diluted streams. The anode and the cathode compartment streams are used to remove 
the increasing concentration of by-products resulting from reactions at the cathode and 
anode (after [Hamada, 1993]). 
S This is due to the possibility of charges in the diffusive layer neutralising with those groups in the 
membrane. 
6 The solubilities of some particulate are pH dependent. Example, Calcium Carbonate precipitates at high 
pH. 
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The electrodialysis stack is produced in two main designs [Applegate, 19841: 
  The sheet-flow design (Figure 1.5-a), in which the solution flows in a straight channel 
fitted with spacers to induce turbulence and enhance mixing. Typical pressure drops 
are of the order of 21-69 kPa, and average flow velocity is of the order of 0.05-0.1 
in/s. 
  The tortuous-flow design (Figure 1.5-b), in which the fluid follows a labyrinthine 
path along several 180° bends, fitted with spacers. This mainly extends the path 
length within the stack, and enhances mixing. The flow rate is usually -5 orders of 
magnitude higher than the sheet flow one and the associated pressure drop is -10 
orders of magnitude higher. 
(a) (b) 
Figure 1.5 Main types of ED stacks: a) sheet-flow and b) tortuous-flow designs 
(after [Applegate [ 1984]) 
1.5.3 Electrodialysis Reversal 
A modification to the ED process is the electridialysis reversal (EDR). In this process, 
the electrical potential is reversed periodically at a rate of 1-3 cycles in an hour, thus the 
solution in one compartment is desalinated for one part of the cycle and salt-enriched in 
the other part of the cycle. This operation offers the following advantages over the 
steady mode of operation [Thompson and Tremblay, 1983]: 
  Reducing membrane fouling by breaking down scale. 
  Reducing membrane fouling by postponing precipitation that arises from salt build up 
in the concentrate compartment and pH changes in the dialysate one. 
  Reducing pressure drop as a result of the reduction in scale formation. 
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ED apparatus employing the above scheme however suffers from lower stack efficiency 
and more complicated piping. 
1.5.4 Energy Considerations 
Power requirements of an ED stack are divided into pumping power for flow induction 
and electrical power for desalination. Electrical power consumption has the form of a 
DC applied voltage and is given by Ohm's law: 
P=RI2 
Where R is the equivalent apparatus resistance, which includes membrane and fluid 
resistances. The latter clearly drops with the salt content of the solution. The electrical 
resistance of the solution is also affected by fluid temperature, which influences 
electrolyte properties; it enhances its diffusion coefficient and reduces fluid viscosity, 
such that a temperature increase reduces fluid resistance at a rate of 1.8% per degree 
Celsius [Porteous, 1983]. Typical ED stacks, however, are limited to operation up to a 
maximum temperature of 43°C, due to material damage considerations [Applegate, 
1984]. 
In the absence of water hydrolysis, the electrical current value determines the amount of 
salt removal rate, and as the effective apparatus resistance is an important factor in 
determining the effective total current; the process cannot be used for the desalination of 
low salinity feeds (<500 ppm). On the other hand, as the desalination capabilities of the 
unit are determined by the current value, power requirements to achieve a given product 
quality increase with feed salinity, which limits the economic applicability of 
electrodialysis to brackish water desalination (<10,000 ppm). For brackish water 
desalination specific energy consumption values are of the order of 5 kWh/m3 
[Applegate, 1984; Porteous, 1983]. 
1.5.5 ED Control Parameters 
The main constraints on ED operation are a) a minimum voltage to achieve the desired 
desalination rate, b) a maximum voltage to prevent water hydrolysis and c) a minimum 
salt salinity to reduce power losses. Additional operational features such as fluid flow 
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rate, its concentration and temperature will modify these thresholds. Constraints 
associated with the dynamic operation of the unit, however, still require identification. 
With regard to the intermittent operation, ED is expected to be more suitable to variable 
power operation than RO, as it is simpler to start, operates at much lower pressures, and 
its membranes are more robust than RO membranes [CRES, 1998]. 
1.5.6 Research and Development in Electrodialysis 
Higher flow rates and higher desalination capabilities are conflicting operational targets. 
Recent research and development in the ED technology have centred on improving both 
targets. Modifications to the structure of ion-exchange membranes have been carried 
with the aim of combating concentration polarisation [Kedem et al, 1998]. Also new 
membrane structures and materials with improved tolerance to high temperatures (as 
high 66°C) are being developed [Applegate, 1984]. Modifications to the operational 
strategy have also been considered. Two of the most notable methods are the controlled 
flow reversal in tubular systems [Perez-Herranz et al, 1997], and brine recycling to 
reduce stack resistance. Performance improvements with the latter process are limited 
due to the potential for salt saturation, which increases membrane's tendency for 
permanent scaling. Research is also being directed at improving stack design such as the 
development of novel separators [Korngold et al, 1998; Messalem et al, 1998]. 
1.6 OPERATIONAL EXPERIENCE WITH RENEWABLE 
ENERGY POWERED REVERSE OSMOSIS AND 
ELECTRODIALYSIS 
A comprehensive review of work on renewable energy powered reverse osmosis and 
electrodialysis has been conducted. A wide range of publications on wind powered 
reverse osmosis has been located [Unione et al, 1980; Manwell et al, 1994]. Reported 
work has covered the design [Habali and Saleh, 1994; Kiranoudis et al, 1997], 
construction and demonstration [Petersen et al, 1984; ETSU, 1996, Ehmann et al, 1996] 
and analysis [Feron, 1985; Infield, 1997-a; Stöhr and Ehmann, 1999] aspects of such 
systems. 
18 
1.6.1 Wind Powered Reverse Osmosis 
One of the earliest demonstration projects on wind powered reverse osmosis was 
constructed by Petersen and co-workers [Petersen et al, 1984]. The plant design features 
an 11 kW-rated wind turbine powering two reverse osmosis units of the plate and frame 
type, with a total maximum power consumption of 4 kW, intermittently discharging into 
a storage tank. The turbine incorporates blade pitch control, which maintains a constant 
generator frequency over the operational wind speed range. This allows direct coupling 
between the wind turbine and the RO units, and eliminates the need for an energy store. 
The disadvantage of this approach is a low overall useful energy yield from the turbine 
in relation to its capacity and the available wind resource (i. e. a low load factor). As 
such the RO units are operated under steady nominal conditions, but were switched in 
and out as required. RO Switching rates of the order of few hundreds over a period of 
approximately a year are reported without a significant deterioration in freshwater 
instantaneous flow rate or a failure of the membrane. 
In more recent projects, the emphasis has switched from technical viability to energy 
efficiency. Energy recovery which uses the rejected energy of the high salinity outgoing 
fluid, has much to offer RO, and has been applied to larger systems in particular. 
Projects with energy recovery, such as PRODESAL in Tenerife, Spain have been built 
and successfully operated [Ehmann et al, 1996; Helm et al, 2000]. PRODESAL uses a 
200 kW wind turbine to deliver an average target daily water production of 200 m3. 
Power matching and wind power utilisation have been improved by employing the 
modular nature of larger RO systems. The system is also supplied with an intermediate 
seawater tank that acts as a filter to power supply variability. 
On the other hand, the issue of membrane tolerance to intermittent power operation was 
addressed, according to the project developers, by developing a novel RO osmosis 
membrane which combines the advantages of plate and frame and spirally wound 
membranes [CRES, 1998]. 
A considerable amount of literature has been published on the design aspects of wind 
powered RO plants for specific wind sites and product quality conditions. Most notably 
is the method developed by Kiranoudis and co-workers [1997] for the optimal design of 
wind powered RO plants incorporating different hydraulic arrangements, applied to 
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brackish and seawater desalination. This approach was based on an existing 
methodology developed by the same authors for the optimal design of the desalination 
systems for a specified demand [Voros et al, 1996; Voros et al, 1997]. Such studies 
have assessed the influence of site and feed conditions on the optimality of a particular 
structure. 
Analytical studies have addressed the influence of energy storage [Infield, 1997-a; Stöhr 
and Ehmann, 1999], and operational strategies [Feron, 1985; Neris et al, 1995; Infield, 
1997-a] on plant performance and economics. 
The study conducted by Infield related to a small-scale wind powered RO plant 
supplying a water demand of up to ten cubic metres per day. The plant is supported by 
batteries to smooth out short-term fluctuations in power supply. Simulated plant 
performance results confirm the effect of energy store on the reduction in module 
cycling rates and the improvement in freshwater yield. Depending on site specifications, 
this work demonstrated that operation at sub-optimal/reduced pressures, has the potential 
to improve overall system performance despite the lower instantaneous RO unit 
efficiency. 
The effectiveness of freshwater storage on the other hand has been found to have a 
dramatic influence on large-scale wind powered multi-unit RO plants, employed for the 
desalination of seawater [Stöhr and Ehmann, 1999]. 
Feron [1985] has provided one of the most comprehensive accounts of wind powered 
RO. His approach is based on a statistical procedure and economic assessment. It 
assumes steady state, rather than transient, operational conditions and hence some 
factors are not accounted for. The study examines three control strategies: variable 
operational conditions, nominal and switched, and variable membrane area (i. e. modular 
structure). The variable-operation approach involves adaptation of the system to the 
desired control strategy and thus has a high capital cost. This study was conducted in 
1985 and so some of the assumed costs are no longer appropriate, nevertheless the 
comparisons of different strategies remain valid. Water costs for variable control 
options were found to be higher than those for the variable membrane area approach. 
However, this study took no account of transient problems and wasted energy due to 
starts-stops of the individual units. Add to this that current advances in power 
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electronics and drives make this approach easier to implement and both more reliable 
and cost effective. 
1.6.2 Wind Powered Electrodialysis 
Experience with wind powered electrodialysis has been limited. A demonstration 
project has been recently carried out on wind powered EDR for the desalination of 
brackish water at the National Renewable energy Laboratory (USA) [Corbus et al, 
1999]. The plant employs a peak power tracker to maximise wind turbine output, 
battery storage and two desalination units. Corbus reports a battery efficiency of 90% 
and an operational time of 43% for a nominal power operation of the units. His results 
are certainly specific to the plant size and site under study, but he mainly highlights the 
minimal maintenance requirements of the plant. He suggests that as EDR is best 
operated continuously oversizing of the wind turbine is needed. The economic impact of 
this has yet to be fully assessed, and this approach may turn out to be unattractive. 
1.6.3 Conclusions 
The major conclusions from this review are: 
  Three lines of research are being followed. Firstly, energy storage and system sizing. 
Secondly, employing more energy efficient configurations for the desalination plant. 
And thirdly, power matching. The first of these (energy storage and system sizing) is 
perhaps of most relevance to systems where the energy source has a high capital cost, 
as in the case of photovoltaics. The third (power matching) clearly depends on the 
relative systems' size and has been achieved by modularity as in the projects studied 
by Neris [1995] and Infield [1997-a], while wind turbine output has been maximised 
by the variable speed operation of the turbine. With a limitation on the number of 
smaller units, variable power operation becomes attractive for efficient utilisation of 
the produced energy, and for the provision of a reliable water production source 
without resorting to system over-sizing or expensive energy storage systems. Such an 
approach can be combined with a regulation of the output power of the wind turbine. 
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  Some operational experience with wind powered RO has been gained but many of the 
design ideas have not been fully developed or their implications assessed. This is 
particularly so for the intermittent operation of the RO units. 
  Many of the comments to date made on variable powered desalination have been 
based on conjecture (e. g. [Risa, 1996; Rodriguez et al, 1996]). This is due to the fact 
that little information is supplied by manufacturers on membrane performance under 
varying flow conditions, and this applies also to any operational problems. The 
convention has therefore been to operate the system under steady state and mostly 
optimal conditions. With natural resources such as the wind, operating the RO unit at 
its maximum efficiency need not be the design driver. Rather, the efficient use of the 
available power should be the aim. Add to this that research in the field of wind 
powered desalination, tended not to address variable power operation, despite 
encouraging studies from specialists in the field of RO on certain designs (tubular), in 
which variable flow operation have been found to be an effective method for reducing 
concentration polarisation. In addition, it reduces the complexities associated with 
switched operation (e. g. membrane fatigue due to repeated starts, flushing the 
membrane with fresh water after each shut down). A further advantage of this 
approach is the reduction in the controls associated with the optimal control of the 
wind turbine. 
Finally, stand-alone wind powered desalination should give rise to a wide range of 
systems of varying sizes and configurations. As usual trade-offs are to be made between 
higher capital costs and increased efficiency and productivity of the system, yet a major 
unknown is the nature of the desalination plant's response to transient conditions and 
whether this would give rise to performance benefits or problems. In addition, the 
efficient energy utilisation combined with the intermittent operation of the plant is an 
important issue that needs to be addressed. 
1.7 THESIS OBJECTIVES 
A fundamental understanding of the dynamics of the different processes is a prerequisite 
for any suggested improvement or even an optimisation of the integrated system. The 
aspects that are important here are changes in operational limits versus power, and 
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changes in performance. For the RO process these can arise from changes in membrane 
compaction rates and changes due to operation under transient flows. So far, no study 
examining these aspects has been reported. The limited information available has been 
restricted to cyclic flows in tubular RO units, for which the analysis given cannot be 
extended to the more commonly used spirally wound membranes in a straightforward 
manner. A similar argument holds for the ED process. 
In contrast, the peculiarities of the stand-alone operation of wind turbines have received 
considerable attention and this can feed directly into the current work. 
The study presented here was undertaken in conjunction with a European Commission 
(EC) project concerned with the design and development of a large scale wind powered 
desalination plant. Some of the work reported in this thesis concerns the development of 
tools to investigate plant performance and its sensitivity to key design parameters. The 
general procedure has been to develop a system model which allowed parametric 
generation of results that in turn could be used to highlight the major factors 
influencing the overall energy utilisation or plant efficiency. 
1.8 METHODOLOGY 
The work in this thesis has followed mainly two phases: 
1. Modelling Phase: Integrating the desalination plant with a wind turbine requires a 
detailed knowledge of the characteristics of the individual components and their 
modes of interaction. Linear and non-linear simulation models have been developed 
to assess these issues. The non-linearity of the problem combined with the stochastic 
nature of the resource makes a numerical approach necessary. 
Time domain modelling of the system was required as it allows the inclusion of 
system dynamics, and most importantly it shows the influence of history on plant 
component performance (such as changes in system frequency and module switching 
frequency). The time-scales accounted for were those occurring at the short time- 
scales of wind power fluctuations and those relevant to RO and ED unit dynamics. 
As always, two conflicting issues arise in the modelling of any system: those of 
simplicity and accuracy. Relatively simple, 2 °d order dynamic models of the turbine 
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and the flywheel have been implemented which have been deemed sufficient to 
represent the pattern of power flows. With regard to analysing the response of the 
RO and ED processes, the physical problems dealt with require the incorporation of 
the detailed chemical and flow phenomenon. More specifically, transient flows and 
voltages induce factors additional to those realised under steady state conditions (e. g. 
fluid inertia, processes' time lags). 
Two models of the reverse osmosis process have therefore been developed. The first 
is a detailed model that describes the transient convection-diffusion problem 
occurring in the reverse osmosis process. The particular set of model equations 
derived has been solved using the Finite Volume Method (FVM), in the absence of an 
analytical solution. This approach also enables visualising the time variation of the 
flow and concentration fields within the RO unit, which lends credibility to the results 
obtained in the absence of comprehensive experimental data. 
The second model was a preliminary model whereby unit performance has been 
based on local and steady state equations describing mass transfer through the 
membrane, which are established empirical relations. This model helped in 
understanding the operation of the unit and allowed rapid generation of data for 
control limitations purposes. It also gave an approximate magnitude of the expected 
variation in flow rate and pressure. 
Modelling of the ED process has been based on solving for the partial differential 
equations describing the relevant convective-diffusive problem, using the FVM. 
The issue of membrane compaction, on the other hand, has been investigated by 
employing a rheological model representing the dynamics of the membrane material. 
Modelling has been performed using MATLAB/Simulink7. MATLAB is a code 
designed for the simultaneous solution of non-linear, time-dependent systems of 
differential equations. Simulink is an integral part of MATLAB and provides tools 
for the simulation of dynamic systems in the form of build-in blocks. 
7 MATLAB version 5.2, Simulink Block Library version 2.2. Copyright © 1990-1998 by The MathWorks 
Inc. 
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2. Evaluation phase: Utilising the developed models, the general behaviour of the 
turbine and the interaction between the wind turbine, the desalination plant and the 
energy store have been evaluated under a wide range of conditions. Only features that 
have been considered pertinent to transient operation have been considered. The 
results have provided an understanding of the dynamic response of the system and the 
identification of the key parameters affecting its behaviour. 
1.9 EUROPEAN PROJECT BACKGROUND 
As already mentioned, some of the work presented here relates to an EC funded project 
(the SDAWES8 project). The system modelling is based on hardware installed for this 
project in Pozo Isquierdo in the Spanish Canary Islands. It was initially hoped that 
operational data would become available. Although suitable data is still to be collected, 
it is important that the system design is presented. 
The plant configuration considered is shown in figure 1.6. This differs in detail from the 
SDAWES installation. The system under study comprises a 200 kW Enercon9 wind 
turbine, derated to 150 kW. The turbine includes a direct-coupled synchronous generator 
and has full span active pitch control. Generator speed is variable while its voltage is 
maintained approximately constant through field current control. Variable speed 
operation is implemented to extract the maximum possible energy from the wind in the 
below-rated wind speed region. This is achieved by electrical generator loading of the 
turbine according to a commanded power relation. Active pitch control is implemented 
to maintain the turbine rotor speed within its design limits, and limit wind turbine output 
thus preventing turbine overloading. 
Generated electrical power is fed through an AC/DC/AC converter, which steps up and 
controls the frequency to -50 Hz, to the desalination plant and a flywheel -connected 
synchronous motor/generator. As mentioned earlier, the flywheel energy store is 
included to smooth out short term power fluctuations. 
8 SDAWES: Seawater Desalination Plants Connected to an Autonomous Wind Energy System 9 Enercon GmbH, manufacturer of wind turbines, Germany 
25 
The desalination plant includes 8 reverse osmosis modules; of the spirally wound type, 
each with a nominal power demand of 8 kW and a water production rate of 25 in3/day, in 
addition to electrodialysis reversal and mechanical vapour compression equipment. 
These units are connected or disconnected in accordance to the wind turbine supply, 
allowing a better utilisation of the available wind power. 
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Figure 1.6 A schematic diagram of the wind-powered desalination plant under study 
1.10 THESIS OUTLINE 
The thesis has been divided into 5 main parts, including a total of 9 chapters. 
The first part constitutes this chapter and provides the background on desalination and 
wind-powered desalination systems. 
Part 2 is based around the modelling and analysis of the reverse osmosis process. It 
includes chapters 2,3,4 and 5. In chapter 2, the fundamental mechanisms of mass 
transfer through the RO membrane are presented and the effects of operating 
temperature and pressure on membrane performance are evaluated. This chapter 
includes the preliminary model of the RO unit. 
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The mathematical modelling of the reverse osmosis process is presented in chapter 3. 
An integral part of the numerical modelling of the RO process is presented as appendix 
D, which includes the computational details. 
Computational results and the necessary analysis, which were used as a guide in 
establishing operational limits, are detailed in chapter 4. A comparison between these 
results and special cases found in the literature is carried in chapter 5 in order to lend 
credibility to the model developed. 
Part 3 covers the modelling and analysis of the electrodialysis process (Chapter 6). The 
relevant computational details are given in appendix F. 
Part 4 deals with the integrated system modelling. Chapter 7 covers the modelling 
aspects of the integrated plant, necessary to derive the characteristics of the power 
signal, the time delays encountered and the effectiveness of energy conversion. Chapter 
8 examines different operational aspects of the plant. 
Part 5 summarises the main outcomes of this study, in chapter 9. 
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CHAPTER 2: MODELLING OF THE REVERSE OSMOSIS SYSTEM 
Mass transfer models through the reverse osmosis membrane are presented. 
Compaction of the membrane material is estimated using a rheological model. A 
preliminary model of the RO process, which approximates module performance to 
local hydrodynamic conditions within the feed channel, is presented and discussed. 
2.1 INTRODUCTION 
During the early stages of the modelling work, RO module performance has been 
evaluated by assuming steady and uniform flow and mass conditions within the feed 
channel. This approximation allowed rapid data generation and the subsequent 
parametric analysis of the system. This model also gave an approximate analysis of the 
expected variation in flow rate and pressure. 
Separately, a rheological model has been employed to investigate membrane compaction 
as a function of pressure, temperature and time. No attempt however has been made to 
experimentally investigate membrane compaction or fatigue, as results borne out of such 
a test are neither representative of the membrane behaviour nor conclusive. This is due 
to the dependence of both compaction and fatigue on operational conditions as well as 
membrane configuration, as will be elaborated in §2.3. 
2.2 MASS TRANSFER THROUGH THE MEMBRANE 
Before proceeding to present mass transfer relations through the RO membrane it is 
essential to provide a brief description of the composition of commercially available 
reverse osmosis membranes. 
2.2.1 Membrane Morphologies 
Needless to say that membrane physical and chemical characteristics are detrimental 
factors in the performance of a RO unit. Membranes can be designed to achieve the 
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desired permeabilities by a manipulation of their morphology. They fall under two main 
types: isotropic (a dense material for RO) and anisotropic. An anisotropic membrane 
(Figure 2.1) consists of a thin dense material extending from a porous substrate, or one 
or more highly semi-permeable dense material deposited on a porous wall. 
Active Membrane Layer 
-2000 A 
Microporous 
Polymeric Support 
Fabric Backing - 
T 0.2 
Figure 2.1 Structure of an anisotropic membrane with typical layer dimensions 
(after Hydranautics [1999]) 
Two types of materials are mainly used in their construction: 
- Cellulose acetate (CA) 
- Composite Polyamide 
Composite polyamide membranes lie in the second category (anisotropic), while CA can 
be cast into any of the above mentioned structures [Mark et al, 1987-a]. 
Mass transport through RO membranes is by molecular diffusion through the dense 
material followed by tortuous viscous flow through the porous substrate. The diffusion 
mechanism involves a chemical interaction of the permeating species with the dense 
membrane material (polymer matrix) and a net migration along the applied chemical 
potential gradient [Mark et al, 1987-a] 
It is this dense material that is responsible for the separation properties of the membrane, 
as it offers different diffusional rates to water and salt. Whereas the porous material 
serves to enhance the mechanical strength of the material while offering minimum 
resistance to water flow; hence the porous structure [Mark et al, 1987-a; Weber, 1972; 
Lacey and Loeb, 1972]. 
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2.2.2 Mass Transfer Models 
Several models have been proposed in the literature which describe preferential mass 
transport within a membrane. These are all variations of the following three models: the 
finely porous model, the solution-diffusion model and flow due to irreversible 
thermodynamics' ° 
For the work presented here, the solution-diffusion model has been adopted due to the 
simplicity of the expressions and their consistency with the physics of reverse osmosis. 
This model treats the membrane as a nonporous diffusion barrier, through which 
solution species diffuse in response to the combined effects of concentration and 
pressure gradients across the membrane [Lacey and Loeb, 1972]. 
For pure water flow, the pressure gradient term has the most significant effect, as 
discussed in [Lacey and Loeb, 1972], and the permeate water flux, Nw (molm2s), is then 
given by: 
_ 
DWMCWYm 
\AP -ý/ Nw 
RT z 
Where: 
DWM: is the diffusion coefficient of water through the membrane (m2/s) 
Cw: is water concentration within the membrane (moUm3) 
V, n: is the molar volume (m3/mol) 
(2.1) 
z is the thickness of the dense layer of the membrane. It is responsible for solute- 
rejection and the high solvent-permeaselectivity of the membrane (m) 
AP: is the hydraulic pressure differential across the membrane (Pa) 
All is the osmotic pressure difference across the membrane (Pa) 
10 The reader is referred to [Lacey and Loeb, 1972] for a description of the various models. 
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The quantity (AP- 411) is the effective trans-membrane pressure. 
Term DWMCWVdRTV can be thought of as membrane conductance to water flow at a 
given temperature and concentration. This is usually termed the solvent permeability 
coefficient, KW (mol/m2Pa. sec). 
Equation (2.1) indicates that pure water flux is inversely proportional to the effective 
membrane thickness, 
As mentioned previously, membrane rejection to solutes is not complete. This is 
dependent on solute composition" and membrane structure such that macromolecules 
are completely rejected. The corresponding solute leakage flux; Ns, is proportional to 
the concentration gradient, AC/, r (mol/m4), across the membrane as follows [Porteous, 
1983]: 
NS = DSM 
AC (2.2) 
Where DSM (m2/s) is the solute diffusion coefficient through the membrane. The ratio 
DsdV is termed the membrane solute permeation coefficient, Ks (m/s). 
The total permeation flux, NT, is therefore the sum of the above two fluxes. 
Both permeation coefficients will depend on system temperature and trans-membrane 
pressure. 
Loading of the membrane causes a reduction in pore size and an initiation of material 
creep. This results in an increase in membrane resistance to mass transport through it. 
The functional variation of membrane coefficients with trans-membrane pressure is 
presented in section §2.3 on membrane compaction. 
Temperature has a twofold influence on membrane properties. On one hand, 
temperature enhances the diffusion process within the membrane, while on the other it 
"Chemistry and size 
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exacerbates plastic creep for a given operating pressure. Its effect on matter diffusion is 
usually depicted as a temperature correction factor, TCF: 
TCF = 
Ks, r 
= 
KW, T 
KS, TT, KW, T, f 
(2.3) 
Where subscripts T and T, ef are the operating and reference temperatures respectively. 
Variations in salt and water transfer rates with temperature are approximately 
proportional, hence the above equality. 
Hydranautics [1999] provides the following empirical relationship for the TCF of their 
polyamide membranes: 
TCF = e-27oo 
(T 
T,, 
) 
With T, ef298 
°K. 
(2.4) 
Membrane type certainly dictates the degree of variation of membrane coefficients with 
operational parameters. Polyamide membranes have a lower permeation coefficients 
than CA but higher physical tolerance to compaction [Mark et al, 1987-a]. 
2.3 MEMBRANE COMPACTION MODEL 
As has been cited in §2.2, membranes undergo compaction under the effect of an applied 
pressure. A fraction of this compaction is recoverable upon the removal or reduction of 
the load, and the rest is irreversible (plastic creep). 
Plastic creep is increased with pressure and temperature, with the effect of the latter 
being more significant. During this process, the dense layer; which mainly defines the 
rejecting characteristics of the membrane, increases in thickness due to combination with 
the porous substrate beneath it [Lacey and Loeb, 1972]. The greater the porosity of the 
membrane substrate, the larger the compaction12. The result is a permanent decline in 
12 Termed compaction due to the increase in the density of the membrane. 
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both permeate and salt fluxes with time, which is most pronounced in the first two years 
of membrane life [Porteous, 1983]. 
Irreversible compaction is a detrimental factor in plant economics, in terms of the 
required increase in operating pressure that should accompany permeation coefficient 
drop to maintain a desired product flow (Equation 2.1). Membrane replacement 
becomes necessary whence plant operation is not justified economically. 
Several economic studies on reverse osmosis have stressed the contribution of 
membrane cost to the total operating costs. As an example a cost study carried by Malek 
and co-workers [1996] estimates membrane replacement cost at 37%13 of the electrical 
costs. Though this is obviously dependent on operational parameters. 
The rate of product flow decline is expected to increase with the dynamic operation of 
the system. This highlights the need to make a balance between the gain in water yield 
due to variable power operation of the desalination unit and the resulting increase in 
membrane compaction (that is a balance between factors affecting operating costs). 
It was therefore found necessary to predict the extent of plastic compaction under 
dynamic load conditions. Ideally, this involves analysing the stress distribution within 
the material, which is dictated by its morphology and configuration (e. g. spirally wound, 
plate and frame, hollow fibre etc. ). The problem is made more complex by the 
following factors: 
  Effect of membrane supporting material (spacers, flow distributors) on stress 
distribution. 
  Effect of salt and water diffusion. Two phenomena should be taken into 
consideration here: diffusion and swelling of the porous material. Diffusion involves 
the exchange of bonds with the polymer, which has the potential to alter the 
mechanical response. Absorbed fluids degrade the mechanical properties of a 
polymeric material, with this effect being accentuated in the presence of external 
stresses [Smith and Weitsman, 1996]. 
13 A value of 82% for CA membranes is cited by [Dale and Okos, 1983]. 
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Ideally an experimental approach for different membrane configurations is required 
here. Such an experiment should include testing under different loading patterns and 
frequencies. 
Alternatively, membrane compaction can be predicted using a rheological model of the 
material, whereby, its dynamics are represented by a proper combination of dampers and 
springs [Mohsenin, 1970; Mark et al, 1988]. Such an approach is favourable as it allows 
the inclusion of various loading patterns. Also, this model is more relevant physically as 
it describes the physical events that occur during compaction on a macroscopic scale 
(e. g. damping, retarded deformation, irreversible compaction, etc. ). 
2.3.1 The Six-Element Model 
The model adopted is the one developed by Dale and Okos [1983] for a CA plate and 
frame membrane. From a rheological point of view, CA and composite polyamide 
materials display similar behaviours [Mohsenin, 1970; Mark et al, 1988], though 
questions are certainly raised on the validity of such an approximation for a spirally 
wound membrane configuration. The model has been developed to account for 
membrane response to variable boundary conditions but have only been validated under 
varying temperatures [Okos, 1998]. The model considers the membrane to behave as a 
viscoelastic body composed of six elements under the action of a unidirectional stress as 
shown in figure 2.2. It accounts for elastic as well as plastic deformation, and it is the 
latter that defines membrane deterioration with time and consequently the need to 
replace it. 
To understand the behaviour of this material we refer to figure 2.2. The application of a 
compressive stress results in an instantaneous deformation across spring "o", which is 
recoverable, while the initial deformation across damper "3" is zero. Deformation 
across the Kelvin body14 is retarded due to the resistance of the damper, and reversible 
due to the stored potential energy in the spring. Deformation across element "2" is 
retarded as well but irreversible. Deformation across damper "3" is permanent and 
increases with the time of application of the load. The extent of the net deformation 
14 A Kelvin body represents a spring and a damper in parallel 
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experienced by the material is then dependent on the time scale of application of the 
load. 
Fluid Pressure 
8, x, 
r--------------- -------------- 
Kelvin Body/ ! E, x, ni , 
Reversible 
Compaction 
Irrevermble 
Compaction 
Figure 2.2 The six-element membrane compaction model (after [Dale and Okos, 1983]) 
The total strain of the material is the sum of the strains across the series elements. 
Derivation of a state space equation for this model is presented in appendix A. Under 
constant boundary conditions (of pressure and temperature) the expression for the stress- 
strain relationship is [Dale and Okos, 1983]: 
x, 0, = 
P[71" +1 (1- e-t0 IT,, 
)+ 1 (1- 
e-r, ir, 2 
)+ 1a (2.5) 
E, E2 113 
)1 
Where: 
P: is the net stress or fluid pressure (Pa) 
to : is the accumulated operating time for membrane under pressure (sec) 
to : is the time since applying pressure to membrane 
E; 's : are spring constants (Pa) 
Foxed Support 
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m: is the viscosity of damper i (Pa. sec) 
T, 1, Tr2 : are time constants in (sec) associated with the response of elements "1 " and 
"2" respectively, such that T; = 
77' 
E; 
As the permeation coefficient; KWt, is inversely proportional to the active layer thickness 
Z (Equation 2.1), its ratio to the initial permeation coefficient; under the same operating 
conditions of temperature and pressure, can be expressed as a function of strain; xt, ", as 
follows: 
11 
1+dz =1 (1+xt, ) Kwj Kw. 
o To 
Kw 
o 
(2.6) 
Subscripts o and t denote start-up and current values respectively, pointing out here that 
both permeation coefficients incorporate equal TCFs as given by equation (2.3). 
The last two terms on the right hand side of equation (2.5) account for permanent strain, 
and thus the decrease in permeability with time, which is of interest here. Then from 
equation (2.6): 
K 
Kw, 
o 
iex. w r= 11 
+P 
ý1- 
e-ý, ir, 2 
)+ P 
E2 1 h13 
(2.7) 
Thermal effects have been incorporated into model parameters by assuming them to vary 
with fluid temperature according to an Arrhenius-type relation [Dale and Okos, 1983]: 
El = kle(k3 IT) 
E2 = k3e(QT) (2.8) 
773 = k5e(k. 
hT 
Here T is temperature in °K. 
Introducing parameters a, c, d and f as: a=P/Ej, c=P/E2, d=1/Ti2, f =P/r73 
Then: 
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a= KIN(-k, 
IT) 
c= K3Pe(-k. 
IT ) 
f= K5Pe(-k. "T) 
(2.9) 
k1's and K1's in the above two sets of equations are constants depending on material 
properties. 
2.3.2 Determination of Model Parameters c, d, f for a Composite 
Polyamide Membrane 
RO module manufacturers usually express the decrease in permeate flux with time as a 
Membrane Flux Retention Coefficient (MFRC), which is the ratio of permeability 
coefficient after time t to the permeability coefficient at start up, under constant 
operating conditions of temperature and pressure: 
MFRC = 
Kw` 
Kwo 
(2.10) 
The recoverable effects of temperature and pressure are incorporated as proportionality 
coefficients in the permeability coefficient expression; hence the above ratio accounts 
for permanent decline only. Model parameters accounting for permanent compaction, c, 
d and f have been determined using MFRC data for the BT-10 Permasep15 module (data 
are presented in appendix C), using an optimisation method as a least squares 
formulation build in an EXCEL worksheet. Employing the MFRC data for a hollow 
fibre membrane is certainly dubious, since the compaction model is one-dimensional. 
Nevertheless, in the absence of information on SW MFRC data, this meant to serve as an 
illustration. 
Results for the Permasep BT-10 membrane (Figure 2.3) display a strong dependence of 
parameters f and c on pressure and temperature, recalling that parameters c and f are 
inversely related to elasticity and damping of the membrane material. It can also be 
noticed that their functional dependence on pressure is more accurately expressed by a 
non-linear fit. The most obvious reason for this deviation from linearity is that the 
effective pressure difference across the membrane differs from the hydrostatic pressure 
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difference between the feed and permeate channels, which is the one supplied by the 
manufacturer to specify MFRC data. The unidirectional stress approximation is clearly 
more representative of the stress distribution in a plate and frame membrane. 
The variation of parameter d with temperature and pressure displays no discernible 
pattern (Figures 2.3-e & -f), in particular the exponential dependence on temperature 
predicted by equation (2.9). However, its value varies in a range16 between 2.3 and 3 
(years ') for the range of temperatures and pressures of interest (10-40 °C and 4.5-7 
MPa). This result is similar to the findings of Dale and Okos on CA plate and frame 
membranes. 
Despite these discrepancies, there is a general agreement between material behavior as 
depicted by the MFRC and the rheological model, which supports the appropriateness of 
the model. 
Plots of ln(c/P) and ln(f/P) versus temperature were used to derive parameters k1, k2 ... 
k6. The results show that the time constants associated with irrecoverable compaction 
are relatively large (as depicted by the values of T, 2-0.4 year and 773-200 MPa. year). 
As such, pressure variations occurring on the time-scales of wind turbulence are 
expected to have a minimal influence, as will be demonstrated by the following 
simulation results. 
15 Permasep® Hollow Fibre RO module, manufactured by DuPont De Nemours [Dupont, 1994]. 
16 Relative to the percentage variation of parameters c and f between their minimum and maximum values. 
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2.3.3 Simulation Results 
The non-linear dependence of membrane compaction parameters (E2 and raj) on 
temperature combined with the random variations in pressure experienced in this 
problem, justify for modelling irreversible compaction using Simulink. The relevant 
Simulink model is shown in figure 2.4. This model can be integrated to the RO unit 
performance model to predict permeate flux decline with time. 
S&Ymr Constant 
x 178 K' +X 
xs eý 
Integrator 
Input 
Sec/Year Integrator Temp, (°K) 
is 
! /7,7 x 17 7 K. t x xi j 
Rate of 
Q_ Defomaton 
1- -n 
Eiross 
Input 
Trans manbrane 
Pressure (APP) 
$t x- 
Spriag Seas 
Inverse Outp"L 
MFRC 
Figure 2.4 Simulink model for irreversible membrane compaction. 
Simulation results have been derived for sinusoidally varying trans-membrane pressures 
with different amplitudes and frequencies. Sinusoidal rather than pulsed signal has been 
used, as the former better accommodates for the inertance and damping of the fluid. 
For the same mean applied pressure, initial MFRC slopes under sinusoidally varying 
pressures are similar to those under constant pressure conditions (Figure 2.5). The rate 
of decline increases after approximately eight months relative to the steady state case, 
and for a given amplitude of pressure pulsation is virtually independent of the frequency 
of the signal. The deviation in the MFRC coefficient from the steady state value after 
the third year is 2.43% for an amplitude of pulsation of 1.5 MPa. 
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Figure 2.5 Comparison of simulated MFRC under constant and sinusoidally varying pressures at 
various frequencies. Simulation Parameters: Mean Pressure=5.5 MPa, Pressure Amplitude=1.5 
MPa, temp=25°C, frequencies=0.0001,0.001,0.01 (Hz) 
2.4 PRELIMINARY MODEL OF THE RO PROCESS 
The preliminary model of the RO unit performance has been based on a localised quasi- 
steady state approximation of unit performance. Where localised performance assumes 
the uniformity of velocity and concentration profiles in the feed flow direction, with 
mass balance being applied over the entire unit. 
The effect of local salt build up at the membrane is accounted for by relating the 
concentration profile to the local hydrodynamic conditions within the feed channel, 
through established empirical relations. 
2.4.1 Local Concentration Profile 
As has been mentioned in §1.4, salt builds up at the feed side of the membrane surface 
initially due to membrane rejection to salt, and due to the higher convective fluxes 
towards the membrane compared to diffusional fluxes away from it. This significantly 
impairs the productivity of the reverse osmosis unit, as a result of the increase in the 
osmotic pressure, in addition to increasing the fouling tendency through scaling. This 
situation is represented in figure 2.6. 
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Figure 2.6 Local concentration Profile 
By assuming the fluid within the diffusion boundary layer (DBL) to be stagnant under 
steady state conditions, Sourirajan [1970] derived the following expression for lateral 
concentration variation based on a balance between molecular diffusion and lateral 
convection fluxes: 
CF DSW 
lý 
NS+NW sd 
mm -mp 
e 
mF -mp 
(2.11) 
The above ratio for concentration differences is termed the concentration polarisation, 
CP, in which: 
mF, mPe,,,,, mm: are mass concentrations in the bulk feed, permeate solutions and at the 
membrane surface respectively (kg/kg) 
NS , Nw : are the salt and water molar fluxes as introduced in §2.2. 
CF: is the molar density of the feed solution (mol/m3). 
Dsw: is the salt diffusion coefficient (misec) 
Sd: is the thickness of the concentration boundary layer (m). Its value relative to the 
hydrodynamic boundary layer thickness will depend on the relative rates of viscous and 
molecular diffusion, which is quantified by the Schmidt number, Sc: 
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Sv c= Dsw 
Such that v is viscous diffusion (m/s) 
That is to say that in addition to the rate of diffusion of salt in water, the thickness of the 
diffusion boundary layer will depend on the local feed flow rate and feed channel 
geometry/size, both of which determine axial velocity distribution/hydrodynamic 
boundary layer thickness. 
Ratio 
Ssw 
in equation (2.11), is representative of a mass transfer coefficient, termed 
d 
here k, across the diffusion boundary layer under the action of the local concentration 
gradient. Its dependence on the feed flow rate and concentration is given by Marinas et 
al [1996]: 
k 
2"S"Qf 
Ac "Sc"Re 
Where: 
(2.12) 
Sh: is the Sherwood Number. It is the ratio of channel height, hf, to the diffusional 
boundary layer thickness; hf 18d . 
Ac: is the feed channel flow area (m2). 
Qf is the feed flow rate (m3/s) 
Re: is the Reynolds number with reference to the feed flow rate; and for a spirally wound 
module it is equal to: 
Re = 
Qf "Dti 
_ 
2"Qf -hf 
Ac "v Ac "v 
(2.13) 
The hydraulic diameter, Dh, used in the above expression is based on a flow channel 
having a channel width; W, much larger than the channel height: hf«W. 
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The Sherwood number is commonly correlated in terms of local Reynolds and Schmidt 
numbers [Marinas et al, 1996]: 
Sh=al"Sc113Rea, (2.14) 
al and a2 in the above expression are dimensionless coefficients dependent on feed 
channel geometry. For flow between parallel plates with the channel fitted with 
turbulence promoters, al is in the range 0.2 to 0.27 and a2 is approximately equal to 0.5. 
For laminar flow a2 is approximately equal to 0.33. 
The local mass transfer equation (2.11) shows that solute concentration at the membrane 
surface varies exponentially with the total permeate flux through the membrane, which 
in turn is effectively a function of the trans-membrane pressure'7. The permeate flux is 
then: 
Ns + Nw = Ks CF (MM - mp J+ Kw [(PF - Pre, m)- 
(n (mm)- 17 (m, 
m 
))] (2.15) 
Salt transfer in the permeate channel is mainly by convection. A mass balance at the 
membrane surface therefore gives: 
NS = (NS + Nw 
)Perm 
After substituting the above expression into equation (2.15) and some re-arrangement, 
permeate concentration is expressed as: 
mPerm = 
KS CF 
-m 
- mrem )+ Kw [(PF -1'rß, 
(2.16) 
That is the salt content of the permeate will approximately depend on the ratio of salt to 
permeate fluxes through the membrane [Murkes and Bohman, 1972]. 
Equations (2.11), (2.12), (2.15) and (2.16) are numerically coupled, an iterative solution 
has then been devised for a given set of input parameters: feed concentration, feed 
pressure, temperature and flow rate. The updated values of fluid properties (density, 
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dynamic viscosity) are calculated at the arithmetic mean of the current membrane and 
free stream concentrations. The effect of operational temperature changes are accounted 
for by changes in the physical properties of both the membrane and feed water. Solution 
specifications, such as density and osmotic pressure, are calculated using the semi- 
empirical formulae and data presented in appendix B. 
2.4.2 RO Module Performance 
The aforementioned procedure for calculating permeate flow and salinity (§2.4.1), has 
been used to establish the sensitivity of RO module performance to feed pressure and 
flow rate variation. These trends are shown in figures 2.7-a to 2.7-d, for a feed salinity 
of 3.5% wt and a temperature of 28°C. 
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Figure 2.7 RO unit Performance as a function of feed flow rate and operating 
pressure. Operational and system parameters: T=28"C, mF=3.5 % wt, Kµ'=7 X 10-8 
(mo1/m2Pa. sec), Ks =2 x 10-8 (m/s) 
17 Since NS« Nk in the RO process 
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In addition to displaying the general trends of improved unit efficiency and recovery at 
reduced flow rates and higher pressures, the following observations can be made: 
  Recovery is more sensitive to variations in pressure at lower flow rates than at higher 
flow rates. This is due to the larger variations in wall concentration with pressure at 
lower flow rates (Figure 2.7-d). In other terms, the rate of trans-membrane flux change 
with the feed flow rate in the higher flow rate region at a constant pressure is minimal. 
  Specific energy consumption curves are basically a reflection of the recovery ones, 
and hence a similar dependency of the sensitivity of unit efficiency on the pressure 
holds. An increase in the rate of energy efficiency variation with feed flow rate by a 
factor of 1.26 for an operating pressure of 5.2 MPa over the rate at 6.8 MPa, has been 
calculated. 
  Permeate quality is only a threshold to be observed. 
 A similar argument holds for membrane concentration. An increase in recovery; as a 
result of increased operating pressures at the slower flows, might lead to unacceptable 
wall concentrations, causing some salts to exist in their super-saturated state and 
subsequently alleviating membrane fouling. The critical value of 48% wt shown in 
figure 2.7-d is for demonstration purposes only. The exact value of this critical wall 
concentration would certainly depend, among other factors, on feed water composition, 
concentration and temperature. 
  From energy efficiency perspective, the RO process favours high pressures and low 
flows under steady state conditions, though membrane compaction rates would be 
higher. 
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2.5 CONCLUSIONS 
In this chapter, established models describing mass transfer through the membrane, 
membrane compaction and the RO process have been presented. 
The study on membrane compaction have demonstrated that for the material under 
study, loading transients occurring on the time scales of wind turbulence have a 
relatively small effect on the rate of trans-membrane flux decline. Certainly, such a 
result does not answer questions related to the acceptable rate of module switching or 
maximum pressure gradients, as the rheological model is specific to the membrane 
material and thus does not incorporate factors that are detrimental in the distribution of 
stresses within the membrane. Add to this, that other factors need be taken into 
consideration when realising a cycling limit, such as uncontrolled vibrations etc... 
Finally, any realisation should be accompanied by an economic assessment. 
The RO preliminary model helped in understanding the operation of the unit and 
allowed rapid generation of data for control limitation purposes. Nevertheless, there are 
clear shortcomings to this over-simplified model. It does not account for the spatial 
variation of performance, and at this stage it fails to predict time-averaged performance 
changes arising from transient operation. 
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CHAPTER 3: FINITE VOLUME MODELLING OF THE RO 
PROCESS 
A mathematical model is developed to predict RO unit performance under laminar 
flow conditions. The model consists of the set of partial differential equations 
describing the conservation of mass, momentum and salt, coupled with the appropriate 
boundary conditions. These equations have been solved numerically using the finite 
volume method. The resulting computer programme enables the determination of the 
temporal variation of concentration, velocity and pressure profiles. 
3.1 INTRODUCTION 
In chapter 2, point functions describing permeation rates have highlighted the non- 
linearity of the RO process. Given this in addition to the stochastic nature of the 
boundary conditions, it was concluded that existing deterministic models are not 
sufficient to yield information related to the interactions among the various mechanisms 
governing mass transport during transient operation. 
The model developed here consists of the set of partial differential equations describing 
the conservation of mass, salt and momentum in both the feed and permeates channels, 
with the appropriate boundary conditions. These equations have the generic form: 
+vpvtP = v(rvo)+sý at 
Where 
0: is the conserved variable (mass fraction, velocity) 
V: is the velocity vector (with reference to a Cartesian system V=[u v w]) 
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S'O : is the rate of production of variable 0. In the general form of the momentum 
conservation equation, the source term includes body forces (e. g. gravity), and the 
pressure gradient. 
V: denotes the gradient operator, in rectangular co-ordinates: arax+aray+ardz 
F: is a coefficient corresponding to the rate of diffusion of quantity 0 
The numerical code developed has been based on the finite volume method. This 
method has been preferred to other discretisation techniques, since it is more compatible 
with the nature of the physical problem under investigation and most importantly it 
guarantees that the conservation principles are satisfied over the flow domain. Also, it 
provides a physical link at the interfaces of the discretised domains (see Patankar 
[1980]). 
Details related to the development of the finite volume model including discretisation of 
model equations and the implementation of the boundary conditions are provided in 
appendix D. 
The physical property functions used are provided in appendix B. These functions have 
been written either as MATLAB subroutines or Simulink submodels where convenient. 
Functions performing general tasks (such as interpolation) are indicated clearly in the 
main programmes. 
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3.2 THE PHYSICAL PROBLEM 
Flow through a spirally wound module is complex due to the three dimensionality of the 
velocity fields (refer to figure 1.2-d). However, the feed and permeate flows can he 
approximated to those through rectangular ducts due to the small thickness of the flow 
and feed channels compared to the radius of curvature the flow [Avlonitis et al, 19911. 
See figure 3.1 for illustrations. 
FEED 
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Figure 3.1 Relative channel dimensions for it spirally wound module. Typical 
dimension: Flow channel height -1 mm, Module nominal diameter, D-10 cm 
With this approximation, the main features of the flow reduce to those of the situation 
presented in figure 3.2. We take the Cartesian co-ordinate system (x, v, z) in the feed 
channel and (x, y) in the permeate channel as the reference frames, where the origin of 
the axes (x, v, z) is located at a distance z=±h1 /2 from the membrane, x=O from the feed 
channel inlet, and v=0 from upstream sealed end of the permeate channel. 
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Figure 3.2 Approximation of the flow through a spirally wound module. 
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In the feed channel, salt concentration increases along the feed flow direction due to 
water permeation through the membrane, while flow rate and pressure decrease in the 
same direction as a result of the filtration process and viscous losses respectively. Also, 
salt concentration at the membrane surface increases resulting from the growth of the 
diffusion boundary layer. The accompanying permeation flux through the membrane 
decreases due to this increase in membrane surface concentration and the drop in feed 
pressure. 
Pressure gradient in the x-direction is due to friction losses. When the channel is 
equipped with turbulence promoters the relevant dependence of the pressure gradient on 
flow rate follows the well-known Darcy's Law for flow within a porous medium. Since 
the main intention for undertaking this study is to identify the mechanisms responsible 
for changes in the performance of the system during transient operational conditions, it 
was found at this stage satisfactory to examine the case of laminar flow. This is 
consistent with the fact that very close to the membrane, within the laminar sub-layer, 
salt transfer takes place by molecular conduction. Moreover, according to the 
experiment conducted by Belfort and Guter on the turbulence effect of spacers [Belfort 
and Guter, 1972], laminar flow theory is applicable up to a Reynolds number of 100 to 
134. This analysis will therefore influence the steady-state performance of the unit as to 
the rate of salt build-up at the membrane, the effective velocity within the feed channel, 
and the rate of drop of permeate flux with streamwise distance. Additional differences 
that might have dynamic implications will be heuristically argued where relevant. 
At a given distance from the feed channel inlet, water permeation flux increases in the y- 
direction due to the drop in the permeate pressure in that direction. This results in a 
positive concentration gradient at the feed channel side of the membrane in the same 
direction, giving rise to back salt diffusion. 
Due to the existence of the sealed ends in the feed channel, convective fluxes in the y- 
direction are neglected: auldy=dw/ay= 0. 
In the permeate channel, flow is considered one directional (y-direction), however due to 
the variation of the boundary conditions, momentum and salt diffusion in the x-direction 
have been accounted for. Perfect salt mixing along the permeate channel thickness (in 
the z-direction) is assumed to take place instantaneously. 
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Following the above discussion, this analysis is limited to the case of an incompressible, 
adiabatic and isothermal flow. 
On the other hand, the solution has been assumed binary as NaCl constitutes 90% by 
weight of salts present in sea-salt solution and as its osmotic pressure approximates the 
osmotic pressure of sea-salt solution within ±5% [Stoughton, 1965]. This renders the 
above assumption accurate enough to track boundary conditions changes while 
simplifying the associated differential equations. 
Spatial density variation arising from salt concentration gradients is neglected; Vp- 0, as 
molar density variation for the system NaCI-H20 is approximately 0.36% up to a 
molality value of 2.4 [Sourirajan, 1970]. 
Finally, the membrane has been considered to act as a rigid body, and possible vibrations 
resulting from pressure fluctuations are considered to be quickly damped. In reality the 
occurrence of such a phenomenon has been perceived as a major influence on CP 
destabilisation in tubular modules; as reported in the experimental work carried by 
Nikolov et al [1993], the added complexity produced was initially deemed unjustifiable 
for the spirally wound module structure. 
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3.3 MATHEMATICAL FORMULATION 
The analysis presented in §3.2, reduces the governing differential equations to the ones 
given in table 3.1. 
Table 3.1 Model equations for the spirally wound RO unit 
Feed Channel Permeate Channel 
Continuity au + az -o - 
äv 
=? NM+NM (ssw w) x ay p 
Salt mass flux a F am a(m ý) a F 
a ät 
+ 
äz 
umF - D,. ý, 
p 
o 
ä +ý 
[vmF 
-Dom,, yy 
+a 
(WMF- 
Dsw 
amF a (Dsw am2NSMs 
aZ az ax ax p 
_a Ds"amF -O ay ay 
Navier Stokes x-momentum: y-momentum: 
a(pu) aJx +aJ, aJZ aPF aJx a(pv) 
aJy aPPerm 
+ + 
at ax ay az ax 
+ + 
at ax ay ay 
au au 
J. 
" = puu -µ ax ' 
J' -µ ay ' 
aw 
Jx -µ ay 
JZ = pwu-µ az 
u 
Jy = pvv-µäv 
y 
z-momentum: 
a(pw) afx aJy aJZ aPF + + + at ax ay aZ az 
Jx=puW-µax, Jy=-µaw' 
y 
JZ = pwu-p 
aw 
- aZ 
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Where: 
µ: is the seawater viscosity (N/m2. s) 
PF, PPerm: are the feed and permeate pressures respectively (Pa) 
u, w, v: are respectively the velocity components in the x and z directions in the feed 
channel, and in the y direction in the permeate channel (m/s) 
Nw, Ns: are the water and salt molar fluxes through the membrane. They are non-linear 
functions of salt concentrations at the appropriate locations as given by equations (2.1) 
and (2.2) respectively. 
Ms, Mw: are respectively the molecular weights of NaCl and water (kg/mol) 
J;: is the net convection and diffusive flux in direction i (see appendix D): i=[x, y, z] 
Attention should be given to the momentum equation in the permeate channel. Within 
the permeate channel, the permeation through the membrane is taken as a known 
velocity source term in the corresponding Navier-Stokes equation. This velocity source 
term is equal to the combined salt and water fluxes through the membrane. 
The boundary and inlet conditions for this problem are: 
  Inlet concentration to the feed channel is specified and considered uniform. 
  Inlet velocity profile is fully developed and one directional; i. e the lateral velocity 
component is set equal to zero. This assumption is justifiable given that value of the 
entrance length relative to a typical SW module length (-1m) is small. The velocity 
profile development length, Lentr, in a rectangular channel can be calculated knowing 
the Reynolds number and channel height using [Mukhopadhyay et al, 1993]: 
Lentr 0.055hfRe 
For hr I mm and a mean feed velocity of 0.05 m/s, Re-120 and Lentr=6.6 mm. 
  No-slip conditions at the membrane walls: In general a fluid moving past a permeable 
surface possesses a tangential velocity component at that surface [Beavers and 
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Joseph, 1967]. Nevertheless, as RO membranes are characterised by the low 
permeability layer being in contact with the feed, an order of magnitude analysis can 
show that the magnitude of this component relative to mean axial velocity is 
negligible [Altena and Belfort, 1984]. The interested reader is referred to footnote 
18. 
Hence: u(z=±h/2)=0 
  No-slip conditions at the channels' sealed ends: 
u(y=O, W)=O; why=OW)=O,, vex=OL)=o; v(y=O)=O, v(z=+hp2)=0 
  Due to suction at the membrane, fluid particles possess a lateral velocity component 
at the wall, whose value is determined from the total mass flux: 
WMw w(z=±hf12)= 
NSMS +N 
P 
(3.1) 
  Membrane salt concentration: Assuming that under transient conditions there is no 
accumulation of fluid within the membrane -since membrane is thin (-0.2 mm see 
figure 2.1). A mass balance for the solute at the membrane surface yields: 
amF 
D5W = wM mm - Ks (mm - m) (3.2) aZ zäh /2 
18 Beavers' study considered an axial flow field with no suction at the membrane. By assuming the 
equality of shear stresses at the interface of the fluid and the permeable surface, a relation between the 
membrane boundary velocity and the velocity distribution within the flow channel can be established: 
µ 
au a ýum 
-up). Here kp is a permeability coefficient and a is a constant characterising the a 
Z_tý 
=kn 
structure of the porous material. u,  and up designate flow velocities within the porous medium at the 
membrane and away from the wall respectively. Where u,, is calculated using Darcy's law for flow 
through a porous medium: up=k, 
P 
An order of magnitude analysis conducted by [Altena and 
µ dx 
Belfort, 1984], page 346, derives a permeability coefficient of 19x' m2 for the low permeability layer of 
the RO membranes. Beavers on the other hand [Beavers and Joseph, 1967], gives a value of 0.1 for a, 
that is ratio a/ kp- 30 x 109 . It follows that for seawater solutions with a viscosity value of - 8x10-4 
N/m2. s and a dP/dx - 1000 Pa/m, up is of the order of 5x10'14 of u,,, «,,, while from the boundary condition 
equation it can be realised that um is of the same order of magnitude as up. Thus a no-slip assumption 
should have little influence on the axial velocity profile and subsequently the performance of the RO unit 
[Altena and Belfort, 1984]. 
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Relation (3.2) states that salt is replenished from membrane surface due to diffusion and 
membrane leakage at a rate equal to the rate of bulk convection. 
  Symmetry: Neglecting gravitational effects on particle motion, the condition of 
symmetry applies for velocity and concentration profiles in the feed channel: 
w(z=O)=o. az 
Lo 
=0 
am, I=0 
Z=o 
  The permeate is assumed to discharge under atmospheric conditions. Such a situation 
is mostly preferable to maximise product flow. 
  The brine is considered to discharge under atmospheric pressure, the brine pressure is 
then specified by the pressure loss downstream of the module; mainly that across the 
brine valve, which is a function of the brine flow rate. 
  Initial conditions have been taken at the steady state mean flow for a sinusoidally or 
for a randomly varying operating condition. 
An alternative to specifying the inlet flow and the brine pressure is to specify the 
pressure at both the feed inlet and outlet. This will result in a unique flow rate, which is 
not compatible with evaluating the performance of the RO unit as integrated with the 
wind turbine. 
Additional boundary conditions have been considered to make the solution tractable. At 
the outlet boundary of the flow domain, the spatial variations of the variables (u, v, w, m) 
have been set equal to zero, that is upstream transport is via convection only. 
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3.4 SOLUTION PROCEDURE 
3.4.1 The Finite Volume Method 
The finite volume method is based on discretising the problem domain into finite 
volumes and integrating the PDEs over each control volume. Calculation of pressure 
and concentration is carried at the centre of the control volume (termed the scalar control 
volume), while velocities are calculated at the interfaces of these control volumes. 
Diffusion and convective fluxes at the interfaces of the control volume are obtained by 
appropriate curve fitting between the interface-adjoining stored variables, based on the 
value of the local Peclet number. This results in a set of algebraic equations relating the 
control volume nodal variables (concentration, velocity and pressure) to the 
neighbouring nodal variables. Non-linear terms arising from the mutual dependence of 
nodal variables, as well as the dependence of fluid properties (e. g. viscosity, diffusion) 
on nodal variables, are solved iteratively using the SIMPLER algorithm developed by 
Patankar [1980]. 
3.4.2 Mass Balance and Momentum Equations in Matrix Form 
The concentration field has been derived by solving for the discretised form of the salt 
mass balance equation over each control volume. Using the dependence of the nodal 
variable on its neighbours, the salt continuity equations are assembled into matrix form: 
[As]n=Bs 
Where 
(3.3) 
in : is a vector of the nodal salt concentration in the feed or permeate channel, whose 
length is the number of scalar control volumes in the relevant flow domain. 
As: is a coefficient matrix accounting for the diffusional and convectional contribution 
of neighbouring concentration nodes on the nodal concentration value, as given by the 
row entry in vector in . 
Bs: is a vector incorporating the effect of initial and boundary conditions on the nodal 
control volume considered. 
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Velocity variables have been obtained from the solution of the discretised form of the 
relevant momentum equations, derived over each of the velocity control volumes; these 
are control volumes centred at the interface of the scalar control volumes (see appendix 
D). 
In the feed channel, the x-momentum equation in matrix form is: 
1Au 
i=d P"S + B' (3.4) 
And the z-momentum equation is: 
JA'ý- 
= APS., + B" (3.5) 
In the permeate channel, the y-momentum equation is: 
ýA"ýr= AP"S" +B" (3.6) 
Where in the above expressions ü, v and w are nodal velocity vectors whose entries 
correspond to the velocity control volume under study. 
[Av] is a coefficient matrix representing the convective and momentum-diffusive 
influences of neighbouring velocity variables on the nodal velocity variable, V. Its 
entries are given in §D. 3.1, §D. 3.3 and §D. 4.1, and are evaluated using MATLAB 
programmes acoef uf. m, acoef wf m and acoef vp. m for each of the velocity 
components. 
The Bv 's are vectors incorporating the initial and boundary velocity conditions, and are 
calculated using MATLAB programmes bmat uf. m, bmat_wf. m and bmat_vp. m. 
4Pv is a pressure gradient vector whose entries are the pressure differences across each 
of the velocity control volumes. These are calculated using MATLAB functions 
dp_u. m, dp w. m and dp_v. m, for each of the velocity components with the directions as 
indexed by the velocity variable. Parameters Sv's are control volume face areas over 
which the pressure gradient in question acts. 
As the pressure distribution is unknown, the substitution in general of an arbitrarily 
chosen pressure field in the above equations (Equations 3.4 to 3.6) will not yield a 
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continuity satisfying velocity field. Particularly that the fluid is incompressible, for 
which the fluid density is not explicitly dependent on the pressure field, and the 
continuity equation cannot be employed to establish the desired pressure field 
[Patankar, 1980; Versteeg and Malalasekera, 1995]. 
To obtain a continuity-satisfying velocity field, corrections for the above calculated 
velocity variables are required. This step involves introducing a pressure correction 
field, P, which compensates for the mass flux residue in each of the scalar control 
volumes. The residual velocities that correct for the current velocity fields are related to 
the pressure correction fields certainly via the momentum equations, as an example, the 
velocity correction term for the x-velocity component is: 
u' = 4P'du (3.7) 
In the above expression, entries for coefficient vector d's are calculated as shown in 
§D. 3.5 and §D. 4.3. 
The pressure correction field is derived by employing expression (3.7) for the continuity 
satisfying velocity field in the discretised form of the continuity equation, in matrix 
form: 
[A]P =B 
Where B is the mass residue term, whose value is calculated by applying a mass balance 
over each of the scalar control volumes. 
The above step nevertheless does not establish the actual pressure field. To accomplish 
this, another calculation step is introduced by expressing the velocity variable as a 
function of the pressure gradient using the relevant momentum equation, and 
substituting the resultant expression into the continuity equation. This establishes an 
algebraic equation relating nodal pressures to their neighbours, which has the matrix 
form: 
APress P= BPress 
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Where P is a vector of nodal pressures in a flow domain. The evaluation of entries for 
vector Bpregs and coefficient matrix Apress are given in §D3.7 and §D3.8 for the feed 
channel, and in §D4.5 and §D4.6 for the permeate channel. These are solved for by 
MATLAB functions acoef pf. m, bmat pf m in the feed channel and acoef-pp. m and 
bmatpp. m in the permeate channel. 
The new velocity fields are substituted into the salt continuity equation, with the exact 
pressure values employed to determine the membrane boundary conditions. 
With the solution in the permeate channel being numerically coupled to that in the feed 
channel, salt and water fluxes through the membranes have been employed as known 
boundary conditions, and were updated after each calculation step in relation to changes 
in field concentration, pressure and velocity in both channels. Simultaneously, physical 
property coefficients (salt diffusion, viscosity) are updated according to changes in 
concentration values. 
The above steps are repeated with the purpose of reducing mass imbalances over each 
control volume until a convergence criterion is met. This has been selected as the sum 
of the mass imbalances over the whole calculation domain dropping below a pre-set 
threshold [Malalasekera, 1998]. 
Temporal variations have been modelled using the Fully Implicit Scheme, whereby the 
value of the variable at the end of the time step prevails throughout the time-integration 
period. At each time step, the iterative procedure for calculating velocity, pressure and 
concentration fields is repeated. 
The above sequence of steps has been written as a MATLAB programmeflow. m. 
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3.4.3 Remarks on the Programme and its Integration into the Overall 
System Model 
Code flow. m has as input the pump delivered flow rate, which is used to derive the fully 
developed velocity profile using programme in_veLm. The latter programme caters for 
the influence of flow dynamics on velocity profile. It also allows for negative flow rates 
and pressure gradients, thus accounting for cases of flow reversal. 
Code flow. m also has as an inlet boundary condition the feed concentration. When flow 
reversal occurs, inlet concentration should be influenced by upstream (brine in this case) 
convected salt values. To yield physically realistic results, modifications to the location 
of the inlet boundary are needed, whereby the axial ordinate is reversed or the initial 
distribution of the feed channel concentration is reversed. Then, brine concentration at 
the initial time step is used as the new inlet concentration. Membrane boundary 
conditions are held the same, since from lateral mass transfer perspective, flow reversal 
will not explicitly affect the direction/ magnitude of either salt transported through the 
membrane or trans-membrane flux, as both depend on trans-membrane concentration 
and pressure difference respectively. 
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CHAPTER 4: ANALYSIS OF THE RO MODULE PERFORMANCE 
A study of RO module performance has been undertaken using the numerical 
solutions developed in chapter 3. The dynamics of the system are investigated 
through step response tests and through response to sinusoidally varying 
operational conditions. Special attention is given to the case of continuously 
varying boundary conditions. In light of these results, operational guidelines under 
transiently varying boundary condition have been established and are presented in 
chapter 8. The conclusions obtained are specific to the SW module investigated, as 
dynamic performance will vary with module type and size. For alternative designs, 
the analysis given serves as a general methodology. 
4.1 INTRODUCTION 
Varying the input power to the RO module is expected to improve energy utilisation, in 
addition to reducing the transients associated with switched operation of the modules. 
The advantages can include the potential to reduce system loads, such as those 
associated with the excessive activation of blade pitch angle19 and the repeated 
shutdowns of the pump. 
The selection of an operational strategy is not straightforward. The dynamics of the RO 
unit should be accounted for. In the context of the mathematical model considered 
(§3.3), two factors are identified which arise during dynamic operation, and can 
contribute to changes in the time-averaged system performance. The first factor arises 
from temporal changes in the shear stress distribution across the flow area when flow 
rate varies. The second stems from the difference in response times between 
concentration development and trans-membrane flux stabilisation. 
At a given location, mainly two processes affecting concentration are taking place: 
19 The relevant discussion is given in chapter 7 
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- Diffusion of salt away from membrane 
- Convection of salt and water in the lateral and axial directions 
The relative magnitudes of the above processes will affect the value of the osmotic 
pressure at the membrane, and the effective trans-membrane pressure. 
The distribution of velocity over the flow area greatly influences the effectiveness of 
mass transfer away from the membrane. A more uniform velocity profile across the 
flow area corresponds to a higher wall shear stress and higher axial convection closer to 
the membrane. This can be achieved either statically by the introduction of turbulence 
promoters or dynamically by flow fluctuations. The effect of flow fluctuations on the 
enhancement of heat and mass transfer towards the wall of a channel has been studied by 
many researchers [Keil and Baird, 1971; Fagela-Alabastro and Hellums, 1969]. Its 
beneficial effects over conventional flows for the tubular RO system have been verified 
both experimentally and numerically [Kennedy et al, 1974, Ilias and Govind, 1990]. 
Ilias and Govind, using a numerical model of the tubular RO unit, reported an 
improvement20 of up to 66.8 % in product flow rate at a pulsation frequency of 1 Hz, a 
velocity amplitude of up to 28% and a mean feed velocity of 0.15 mis. This unit is 
characterised by an internal diameter of 1.31 cm and used for the reverse osmosis of 
10% sucrose solution. Earlier, Kennedy and co-workers [1974], using a quasi-steady 
state approximation of the RO unit performance, reported a comparable increase under 
similar conditions, which matched their experimental results. 
Within the context of the second factor, favourable conditions can be created as a result 
of salt transport time lag to restore the non-polarised state of the fluid. Numerous 
studies have verified the influence of pressure pulsations on the reduction in CP 
[Nikolov et al, 1993]. Nikolov and co-workers studied the effect of both feed and 
permeate pressure pulsations on the performance of a tubular ultrafiltration21 membrane 
having a 1.25cm inner diameter. His results show a continuous increase of 43% to 205% 
20 This figure depends on the extent of CP 
21 Ultrafiltration is a pressure-driven membrane process, used for the filtration of large molecular solutes. 
Separation is achieved by filtration of the solution, therefore relying on the pore size of the membrane. 
Trans-membrane flux is a function of the difference between the hydraulic pressure and the osmotic one. 
It operates under a pressure of 70 kPa to 7 kPa [Probstein, 1994], pp154-158. 
63 
in productivity with a pulsation frequency increase from 3-5 Hz, and a peak pressure 
increase of 60-105% of the 4.5 bar mean feed pressure. With regard to performance 
under feed pressure pulsations, it is not clear either from the reported results or from the 
description of the system configuration whether flow rate has been maintained constant. 
Nevertheless, the authors also experimented with permeate pressure pulsations, which 
are akin to trans-membrane flux pulsations (Equation 2.1) and have observed 
considerable improvement. The authors attribute the increase in fresh water production 
to the periodic densification and rarefaction of the polarisation layer, the induced 
mechanical vibrations of the membrane, and under conditions where a gel layer is 
formed, the induced hydraulic thrust. All these factors are believed to lead to a drop in 
the CP, given the dependence of both concentration polarisation and trans-membrane 
flux on trans-membrane pressure. 
It should be pointed out here that despite the differences between solute chemistries 
treated by the RO and ultrafiltration processes, and in flow dynamics between SW RO 
and tubular RO, similarities in mass transfer boundary conditions can be identified. All 
are pressure driven membrane processes, whereby solute rejection and its resultant 
accumulation at the membrane is the major contributor to sub-optimal performance. 
These results have then motivated an investigation of the dynamic response of SW 
modules, particularly as such operation might be induced when coupling to a wind 
turbine. 
It is therefore the objective of this chapter to determine: 
a) Potential for improvement in the time-averaged performance of the SW RO unit due 
to variable operational conditions 
b) Degree of excursions experienced by flow parameters from their quasi-steady state 
values, during flow oscillations. From a performance perspective, membrane 
concentration, product salinity and trans-membrane flux are of particular significance. 
c) Based on a) and b) establishment of guidelines for the transient operation of SW RO 
unit. 
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In this chapter, the dynamics of the system are investigated through step response tests 
first and through response to sinusoidally varying operational conditions. The following 
study also examines situations that might arise in variable flow operation. 
4.2 SIMULTATION PARAMETERS 
The following simulations have been carried out using the parameters given in table 4.1. 
Table 4.1 Simulation Parameters: Channel Dimensions and grid Resolution 
Number of elements in x-direction 14 
Number of elements in y-direction 5 
Number of elements in z-direction 4 
Feed Channel Length 1.01 m 
Feed Channel width 6.835 m 
Feed and Permeate Channel Height 9.4 x 10-4 m 
Channel dimensions have been adapted from the SW4040® RO module produced by 
Hydranautics. Membrane permeation coefficients were selected to yield the desired 
performance. 
The time marching step/sampling period, At, has been determined by trial and error to be 
smaller than the time constants of the system. 
In general the results displayed good convergence, both in terms of the residual mass 
terms in the feed and permeate channels, and in terms of the global conservation of mass 
over the flow domain. 
4.3 STEADY STATE PERFORMANCE 
Simulated RO unit operation under steady state conditions is presented in order, first to 
gain familiarity with system behaviour and, second to compare the model developed 
against available experimental data. These results form the basis for a comparative 
assessment between steady state and transient performance. 
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To obtain steady state results, the time increment in expressions (D. 7, D. 13, D. 27, D. 33 
& D. 45) has been set equal to infinity thus reducing the inertia term to zero. 
4.3.1 Spatial Distribution of Variables 
Typical profiles of feed concentration, axial and lateral velocity components at a given 
distance from feed channel inlet are shown in figure 4.1. 
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Figure 4.1 Lateral variation of feed concentration, axial and lateral 
velocity components, at normalised axial position Xn=6 (Xn=x/dx) 
from feed channel inlet and Yn=0.5 (Yn=dy/y). Simulation 
Parameters: T=25°C, mFjn, ef=3.5% wt, Q1=3.246x10-4 m3/s, Pb= 5.8 
MPa, laminar flow, Ks=1.5x10"8m/s, KW=3x10-8(moYm2Pa. sec) 
In the above figure, salt concentration develops rather slowly from channel centre (at 
normalised lateral position: Zn=z/dz=0) but more rapidly next to the membrane surface 
(at Zn=3). Concentration gradient at the membrane depends among other factors on 
membrane transport parameters (see equations 2.11 and 2.15), which define the relative 
strengths of trans-membrane flux and back diffusion. 
The lateral velocity component, w, develops from zero at the channel centre, at a rate 
which reduces towards the membrane surface. This is a consequence of the change in 
the axial momentum of fluid layers with flow rate reduction rather than the change in 
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viscosity; knowing that it results from a higher fluid concentration closer to the 
membrane. 
The axial velocity profile is nearly parabolic with a magnitude that decreases with 
distance from feed channel inlet due to permeation, as shown in figure 4.2. 
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Figure 4.2 Variations in the axial velocity profile with distance from channel 
inlet. Simulation Parameters: T=25°C, mj;;,, ie: =3.5% wt, Qj=3.246x10-4 m3/s, 
Pb= 5.8 MPa, laminariow, Ks=1.5x10T8 m/s, Kw=3x 10"8(mollm2Pa. sec) 
Membrane concentration, and subsequently concentration polarisation, increases with 
distance from feed channel inlet leading to a drop in trans-membrane flux. The rate of 
axial CP development is influenced by the relative magnitudes of membrane transport 
coefficients, following equations (2.1) and (2.11). 
The rate of trans-membrane flux drop is expected to increase with distance from channel 
inlet as a result of the additional drop in the hydraulic pressure due to viscous losses. 
Under laminar flow conditions the former effect prevails and the decline is 
approximately linear; given the proportional dependence of osmotic pressure on 
concentration within the range of wall concentration variations encountered (see 
appendix B). 
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Figure 4.3 Changes in the trans-membrane flux and concentration polarisation with axial 
distance, at Yn=0.5. Simulation Parameters: T=25°C, mF; nrer=3.5% wt, QF3.246x104 
mPa. sec) m3/s, Pb= 5.8 MPa, laminar f low, Ks=1.5x 10 8 m/s, Kw=3 X10-8( moU 
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In the above curve a drop of approximately 32% over channel length in trans-membrane 
flux is experienced due to CP development. 
A further increase in CP occurs in the permeate flow direction, associated with the 
increase in trans-membrane flux. The latter results from a drop in the permeate pressure. 
Nevertheless, this increase is 5 orders of magnitude less than CP development in the 
axial direction, for the model parameters considered. Trans-membrane flux is then 
approximately uniform in the y-direction. The corresponding effective trans-membrane 
pressure would certainly display a pattern similar to that of trans-membrane flux. 
In the permeate channel, velocity at the sealed end develops from zero along the y- 
direction, due to permeation through the upper and lower channel surfaces (the 
membranes). This increase in the y-direction is proportional to distance from the 
upstream sealed end since the fluid is incompressible (i. e. proportional to upstream 
filtration area). This development is not uniform in the axial direction in accordance 
with trans-membrane flux distribution (as is shown in figure 4.4-b). 
The permeate concentration at a given axial distance is uniform in the y-direction 
(Figure 4.4-a), since the additional salt generated is carried downstream with the 
increasing fluid velocity. 
Permeate pressure variation (Figure 4.4-c) results from viscous losses, which are 
proportional to the velocity. Velocity as has been shown increases in value with 
68 
downstream position, which explains the increase in permeate pressure gradient in that 
direction. 
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Figure 4.4 Profiles of a) permeate concentration b) permeate velocity, and c) permeate 
pressure. Note that the directions of axes in the above two figures are not the same. 
Simulation parameters: T=25°C, mF,; , e, =3.5% wt, 
KW=3xIO "' (mol/m2Pa. sec), Ks =1.5x 10-" 
(m/s), Ph=5. n MPa, Q1=3.246xI0-4 m3/s 
The value of the average permeate pressure gradient is however relatively small in 
accordance with the low permeate velocity magnitude, and does not therefore influence 
significantly trans-membrane flux variation in the y-direction. 
4.3.2 Performance Curves 
A set of performance curves are derived (Figure 4.5), which give an insight into the 
sensitivity of unit performance to operational parameters. The nature of this change with 
operational parameters as will be shown later influences its dynamic performance. 
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A higher feed flow rate results in a decrease in the diffusion boundary layer thickness, an 
associated increase in the local mass transfer coefficient and consequently a reduction in 
the local CP, leading to a higher trans-membrane flux. Nevertheless, the rate of product 
flow rate increase with feed flow rate drops, which adversely influences unit efficiency. 
This is because under steady-state conditions an increase in the flow rate will cause the 
largest velocity increase to occur at the channel centre plane, resulting in a less 
uniformly distributed axial velocity profile across the flow area. As mentioned in 
§2.4.1, the thickness of concentration polarisation layer relative to the hydrodynamic 
boundary layer will depend on the relative rates of salt and axial velocity distributions. 
Therefore the uniformity of the latter will influence the effectiveness of a given flow rate 
value in transporting salt at the membrane. This can also be verified by investigating the 
relation between mass transfer coefficient and flow rate for laminar flow: k oc Q'I3 
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Pressure increase brings about an increase in trans-membrane flux and subsequently in 
CP. CP change with pressure reduces at higher feed flow rates due to the higher velocity 
gradient at the membrane. 
At high pressures, an equal increase in brine pressure produces a lower decrease in 
specific energy consumption. This is due to the fact that trans-membrane pressure, 
which is the difference between the hydrostatic and the osmotic pressures, almost 
equally increases. However, the absolute value of this change relative to the operating 
pressure is lower. Recovery, which is effectively permeate flow rate in the case of 
constant feed flow rate, would obviously follow a pattern similar to specific energy 
consumption. 
Product salinity drops with product flow increase. Even at increased CP values with 
higher pressures, product salinity is lower since the relative magnitude of salt to water 
fluxes is lower. 
Viscous losses decrease with brine pressure increase, simply because average flow rate 
in the feed channel decreases with increased permeation through the membrane. 
In addition to these general trends, it is important to highlight the influence of operating 
pressure on membrane concentration uniformity in the axial direction (Figure 4.6). 
Higher trans-membrane fluxes as a result of increased operating pressures lead to a 
higher change in membrane concentration downstream. This can lead to the formation 
of certain particles; hardness particles such as compounds of Magnesium and Calcium, 
in their supersaturated state, thus aggravating membrane fouling22. 
22 The critical concentration evidently depends on feed composition, temperature and concentration. 
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Figure 4.6 Variation of CP axial development with brine pressure. Simulation 
parameters: T=25°C, mF; n, e, =3.5% wt, Kw=3x10"8 
(moUm1Pa. sec), Ks =1.5x 10"8 
(m/s), Pb=5.8 MPa, Qt=3.246x104 m3/s 
The specific relations of figure 4.5 will be modified by fluid temperature. To briefly 
illustrate its influence, results have been generated at a brine pressure, Pb, of 5.8 MPa 
and a feed flow rate of 4.27x10'4 m3/s (Figure 4.7). 
Temperature increase brings about a drop in fluid viscosity that results in a lower 
pressure drop along the module, and consequently a higher local pressure at the 
membrane wall. Also, temperature increase causes an increase in both the membranes 
ability to transport water and salt, as well as an increase in salt diffusivity in the solution 
which reduces concentration polarisation. However, the reduction in the latter parameter 
and its consequent effect on system performance is relatively small and is offset by an 
increase in the osmotic pressure difference across the membrane (Equation 1.1). The 
overall effect is a reduction in the rate of product stream dilution (Equation 2.16). It 
should be noted that at high pressures the effect of osmotic pressure variation with 
temperature is diminished compared to the overall driving pressure, and the result is an 
expected improvement in product quality with pressure. The presented results obviously 
do not account for irrecoverable compaction effects. 
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Figure 4.7 Effect of temperature on RO module efficiency. Simulation 
parameters: mFjir, =3.5% wt, KW=3x10"8 (moUm2Pa. sec), Ks =1.5x 10'8 
(m/s), Pb=5.8 MPa, Qf=4.2x104 m3/s 
Another parameter affecting system performance is fluid concentration (Figure 4.8). A 
less diluted product stream is obviously a consequence to the higher membrane 
concentration and feed osmotic pressure. The non-linear change in product salinity 
reflects on a non-linear modification to the relations depicted in figure 4.5 with feed 
concentration change. 
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Figure 4.8 Effect of feed concentration on unit performance. Simulation parameters: 
mJ; n, rt=3. S% wt, Kw=3x10"8 (mol/m2Pa. sec), Ks =1.5x 
10"8 (nVs), Pb=6.4 MPa, Q1=4.2x104 m3/s 
Remark 1 The major factor limiting unit productivity is concentration polarisation. 
This is not uniformly distributed and increases with downstream location. Its extent 
and spatial variation are influenced by several factors; namely, feed flow rate, feed 
concentration, brine pressure, temperature and permeation coefficients. 
Remark 2. The steady state change in performance not only depends on the magnitude 
of the operating flow rate, pressure and the difference between this and the osmotic 
pressure value, but is also operating temperature and feed concentration dependent. 
Trends displayed by the aforementioned results are consistent with the experimental data 
available in the literature on SW module performance (e. g. [Ben Boudinar et al, 1992]). 
The possible deviation of these results from system performance under investigation has 
two sources. The first is the lack of information on membrane permeation coefficients, 
and the second is the assumption that the flow is laminar within the feed and permeate 
channels. 
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4.4 TRANSIENT PERFORMANCE OF THE RO UNIT 
It is important to understand how the RO module responds to fluctuations in boundary 
conditions. 
4.4.1 Step Response 
As a first step towards understanding the dynamics of the process, step response is 
considered. This analysis is also used for the qualitative validation of the finite volume 
model. 
Of practical relevance is the situation where direct osmosis might be induced under a 
sudden decrease in pressure. Direct osmosis arises when the trans-membrane osmotic 
pressure difference is higher than the hydraulic pressure difference. Direct osmosis 
reduces unit efficiency, but the possibility of successive shifts between direct and 
indirect osmosis over short time scales is of major concern, since the associated trans- 
membrane fluxes might damage the membrane. Given the non-uniform spatial 
performance of the SW module, such a situation might not be predictable from steady 
state performance as it can occur locally. 
4.4.1-1 Pressure 
A sudden increase in brine pressure for a constant flow rate could be achieved by 
maintaining a steady pump speed and throttling the brine valve suddenly. Since the fluid 
is modelled as being incompressible, fluid upstream will rise in pressure. 
Figures 4.9-a to 4.9-d show the time variation of permeate flow rate, permeate salinity, 
viscous losses and concentration polarisation at selected axial locations, following a step 
increase in brine pressure from 5.8 to 6.8 MPa. For the range of deviations in 
concentration polarisation depicted, the osmotic pressure varies proportionally with CP, 
and therefore the effective trans-membrane pressure follows the same temporal variation 
as that of CP. 
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Figure 4.9 Simulated response of an RO module to a sudden increase in brine pressure. 
Simulation parameters: Qf=3.246x104 m3/s, T=25°C, mF1i11e1=3.5% wt, Kw=3x10'8 
(moUm2Pa. sec), Ks =1.5x 10'8 (m/s), At=0.25 sec, At=10 sec after 120 seconds. 
The sudden pressurisation of the system causes trans-membrane flux; and 
simultaneously product flow rate, to increase with an overshoot23 of 26.97% over the 
final steady state, followed by a settling time of approximately 20 seconds. 
This overshoot arises from the fact that initially membrane concentration is at a lower 
value than that attained at the final steady state conditions. As such, the magnitude of 
the overshoot will increase with the difference between the initial and final pressure 
values. In broader terms, the nature of trans-membrane flux variation with pressure, 
AAA 
23 Overshoot = 
Maximum Value - Final Value X100 Final Value - Initial Value 
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which is dictated by the operating temperature, feed concentration and permeation 
parameters, will determine the magnitude of this overshoot. 
The increase in trans-membrane flux gives higher convective salt transport towards the 
membrane, resulting in higher osmotic pressures at the membrane and subsequently 
leading to a decrease in product flow rate. Salt increase at the membrane is gradual due 
to salt transport inertia. Salt transport inertia originates from the delay in the rate of 
propagation of salt values from their source of change at the membrane, which takes 
place by back diffusion, since lateral convection effects are confined to comparatively 
much smaller distances from membrane surfaces. The rate of net salt transport towards 
the membrane eventually reduces since the strength of back diffusion increases with 
additional salt transport. Hence, at the inlet the change in membrane concentration takes 
place over a period of time of the order of magnitude of the characteristic time 
associated with back diffusion. Over a distance zd=dz to 4z/2 this is 
2 '4 
td = 
zd 
= 
1.57x10 
9 -17 sec. 
Further downstream from the feed channel inlet, DSW 1.47x10- 
the time required for CP development increases since the conditions at a locality are 
dependent on the stabilisation of upstream conditions through the axially convected salt 
values. 
The system is expected to behave over larger intervals as a second order system; the 
increasing diffusion salt flux brings about a small drop in osmotic pressure and a 
relatively small increase in convection currents. These in turn increase the concentration 
at the membrane, and so on, although the effects are too small to be seen in the results 
presented. 
The initial decrease in viscous losses; figure 4.9-a, is due to the lower flow rate in the 
feed channel resulting from the high filtration during that period, but does not display a 
similar temporal pattern. This is due to wall velocity development in response to 
changes in the mean flow rate, as displayed in figure 4.10. The nature of this response 
will be examined in section §4.4.2-1. 
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Figure 4.10 Time variation of the axial velocity component next to the 
membrane with changes in mean flow rate at Xn=3.5. Note that mean 
flow rate changes are the result of the water permeation rate changes. 
Changes in the concentration value at a point will depend on the relative magnitudes of 
salt to water transport there. In the permeate channel, despite the occurrence of trans- 
membrane salt flux changes concurrently with CP changes, their influence on changes in 
the concentration value will depend on their rate of transport towards the location in 
question. Taking the incompressibility factor into consideration, water flux changes 
simultaneously with trans-membrane flux. In the permeate channel, the predominant 
mode of salt transport is by fluid convection. Taking into consideration the above 
factors, the characteristic time associated with product salinity changes is the time 
required for salt flux changes through the membrane to propagate from the filtration area 
downstream by convection. With an average permeate velocity of 0.04-0.02 m/s over a 
distance of 6.835m the characteristic time is then - 300 sec. Since maximum product 
flow occurs directly after the increase in pressure and salt flux is a minimum at that 
point, the rate of decrease in product salinity is maximum initially due to dilution. For 
the same reason the initial slope is not zero. 
Given the relatively small magnitude of permeate salinity, the fact that there is a 
difference between the responses of permeate and membrane concentration bear little or 
no influence on CP variation. The latter obviously assumes the same temporal variation, 
and needless to say, the same magnitude of change as membrane concentration. 
The dynamics of pressure decrease are similar. The relevant results are shown in 
appendix E (Figures E. 1-a &-c). For an equal drop in brine pressure from 5.8 MPa 
0 15 30 45 60 75 
Time (s) 
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(Figures E. 1-a) the unit output drops by 37% and the overshoot is 16.73% at a 
temperature of 25°C. 
The effect of fluid temperature on a down step response from 6.8 MPa to 5.8 MPa is 
shown in figure E. 1-b (Appendix E). Operating temperature increases the value of 
osmotic pressure, improves salt diffusion and reduces viscous losses. The resultant 
performance characteristics are such that the percentage difference between start up and 
the final steady state product flow rate value at 35°C is 30% compared to 22.9 % at 
25°C. Therefore, there is a slight increase in the magnitude of product flow rate 
undershoot; 27.27% at 35°C compared to 26.3% at 25°C (Figure E. 1-c), while the 
settling times are comparable. 
Remark 3 For the given channel dimensions and fluid velocity, the second order 
behaviour is not significant. The overshooting affects trans-membrane flux but not 
wall concentration for the system under investigation. It is the value of the latter 
which is of main concern, because of fouling. 
Remark 4 The percentage amplitude of the trans-membrane flux overshood undershoot 
is dependent on the initial and final steady state CP values. 
Remark 5 The processes of pressure increase and decrease, from the same initial 
conditions, are not symmetrical. 
To investigate the potential for direct osmosis, a drop from a relatively high pressure to a 
near osmotic pressure value is considered. Such a situation might occur when pump 
pressure is lost. 
The above analysis suggests that direct osmosis will occur depending on the initial brine 
pressure and on the difference between the new brine pressure value and the highest 
local osmotic pressure at the initial value. In the situation presented in figure 4.11, the 
system experiences a sudden drop from 6.8 MPa to 3.4 MPa. It is assumed that the 
membrane permeation parameters are independent of the direction of solute flow 
through it. Between these operational limits, steady state analysis concludes that 
product flow rate remains positive. But investigation of trans-membrane flux values 
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shows that direct osmosis takes place at locations further downstream from the inlet, 
where concentration polarisation values are initially highest. 
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Figure 4.11 Simulated response of an RO module to a step decrease in brine pressure 
from 6.8MPa to 3.4MPa involving locally induced direct osmosis. Simulation 
Parameters: Qß=3.246 x10'4 m3/s, T=25°C, mFjir, =3.5% wt, KW=3x10'8 (mol/m2Pa. sec), 
Ks =1.5x]0"8 (mis), dt=0.25 sec, dt=10 sec after 120 seconds. 
The above curves show that despite the positive trans-membrane flux value when the 
final steady state is reached, localised direct osmosis extends over an initial period of 10 
- 20 seconds, depending on location. Aside from the drop in unit efficiency, it is not 
known whether there are any adverse implications from such behaviour in terms of 
material damage at the time scales experienced, and given that in the above case the 
magnitude of undershoot is of the same order as the trans-membrane fluxes commonly 
experienced during reverse osmosis. 
4.4.1-2 Flow Rate 
In figure 4.12, the response of the RO unit to a sudden decrease in the feed flow rate is 
shown. In practical situations, the decrease is a smooth one depending on the inertia of 
the pump and the discrepancy between load and supplied powers. 
80 
1200 
I tooo 
e 
800 
O 
600 
400 
0 15 30 45 60 75 
Time (s) 
(a) 
540 
520 
a 
500 
C 
480 
460 
}0. Pi 
440 
19.5 
19.0 
C 
x 18.5 
x 
18.0 
17.5 
17.0 
0 
1.40 
O 
1.30 
1.20 
ä 
1.10 
0 U 
inn 
'14V '""" 
0 250 500 750 1000 0 25 50 75 100 125 150 
Time (s) Time (s) 
(c) (d) 
Figure 4.12 Simulated response of an RO unit to a step decrease in feed flow rate. 
Simulation Parameters: Qfi,, ii,, i=6.495x104 m3/sec, Qfj; ui = 3.247x10' m3lsec, Pb=5.8 MPa, 
T=25°C, mF, jn, et=3.5% wt, 
KW=3x10"8 (mol/m2Pa. sec), KS=1.5x 10 8 (m/s), At=] sec, At=15 sec 
after 121 sec. 
Feed flow rate drop causes a reduction in the axial velocity gradient at the membrane. 
This increases the relative strength of lateral convection at the membrane and 
subsequently the rate of accumulation of salt. 
Initially, the situation is governed by lateral convection in the feed channel, which 
accounts for the initial steep increase in CP. In its turn, increased CP enhances back 
diffusion currents, leading to a drop in the rate of salt transport towards the membrane. 
Here again it can be observed that CP development at upstream locations is faster than at 
its downstream counterparts. 
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It follows that permeate flow rate variation is a smooth one, with a characteristic time 
comparable to that of CP transient development. That is during the development time, 
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CP value lies between the start-up and final value. Any difference arises from the spatial 
non- uniformity of CP development. 
The dynamics of salt transport in the permeate channel are definitely similar to the ones 
discussed in the previous section. CP is a direct measure of the salt leakage flux through 
the membrane, the major difference then lies in the rates of change of trans-membrane 
water to salt fluxes which can be deduced from figures 4.12-b & -d, and is dependent on 
membrane transport coefficients. 
A difference between the initial slopes in product salinity under sudden pressure changes 
and sudden flow rate changes can be noticed. The higher rate of permeate flow rate and 
the subsequent decrease in CP translate into a more diluted permeate stream initially, 
which explains the initial drop of permeate salinity over the same time period (Figure 
4.12-c). This is because the permeate stream experiences almost an instantaneous 
concentration change with pressure drop, whereas with feed flow changes, trans- 
membrane flux changes are gradual. This initial resistance to change displayed by 
permeate concentration is present in both cases but is more evident in feed flow rate 
changes since the time gradient of permeate flow rate is lower. 
Results for a sudden flow rate increase are presented in figure E. 2 (Appendix E). It is 
worth noting that permeate flow rate stabilisation during a flow increase is faster than its 
counterpart during a flow decrease. At the membrane, axial convection ceases, and 
concentration response to flow rate then relies on the rate at which changes propagate 
from their source of change to the membrane. Therefore the distance from which these 
changes are being sensed affects the speed of response. Under flow rate changes, the 
latter can be identified by the location at which the axial convection currents are more 
prominent than back diffusion currents in salt transport. During a flow rate increase, 
axial convection currents increase for more fluid layers closer to the wall, therefore the 
aforementioned location approaches the membrane. This evidently increases response 
rate as flow rate changes are sensed closer to the membrane. For an equal flow rate 
decrease, salt transport relies on diffusion. With back diffusion currents being at an 
initially higher value, the rate of salt accumulation at a fluid layer is accelerated. 
Nevertheless, additional time is required for changes in salt concentration at the outer 
boundary layer to be sensed at the membrane. And longer times are therefore needed for 
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salt to diffuse to that location. In other terms axial convection is stronger than lateral 
diffusion for salt transport, as more layers are affected by axial convection during a flow 
increase. This originates from the change in the relative order of magnitudes of axial 
convection and diffusion for fluid layers within the initial diffusion boundary layer. 
Remark 6 The difference between unit dynamics under pressure and flow rate changes 
should be realised. Most notably is the difference in the source of salt transport 
change towards the membrane. In the first case it is trans-membrane flux and in the 
second it is axial convectionl shear stress. 
Remark 7 The system behaves in response to flow rate change as if it is critically or 
slightly under-damped. 
4.4.2 Continuously Varying Operating Conditions 
An interesting feature of a time varying viscous flow is that the profile and amplitude of 
velocity depend on the acceleration of the fluid. In principle, due to a difference in their 
momentum, fluid layers closest to the wall respond faster to changes in pressure 
gradient/flow rate than their counterparts at the centre of the channel. Under certain 
operational conditions, such a feature can lead to a reduction in the momentum boundary 
layer thickness (i. e. higher velocity gradient at the wall). This can subsequently lead to 
an improvement in the mass/heat transfer fluxes with relatively little increase in the 
average power consumed compared to that of steady state operation at the time-averaged 
flow conditions. The residence time of the fluid is unchanged as well (less time- 
averaged pumped fluid volume) [Ilias and Govind, 1990; Edwards and Wilkinson, 
1971]. 
The importance of hydrodynamic conditions on unit performance has been highlighted 
in §2.4.1. It may be recalled from §2.4.1 that the mass transfer coefficient is inversely 
proportional to the thickness of the diffusion boundary layer at a certain axial location. 
A lower thickness of the diffusion boundary layer yields a higher mass transfer 
coefficient as in the case of turbulent flows, though this might occur at the expense of a 
lower efficiency. Time variation in the wall shear stress leads to a time variation in the 
mass transfer flux and as a result in the time-averaged concentration polarisation. A 
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coupling nonetheless between the reduction in the time-averaged momentum boundary 
layer thickness as a result of variable flow to mass transfer changes is questionable. This 
is due to the fact that the time lag between the diffusion boundary layer response and 
that of the momentum boundary layer would influence the quasi-steady state relation. 
Any changes experienced under the latter situation would be highest under laminar flow 
conditions, where macroscopic diffusion is severely limited. 
Add to this that such mode of operation raises concerns as to its influence on the 
uniformity of trans-membrane flux in the flow direction. More specifically, a situation 
might occur where improved trans-membrane flux at inlet leads to a higher wall 
concentration downstream, leading to a sharp trans-membrane flux decrease towards the 
outlet, which adversely affects unit productivity. 
It is the task of §4.4.2-1 to §4.4.2-5 to investigate the above situation as applied to the 
RO system, by first analysing the dynamics of fluid flow and mass transfer, and second 
by analysing simulation results. 
The effects of time varying trans-membrane pressures, on the other hand, have been 
briefly introduced at the beginning of this chapter. During a pulsation period, the 
successive increase and decrease in pressure will affect the permeation velocity 
accordingly. As the permeation velocity is the source of concentration polarisation at 
the wall, this process, in principle, has the potential to destabilise the concentration 
polarisation layer and will be investigated in §4.4.2-6 to §4.4.2-8. 
Before proceeding further, the potential for improvement when no CP24 development 
occurs can be illustrated using an unrealistically high value for the diffusion coefficient. 
The results show an increase in product flow rate of 34.17% with Pb =5.8 MPa, Qj= 
3.246x104 m3/s and mF;,,: et =3.5% wt for the membrane parameters Ks=1.5x10"8 m/s and 
KW=3.5x10"8 mol/Pa. sec. In comparison, under laminar flow conditions, an increase in 
brine pressure of 1 MPa and a doubling of the feed flow rate value would be required to 
achieve the same product flow rate, with an increase in power consumption by a factor 
of 2.34. 
24 This corresponds to CP -1, that is back diffusion is equal to lateral convection. 
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4.4.2-1 Analysis of Flow Dynamics 
The response of a fluid to an oscillatory pressure gradient/flow rate is complex. This is 
due to the dependence of this response on the interaction between the three forces acting 
on a fluid layer, namely; pressure, viscous forces and fluid inertia. This problem has 
been treated in detail in the paper by Lighthill [1954], in which heat transfer from a 
cylinder to an oscillating external laminar flow was investigated. This subject has also 
been discussed by Rosenhead [1963] and Schlichting [1960]. Later, an analytical 
solution for the fully developed velocity distribution in a rectangular channel under 
periodic pressure gradient has been derived by Drake [1965]. 
It is shown that in addition to the steady state velocity profile generated by the mean of 
the applied pressure gradient, a periodic flow is expected. For any fluid layer, the 
pattern of this flow will depend not only on the magnitude and rate of pressure gradient 
changes, but also on the momentum of the fluid layer at the time of change and the 
extent of shear stresses acting on it. 
For the bulk of the fluid, wall shear stresses at all times act to oppose the applied 
pressure gradient term. Under steady state flow conditions, they are exactly 
compensated for by the pressure gradient term. A change in pressure difference forces 
will be matched by an acceleration/deceleration of the bulk of the fluid, which brings 
about a change in wall shear stresses - i. e. a new velocity distribution - to counteract the 
new pressure gradient term. The latter means either pressure gradient or flow rate 
changes. 
To understand the nature of velocity change for any fluid layer, the Navier-Stokes 
equation is given here for the simplified case of unidirectional fully developed flow: 
au 1 aP 
v 
a2u 
at - Pax DZ2 
For any fluid layer, the inertia term; au / at , characterises the resistance of the 
fluid 
layer to quasi-steady state (induced/forced) changes in its momentum and causes it to 
lag. Whereas viscous diffusion on the right hand side tends to produce phase advance to 
combat the pressure gradient/velocity change. 
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The relative weights of these two factors will vary depending on the position of a fluid 
layer within the boundary layer. For fluid layers closer to the wall, viscous effects are 
highest, while for layers lying at the channel centre plane the inertia term is more 
prominent. It follows that in principle those layers adjacent to the wall respond faster to 
pressure changes. This induced change in the slower layers will diffuse towards the 
higher momentum layers by shear stresses, in accordance with its tendency to counteract 
the velocity/pressure change. 
The relative effects of inertia and viscous diffusion will certainly change with the 
frequency of oscillation. 
At relatively low rates of pressure gradient/flow rate variations, both the reduced effect 
of inertia time lag and developed viscous diffusion will cause the velocity profile to 
approximate that under quasi-steady state conditions, at the instantaneous pressure 
gradient (see solution by Drake [1965]). The latter, as pointed out in §4.3.2, is 
characterised by a velocity peak at the channel centre. 
With a fast changing pressure gradient, the effect of a fluid's inertia is accentuated. This 
causes the high momentum layers to undergo little change initially, and the lower 
momentum layers to experience a higher magnitude of change. Also, the time lag 
between the high momentum layers and pressure gradient increases. The effect of the 
time lag is to prevent these layers from assuming their target amplitude. The amplitude 
of velocity fluctuations at the centre of the channel therefore reduces. If the rate of 
momentum diffusion through half the channel thickness is less than the frequency of 
oscillation, induced velocity changes in the lower momentum layers are not felt at the 
channel centre. The combined effects of increasing time lag and uncompleted 
momentum diffusion will cause the largest velocity change to be experienced by lower 
momentum layers. With increasingly higher frequencies, both the earliest and the 
largest changes occur at increasingly slower fluid layers and viscous effects are confined 
to increasingly thinner regions next to the walls. Hence, the periodic velocity peak 
moves towards the wall. 
This behaviour is illustrated graphically in figures 4.13 for a sinusoidally varying flow 
rate, Q0s,, at constant amplitude of variation, Qampi. The curves display a flattening of 
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the perturbed velocity profile amplitude with higher frequencies, and an associated 
increase in wall shear stresses. 
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Figure 4.13 Variation of the perturbed velocity profile with frequency at a constant amplitude 
of flow oscillation, using MATLAB code in_veLm. Qo, c(t=0)=Qpi and Q0S, (t=251't)=0, that 
is flow changes direction at t=0.25/f. . Simulation parameters: h f--9.4 x 10 
° m, Qa, pi=1.623x 
104m3/S 
Of particular significance in the above figure is the perturbed velocity profile at t=114f. 
At this time instant, flow rate is decelerating to zero and it is clear that particles at the 
channel centre are lagging behind those adjacent to the wall. 
As the velocity peak occurs closer to the wall, the resultant axial velocity profile 
deviates from its parabolic shape with the axial velocity amplitudes becoming more 
uniformly distributed. The degree of which will evidently depend on the magnitudes of 
the perturbed velocity components relative to the mean ones. 
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Figure 4.14 Axial velocity profile under a) quasi-steady and b) sinusoidal flow rate at a 
frequency 156 Hz about a mean of 3.247 m3/s with Q,, mpQmeun=0"5, Qo, c(t=0)=Qm, j, Qnsc(t = 0.5/j)=Qmin 
The foregoing analysis puts in perspective the effects of channel thickness and fluid 
viscosity on the instantaneous periodic flow pattern. In channels having larger heights 
viscous effects propagate over a thinner region of the flow area and the aforementioned 
difference in response times between the different momentum layers increases. 
Therefore, the rate of wall shear stress variation with frequency increases. As an 
example (Figure 4.15), a doubling of the wall shear stress relative to the quasi-steady 
state one is experienced as a result of oscillatory flow at a frequency of 1.59 Hz for a 
channel height of 0.01 m, in comparison to a frequency of 156 Hz for the channel height 
considered in figure 4.14. Here the one order of magnitude reduction in the value of the 
fluctuating velocity component is due to the fact that the same channel width has been 
used, hence the imposed flow rate amplitude is lower. 
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Figure 4.15 Variation of the perturbation component of velocity at a rate of 
f=1.59 Hz, with a channel height of 0.01 m and Qpi=1.623X 104 m3/s, using 
programme in_vel. m 
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To obtain information on the nature of velocity variation with frequency at a fixed 
pressure gradient amplitude, Drake's exact solution25 [Drake, 1965] for the periodic 
velocity value under a sinusoidal pressure gradient has been used. The resultant relation 
is shown in figure 4.16. 
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Figure 4.16 Variation of the amplitudes of the oscillatory component of the axial 
velocity with frequency at (- Zn=0.5), ( Zn--1.5) and (- Zn=2.5). 
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With reference to the plot (4.16), as the peak of the periodic velocity profile occurs 
closer to the wall at higher frequencies, the resultant increase in wall shear stresses will 
further combat the pressure gradient effect, thus creating increasingly lower amplitudes 
of periodic flow rate. The asymptotic behaviour at higher frequencies is because 
momentum changes are confined to increasingly thinner regions next to the wall. It 
follows from the superposition of flow signals that when pressure gradient oscillations 
have a low frequency content, the periodic component of the shear stress is relatively 
larger. 
It can be realised that the drop with increasing frequencies is largest at the channel 
centre, and at a frequency of approximately 96 Hz the amplitude of the fluctuating 
ZS Details of this solution are provided in Chapter 5 on Model Validation. 
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velocity component at Zn=2.5 exceeds that at Zn=0.5. Using arguments presented 
earlier on momentum diffusion development time, it can be easily shown that larger 
channel thickness/ hydraulic radii will move this frequency to lower values. 
Two dimensionless groups are commonly used to describe the influence of the 
combination of channel dimensions and flow properties26 on a fluid's response to flow 
oscillations. The first is the frequency parameter, A [Krasuk and Smith, 1963]: 
Rh f/v 
A can be viewed as representing the relative magnitude of the flow area hydraulic 
radius27 to the characteristic distance z n; z,  -v 
J/ 4f , through which momentum 
changes diffuse during time 1/4f. It characterises the resistance to pulse propagation 
due to viscous effects [Krasuk and Smith, 1963]. It therefore characterises the shape of 
the perturbed velocity profile (e. g. flows considered in figures 4.14 and 4.15 have the 
same A value). From the above expression it can be concluded that changes in the 
fluctuating velocity profile with frequency are accentuated by a factor of Rh. 
It can be deduced that for SW modules equipped with spacers or turbulence promoters, 
the resistance to flow oscillations is higher than that of an empty channel, since the 
hydraulic diameter is lower for the former such that viscous effects diffuse to a larger 
fraction of the flow area. 
The second parameter is the dimensionless velocity; e, which describes the fluctuating 
flow rate amplitude, Q,,,, pi, relative to the mean one, Q111e,, n [Perez-Herranz et al, 1997]: 
e=Qamp4 Qmean 
When the dimensionless velocity exceeds one, complete flow reversal occurs over the 
flow area [Kennedy et al, 1974]. 
26 Such as flow rate mean, amplitude and frequency. 
27 This is in the direction normal to the boundary layer with the largest area. 
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Power Consumption. It is essential to realise the extent of power consumption 
changes resulting from flow oscillations relative to the steady state one, ps. This power 
is the due to viscous dissipation during flow cycling. Its value per unit channel length 
over a cycle, post, is: 
aP 'ý 
post = .f-' 
J(1 
+ E,, cos CO)tXQmean + Qnsc 
)d t 
axl mean 0 
In this expression, ep is the pressure gradient amplitude relative to the mean one 
aP/axl 
nwan , and 
Q0 here is the instantaneous flow rate resulting from pressure gradient 
fluctuations, which is calculated by integrating the perturbation velocity profile over the 
flow area. 
Using the above relation, a plot of the relative increase in power consumption as a 
function of the dimensionless velocity and frequency parameters is derived (Figure 
4.17). Note that for channels having rectangular cross-sections, wall shear stress 
distribution is not uniform, and hence the validity of this curve is limited to the case 
where ht«W is applicable. 
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Figure 4.17 Relative power increase with dimensionless velocity at different frequency 
parameters under oscillatory flow conditions (, 1=3 at f=9 Hz for hj=9.4x 1 U'm). 
The above plot most importantly conveys information on the nature of variation of 
velocity gradient amplitude at the wall with the frequency parameter and dimensionless 
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velocity. The flow will evidently exhibit greater wall shear stress increase at larger 
amplitudes of pressure gradient/flow rates, lower mean flow rates, and larger frequency 
parameters [Edwards and Wilkinson, 1971]. Pointing out that for an increase in the 
latter, the effect of the increase in hydraulic radius is more prominent than the effect of 
the frequency of oscillation since A- Rh whereas A -f i. A lower mean flow rate on 
the other hand simply implies that a higher relative shear stress change is achieved with 
lower mean flow rates; i. e. higher dimensionless velocities. To pump the same 
oscillating volume of fluid at increasingly higher frequencies a higher power is certainly 
required. 
4.4.2-2 Analysis of Mass Transfer 
In this section, a discussion is made concerning hydrodynamically induced mass transfer 
changes. Pointing out that the mass transfer flux of interest is that associated with back 
diffusion at the membrane. It is adequate to point out here that this discussion is not 
simply based on intuitive arguments, but is the result of an attempt to create an 
explanation and an overall view of the apparently conflicting results present in the 
literature related to this subject (see Edwards and Wilkinson [1971], compare Keil and 
Baird [1971], Kennedy et al [1974] and Fagela-Alabastro and Hellums [1969]). 
The key to understanding this behaviour is to investigate the way in which the 
momentum and diffusion boundary layers respond to changes in the pressure gradient/ 
flow rate. The response of the momentum boundary layer has been discussed in the 
previous section, and the response of the diffusion boundary layer can be explained by 
referring to the differential equation for species conservation. Re-introducing it here for 
the simplified case of salt transport in the absence of lateral convection, with both salt 
concentration and axial velocity expressed as the sum of their mean and fluctuating 
parts28: 
am 
.. iD 
a2m 
at ax ax SW aZ2 
28 This form of species conservation equation for the laminar flow case has been obtained by simplifying 
the corresponding equation for turbulent flow which can be found in Kays and Crawford [ 1993]. 
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In this expression, the over bar implies a time-averaged component and the prime 
implies a fluctuating component about this mean. For example, instantaneous mass 
fraction is: m= m'+; W. 
The above equation indicates that the response of species concentration is dependent on 
the difference between the rate of species transport by axial convection and that by 
lateral diffusion. With flow rate changes, axial convection causes salt concentration to 
be either in phase or in advance; depending on the frequency, whereas salt transfer 
inertia causes it to lag behind, as has been observed in the step response tests 29 . 
When pseudo-steady state is attained, the change in wall concentration over a cycle 
should be a zero. Therefore the time-averaged convection term equals to the time- 
averaged diffusion term. Re-iterating here that it is the value of this term at the wall that 
defines the mass transfer flux of interest in this study. The difference between the above 
equation and its steady state counterpart is the fluctuating mass flux gradient due to the 
perturbed component of velocity, aum lax. As such, the change in diffusion flux over 
a cycle depends not only on the perturbed component of velocity, but also on the time by 
which the diffusion boundary layer lags behind changes in the momentum boundary 
layer and the magnitude of excursions of concentration from its mean value. 
Based on the above discussion and the discussion presented in §4.4.2-1 (on Step 
Response) three scenarios with increasing frequencies can be identified: 
1. Quasi-steady flow / Quasi-steady mass transfer 
2. a) Quasi-steady flow / Non quasi-steady mass transfer, or 
b) Non quasi-steady flow / Quasi-steady mass transfer 
3. Non quasi-steady flow / Non quasi-steady mass transfer 
Whether the system proceeds along 2-a or 2-b will depend on the characteristic lengths 
through which momentum and mass transfer changes propagate over quarter of a cycle 
relative to the target steady-state momentum and diffusion layer thicknesses. These are 
29 This is based on an analogy with the beat transfer problem treated by Lighthill 11954]. 
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respectively: z,  - v/4 
f and zd VB; -14-f. Then, for the velocity profile to 
approximate the quasi-steady state parabolic shape: 2, <1, and the oscillating frequency 
should be less than a critical frequency: fc, m - v/4Rh . 
Transition to a non-quasi-steady 
mass transfer on the other hand is less clearly defined since this is dependent on the 
source of mass transfer change, which in turn depends on flow rate conditions. This 
condition can be approximated to that of: zd<Sdstst. This is associated with an increase in 
the oscillatory frequency above the critical frequency: fc, d - D5 
/4Sd 
st', t . 
Then for 
phase 2-a to occur first: f, > fc, d, hence v/Dsw > Rn 
/Sä. 
3 s, or 
R. < Sd. stsj 
Sc . Using 
representative results on steady state unit performance, knowing that these are specific to 
the feed solution properties, this condition limits the hydraulic diameter to a maximum 
of 5x10"3 m. The range of channel heights considered then conforms to the above 
condition. 
If hydrodynamically induced salt changes have enough time to stabilise, then throughout 
the cycle concentration will assume the quasi-steady state value at the instantaneous 
flow rate. One will recall that at low frequency parameters, A, the instantaneous velocity 
profile assumes a near quasi-steady state value, which is characterised by a reduction in 
the uniformity of axial velocity distribution with increased flow rate. It will also be 
remembered from §4.3.2 that with such flow characteristics the properties of the steady 
state mass transfer-flow rate relation are such that an increase in the flow rate brings a 
smaller change in mass transfer coefficient than an equal flow rate decrease from the 
mean value. Therefore, its time-averaged change from the steady state value is a 
negative one. 
This behaviour is retained as long as flow does not reverse direction. Then, the duration 
over which flow reverses has simply the effect of a flow increase from zero, since at a 
given axial location, mass transfer flux at the wall is independent of flow direction. In 
more precise terms, it is the flow rate value that determines mass transfer rate (compare 
curves 1&2 in figure 4.18). The advantages of flow reversal can be viewed from a 
global perspective; over the length of the channel it causes flow outlet to be interchanged 
with flow inlet continuously. Sections having the otherwise highest DBL thickness 
under conventional flows become the ones with the lowest thickness, thus restricting 
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DBL spatial development. This positive effect of flow reversal on the local time- 
averaged mass transfer change has been first realised in the numerical results reported by 
Keil and Baird [1971] in their study on heat transfer enhancement (see also Perez- 
Herranz [1997], Kennedy [1974]). Despite these advantages, the following analysis 
investigates frequency effects in the absence of flow reversal, since complete flow 
reversal would require appropriate controls. 
4 
3 
2 
Q1 2 
1 
0 
0.2 0.4 
-1 
2.0 
1.5 
at 1.0 
0.5 
0.0 
Y2 
0 0.2 0.4 0.6 0.8 
Time (1/f) Time (1/f) 
a) Flow rate b) Mass transfer coefficient 
Figure 4.18 Illustrative diagrams comparing the effects of sinusoidal flows without (1) and with 
(2) flow reversal on the quasi-steady state mass transfer coefficient at a location. Here ka Q"3, 
(-) time-averaged value, ("") steady state value at the mean flow. 
As the frequency starts to increase, phase shift between flow rate and concentration 
increases, due to the reduction in the characteristic length through which mass changes 
diffuse, as Zd « lAFf . This means that the re-generation of the diffusion boundary 
layer in accordance with flow rate changes is prevented, and therefore the quasi-steady 
relation between concentration and flow rate no longer applies. To realise this factor's 
influence on the changes in the relation between concentration and velocity distribution, 
the mechanisms responsible for the transient development of the diffusion boundary 
layer are followed over a cycle. When axial convection currents increase, the 
concentration at the location concerned decreases, thus increasing the concentration 
difference between the wall/membrane and the bulk stream; i. e. term am/dz increases. 
This increases the diffusion flux towards the channel centre, whereby salt is swept away 
by the higher velocity layers further away from the wall. If the rate of flow change is 
slow enough then increased salt transport by diffusion will create a buffer to additional 
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salt transport thus reducing diffusion currents during the periods of low velocities. 
Nevertheless, as a result of the time lag the range of flow rate variations observed is 
lower, the range of concentration excursions experienced is then limited, and 
subsequently the aforementioned negative effect associated with quasi-steady state 
behaviour is reduced. 
During transient operation, one more factor comes into effect that arises from the 
dependence of concentration response on the sign of flow rate change. This difference in 
response rate between a flow increase and decrease has been identified by the step 
response results30. Further frequency increase will eventually create a situation whereby 
flow rate increase causes a larger change in DBL thickness than a flow rate decrease 
from the mean. Since during a flow drop there is insufficient time for back diffusion 
currents to supply the newly salt depleted area, resulting in a lower time-averaged 
diffusion boundary layer thickness and subsequently an increase in the time-averaged 
salt transfer relative to the steady state one at the mean flow. 
In parallel with the above, a frequency increase brings positive changes to the wall shear 
stress thus affecting increasingly slower layers and improving mass transfer by axial 
convection during a flow increase compared to a flow drop. 
Additional frequency increase accentuates mass transfer inertia; i. e. response is slower, 
since the oscillating axial convection currents are too fast to be sensed by wall 
concentration. This prevents the re-generation of the DBL in response to changes in 
axial currents. The aforementioned positive effect is therefore reduced with the 
performance eventually converging to that at the steady state mean flow. The magnitude 
of this frequency should depend among other factors on the magnitude of the oscillating 
flow rate amplitude. 
In a separate development, if a frequency increase causes a deviation of the velocity 
profile from its parabolic shape; whether this is encountered before or during the above 
phase, an increase in the time-averaged mass flux value is experienced. Then, both the 
efficiency of mass transport by axial convection at the peak flow and the response to 
30 Note that this case represents the largest difference in response rates. 
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positive changes in flow rate are increased, as higher percentage change occurs in fluid 
layers increasingly closer to the wall. 
Unless pressure gradient amplitude (power input) is increased to maintain the same 
amplitude of axial velocity change, the beneficial effects of fast changing axial 
convective currents are reduced. 
The onset of any of the aforementioned phases is certainly influenced by the 
dimensionless velocity value, which as expected influences time-averaged changes. 
The above analysis can be used to explain the results reported by Fagela-Alabastro and 
Hellums [1969]; in their theoretical study on the effect of oscillatory flow on mass 
transfer from soluble walls in a channel having a circular flow area. It is important to 
first recognise that there are similarities between the mechanisms of lateral mass transfer 
in RO and in a channel with soluble walls31. The main difference lies in the source of 
mass gradient at the wall. In the former, this is the trans-membrane flux (lateral 
convection) and in the latter it is the dissociation of the wall material. 
In their study, Fagela-Alabastro and Hellums employ a solution for high-Schmidt 
number fluids based on a linear approximation of the velocity profile within the 
diffusion boundary layer, since the thickness of the diffusion boundary layer is then 
small compared to the momentum boundary layer thickness. The resultant species 
conservation equation is solved using a perturbation technique restricted to pressure 
gradient oscillations having relatively low values of parameter ep. Because of the 
assumptions employed in their solution, their results do not predict flow reversal within 
the diffusion boundary layer, and are restricted to diluted solutions and a certain axial 
range of the flow channel length. Numerical results based on this approximation 
display an improvement in mass transfer coefficient only above a critical frequency; 
with pressure amplitude parameter e2,, having merely a scaling effect on the value of the 
change in the time-averaged mass transfer coefficient [Fagela-Alabastro and Hellums, 
1969]. 
31 See Probstein [1994] , pp 64 -77 
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Their results are arranged in plots (4.19 and 4.20) depicting the spectral variation of 
time-averaged changes in mass transfer coefficient at a given axial position. The 
parameters drawn are related to the time-averaged mass transfer coefficient, kose , by: 
ICnsc = ks +£2kav 
In the above expression, ks is the steady state mass transfer coefficient for mean flow and 
kay is a parameter representing the increase in term kost above the steady state value. 
From the form of the above equation, it can be realised that at a zero frequency the 
following curve does not apply, as the amplitude of pressure gradient is also zero. And 
that it applies for a fixed value of Ep. 
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Figure 4.19 Effect of flow oscillations on time averaged mass 
transfer for fluids with large Schmidt numbers at axial location: 
Dswxlus s, Rh2=0.002 (after Fagela-Alabastro and Hellums [ 1969]) 
Based on the assumptions used in their solution- linear approximation of the velocity 
profile- the above transition from a negative to a positive enhancement32 regime can be 
attributed solely to the combined effects of time lag and the asymmetry in response 
between a flow rate increase and decrease. The maximum value of time-averaged mass 
transfer change occurs at the lowest frequency parameter, A, when concentration and 
32 Time-averaged change relative to the steady state value for mean flow 
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flow rate are in phase. The reduction in the absolute value of this change is the result of 
time lag and the reduction in the fluctuating velocity component with frequency; given 
that pressure gradient amplitude is a constant (see figure 4.16). The asymptotic 
behaviour at high As, on the other hand, can be attributed to the effects of increased mass 
transfer inertia as well as the drop in the magnitude of the fluctuating velocity 
component with frequency increase. 
Similar plots are provided for different dimensionless axial position parameters, 4=Dsw 
xlusrs1Rh2, from inlet. It can be seen that this value conveys information on steady state 
diffusion boundary layer development at the mean flow33 
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Figure 4.20 Effect of distance from diffusion boundary layer 
inlet, ý, on the time-averaged mass transfer flux (after Fagela- 
Alabastro and Hellums [1969]) 
The above results most importantly show a reduction in the frequency of transition with 
an increase in 4. Within the range of validity of the solution employed, this behaviour is 
independent of the relative amplitude of pressure fluctuations. Moreover, despite the 
lower transition frequency with downstream positions, in the high frequency region the 
33 Using the expression of diffusion boundary layer thickness development with axial position in pipe 
flow; which can be obtained from standard textbooks on mass transfer such as Probstein [ 1994], it can be 
shown that this dimensionless axial position is effectively the ratio of the steady state diffusion boundary 
layer thickness to the hydraulic radius Rh)3 , or from the 
definition of Sherwood number 
(§2.4.1); 4- (1/Sh)3. 
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magnitude of time-averaged change in mass transfer flux relative to the steady state flow 
is lower [Fagela-Alabastro and Hellums, 1969]. It can then be concurred that such a 
behaviour follows on from the fact that with downstream location the re-distribution of 
the diffusion boundary layer requires longer times - as has been demonstrated by the step 
response data34, since the conditions downstream are dependent on the prior stabilisation 
of upstream conditions. This further limits the excursions from the mean. This factor 
hence accelerates the effect of frequency with respect to its influence on the deviation 
from quasi-steady state behaviour. While the limitations of the excursions from the 
mean are indeed a direct measure of the relative change in time-averaged mass transfer 
flux. 
It is the effect of the time lag that is the key factor in inducing the first positive change in 
the time-averaged value of the mass flux from the steady state case. This puts into 
perspective the effects of diffusion coefficient, diffusion boundary layer thickness and 
channel hydraulic radius. For an increase in Sd at a locality, velocity changes affect a 
larger fraction of the boundary layer. Hence longer times are required for the 
development of the diffusion boundary layer locally, and the asymmetry in response is 
accentuated. The only influence that a channel height has is on velocity distribution and 
in particular the velocity gradient at the wall. With respect to flow dynamics, channel 
thickness influence is to shift the range of oscillatory frequencies over which there is a 
modification to velocity distribution. 
Based on the foregoing analysis, it can be deduced that performance proximity to the 
quasi-steady state is limited to the situation where either the frequency parameter is 
relatively low, the Schmidt number is relatively low (Sc_1, comparable or high diffusion 
coefficient), or the diffusion boundary layer is relatively thin (e. g. diluted solutions or 
fast flowing fluids). 
For the RO process, the above picture is modified by lateral convection at the 
membrane. The dynamics are made more complex by the mutual dependence of trans- 
membrane flux and diffusion boundary layer, since the value of Sd is related to CP. 
Recall that this dependence is characterised by an increase in the strength of trans- 
34 Note that time lag for this case is not representative since response is modified by lateral convection. 
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membrane flux with the drop in concentration polarisation, eventually leading to more 
salt accumulation at the membrane. Nevertheless, the nature of the RO process will 
further modify these terms with the amplitude of pressure variations, through the 
dependence of lateral convection on operational conditions. 
Regarding RO global performance, the desalination process accelerates the axial 
diffusion boundary layer growth as a result of the reduction in flow velocity within the 
feed channel along the same direction. This effect shifts the transition frequency 
towards lower values, as the characteristic time of CP redistribution increases. The 
degree of this effect evidently depends on the recovery value, which in its turn depends 
on membrane permeation coefficient and operational conditions, as has been 
demonstrated in §4.3.2 (Figure 4.7). As such, it is questionable whether spatial non- 
uniformity of salt response will be of major importance in seawater RO, given that the 
recovery is of the order of 10% as opposed to brackish water desalination with typical 
recovery values of 75% (for hollow fibre recovery is -45%). 
Remark 8 The above findings have important implications. For improvement to be 
realised, proper manipulation of the frequency is required, rather than the response to 
the additive positive effect of momentum thickness reduction resulting from the 
stochastic variation in feed flow. The range of which obviously depends on the 
dynamics of the process. 
4.4.2-3 Results for Variable Flow Rate 
Since the system is pressure driven, shear enhanced mass transfer could be examined by 
varying pump speed with the brine pressure maintained constant. Any changes in brine 
pressure will manifest themselves as changes in the trans-membrane flux and 
consequently in brine flow rate and viscous losses. By maintaining a constant brine 
pressure, it is intended that time-averaged changes arising from concentration 
polarisation dependence on operating pressure be minimised. 
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In the results presented here, fluid concentration, temperature, mean feed flow rate and 
brine pressure were fixed at the values of 3.5% wt, 25°C, 3.246 x 104 m3/s and 5.8 MPa 
respectively. 
The study involved varying the two parameters: the dimensionless velocity, e, and the 
frequency of oscillation, f. Frequencies investigated conform to the range of variations 
experienced when the system is coupled to the wind resource; these fall in the range 0-4 
Hz. At these frequencies, axial velocity peak remains at the channel centre and partial 
flow reversal is not possible (see figures 4.13-a & -b). 
A summary of the major performance indicators is given in tables 4.2,4.3 and 4.4. 
Their methods of calculation are given in table 4.5. 
In principle, the relationship between trans-membrane flux/product flow, wM /QQ, and 
membrane concentration, mm /CP, should be given special attention, since a reduction in 
CP is required in order to establish if an enhancement is due to oscillatory flow effects. 
Their values are compared with both quasi-steady state results; i. e. at the instantaneous 
flow rate, and steady state results at the mean flow rate. More importantly, time- 
averaged specific energy consumption values should be compared with the steady-state 
values at the mean flow, in order to verify the extent of product flow improvement 
relative to the additional power required for flow oscillations. The latter to a good 
approximation varies with the frequency and flow rate amplitude in the manner depicted 
in figure 4.17, §4.4.2-1. 
Over the calculation time intervals considered, product salinity values are still in their 
transient phase, since the characteristic time associated with process stabilisation is 
relatively large compared to the integration time-steps implemented to obtain a 
representative feed flow rate sine function. It was considered impractical to perform 
additional calculations until their pseudo-steady state values are obtained, given that 
their range of variations; even at the combinations of low frequencies and high 
amplitudes, is relatively small and are therefore not expected to influence the final 
product flow value (see figure 4.5-d). As for the average of the pseudo-steady state 
product salinity, this can be determined from time-averaged changes experienced by 
product flow rate and CP relative to their values at the steady state mean flow. Such that 
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product salinity value is the result of the dilution of the salt leaked through the 
membrane as mirrored by CP value. 
The results show that time-averaged changes in unit performance are negligible. The 
definite trends displayed are nevertheless physically interpretable, and would be useful 
in analysing alternative unit designs. These are discussed next. 
Table 4.2 Time-averaged performance changes with flow rate variation, compared to 
steady state operation at the mean flow 
aP I 561.45 561.1 561 561.3 561.4 561.4 561.4 573.6 544.9 
ax 
mean 
Ep 0.26 0.93 0.26 0.52 0.94 0.3 0.38 0.53 0.54 
x 0.199 0.259 0.396 0.396 0.396 0.89 1.26 rand 0.396 
tlag 0.619 0.77 0.714 0.7426 0.7584 0.7419 0.7419 - 0.766 
Qp I O8C_S, 0.015 0.13 0.063 0.046 0.038 0.0728 0.0475 -0.55 -0.010 
CP I osý. s, 0.024 0.148 -0.0179 -0.0139 0.0024 -0.0031 -0.012 -0.003 0.011 
CP osý Sý, x 
0.08 0.55 -0.0011 0.022 0.121 -0.0098 0.0006 0.077 0.065 
0.052 0.196 -0.013 -0.011 0.022 -0.022 0.0007 0.038 0.007 
0.014 0.04 -0.019 -0.017 0.0077 -0.03 -0.0003 -0.0013 0.00031 
-0.0024 0.04 -0.022 -0.019 0.006 -0.031 -0.002 -0.025 0.00069 
-0.0006 0.06 -0.023 -0.021 0.0045 -0.029 -0.004 -0.034 0.00051 
0.008 0.07 -0.02 -0.023 0.003 -0.023 -0.008 -0.035 0.0006 
0.015 0.06 -0.017 -0.028 0.002 -0.017 -0.009 -0.039 0.0027 
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Table 4.3 Quasi-steady performance changes with flow rate 
AQP I max 4.3 10.5 4.3 7.5 10.5 4.3 4.3 6.1 15.5 
OQP I min -7.1 -34.4 -7.1 -16.2 -34.4 -7.1 -7.1 -14.5 N/A 
Amp 1 max -6.5 -15.1 -6.5 -10.6 -15.1 -6.5 -6.5 -9.3 -18.2 
Amp 1 in 11.5 83* 11.5 32.8 83* 11.5 11.5 25.2 N/A 
OCP Iwx 1.0 2.5 1.0 1.7 2.5 1.0 1.0 1.5 3.33 
1.9 4.6 1.9 3.2 4.6 1.9 1.9 2.8 5.56 
2.6 6.4 2.6 4.4 6.4 2.6 2.6 3.9 7.0 
3.3 7.9 3.3 5.5 7.9 3.3 3.3 4.8 7.98 
3.8 9.3 3.8 6.4 9.3 3.8 3.8 5.6 8.49 
4.2 10.4 4.2 7.1 10.4 4.2 4.2 6.3 8.67 
4.5 11.3 4.5 7.7 11.3 4.5 4.5 6.9 8.5 
OCp -1.7 -10.9 -1.7 -4.9 -10.9 -1.7 -1.7 3.5 N/A* 
-3 -19.1 -3 -8.9 -19.1 -3 -3 
6.4 
-4.2 -25.3 -4.2 -12.1 -25.3 -4.2 -4.2 8.7 
-5.1 -29.7 -5.1 -14.7 -29.7 -5.1 -5.1 10.5 
-5.8 -32.9 -5.8 -16.8 -32.9 -5.8 -5.8 11.9 
-6.4 -35.2 -6.4 -18.5 -35.2 -6.4 -6.4 12.8 
-6.7 -36.4 -6.7 -19.9 -36.4 -6.7 -6.7 13.4 
*N/A: means that operation at this flow condition is not possible without incurring direct osmosis 
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Table 4.4 Magnitude of excursions experienced by flow parameters 
at difference frequencies and amplitudes of flow variation compared 
to their time-averaged values. 
AQp 0.96 2.18 0.26 0.48 0.90 0.048 0.02 1.24 1.193 
Acp x 
0.73 1.9 0.227 0.44 0.85 0.046 0.023 0.63 0.89 
0.93 2 0.219 0.43 0.8 0.042 0.021 0.91 0.77 
0.88 1.8 0.197 0.39 0.73 0.039 0.019 1 0.63 
0.75 1.6 0.18 0.36 0.67 0.036 0.018 1.1 0.53 
0.65 1.4 0.17 0.33 0.62 0.033 0.016 1 0.45 
0.59 1.3 0.15 0.3 0.57 0.03 0.015 1 0.38 
0.54 1.2 0.14 0.28 0.52 0.028 0.014 0.94 0.33 
25 90 25 50 90 25.3 25.8 43.04 50 
Ate, 25 90.8 25.2 50.5 90.9 25.5 26 43.40 51 
25.4 91.6 25.5 50.9 91.7 25.7 26.3 43.76 51.2 
25.6 92.4 25.7 51.35 92.4 25.9 26.5 44.11 52.7 
25.8 93.1 25.9 51.76 93.2 26.1 26.7 44.45 53.4 
26 93.8 26.1 52.15 93.9 26.3 26.9 44.77 54.1 
26.2 94.5 26.3 52.52 94.5 26.5 27.1 45.08 54.6 
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Table 4.5 Definition of performance indicators given in tables 4.2 to 4.8 
Term Definition 
A Percentage steady state change in a parameter's value between that at the mean flow 
and that at the maximum/minimum flow 
Ep Relative amplitude of oscillatory pressure gradient 
Max(aP/ax) - Av(aP/ax ) 
=x 100 Sinusoidal 
Average(aP/ax ) 
-s 
tan dard deviation( aP/ax) 
X 100 Random 
Average(aP/ax ) 
£e, Brine Relative amplitude of variation of brine pressure 
A Relative amplitude of excursion from the time averaged value (%) 
CP I OSC. st 
Percentage increase in time averaged concentration polarisation over that at the steady 
state mean flow, spatially averaged value 
CP I a$C. $t x 
Percentage increase in the time averaged concentration polarisation over that at the 
steady state mean flow at a location, X= [0.5,1.5,2.5,3.5,4.5,5.5,6.5] 
I Membrane I: Ks=1.5 x1018 m2/s, KW=3 X 10,8 mollm2Pa. sec 
II Membrane II: Ks=1 x 1018 m2/s, KW=8 x 10-8 mol/m2Pa. sec 
min/ max minimum/ maximum 
MP Product salinity 
QP Product flow 
Qp I OSC_St 
Percentage increase in the time averaged product flow over the steady state one at the 
mean flow 
trog Time lag between flow rate peak and concentration peak 
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Temporal Variations. The case of a relatively low frequency; f= 0.064 Hz, and high 
flow rate amplitude; e=0.9, is taken here as an example (Figure 4.21). Here feed flow 
rate is allowed to drop well below the minimum value that results in excessive salt build 
up under steady state conditions. Temporal variations for some of the combinations of 
frequencies and amplitudes reported in table 4.2 are shown graphically in appendix E. 
With reference to figures 4.21-a & -c, membrane concentration lags behind feed flow 
rate by =12.25 sec (= 0.77/, f). Or more relevantly, minimum membrane concentration 
lags by _3.75 sec (ß. 22S/ f) behind feed flow rate. In accordance with its dependence 
on CP, trans-membrane flux (Figure 4.21-d) and membrane concentration are 
approximately out of phase (each lags behind feed flow rate by 2.75 s=0.176/f). And 
from incompressibility conditions, product flow rate follows the temporal variation of 
the spatially averaged trans-membrane flux value. 
Given that changes in viscous losses are caused by flow rate variations, they are in phase 
with it (Figures 4.21-a & -e). The magnitude of these variations is such that they do not 
influence significantly the instantaneous trans-membrane flux value, since the relative 
variation in CP is significantly larger than the relative variation in feed pressure. 
Temporal variations in permeate pressure undergo no significant changes compared to 
other flow parameters and hence have a minimal effect on system performance. 
Instantaneous unit performance therefore relies primarily on the interaction among feed 
flow rate, membrane concentration and trans-membrane flux. 
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The initial transient of CP value, and conjointly trans-membrane flux, is a consequence 
to the initial conditions of a positive feed flow rate slope and a mean CP value. Starting 
from the steady state conditions for mean flow, the minimum CP value initially 
approaches the quasi-steady state value at the instantaneous flow. CP drop continues 
after the onset of flow deceleration phase due to salt transfer inertia. The accompanying 
increase in trans-membrane flux further limits CP drop and accelerates transition to salt 
accumulation phase. Pointing out that any subsequent CP response to trans-membrane 
flux change experiences a delay, as has been demonstrated by the step response results 
for a pressure change, which demonstrates a CP change in response to trans-membrane 
flux change35. The first CP increase is higher than the previous decrease since the quasi- 
steady state characteristics of a higher CP change with a flow drop are aided by a 
relatively higher trans-membrane flux at the onset of salt accumulation, therefore 
accelerating this process initially. The limitation on CP peak value is certainly due to 
the change in the working shear stress range; i. e. time lag, and the reduction in lateral 
convection currents towards the membrane. The next CP drop takes place at a faster rate 
than its counterpart at time (t-1/f). This can be attributed to the relatively lower trans- 
membrane flux range during salt attenuation phase, which aids transition to a thinner 
diffusion boundary layer. Again due to time lag and an increasing trans-membrane flux 
the minimum CP value is higher. Now with the next salt accumulation phase starting at 
a higher CP minimum, peak trans-membrane flux is reduced leading to a lower CP 
increase than its counterpart at time (t-1/J), and so on. Stabilisation is reached when the 
processes of salt accumulation and attenuation are symmetrical. 
It can therefore be seen that trans-membrane flux acts to dampen out the effect of flow 
oscillations on the diffusion boundary layer. This is a consequence to it being out of 
phase with CP during variable flow conditions, and by having a counteracting effect to 
CP changes. Had the rate of lateral salt convection towards the membrane been a 
constant, the dynamics of back diffusion would have relied on the interaction between 
velocity distribution changes and the response of the salt at the wall to these changes, in 
the manner discussed in §4.4.2-2; such that trans-membrane flux merely offsets the rate 
of salt accumulation/attenuation at a locality. 
35 The reader should realise that the source of trans-membrane flux change in this problem is CP. 
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Spatial Variation. It is important to study the spatial differences in response as they 
are not simply needed for the average evaluation of performance but rather highlight the 
enhancement influencing parameters: shear stress, diffusion boundary layer thickness, 
and -if any- feed pressure. 
With distance from feed channel inlet, both the phase between CP and feed flow rate and 
the associated development time to pseudo-steady state increase. It follows that the 
amplitude of CP relative to the mean; i. e. parameter Acp,,, in table 4.4, decreases with 
downstream position (in the downwards direction with respect to the table). Trans- 
membrane flux would clearly display a similar pattern. Deviations from this behaviour 
as in the case of oscillatory flow with f=0.04 Hz and e=0.25 are attributed to large 
periodic transients displayed by the time-averaged value of parameters CP and wM 
(Figure E. 3 in appendix E), which originate from a delayed response of CP to wM 
change. 
Also it can be observed in table 4.4 that the amplitude of oscillating shear stress relative 
to the time-averaged value, term Aix, increases with distance from feed channel inlet. 
This results from the accentuation of flow rate variation at a location by the fluctuating 
fluid volume permeated upstream through the membrane. 
With regard to performance changes relative to the mean flow, it can be realised that the 
time-averaged change in CP from the corresponding steady state value at the mean flow; 
term CP I osc-st in table 4.2, generally decreases with downstream position for membrane 
types I& II. That is, it is moving in the direction of improved performance. In parallel 
with this behaviour, the deviation in trans-membrane flux from the mean value increases 
with downstream locations. It cannot be determined with certainty whether this is due to 
the effect of the increase in shear stress fluctuation with downstream position, the 
dependence of output parameters at a locality on changes in upstream values, or the 
previously discussed effect of diffusional boundary layer thickness on the acceleration of 
the frequency effect (§4.4.2-2). All are factors that can lead to a better performance. 
Effect of Amplitude of Flow Oscillations. The effect of changes in flow rate 
amplitude is demonstrated for the case of f=0.158 Hz. A higher flow rate amplitude 
results in a higher peak shear stress; parameter e, in table 4.2, and enhances the output 
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variables' excursions from the mean, parameters Acp, r, AQ and A, ýX (Table 4.4). Though 
a higher shear stress is expected to reduce mass transfer inertia during a flow increase; 
since flow rate changes are sensed closer to the wall for this case, the results show a 
slight increase in the time lag term, parameter trag in table 4.2. 
Regarding changes in time-averaged unit performance, flow rate amplitude increase 
causes a reduction in the magnitude of enhancement parameter Qp 
I 
osc_st. At the high 
relative flow rate amplitude of 0.9, the non-linearity in system response to the direction 
of flow variation is more evident particularly at inlet where diffusion boundary layer 
redistribution is fastest, leading to an increase in the time-averaged CP value at inlet and 
an associated trans-membrane flux decrease. Downstream, both the CP time-averaged 
values and trans-membrane flux values are higher than their steady state counterparts for 
mean flow. The positive change in CP value, CP 
I 
osc_st, is a result of this increase in 
trans-membrane flux value. The latter can have different sources, most probable is that a 
situation created upstream that leads to a drop in CP, such as minor flow increase, 
eventually leads to an increase in wM downstream. 
Effect of Frequency. Frequency increases salt transfer inertia, as is shown by the 
value of parameter trüg in table 4.2 for columns 2,4,7 and 8, and further limits the 
variable's excursions from the mean. Frequency also increases the peak of the shear 
stress as borne out by parameter ei,, therefore increasing the magnitude of axial salt 
convection closer to the membrane during a flow increase, and subsequently relatively 
improving the efficiency of mass transfer for a given dimensionless velocity. 
The effect of frequency is examined for the dimensionless velocities of 0.25 and 0.9. At 
the lower amplitude of fluctuations, the results show a small improvement in product 
flow up to the frequency of 0.8 Hz. With regard to the origin of this change, the 
spatially averaged change in CP relative to that at the mean flow, term CP.,, -, t, 
follows a 
similar trend to product flow, but the corresponding difference is certainly not of the 
same order of magnitude. At the next higher frequency of 1.6 Hz, the improvement 
drops to a value below that at 0.158 Hz. This is due to the fact that in contrast to the 
increase in oscillatory shear stress with frequency, CP excursions decrease, as these 
changes are increasingly too fast to be sensed by membrane concentration. 
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Higher frequencies were not investigated since the rate of change of shear stress is much 
smaller than the drop in concentration polarisation response. 
At the dimensionless velocity value of 0.9 (columns 3&6 in table 4.2), an increase in 
the time-averaged CP value is observed to accompany a product flow increase. At the 
lower frequency of 0.063 Hz, the increase in CP is of the same order of magnitude as the 
increase in product flow, which is equivalent to trans-membrane flux. This can be 
attributed to either pressure-induced changes or the dominance of process non-linearities 
as conveyed by the quasi-steady state changes. 
Effect of Permeation Coefficients. In principle, the permeation coefficients which 
influence the relative rates of convection and salt retention, and in turn the diffusion 
boundary layer thickness and the decline in feed velocity with distance will have an 
effect on the diffusion boundary layer redistribution, spatial variation in performance 
and as a result the degree of improvement. Recall that a similar effect can be achieved 
by changing system pressure. 
The results presented are certainly non-conclusive, but they convey two main points: the 
first is the aforementioned dependence of DBL time lag on membrane parameters and 
the second is the dependence of the aforementioned trends on membrane parameters. 
4.4.2-4 Random Fluctuations 
It is complementary to this study to examine unit response to random fluctuations in the 
feed flow, such as would be experienced with wind power. The case of an RO unit 
response to a random feed flow rate having a standard deviation of 40% is given here 
(Figure 4.22). The random flow signal can be seen as comprising of an infinite number 
of sine and cosine variations. The net effect though is not the additive effect of the 
absolute sines and cosines, due to process non-linearities. These come into effect in the 
cases considered since time-averaged effects induced by shear stress variations are of the 
same order of magnitude as those induced by trans-membrane flux variations. 
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The above results show a small reduction in the time-averaged CP value accompanying 
a drop in product flow. 
On the other hand, it can be observed that salt transfer inertia has a filtering effect on the 
CP curve and subsequently product flow rate and product salinity. The results are 
provided at several axial locations to illustrate the effect of axial location on time lag. 
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4.4.2-5 Conclusions on Variable Flow Operation 
From the above analysis the following conclusions can be drawn: 
  The following factors are influencing unit response, a) shear stress oscillations, b) salt 
inertia, c) damping effects by trans-membrane flux, and d) upstream conveyed 
information. Trans-membrane flux does not simply exert a damping effect on shear 
stress oscillations but also induces second order behaviour as a result of the mutual 
dependence on CP value. 
  Time constants associated with CP stabilisation are relatively large compared to the 
frequencies investigated, given the large Schmidt number of seawater and the nature 
of the flow within the channel. Excursions from the mean are therefore limited and 
quasi-steady state approximation of flow variation is incorrect, particularly if the 
module is long. Even at low frequencies of oscillations (- 0.04 Hz), the difference 
between quasi-steady state and transient product flows approaches 86%. This 
deviation is expected to be lower for a channel equipped with turbulence promoters as 
a result of the higher diffusion coefficient. Viewing the above from a different 
perspective, and taking into consideration the non-linearity of steady state changes in 
RO unit performance, had the unit been behaving in a quasi-steady state manner, it 
would have under-performed. 
  Time-averaged mass transfer changes are not significant. It is not possible though 
given the interacting nature of the different mechanisms and the fact that their effects 
are approximately of the same order of magnitude, to establish a general trend of 
these changes. And needless to say that the magnitude of these changes is such that it 
bears no significant effect on the spatial uniformity of trans-membrane flux, 
compared to the steady state case. 
  It follows that for sufficiently long averaging periods, steady state performance at the 
mean flow offers a good performance approximation. 
  On the other hand, given the filtering effect of salt inertia on RO dynamics, steady- 
state operational limits of minimum flow rate to preserve a maximum product salinity 
level can be tolerated on the short time scales. 
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  Frequency increase within the range of frequencies experienced due to wind turbine 
power are not expected to cause a significant change, since the rate of shear stress 
increase for the channel dimensions considered is lower than the increase in salt 
transfer time lag. For substantial changes in the shear stress to be realised in a 
rectangular flow area having hf «1 mm, frequencies as high as 40 Hz or flow rate 
amplitudes 2-3 times higher than the mean flow rate should be experienced. It is not 
practical to generate the above amplitude of pressure gradient variation. 
  It is in order here to draw comparisons between the results obtained for this system 
and those in the experiments carried by Kennedy et al [1974]. Time-averaged 
performance differences are the result of the fact that their channel hydraulic 
diameters are larger (1.5cm compared to 1mm), hence relative shear stress changes 
are larger and occur at much lower frequencies. Path followed is then (2-b) in §4.4.2- 
2, for which either partial or complete flow reversal would have been experienced; an 
effect that has been proven to always yield mass transfer enhancement. As for the 
validity of their quasi-steady state approximation, this is due to a) a much more 
diluted solution (10%) than the solution under study, and b) again their channel 
hydraulic diameter is larger, hence diffusion boundary layer re-distribution is faster. 
  Other factors that have the potential to induce performance changes include the 
heating effect as a result of the dissipation of kinetic energy during oscillatory flow, 
in terms of its influence on the local diffusion coefficient and the induction of natural 
convection currents etc. Its effect becomes more prominent at increasingly higher 
frequencies and magnitudes of the perturbation velocity component (Figure 4.17). 
Though the effectiveness of natural convection for the channel dimensions considered 
is questionable. 
  Finally, the above comments are conclusive for the order of magnitude of unit 
parameters investigated. 
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4.4.2.6 RO Operation With a Sinusoidally Varying Brine Pressure 
It has been demonstrated through the step response tests that the process of CP 
stabilisation requires a finite time. When an RO unit is subjected to successive 
variations in its operating pressure, the relative strength of back diffusion changes with 
respect to lateral convection on the short time scales, such that a pressure drop increases 
the relative strength of back diffusion compared to lateral convection initially. A drop in 
trans-membrane flux leads to a lower CP if it is not the result of a flow rate decrease 
(refer to figure 4.5). If the pressure changes before CP would have developed then this 
causes trans-membrane flux to initially exceed the steady state-target value, positively or 
negatively depending on the direction of change. If the low CP value is sustained during 
the high-pressure period, then trans-membrane flux values will be higher. The period 
during which the pressure drops below its mean value can then be viewed as a CP 
relaxation time. In principle, this mode of operation has the potential to contribute to 
better system performance by either limiting the excursions of the concentration, or even 
reducing its time averaged value. 
Clearly, the whole concept relies on induced asymmetry during transient operation in the 
processes of salt attenuation and accumulation, such that a situation similar to the one 
presented in figure 4.23 is created. 
Pressure Increase Pressure Decrease 
Ü 
3 
1/2f 1/f 3/2f 2/f 
Time 
Figure 4.23 A schematic diagram showing the potential for deterioration in membrane 
concentration as a result of the combined effects of time lag and asymmetry in response 
between a concentration increase compared to a concentration decrease. 
Nevertheless, with the degree of CP change for a given feed flow rate being dependent 
on trans-membrane flux change at a locality, improvements on trans-membrane flux 
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resulting from this mode of operation will further enhance salt accumulation at the 
membrane. 
The key question then is whether there are any advantages from interrupting CP 
development, that is the successive attenuation and accumulation of salt referred to in 
the paper by Nikolov et al [1993]. 
In the study presented, frequency and amplitude have again been varied in the range of 
values that are considered to occur when the system is coupled to the wind resource. 
Flow rate has been maintained constant to minimise the influence of its change on CP 
field redistribution. The major results are given in tables 4.6,4.7 and 4.8. 
A comparison is made between the unsteady state results and results from quasi-steady 
state calculations. Quasi-steady state results here are the steady state values at the 
corresponding instantaneous brine pressure value. And time-averaged results are 
compared against those for steady flow at the same time-averaged brine pressure. 
Table 4.6 Magnitude of excursions experienced by flow parameters at different 
frequencies and amplitudes of brine pressure variation from their time-averaged values. 
AQ 1.9 15.17 37.93 43.5 15.17 7.58 10.7 20 38.9 1.9 
Acp, x 0.001 0.117 0.148 0.130 0.019 0.01 0.077 0.08 0.322 0.057 
0.002 0.118 0.145 0.128 0.019 0.0096 0.102 0.15 0.320 0.0647 
0.004 0.112 0.139 0.123 0.018 0.009 0.116 0.2 0.313 0.0620 
0.006 0.108 0.135 0.119 0.0175 0.009 0.125 0.3 0.310 0.0602 
0.009 0.105 0.132 0.116 0.0170 0.0087 0.132 0.34 0.307 0.0597 
0.013 0.103 0.129 0.114 0.0166 0.0085 0.136 0.37 0.305 0.0596 
0.019 0.100 0.127 0.112 0.0162 0.0083 0.138 0.38 0.304 0.0594 
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Table 4.7 Quasi-steady changes in the performance of the SW RO module 
ap 560.33 559 560.25 559 559.9 559.5 557.98 533 539.4 
ax mas 
ap 561 561 565.38 561 561 560.67 561.24 540 540 
ax 
meaa 
ap 560.9 564 570.6 564 562.3 562.84 564.51 547.4 539.9 
ax 
mu, 
9 
AQ.., 1.75 12.05 30.03 34.2 12.05 5.96 8.12 16.52 39.3 1.73 
OQP IW,, -1.25 -11.95 -30 -34.4 -11.95 -6.02 -8.76 -16.68 -30.2 -1.7 
Amp I ,,, ax -1.28 -7.92 -16.7 -20.2 -7.92 -4.16 -5.56 -10.5 -16.3 -1.0 
Amp ,;,, 
0.93 10.1 31.9 41.6 10.1 4.75 7.43 14.9 27.6 1.0 
Acp I Max 
0.096 0.69 1.69 1.46 0.69 0.34 0.46 0.92 2.8 0.14 
M 0.18 1.29 3.18 2.78 1.29 0.63 0.86 1.73 4.7 0.24 
0.25 1.82 4.49 3.96 1.82 0.89 1.22 2.45 6.3 0.31 
0.31 2.29 5.66 5.02 2.29 1.12 1.54 3.08 7.8 0.37 
0.38 2.71 6.70 5.98 2.71 1.32 1.81 3.65 9.4 0.43 
0.44 3.09 7.65 6.86 3.09 1.50 2.05 4.16 11.4 0.50 
0.5 3.42 8.50 7.65 3.42 1.66 2.45 4.60 14.1 0.58 
pCp I "j" x -0.07 -0.66 -1.66 -1.45 -0.66 -0.33 -0.48 -0.92 -2.8 -0.14 
-0.13 -1.23 -3.11 -2.74 -1.23 -0.63 -0.91 -1.73 -4.6 -0.24 
-0.19 -1.74 -4.38 -3.90 -1.74 -0.88 -1.28 -2.44 -5.9 -0.31 
-0.24 -2.19 -5.51 -4.94 -2.19 -1.11 -1.61 -3.06 -6.9 -0.37 
-0.28 -2.58 -6.51 -5.87 -2.58 -1.32 -1.91 -3.62 -7.6 -0.43 
-0.31 -2.94 -7.40 -6.71 -2.94 -1.50 -2.18 -4.12 -8.1 -0.492 
-0.33 -3.25 -8.19 -7.47 -3.25 -1.67 -2.25 -4.56 -8.6 -0.564 
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Table 4.8 Time-averaged performance changes of the SW RO module with time 
varying brine pressure 
arl 
ax 
mean 
(Pa/m) 
Ep (%) 
Qp I 
oso-st 
CP I osc-8t 
cP I OSC-St x 
561.6 561.4 566.1 561.2 559.5 561.5 561.3 539.7 539.7 
_ 
0.53 1.29 0.556 0.61 0.312 0.42 3.1 2.9 0.148 
-0.034 -0.087 -0.41 -0.032 0.022 -0.27 0.6 3.5 0.098 
_ -0.016 
0.0006 0.0008 0.009 0.0103 
- -0.33 
0.53 0.00 
0.001 -0.006 -0.0017 -0.01 -0.0002 0.001 -0.011 -0.04 -0.01 0.0002 
0.002 -0.01 -0.0025 -0.015 0.0013 0.003 -0.018 -0.1 0.025 0.0012 
0.004 -0.014 -0.0026 -0.013 0.004 0.006 -0.024 -0.2 0.12 0.003 
0.006 -0.017 -0.0020 -0.006 0.0071 0.01 -0.03 -0.31 0.29 0.005 
0.009 -0.02 -0.0002 0.002 0.012 0.013 -0.04 -0.43 0.6 0.008 
0.013 -0.022 0.0035 0.007 0.02 0.018 -0.05 -0.57 1 0.013 
0.018 -0.021 0.0096 0.005 0.022 0.022 0.12 -0.69 1.6 0.029 
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Temporal Variations. It is necessary to understand the mechanisms of pseudo-steady 
state stabilisation, if it occurs, since the conditions under which it is attained will 
illustrate the interaction among the different mechanisms. The situation presented in 
figures 4.24 is taken here as an example. Results for the other situations given in table 
4.3 are shown diagrammatically in §E. 4 (Appendix E). 
Viscous losses and brine pressure are approximately out of phase. Since shear stress 
variation at a locality is affected by the difference between feed flow rate, which is 
maintained a constant, and the net trans-membrane flux changes upstream. Trans- 
membrane flux is approximately in phase with brine pressure since the magnitude of 
variation of feed pressure is higher than the magnitude of variation of CP which lags 
behind by X0.2-0.25)f. 
It follows from incompressibility that permeate velocity; and product flow rate, are in 
phase with brine pressure. As a result, permeate and brine pressure oscillations are 
approximately synchronised, through the direct dependence of permeate pressure on 
permeate velocity. Nevertheless, temporal variations in the latter parameters would have 
no significant effect on unit performance. 
Permeate concentration on the other hand is dependent on the temporal variations in the 
ratio of salt leakage flux, as depicted by membrane concentration, to the cumulative 
trans-membrane flux. Since the time characterising permeate concentration variation is 
relatively large, its amplitude of fluctuations is expectedly relatively small (Figure 4.24- 
d). It therefore has a minimal effect on system performance. 
It is then understood that the instantaneous performance is affected primarily by the 
interaction among brine pressure, trans-membrane flux and membrane concentration. 
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Starting from the steady state CP value at the mean brine pressure, brine pressure drop 
causes trans-membrane flux to undershoot below the steady state value at the minimum 
brine pressure (Figure 4.24-b). As has been discussed in the step response section 
(§4.4.1), undershooting is caused by an instantaneous CP that is higher than the steady 
state value at the newly reduced pressure. This is due to the delay in CP transient 
development, which also prevents CP from assuming the corresponding steady state 
value at the minimum brine pressure. When brine pressure starts to increase, CP 
continues to decrease due to salt transfer inertia. The onset of salt accumulation phase, 
in response to the increasing trans-membrane flux, follows when lateral convection 
currents exceed back diffusion currents. During the first pressurisation phase, CP 
undergoes a larger increase compared to the initial decrease from the mean pressure 
value. This is simply because the change in brine pressure is twice the initial change 
over the same period. With the next CP peak slightly higher than its value at the mean, 
the magnitude of trans-membrane flux drop insignificantly increases during the next leg 
of brine pressure drop, and the net CP drop is comparable to its counterpart at the start of 
the calculation. Now with the subsequent pressurisation phase starting from a CP value 
higher than its counterpart at time (t-1/f), the rate of trans-membrane flux increase 
reduces. Nevertheless, the rate of CP increase with trans-membrane flux is higher than 
its previous decrease over the same pressure range. This is due to the fact that back 
diffusion currents are relatively weaker36 for the range of CP values experienced. In its 
turn, trans-membrane flux change for an equal change in pressure is proportional to the 
change in CP. The next trans-membrane flux drop is therefore modified concurrently 
with the increase in CP peak. As long as the process of trans-membrane flux increase 
causes a higher CP change than that caused by a trans-membrane flux decrease, the 
above sequence of events is repeated leading to increasingly higher CP maxima and 
minima (see figures 4.24-c & -f). Pseudo-steady state is reached when the rates of trans- 
membrane flux increase and decrease equalise, resulting in equal CP changes. 
Remark 9 It can be seen that trans-membrane flux acts to moderate any CP relaxation. 
For although the dependence of CP on trans-membrane flux is altered during a 
transient operation, trans-membrane flux at all times depicts a quasi-steady state 
36 Recall the definition of salt accumulation phase. 
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dependence on CP (Equation 2.1). As trans-membrane flux responds at the short time 
scales to pressure and CP changes while CP relaxation requires longer times; despite 
being aided by a trans-membrane flux undershoot, the damping effect on CP 
relaxation by trans-membrane flux will predominate. 
The initial reduction in CP, which extends over approximately 10 to 30 seconds 
depending on axial position, is therefore a result of a negative brine pressure slope at the 
start of the calculation. It is a straightforward matter then to extend the above analysis 
for an initial brine pressure increase for which the results (e. g., the situation presented in 
figure E. 3, Appendix E) show an initial increase in the time-averaged CP that eventually 
decays in a manner similar to the one discussed earlier. 
Remark 10 The initial CP relaxation in response to a pressure drop decays eventually. 
This means that significant CP time-averaged changes are confined to the initial 
transient stage. 
The lower product salinity value (Figure 4.24-d) on the other hand is the result of a 
relatively higher product flow rate both initially and on average. It will slowly increase 
depending on the rate of decay in initial conditions. 
Now a question arises as to the degree of CP/ trans-membrane flux time-averaged 
change from their steady state values at the mean flow. To answer this, one should 
resort to analysing the magnitude of changes in the two factors determining CP, at the 
time scales encountered. The absolute values of CP maximum and minimum are defined 
by the conditions at which lateral convection currents equalise back diffusion currents. 
The magnitude of change in back diffusion fluxes is related to the absolute value of CP 
at that instant. For any system, CP values are dependent on the absolute value of trans- 
membrane flux, in addition to changes in the diffusion boundary layer. And with the 
decay in the asymmetry in response rate, as it is dependent on the forcing function-i. e. 
trans-membrane flux here- as has been discussed earlier, trans-membrane flux excursion 
nearly converges to the quasi-steady state trans-membrane flux with a CP phase shift. 
The CP value at which the processes of salt accumulation/attenuation take place will 
therefore depend on the frequency and obviously the amplitude of pressure change, with 
the effect of back diffusion manifesting itself solely in changes in the order of change of 
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CP with trans-membrane flux change. With flow rate conditions at a locality maintained 
constant, CP targets the steady state value at the instantaneous trans-membrane flux. 
The implication of this is that steady-state performance would give an order of 
magnitude estimate of these changes at the time lags of the diffusion process. The 
higher permeate flow rate average (of -3.5%) that is observed in this example is then 
due to the difference in trans-membrane flux change under a pressure increase to that 
under a pressure decrease from the mean. 
Since it has been concurred that it is the difference between the behaviour of the RO unit 
under a pressure increase to that under a pressure decrease that determines the 
improvement, which is mirrored by the quasi-steady state variation, the difference in 
performance is indeed operational point dependent. Add to this that any improvement 
need not be accompanied by a drop in the CP time-averaged value. 
As performance changes resulting from this mode of operation are insignificant (Table 
4.8), other factors which are present at a relatively low scale such as shear stress and 
spatial variations in flow rate have the potential to make performance changes 
indiscernible. The contributions of the different factors to system performance are 
highlighted next. 
Spatial Variation. Dynamic conditions that are induced by the spatial variation 
include the aforementioned dependence of downstream values on their upstream 
counterparts, which is responsible for the reduction in CP excursion in the same 
direction. Also there is the effect of the local value of feed flow rate, whose drop in the 
downstream direction accentuates changes in CP with trans-membrane flux change, as 
has been mentioned in §4.3.2, on unit performance under steady state conditions. Local 
dynamics are further modified by temporal changes in the local feed flow rate, which 
take place at the same short time-scale as lateral convection changes upstream, are out of 
phase with it, and are accentuated in the downstream direction. This factor, combined 
with a faster change in the boundary conditions for the variable pressure case, cause the 
difference between the time-averaged CP over the steady state for mean flow to 
generally increase in value with distance from channel inlet (columns 8&9 in table 4.6), 
and the spatial difference in diffusion boundary layer redistribution time to be less 
dominant. 
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Effect of Frequency. A frequency increase leads to an earlier CP development 
interruption, thus limiting its excursions and the relaxation time. The latter is certainly 
matched by an increase in the magnitude of trans-membrane flux overshoot/undershoot. 
Frequency increase would therefore accelerate the restoration process to a higher 
polarised state. On the other hand, frequency modifies the rate of shear stress variations 
referred to in the previous section. 
The effect of frequency has been investigated at a brine pressure peak of 6.89% and 
frequencies of 0.158 Hz and 1 Hz. The two calculations show approximately equal 
product flow rate improvement, though the trends displayed by the spatial CP value 
relative to the time-averaged ones, and subsequently the spatially averaged change in 
CP, are different. This is due to the modification of the relationship between pressure 
and CP. Comparing the value of A, in columns 3&6 of table 4.6, frequency increase 
does not influence the magnitude of the overshoot, due to the small excursions 
experienced by membrane concentration from the mean. 
Effect of Permeation Coefficients. For the system having membrane parameters 
Ks=1 m/s, Kw=3.5 (mol/m2Pa. sec), quasi-steady CP changes with pressure show more or 
less a symmetrical behaviour (Table 4.7). The system having membrane parameters 
Ks=1 m/s and Kw=8 (mol/m2Pa. sec), displays a non-symmetrical behaviour. The 
deviation from steady mean flow is therefore more evident with the latter system. 
Furthermore, higher water permeation coefficients both alters flow rate downstream and 
modifies diffusion boundary layer leading to an increase in CP change with trans- 
membrane flux. The contribution of trans-membrane flux to diffusion boundary layer 
development has been demonstrated in figure 4.6, such that trans-membrane flux 
accentuates diffusion boundary layer growth axially. This effect is also achieved by 
changing the operating system pressure (compare columns 4&5 in table 4.7). 
4.4.2-7 Random Variation in Pressure 
Complementary to the above study is the case of random fluctuations in brine pressure. 
Results for the situation presented in figure 4.25 show a 0.59 % increase in product flow 
and a reduction in concentration polarisation of -0.05394% at inlet to -0.34 % at outlet. 
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The increase in power consumption is negligible at 0.0156 %, as flow variations in the 
feed channel are minimal. The time-averaged product salinity displays a slow decrease 
as a result of the time-averaged increase in product flow. 
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With regard to flow parameters' transients (Figures 4.25-a to -e), the differences 
between the relative amplitudes of variation of these parameters should be first noted 
(see also tables 4.6 to 4.7), as these display the time-scale of a parameter response. It 
can be seen that trans-membrane flux/product flow transients are accentuated relative to 
those of brine pressure, as a result of CP time lag (Figure 4.25-d), creating uncertainties 
with regard to material damage. 
On the other hand, had time-averaged changes been operational point and pressure 
gradient amplitude dependent only then random fluctuations would have displayed the 
same improvement. 
4.4.2-8 Conclusion on Variable Pressure Operation 
In conclusion: 
  The process of CP relaxation is neither significant nor certain. It is the combination 
of a slow CP response in general and a fast correcting trans-membrane flux that 
makes this concept inapplicable for the ranges of amplitudes and frequencies 
investigated. In other terms, relying on the increase in the relative strength of 
diffusion is not enough to reduce CP, due to the inherent characteristics of the RO 
process. 
  It is the combination of system non-linearity and time lag that defines the deviation of 
performance from steady state. The potential for increase in product flow rate is 
operational point (and module characteristic) dependent. More precisely, it depends 
on the magnitude of change of CP with pressure: 3CPIaP. 
  The increase in permeate flow rate observed experimentally for tubular membranes is 
most likely due to a hydrodynamic thrust and vibration of the membrane, which are 
not accounted for in this model. Membrane resonance occurs at relatively low 
frequencies and therefore has a positive contribution to mass enhancement [Vasin et 
al, 1997]. Add to this, there is a difference between particle size in ultrafiltration and 
seawater RO, which affects the mechanisms of salt accumulation at the membrane 
and influences the extent of the hydraulic thrust referred to in the paper by Nikolov et 
al [1993]. 
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  With regard to product salinity and CP value, the system has the ability to tolerate 
pressure drops on the short time scales, though care should be taken so that this does 
not induce direct osmosis. 
  With turbulence promoters the system is expected to respond faster to changes in the 
boundary conditions given the higher diffusion coefficient. Unit behaviour then 
approximates the quasi-steady one. 
4.5 CONCLUSIONS 
A study of the dynamics of the RO osmosis unit has been conducted, where the 
emphasis has been mainly on changes in the order of magnitude of parameters affecting 
system performance during a dynamic operation, including shear stress, back diffusion 
in the feed channel and trans-membrane fluxes. The relatively detailed analysis 
employed was deemed necessary to lend credibility to the model results and to extend its 
applicability to alternative designs. 
Due to the inherent characteristics of the SW module, the system behaves as if it is 
critically or slightly over-damped, when considering concentration changes. As such, 
membrane concentration does not reach the corresponding steady state value at the 
extreme pressure conditions, despite trans-membrane flux overshoots/undershoots. For 
the same reasons, the system can tolerate flow and pressure drops on the short time 
scales without sacrificing product quality. Nevertheless, care should be taken with 
pressure fluctuations, since direct osmosis might be induced, depending on the initial 
condition and rate of drop. It has been mentioned in the introduction that direct osmosis 
causes swelling and the subsequent rupture of the membrane, it is not known though 
whether this is a phenomena that builds with time or whether the damage can be initiated 
instantly. 
It also follows that quasi steady state analysis is insufficient to properly describe the 
instantaneous behaviour of the plant. 
It has been demonstrated that for the combination of feed channel dimensions and fluid 
type under investigation, time-averaged changes in system parameters are not of 
significant importance. Hence, the potential for enhancement with flow pulsations does 
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not contribute to the selection of an operational strategy. Had favourable conditions 
been created under variable flows, further aspects would have been investigated such as 
the feasibility of tuning. 
It follows that transfer functions can be used to represent system dynamics (see [Assef et 
al, 1997]), with the effect of temperature, concentration and operational conditions 
appropriately incorporated to account for their effect on the gain and the time constants. 
Finally, any attempt to generalise the above results should take into consideration the 
magnitude of the diffusion coefficient and channel dimensions in the manner treated 
previously. For the case where the system is supplied with turbulence promoters, the 
influence of shear stress variation is expected to be lower. Also the higher diffusion 
coefficient will reduce the asymmetry in system response, causing the system to better 
follow the quasi-steady state. 
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CHAPTER 5: RO MODEL VALIDATION 
An exact validation of the RO model developed in chapter 3 is carried out against the 
special case of periodic flow in a rectangular channel with impermeable walls. A 
comparison, from a qualitative standpoint, is also undertaken against published 
models describing the development of CP, product flow and salinity during step 
changes in pressure. 
5.1 COMPARISON AGAINST AN EXACT SOLUTION 
With impermeable membranes, the solution of the finite volume code reduces to the 
unidirectional duct flow situation: the Poseuille flow under steady state flow and the 
periodic solution given by Drake [1965] for sinusoidal flows. 
An exact solution for the pseudo-steady state perturbation velocity value under a 
sinusoidal pressure gradient of the form: ep cos ca has been used. The p ax 
mean 
perturbation component of the axial velocity is given by: 
u'= Real {f (y, z)e'"` 
} 
Where: 
ý= 4s 
(h1 12)2 ap (-1)" 
1_ cosh 
(2py/h 
f f (yz 
) 
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2n +I 
ITJ [ (Ox 
Lean 
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(2n +I p2 cosh WlhI( 2b 
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And: p 
iwh f+ (2n+1)2 
2 
= 
v4 
(S. 1) 
In the above expressions: 
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Ep is the ratio of the amplitude of the pressure gradient to the pressure gradient at the 
mean flow rate; 
V 
(Pa/m) 
mean 
µ is the dynamic viscosity (Pa. sec) 
co is the angular frequency =21rf (rd/s) 
u' =u-W, where ü is the steady state velocity profile under the mean flow conditions. 
The exact solution has been obtained using a calculated pressure gradient term from the 
finite volume solution of the fully developed velocity profile for a given input of a 
sinusoidal flow signal. Results from the numerical solution show a good agreement with 
the exact solution (Figure 5.1). 
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It should be pointed out that it was not possible to implement expression (5.1) as an inlet 
velocity profile. This is because it requires firstly a previous knowledge of the 
frequency of variation, and secondly a pressure gradient as an input, which is not 
compatible with the boundary conditions of the problem investigated. 
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5.2 COMPARISON WITH A PUBLISHED MODEL 
Assef and co-workers [1997] have developed transfer functions modelling the response 
of product flow, salinity and trans-membrane pressure to step changes in brine valve 
settings. Function parameters have been calculated by fitting experimental results from 
step response tests for a SW-CA modules, operating with a maximum pressure of 1.72 
MPa and treating 0.5% wt of feed water. These transfer functions are: 
QP (s)- -0.155(0.375s+1) (0.22s+1X2.51s+1) 
mP(s) = 
2.48 
(114s+IX113s+1) 
And: AP(s) _-4.74 (1.45s+1) 
It should be realised that trans-membrane response would mirror the temporal variation 
of CP. Here constants are given in seconds, salinity in µS/cm, pressure in psig, and flow 
rate in gph. 
Trends depicted by the above functions; shown diagrammatically in figures 5.2-a to 5.2- 
c, are in agreement with the ones displayed by the simulation results of §4.4.1, with 
process characteristic times being comparable for all except product salinity. These 
transfer functions are based on experimental results, where permeate salinity is measured 
at the outlet of the permeate collection tube. Since the fluid is modelled as being 
incompressible, permeate flow rate changes almost instantaneously. As for product 
salinity within this tube, the characteristic time required to observe these changes is 
associated with the time during which the new salt value is transported by convection 
from the filtration region to downstream locations. This characteristic time is inversely 
proportional to fluid velocity within the permeate collection tube, and proportional to 
tube length. Both of these are responsible for this difference in response times. Factors 
such as flow conditions (velocity) and fluid properties would contribute to this 
difference, as has been discussed in section §4.4.1. 
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Figure 5.2 SW RO module response to a unit step change in brine valve setting (closing) 
In the absence of details on module size, membrane parameters, as well as certain 
operational details; such as flow rate conditions during the experiment, exact comparison 
with the numerical model using the above transfer functions is not possible. 
Though computationally more economic, the transfer functions developed by Assef and 
co-workers were not used in the first place to anticipate deviations in performance from 
steady state during variable pressure/constant flow rate operation, as mainly they are 
operational point dependent and show a symmetrical behaviour upon pressurising and 
unloading. 
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CHAPTER 6: ELECTRODIALYSIS MODELLING 
A mathematical model of the transient operation of an electrodialysis unit is presented. 
Considerations leading to model equations, boundary conditions and general solution 
procedure are discussed. Computational studies have been carried out to derive the 
general performance characteristics as well as to assess the dynamics of the system. 
Model reliability is assessed through a comparison against an analytical solution 
found in the literature for the steady state laminar flow case. 
6.1 INTRODUCTION 
In this chapter the effects of the fluctuating power supply on the electrodialysis (ED) 
process are examined with the following two aspects of transient behaviour being 
brought into focus: 
a) Nature of stack current and concentration response, in terms of their degree of 
excursion from the mean and their associated time constants, and the implications for 
operational limits. 
b) Changes in time-averaged performance. 
The chapter proceeds with an identification of the physical problem in §6.2. A brief 
discussion on the solution procedure is provided in §6.3, while the details of the 
numerical model are given in Appendix F. Simulation results and the relevant 
discussions are presented in §6.4 and §6.5. 
Though the model developed here has not been employed to investigate ED unit 
performance as an integral part of the wind powered desalination plant, it lays the 
foundations for such future work by establishing an understanding of unit load 
characteristics, its operational envelope and its dynamics. 
134 
6.2 MODEL DEVELOPMENT 
The problem is that of determining the current consumption of the ED stack and the 
resultant degree of desalting under defined conditions of flow, inlet concentration and 
applied voltage. As has been pointed out in chapter 1, this entails determining the 
resistance of the fluid, which is a function of concentration distribution within the fluid 
medium. 
As a result of the desalination process, the fluid undergoes progressive demineralisation 
along flow direction (Figure 6.1). Also, as a result of the higher ion mobility in the 
membrane relative to that in the solution, current passage through the solution creates 
regions close to the membrane that have finite concentration gradients in the direction of 
current flow. The exact value of the concentration gradient in the two directions is 
specified by hydrodynamic conditions as well as the rate of ion transport through the 
membrane. Along the width of the ED stack; in the direction perpendicular to both stack 
current and fluid flow directions (along the y-direction in figure F. 1), concentration and 
velocity are assumed to be uniform given the large flow channel width to thickness ratio. 
On the other hand, the similarities between the processes of ED and RO in terms of their 
boundary and flow conditions37 enable the exclusion of factors that have been identified 
as having minimal effect on unit performance such as changes in time-averaged 
concentration distribution due to oscillatory flows. This is supported by the fact that for 
ED operation, pumping power amounts to approximately 0.4-20%38 of the major power 
requirements and is thus not the major contributor to energy demand. The frequency 
associated with practical flow oscillations is limited (< 10Hz) and the velocity profile 
can be considered to vary in a quasi-steady state manner. 
37 Channel hydraulic diameters are of the same order of magnitude 38 Derived based on data from Belfort and Guter [1972] 
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Figure 6.1 An illustrative diagram showing the development of 
concentration profiles in the dialysate and concentrate channels. 
The mechanisms involved in the ED process are already well understood (see Spiegler 
[1966] and Weber [1972]). The problem of laminar steady flow between parallel 
unobstructed membranes has been treated by Sonin and Probstein [ 1968]. They derived 
an analytical solution that is confined to low and high polarisation states, while the 
general solution of the model equations identified requires a numerical procedure. On 
the other hand, an analytical solution describing the transients of the ED process has 
been derived by Karlin and co-workers [19891, but is limited to describing the local 
concentration re-distribution under step changes in the consumed current, i. e. with the 
assumption of concentration uniformity in the streamwise direction. Such an assumption 
would not be compatible with the dimensions of the unit modelled here. 
The problem has therefore required the use of a numerical approach for the solution of 
the partial differential equations describing the instantaneous concentration distribution 
within flow channels, in response to variations in the applied stack voltage and/or inlet 
concentration (e. g. product recycling). 
Finally, given the repetitive structure of the ED stack, the problem domain has been 
confined to that of a single cell pair. This is the unit comprising of an Anion, a Cation 
selective membrane and their two adjacent compartments. The number of cell pairs is 
II 
Flow Direction 
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commonly high (-100-200) and as a result the difference between the potential drop in 
the electrode compartments and that in the dialysate/concentrate compartments can be 
neglected [Lior, 1986]. 
6.2.1 Concentration Distribution 
The operating current is taken to be below the limiting current for the given unit 
operating conditions, hence the solvent ions do not contribute to the current. For a 
binary electrolyte, if electroneutrality applies throughout the solution medium, the ions' 
concentration distribution reduces to the partial differential equation for molecular 
species conservation [Probstein, 1994]: 
-am-' 
+u(z)am, _D 
alms 
+ 
a2mr 
at ax ax2 az2 (6.1) 
Where D is an equivalent diffusion coefficient related to the ions' diffusion coefficients 
by: 
D=k+v+D_-kv_D+ 
k+v+-kv_ 
In the above expressions: 
ms : is the salt mass fraction (kg/kg) 
u(z): is the fluid velocity at a distance z from the membrane (m/s) 
Dt: is the diffusion coefficient of an ion (m2/s) 
(6.2) 
vt : is the number of moles of the ion resulting from the dissociation of one mole of the 
salt 
k±: is the valence of an ion 
F: is Faraday's constant (C/mol) 
Such that the subscripts "+" and "-" refer respectively to a Cation and an Anion. The 
subscript "s" refers to the salt molecule. 
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For a 1-1 electrolyte39: k =-k+ and v=v+=1, the equivalent diffusion relation reduces to 
[Probstein, 1994]: 
D_D_+D+ 
2 
6.2.1-1 Velocity Profile 
Variations in the velocity profile along the flow direction can be neglected as there is no 
fluid flow through the ion exchange membrane and as the influence of concentration 
variation on molecular viscosity is minimal. The velocity profile is assumed fully 
developed at the point where the external voltage is applied. This approximation 
involves minimal errors given that the entry length is 0.055Re of the channel height for 
laminar flow. For turbulent flows the development is completed earlier since flow 
disturbances are induced by spacers. For laminar flow conditions, the velocity profile is 
given by the Poiselle distribution: 
u -- 
1dP 
1- 
h-z Z J]h2 
211 dx h 
And for turbulent flows by the Power Law: 
1/7 
= 8.75 
Zfs 
uj v 
In the above two expressions: 
z is the distance from the wall (m) 
h is half the flow channel thickness (m) 
uris termed the shear velocity: ur = Jzo/p (m/s) 
zo is the wall shear stress (N/m2) 
39 
m+=m. =m, 
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Determination of the Wall Shear Stress, zo. Experimental values for the local 
wall shear stress are needed to determine the velocity distribution and the diffusion 
coefficient. Belfort and Guter [1972] have derived values for the local friction 
coefficient from experiments on saline solution flow in an electrodialysis cell with 
different spacers installed. For a given channel spacer, data are presented as a 
correlation between the flow drag coefficient; CD, and the flow Reynolds number, Re, as 
follows: 
CD = 
Rn (6.3) 
Where the drag coefficient Co is: 
CD =AP/j pV2 (6.4) 
And Re = VDh /v , such that 
for flow between parallel plates the hydraulic diameter Dh 
equals to 2h. 
In expression (6.3): n =1 if Re<Re),,; t and n<1 if Re? Re)cr; t , where Re)ct is a critical 
Reynolds number associated with the onset of flow separation/turbulence at the spacers. 
For the rectangular spacer arbitrarily selected in this study: n=0.71, k=49,950, and 
Re),,; r=185 
Once the pressure drop is calculated from equation (6.4), the local shear stress can be 
derived using a momentum balance about a control volume of width, Fir, and sides Ay 
and H which is the distance from the channel centre, as follows: 
"Sx"2"(H +Ay)=- . 45x. (H "Dy) 
(H"Ay) dP 
2(H + Ay) dx 
In the flow channels under consideration the width is much larger than the thickness; 
dy»h , and the wall shear stress is: 
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z_-h. 
dP (6.5) 
2 dx 
For a fully developed flow, wall shear stress is a constant along the flow path. 
Integrating equation (6.5) along channel length, Lcj ,, ei, gives: 
h 
z =- 0 
Pumping Requirements. Within the flow channel: Ppu,,, p=4PQf 
No account has been taken of pumping energy in the calculations here as the pressure 
drop will depend on the exact configuration of the unit. Clearly any detailed analysis 
should include this aspect. 
6.2.1-2 Diffusion Coefficients 
For laminar flows, ion diffusion coefficients, D±, have been calculated from available 
equivalent conductance data at infinite dilution; A, using the Nernst-Einestein equation 
[Probstein, 1994]: 
Dt = RT/3t (6.6) 
Where ßf is ion mobility defined as the velocity per unit field strength. In its turn, ion 
mobility is related to the equivalent conductance by: ßt = 
L2 
F 
The above two relations have been implemented in MATLAB programme ion diffm, 
with equivalent conductance data as given in table B. 4 (Appendix B). 
The turbulent diffusion coefficient has been calculated by employing the analogy 
between fluid friction and mass transfer, in which the turbulent diffusivity is assumed to 
vary in proportion to turbulent viscosity, as both arise from the same mixing mechanism 
(turbulent mixing). This proportionality is represented by a turbulent Schmidt number, 
Scrub [Kays and Crawford, 1993]: 
Dturb= vturb'SCturb 
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Here Sct,,, b has been taken equal to 0.9 as recommended by Versteeg and Malalasekera 
[1995]. 
Turbulent viscosity itself is given by the empirical relation of Reichardt outside the 
viscous sub-layer; defined by zu/v<11.36, [Kays and Crawford, 1993]: 
V xzur " 1+-z 1+2 
h-z 2 
`"'6- 61 
hh ]h 
Where Kis the Von Kärmän constant and is equal to 0.41. 
Inside the viscous sub-layer, eddy viscosity drops to zero. 
6.2.1-3 Boundary and Initial Conditions 
The governing boundary and initial conditions for the salt conservation equation are: 
1. Inlet concentrations to the concentrate and dialysate channels are specified and 
considered uniform. 
2. For a tortuous flow path, inlet concentration to each bend has been taken to be equal 
to the averaged concentration at the outlet of the upstream bend, as transmitted by the 
different fluid layers; i. e. the mixing cup concentration: 
ms _ 
ms(z)(Z) 
zu(z) 
3. Symmetry: the condition of symmetry applies at the centre of both the dialysate and 
concentrate channels: 
am, 
=0 DZ 
Z-thdl2 
4. Initial conditions are taken as those at the mean voltage for sinusoidally or randomly 
varying boundary conditions. 
5. Membrane boundary condition: At the membrane solution interface, equilibrium 
between the diffusional and electromigration currents is considered to hold. 
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Figure 6.2 Concentration gradient on the dialysate channel side. 
In the Dialysate Channel (Figure 6.2)- Counter-ions40 are depleted from the solution 
at a rate of nm(+) 
I (x F(mol/m2. 
sec), and are transported to the membrane by the 
combined effects of diffusion and electromigration: 
p ams I(s)? lcoul 
-D+ M az 
+ns(+) 
S L=o 
Where: 
I(.,, ) : is the local current density at a streamwise position x (A/m2) 
17c, u,: is a current utilisation parameter, termed the Coulombic efficiency. It accounts 
in practice for current leakage through the compartments' connecting manifolds and 
spacers, water hydrolysis, water transport through the membrane and a less than 
100% membrane selectivity to co-ions41 (see for example [Lacey and Loeb, 1972]). 
With the current only made up of electrolyte ions, Coulombic efficiency can be 
considered independent of the applied voltage (see for example the experiment by 
[Forgacs et al, 1972]). 
nm(+), ns(+): are the transport numbers of the Cations in the membrane and the solution 
respectively. The transport number is by definition the fraction of the total current 
40 Ions having a charge opposite to that of the membrane fixed charge, e. g. Cations in the case of a Cation 
exchange membrane 
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carried by a given ion in a medium, and is therefore related to the individual ion's 
conductivity in that medium by [Weber, 1972]: 
nýtý=A_+A+ 
and from electroneutrality assumption: n(_)+n(+)=1 
For the type of feed water commonly treated by the ED process, i. e. brackish, the 
concentration of the ions affixed to the membrane are much larger than the 
concentration of the salt. This means that the transport number of the counter-ions in 
the membrane is independent of feed concentration and is near unity; i. e membranes 
are perfectly selective [Spiegler, 1966]. 
Now, the Nernst-Einestein equation (Equation 6.6) can be used for laminar flows and 
for turbulent flows in the viscous sublayer adjacent to the membrane, to relate ion 
transport to ion diffusion: 
Dt 
nýtý=D_+D+ 
From which the ion balance at the membrane reduces to: 
- (D_ +De. 
ams 
= -2D 
P. ams 7lcoui I (x) 
MS az 
=o 
MS az 
Z_O 
F 
This forward molecular diffusion supplies approximately half the current. 
(6.7) 
In the concentrate channel, the total salt injected at the membrane surface is carried 
away by molecular diffusion: 
Dp 
ams 
= 
1lcout'(x) 
MS az 
z =O 
2F 
41 Membrane selectivity is a function of the transport of ions through it. Further illustrations on this 
subject are presented in [Lacey and Loeb, 1972]. 
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6.2.2 Current Consumption 
The desalination power requirement of an ED stack is: 
P=i. LY, ot 
(6.8) 
Where i is the total current consumption of the unit (A), and iY't0, is the potential drop 
of the stack (V). 
6.2.2-1 Stack Potential Drop 
Planes parallel to the membrane are considered equipotential [Forgacs et al, 1972]. 
Potential drop across the stack; AWW , then compensates 
for: 
  Ohmic potential drop which occurs as a result of the passage of the current in the 
following three mediums: 
1. The membrane, whose resistance can be considered uniform and independent of 
stack current. The latter follows from the fact that the concentration of the 
mobile ions in the membrane is large compared to the concentration of the 
counter ions in the solution [Levich, 19621. 
Dyim (x) = I(x) . Rm 
Where Rm is the membrane resistance. 
(6.9) 
2. The bulk of the solution, which is characterised by a uniform concentration and 
clearly a uniform conductivity. 
3. The Concentration Polarisation layer, this is the fluid layer adjacent to the 
membrane with variable concentration and as such a variable resistance (over 
distance Sin figure 6.2). For a 1-1 electrolyte, Ohmic potential drop in a solution 
of varying concentration in the direction of current flow has the following form 
[Probstein, 1994]: 
QiYoh. (x) =2RT 
Ms r1 I(x), dz 
p"D"F Jms 
(6.10) 
The total Ohmic potential drops of the dialysate and concentrate solutions in 
finite difference form are respectively: 
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Z. I(x)-R-T -Ms Az 
F`pD ins ' 
(x, Z) 
F 2pD ms,,, (x, z) 
  Dorman Potential Drop, 4'I Dorman. This results from the unequal equilibrium 
distribution of mobile ions across the membrane-solution interface, arising from the 
effects of membrane selectivity and the ions' thermal energy. The relative 
concentrations of ions are as illustrated in figure 6.3 considering the situation of a 
cation exchange membrane. 
Concentrate 
Dialysate 
Compartment 
Compartment j- _ 
m+=m- 
M, =M- 
Membrane 
Figure 6.3 A schematic of concentration distribution next to a Cation 
exchange membrane (after Probstein [ 1994], page 176) 
Ions affixed to the membrane resin attract ions in the solution of opposite charge. 
Due to the thermal energy of ions in the solution, some ions escape the electrostatic 
force creating an imbalance between the number of ions affixed to the membrane 
surface and counter ions at the solution side of the surface. As electroneutrality 
ceases at the membrane-solution interface, a finite electric potential forms. The 
direction of this electric potential is such that it repels the solution's co-ions from the 
membrane, and thus counteracts the effect of co-ion diffusion which tends to level 
out differences in their concentration between the membrane and the solution to 
maintain electroneutrality. A similar situation is a created at the concentrate side of 
the membrane [Levich, 1962; Probstein, 1994]. The total potential drop across the 
dialysate solution-membrane-concentrate solution for the situation presented in 
figure 6.2 is termed the Donnan potential drop and is given by [Sonin and Grossman, 
1972]: 
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7' Donnan 
(X) = In mM. ý 
M. d 
(X) 
In the above expression mg, and m, Md are the molecular concentrations in the 
concentrate and dialysate compartments respectively directly adjacent to the 
membrane surface. 
The above expression for Donnan potential has been derived for an equilibrium state 
at the interface, though it can be used for non-equilibrium/transient systems provided 
that the interface offers no resistance to the diffusion of ions [Levich, 1962]. 
6.2.2-2 Stack Current 
It is clear from the earlier discussion that the progressive demineralisation in the 
dialysate channel and salt enrichment in the concentrate channel, result in a variation in 
the current density distribution along flow direction. At a streamwise distance, x, the 
local current density is determined knowing the potential drop across a given cell pair 
and the resistance of that medium. The former is equal to: 
A 
7' t ='Vfmemb 
+A 
sol -d+A sol -c+ 
'A Donnan 
Výror = 
EappI 
, where Eannl 
is the applied voltage and nCerrs is the And is also given by: d 
ncells 
total number of cells in the ED stack. 
Local current density is then: I (x) _ 
ý4 
t°t -4 
`I'Dýýnnun 
R, 
 + 
Rs0, 
_, 
+ R$0r_a 
6.3 SOLUTION PROCEDURE 
Clearly, the mutual dependence between current and concentration distributions requires 
the use of an iterative solution. An initial concentration distribution is assumed, which 
allows the determination of the potential drop and subsequently the derivation of the 
current density distribution. Once the current distribution is obtained, it is incorporated 
into the boundary conditions of the salt mass balance equation. As usual, the above 
process is repeated until a pre-set tolerance value has been obtained. 
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Concentration distribution has been obtained by solving the discretised salt mass balance 
equation using the finite volume method, which is detailed in appendix D. The initial 
and boundary conditions are calculated using the MATLAB function ed_bc. m. 
Coefficient matrix A in equation FA (Appendix F); which incorporates the effect of 
neighbouring variables on nodal variables, is determined using function ed ac. m. 
Current density is calculated using function current. m. Finally, the general algorithm 
for evaluating ED stack performance is implemented by MATLAB programme, 
edjlow. m with the following parameters as inputs: 
  ED unit specifications: size, membrane resistance, number of cells 
  Grid resolution 
  Initial salt distribution or initial guess for a steady state problem 
  Operational parameters: voltage, temperature, density, inlet concentration to each of 
the concentrate and dialysate channels, and flow rate, all of which could be set as 
time varying. 
Additional points are presented as comments in the relevant programme, all of which are 
are provided in directory "Electrodialysis" of the enclosed disk. 
6.4 ANALYSIS OF ED UNIT PERFORMANCE 
In the following study, simulations have been carried out using the parameters given in 
table 6.1. Internal stack characteristics have been based on typical ED stack dimensions 
found in the literature, and the external ones have been obtained from field 
measurements. 
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Table 6.1 Simulation Parameters: Stack specifications and grid resolution 
Number of elements in x-direction 14 
Number of elements in z-direction 5 
Number of Bends 8 
Concentrate/ Dialysate Channel Thickness 1 mm 
Number of Cells per Stack 200 
Membrane Resistance 0.05 S2 
Stack Width i Ill 
6.4.1 Steady State Analysis 
6.4.1-1 Spatial Distribution of Variables, I, ins 
Typical salt concentration profiles in the dialysate channel under turbulent flow 
conditions and a constant applied stack voltage are displayed in figure 6.4 next. Salt 
concentration profile in the concentrate compartment would mirror this variation. 
Figure 6.4 Normalised salt concentration distribution in the dialysate channel along the first three 
bends. Operational paramc ters: E1,1,1=280 V, mf..;,, fr, =1000 ppm , 
T=28°C Q)t=13x 10-4 m /. c. X, 1: 
is normalised streamWise distance, Zn: is normalised distamice, from the ion-exchange membrane. 
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At inlet, the concentration distribution in both channels is uniform, which corresponds to 
a minimum stack resistance. As desalination creates localised areas next to the 
membrane with lower concentrations in the dialysate channel and higher in the 
concentrate channels, the local resistance increases downstream. This is due to the fact 
that resistance increase; associated with further salt depletion, is higher than resistance 
decrease associated with an equal increase in concentration (see equation 6.10). For 
slow flows, the concentration approaches zero at the membrane, at which point water 
splitting occurs. This is due to the relatively low velocity close to the membrane which 
renders salt diffusion as the main process to counter-act salt depletion. 
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Figure 6.5 Current density distribution along the streamwise direction, normalised 
relative to its value at inlet. Operational parameters: Epp, =280 V, mF;;,,,,, = 1000 ppm, 
T=28°C, Qt=13x 104 m3/s 
Figure 6.5 shows the drop in current density along the channel length accompanying the 
rise in resistance. The magnitude of current density drop shows that approximating unit 
performance with uniform local conditions encounters large errors, clearly depending on 
the magnitude of the applied voltage. This would be particularly evident for the case of 
laminar flow conditions. The successive peaks in current density are due to mixing after 
each bend, as this reduces fluid resistance. 
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6.4.1-2 Stack i- yi curve 
A typical i-yicurve for an ED unit is shown in figure 6.6 next. 
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Figure 6.6 i- V/ curve for the ED unit. Operational 
parameters: mF,, i,, It= 1000 ppm, T=28"C, Qf-- 13x 104 m3/s 
At relatively low voltages, the current increases linearly with the applied voltage. With 
increased demineralisation, stack resistance increase leads to a drop in the rate of current 
increase with voltage. Eventually, fluid concentration in the dialysate channel 
approaches zero, at which point further voltage increase is not used for further 
demineralisation. This region corresponds to the horizontal portion of the i- V curve and 
is termed the limiting current region. In practice, the horizontal region is followed by a 
rise in the current demanded by the unit, as this will be carried by H+ and OH" ions. It 
will be remembered from chapter 1 that this is termed water splitting or hydrolysis and 
as it causes pH changes, it promotes membrane fouling, leading to an increase in viscous 
losses and a deterioration of membrane ion-selectivity [Applegate, 1984; Lacey and 
Loeb, 1972]. This region could be reached locally at downstream positions, without 
being evident from the stack i-yicurve. 
The above results are in good agreement with the theoretical and experimental studies 
describing system behaviour (see papers by [Forgacs et al, 1972; Sonin and Grossman, 
1972]). 
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6.4.1-3 Performance Curves 
Effect of Hydrodynamic Conditions. Flow rate increase brings about a reduction in 
diffusional boundary layer thickness leading to a lower stack resistance, with a 
subsequent increase in the current consumed by the unit leading to an increase in 
electrical power consumption. The amount of salt removed is reduced though, as the 
duration of fluid exposure to the electric field is lower. These trends are shown in figure 
6.7. 
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Figure 6.7 Sensitivity of stack performance parameters to feed flow rate variation (in m3/sx10"4). 
Simulation parameters: mF; n, e, = 1000 ppm, T=28 
°C, E°ppj=280 V 
The above curves show that an increase in stack voltage should be accompanied by an 
increase in feed flow rate to avoid excessive increase in stack resistance and prevent 
water hydrolysis. Stated differently, a drop in power input permits operation at lower 
flow rates. 
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For operation in the sub-limiting region, which is the common mode of operation, the 
rate of change of desalination with power is larger at lower flow rates (Figure 6.8-b). 
Also, the efficiency of using this power is lower at slow flows as shown in figures 6.7-a 
& -b. 
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Figure 6.8 Variation of ED unit efficiency with flow rate and voltage. 
16 20 
Effect of Inlet Concentration Variation. A decrease in unit resistance is a clear 
consequence to the increase in feed concentration, which leads to a higher limiting 
current value. This drop levels out at higher concentrations as shown in figure 6.9-d. 
The amount of salt removed increases with the current. Nevertheless, the degree of 
desalting drops with feed concentration. The final result is an insignificant increase in 
unit efficiency with feed concentration increase. 
It should be pointed out here that these results do not incorporate diffusion coefficient 
variation with concentration. 
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Figure 6.9 Effect of feed concentration on power requirements. Operational parameters: 
Euppi=280 V, T=28"C, Qj= 13x 10-4 m3/s 
Effect of Fluid Temperature. Fluid temperature variation influences solute molecular 
properties. Fluid temperature also increases the Donnan potential and the solutions 
resistance for a given concentration value, therefore reducing the effective electric field. 
Operating at higher temperatures would then have obvious advantages for unit 
performance where ion properties are important, i. e. laminar flows. These include the 
postponement of water hydrolysis as demonstrated by the increase in the limiting current 
value (Figure 6.10-a). Energy consumption is little affected though, and the degree of 
desalting only marginally improves. However, when the flow channel is fitted with 
turbulence promoters, the temperature effect on eddy diffusion, which is then 2-3 orders 
of magnitude larger than ion diffusion, becomes dominant. Eddy diffusion is dependent 
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on skin friction. This in its turn is inversely correlated to Reynolds number, which 
increases with temperature. The ED unit therefore shows a reduction in limiting current 
value with temperature increase. The desalination capability improves with fluid 
temperature. At first glance this result is surprising, but this could be explained by a 
reduction in the uniformity of the velocity profile, so that more fluid layers experience a 
higher residence time. Note that account should be taken of the increase in thermal 
energy where appropriate. The aforementioned trends are shown in figures 6.10-a to -d. 
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Figure 6.10 Changes in ED unit performance with temperature changes for (a) and (c) 
laminar flow, and (b) and (d) turbulent flow. Simulation Parameters: Q1=13X 10-4 m3/s, 
Reference values are calculated at T=25 °C 
The reader is cautioned here that the above changes do not provide a quantitative 
comparison between laminar and turbulent flows, taking into account the difference in 
the value of voltage required to achieve a given CP. 
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6.4.1-4 Comparison With an Analytical Solution 
Under steady laminar flow conditions, CP thickness follows a one-third law dependence 
on streamwise distance, x. The rate of this development is dependent on the magnitude 
of the current density. Probstein [1994] derived an expression for the above trend 
confined to short distances from channel inlet; x/h-i0, over which current density can be 
considered uniform: 
mm 
=1-1.5364113 (6.12) mFinlet 
3 
Where 4 is a streamwise ordinate and is equal to 
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Figure 6.11 Comparison between the one-third power law predicted curve 
(Equation 6.11) and the numerical solution 
As can be observed from the above plot, results calculated from the numerical model 
approximate the analytical model for x<0.3. Towards the outlet of the channel, the 
increased stack resistance causes significant drop in current density leading to a decrease 
in the rate of drop of CP. At this point the analytical solution does not apply. 
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6.4.2 Transient Analysis 
The study has demonstrated the effect of certain operational parameters on changes in 
the steady state unit performance. The steady state operational envelope influences the 
transient behaviour of the unit. The above variations should therefore be taken into 
consideration when discussing the following dynamic cases. 
6.4.2-1 Response To a Step Change in Voltage 
Of concern here is the nature of changes in the current consumed by the ED unit and its 
effect on component rating. 
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Figure 6.12 ED unit response to a sudden change in voltage from 280V to 380V. Simulation 
Parameters: Qt=13x104 m3lsec, T=28°C, mFjn1ef=1000 ppm , dt=lsec, At=20 sec after 30 seconds 
r. n 
156 
A sudden increase in voltage causes the current consumed by the unit to initially exceed 
its steady state value. This arises from the fact that at the instant of voltage change, 
stack resistance is lower than its final value. The magnitude of this overshoot therefore 
depends on the difference between stack resistance at the initial and final voltage values, 
as determined by feed salinity, temperature and flow conditions. In the above example, 
the current exceeds its final value by 24%; the magnitude of its overshoot is - 263 % of 
the steady state change, followed by a relatively fast decay over 2 minutes. This 
characteristic time is associated with the dependence of process stabilisation on the 
transport rate of upstream convected salt values (fluid velocity), as can be realised by a 
comparison of times characterising the stabilisation of membrane concentration at 
different streamwise locations (Figure 6.12-b). 
Since electroneutrality is considered to hold throughout the solution, electromigration 
effects on spatial concentration variation are confined to the membrane-solution 
interface and hence act as boundary conditions. That is not to say that the effect of 
diffusion on a single ion within the solution medium is more prominent than that of 
electromigration. The failure of this argument can be proved by an order of magnitude 
analysis42. Concentration re-distribution therefore relies on the diffusion process and 
most importantly the solution's transition towards a more polarised state is a gradual 
one. The temporal pattern displayed by stack resistance is in agreement with 
concentration profile adjustment to changes in the rate of ion depletion at the membrane, 
and the temporal trend depicted by the degree of desalting is the result of the combined 
effects of spatial averaging of product concentration values (mixing cup concentration) 
and the dependence of local stabilisation on the stabilisation of concentration values 
upstream. 
42 The net velocity of an ion moving in a solution under the effect of a voltage is [Probstein, 1994]: 
y; F dE ippi y; 
FEapp! 6x 10-13 x 96000 x 280 
U=4.1 x 10 Sm/s. The time required by an 
NCe11s dz 2NcCl hd 2x 200 x 0.001 
ion to cross a distance z, where z -=Az to 
2dz; is then: te= z/u; =2.6-5 sec and under the effect of a 
concentration gradient: td=z2/D= (2x0.0001)2/1.82x10-9=5.5-22 sec. This order of magnitude analysis 
uses laminar diffusion coefficient data, but can be considered to hold for turbulent flows, since very close 
to the wall eddy diffusivity drops to zero, as it is CP that defines current stabilisation. 
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For an equal drop in voltage from 280 V (Figure 6.13), the current drops below the final 
value by 22.7%; an overshoot relative to the steady state change of -105%. The relevant 
process characteristic time is -3.5 minutes. This asymmetry in response; compared to 
that under a voltage increase, results from the steady state increase in stack resistance 
with voltage. The longer response time can be attributed to a steeper velocity gradient 
accompanying the increase in membrane concentration . 
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Figure 6.13 ED unit response to a step change in voltage from 280V to 180V. Simulation 
Parameters: QF13x104 m3/sec, T=28°C, mF; n, ef=1000 ppm , 
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6.4.2-2 Response to a Step Change in Flow Rate 
ED unit response to a sudden increase in desalinated fluid flow rate is presented in figure 
6.14. As the diffusion process is the source of stack resistance change, time variation of 
the current follows the gradual transition of the diffusion boundary layer to a thinner 
one. The characteristic time at which the change in unit resistance approaches 63% of 
the net steady state change is -1.17 minutes. 
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Figure 6.14 ED unit response to a step increase in flow rate. Simulation parameters: mF; nret=1000 
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6.4.2-3 Sinusoidally Varying S tack Voltage 
As mentioned in the introduction to this chapter, many of the lessons learned in chapter 
4 can be considered to apply here. In particular, for changes in the time-averaged unit 
performance to be realised asymmetry in unit response has to occur, and for this time- 
averaged change to be sustained, counteracting forces' adjustment should balance out 
over a cycle. Such an asymmetry can stem either directly from the transient operation 
(e. g. inertia in the case of variable flow) or from non-linearity. For the ED process the 
counteracting effects on stack resistance drop are exerted by the increased current 
value/electromigration, which is the source of salt depletion at the membrane. 
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In figure 6.15, ED unit response to a sinusoidally varying stack voltage at 0.65 Hz is 
considered. 
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Figure 6.15 ED unit response to a sinusoidal variation in applied voltage. 
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Starting from the steady state conditions for the mean voltage, the degree of desalting 
initially increases in accordance with current increase. As the time constant depicted by 
the diffusion process is relatively large, stack resistance remains confined to a relatively 
small operating envelop; -1% of mean value (slope of transient i-iycurve in figure 6.15- 
b). As such, stack current follows a linear dependence on the applied voltage and 
over/under-shoots relative to the steady state value as shown in figure 6.15-b43. The 
degree of this will certainly depend on the frequency of variation; as it determines the 
extent of concentration re-distribution during a cycle, on the operating point on the i-yi 
curve, as well as the amplitude of voltage fluctuations. The time-averaged change in 
stack current, and then power is simply due to the non-linearity in steady state unit 
performance. 
As has been mentioned in the previous section, the condition of electroneutrality has 
been assumed to hold throughout the solution medium. This renders electromigration 
effects evident only at the membrane-solution interface, and any time-averaged change 
is reliant on the time lag between concentration redistribution and changes in the 
43 This comparison is valid here since voltage and current are in phase as can be seen in the step response 
results. 
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boundary conditions. It can therefore be concluded that based on the assumptions 
presented in the model: 
The transient i-yi relationship for an ED unit is confined between the steady state 
relation and its slope at the time-averaged value of the voltage. This is due to the fact 
that the time constant exhibited by the diffusion process is relatively large. Any time- 
averaged performance change created by the delay in concentration polarisation 
development is partially corrected for by the same optimised target parameter (i. e 
degree of desalting and then current). As such, any reduction in CP/ stack resistance 
will come at the expense of a lower stack efficiency. 
This conclusion is supported by the fact that no forces arising from the transient 
operation are induced. In the example presented here, the improvement in the degree of 
desalting is only 0.0023%, but the time-averaged power consumption increases by 
-10.8%. 
6.4.2-4 Electrodialysis Reversal 
As the system exhibits relatively large time constants, the periodic reversal of voltage 
interrupts CP development. 
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The benefits can be realised in terms of the drop in stack resistance (Figure 6. I7-a); here 
by -40%, as it implies a lower CP in the dialysate channel and in the long term a 
reduced fouling tendency. Nevertheless, as the degree of desalting does not reach its 
steady state value, the desalination capability of the stack drops despite the increased 
current value (Figure 6.17-b), leading to a drop in stack efficiency. This can be easily 
realised from plot 6.16, but we have refrained from providing exact values, as this will 
depend on the duration of connection to any outlet. On the other hand, differences in 
performance between the steady state and EDR will certainly depend on the duration of 
the pulse, as it determines the degree of CP excursion from the mean value. 
The reason for commercial EDR is due to the reduced tendency for fouling associated 
with the lower concentration at the membrane, rather than an expectation of improved 
efficiency. 
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6.4.2-5 Performance Under Random Variations in Voltage 
When powered by wind energy, a useful representative temporal variation in stack 
voltage is the random one. 
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The above results are in agreement with the discussion given in §6.4.2-3 and §6.4.2-3. 
They show that power fluctuations are accentuated compared to voltage fluctuations as a 
result of the delay in concentration re-distribution. The degree of desalting remains 
almost a constant (Figure 6.18-c), with stack resistance confined to a small operational 
envelope (-2.58% variation). 
6.5 CONCLUSIONS 
The major assessments from this study are: 
All) 
  Performance changes associated with voltage transients are due primarily to system 
non-linearity, although more sophisticated modelling might modify this conclusion. 
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  Given the time scale of wind turbine power fluctuations, power overshooting and 
undershooting should be accounted for. In a simple model, this could be 
approximated by a lead-lag transfer function. 
  Step response tests have shown that the system displays relatively large time- 
constants (-14 min for flow changes). The implication of this is that repeated unit 
shut downs would result in productivity losses associated with the time required to 
achieve the desired desalination level. With regard to continuous operation, the large 
time constant means that the limiting current can be tolerated for short time periods, 
clearly depending on components' rating. 
  At a given flow rate, power follows a square law variation with voltage in the sub- 
limiting current region. 
  Given the streamwise variation in the concentration profile, the limiting current might 
be locally exceeded under steady state conditions. 
  Finally, the issue of maximising instantaneous power utilisation would obviously 
depend on the target parameter and nature of operation. Steady state analysis of the 
electrodialysis process shows that operation at the lowest flow rate possible offers the 
highest degree of desalination, though this does not correspond to high stack 
efficiency. On the other hand, the unit approaches linearity in performance with 
increased flow rates and therefore stack current would conform to its steady state 
value, though current spikes can be managed by filtering voltage variations. 
Operating in the linear range also has the advantage of minimal changes in unit 
performance. A comparison between the allowable ranges of operating power 
envelopes at different flow rates is not straight forward, since the desired variation in 
the low power range also coincides with the minimal desalination level. These limits 
certainly depend on feed concentration and temperature. From an efficiency point of 
view, as long as the product salinity is retained below a given value, increased flow 
rate should be accompanied by an increase in the applied voltage. Such would be the 
case for an ED unit used for the further demineralisation of the RO permeate. 
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CHAPTER 7: MODELLING OF THE WIND POWERED 
DESALINATION PLANT 
In this chapter, the development of a non-linear, time domain system model of the 
stand-alone wind powered desalination plant is presented. Computational studies 
carried on the individual element's dynamic behaviour and their interaction with other 
elements are presented. These are used to identify the key design parameters 
influencing system behaviour. 
7.1 INTRODUCTION 
In order to develop an understanding of plant behaviour, a pattern for the temporal 
variations in power flows taking place needs to be established. These are the variations 
occurring at time scales of the order of 1 second, which relate to short term wind 
turbulence, since this study is concerned with the operational complexities at these time 
scales. 
The overall system model comprises models representing the dynamics of the individual 
components. The individual element's dynamic response is represented by a transfer 
function, which is derived by applying an energy balance for this element and taking the 
Laplace transform of the resultant differential equation. Electrical transient aspects 
occurring in times of the order of the generator transient time constant or faster; such as 
inrush currents during start up, are not accounted for. It is assumed that with appropriate 
controls; such as for voltage (not modelled here), these transients are maintained within 
specific limits. 
The above procedure results in a set of differential and algebraic equations coupled 
through power flows. These have been solved numerically using MATLAB/Simulink. 
The relevant MATLAB programmes and Simulink subsystems are provided in the 
enclosed disk. 
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7.2 MODEL DEVELOPMENT 
A general description of the plant under study has been provided in chapter 1. Additional 
details related to the structure and operation of the individual components are supplied 
where relevant. 
As mentioned earlier, this plant differs from the SDAWES plant in terms of the 
desalination units considered. Only RO units have been considered, as it is believed that 
the exclusion of electrodialysis and vapour compression units at this stage would not 
affect the identification of plant behaviour. That is not to say that the incorporation of 
different desalination schemes with alternative configurations might not influence plant 
performance. 
7.2.1 Wind Speed Model 
As wind power is proportional to the cube of the wind speed, variations in wind power 
are accentuated. It is therefore important to assess plant performance for different wind 
speed characteristics and the extent to which such variations influence system operation. 
Wind time series can be synthesised to conform to given spectral characteristics. 
Methods traditionally used include inverse Fourier transformation of the desired spectral 
density function. As these approaches are computationally demanding, a faster method 
based on a fourth order autoregressive (AR) model of the wind speed has been adopted 
here [Baran and Infield, 1995]. Model parameters are derived by fitting the time series 
autocorrelation function to a target autcorrelation function. The suitability of this 
method is restricted to the frequency range (0.001-1 Hz), which is the range of interest in 
this study. 
According to this model, the instantaneous perturbation component of the wind speed 
from its mean value is given by: 
ut =Glut-1 +02ut-2 +cb3ut-3 +o4ut-4 +Zt 
Where 
ut_T: is the perturbation value of the wind speed at time (t- r) 
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Zr: is a white noise term 
ýz. is the autoregressive parameter corresponding to a time lag of z 
As mentioned earlier, to derive the autoregressive parameters, a least-squares fitting of 
the autocorrelation function to a target autocorrolation function is carried out. The 
autoregressive parameters are related to the characteristic autocorrelation function of the 
synthesised series by the Yule-Walker equations: 
r, = 0, +02r, +03r2 +04r3 
ri =01r, ß"0z + O. ri +O4r2 (7.1) 
r3 = 0, r2 +OZr, +03 +O4r, 
r4 = 0, r3 +02r2 +03r, +04 
Where rz is the generated time series autocorrelation parameter for a time lag of r. 
The target autocorrolation function itself; rT(z), is derived by performing Inverse Fourier 
Transformation of a representative wind speed spectrum such as the Kaimal power 
spectrum: 
rT (ýý 2n 
JST (o))cos(mi)doo 
Where co is the frequency (rd/s), and ST(w) is the Kaimal power spectrum (m2/s). At 
elevation z it is given by [Kaimal, 1973]: 
T(03 ý_ Qv0.164(1/f0 oß - 
1f31 
Such that: 
wz is a normalised frequency term Umean 
U,,, eün is the mean wind speed 
fa is a scaling parameter related to the atmospheric stability condition. For neutral 
atmospheric conditions, fo = 0.0144 
0.78 
3. 
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0.52 [0.177+0.00139z ]-0'4 is the variance square-rooted "-ln(z/zo) 
z0 is the surface roughness length (m), taken here as 10"3 which corresponds to a mowed 
grass terrain [Freris, 1990]. 
The resultant wind time series will conform to the following autocorrelation function: 
T r(i)=2o 
Where the superscript S denotes the synthesised wind speed series, Co is the variance 
and CTis the autocovariance for the time lag r 
I N_T Ct =- Yj (Ut - Umean )(Ut+T - Umean / 
N t_, 
In the above expression U, is the synthesised wind speed point and N is the total number 
of points. 
A demonstration of the efficiency of this method and the goodness of the least squares 
fitting used is given by figure 7.1-a, which compares between the autocorrelation 
function, the target autocorrelation function and the Yule-Walker autocorrelation 
function (Equation 7.1) of the synthesised wind speed series of figure 7.1-b. It can be 
seen that the method is particularly accurate for time lags less than half a minute, which 
includes the time lags of interest (<4 sec). 
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When actual wind speed data have been provided and used as input to the model, an 
extrapolation from the collection height of zef (=8 m) at the turbine site to the turbine 
hub height of 50 m has been performed; using the log law for neutral atmospheric 
stability [Freris, 1990]: 
U(Z)= U(Zref )" 
ln(Z / Z, ) 
ln(Zref / zo ) 
Where U(z) is the wind speed at height z (m/s) 
Due to the large diameter of the rotor, the turbine will experience non-homogeneous 
wind speeds along its blades. The net effect can be represented by spatial averaging of 
wind speed by the rotor [Freris, 1990]. This has been modelled by a uniform average 
wind speed across the rotor swept area, which is derived by filtering the point wind 
speed using a low pass filter [Infield, 1997-b], where the filter transfer function, R(s), is: 
R(s)= 1 
0.75s+1 
Where s is the Laplace operator. 
7.2.2 Wind Turbine Generator (WTG) Model 
The dynamic behaviour of the turbine generator can be realised by considering an 
energy balance for the system: 
Tt - Te = JAG 
dd ý+ x': 0), 
Where: 
TT : is the turbine driving torque (N. m) 
Te : is the generator electrical torque (N. m) 
JWrG : is the combined rotational inertia of the rotor and the generator 
cot : is the turbine/generator rotational speed (rd/s) 
i: is the damping friction coefficient (N. m. s) 
The relevant Simulink subsystem used to derive rotor speed is shown in figure 7.2. 
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Figure 7.2 Simulink diagram of turbine rotational speed 
7.2.2-1 Turbine Torque 
A detailed discussion on wind turbine conversion principles can be found in textbooks 
such as Wind Energy Technology [Walker and Jenkins, 1997] and Wind Energy 
Conversion Systems [Freris, 1990]. Basically, wind flow around the blade's airfoil 
sections generates lift and drag forces that exert a torque at the turbine's shaft. The 
steady state value of this torque is dependent on the blade pitch angle; ß, wind speed; U, 
and the ratio of the rotor tip speed to wind speed - termed the tip speed ratio A, -, as 
follows: 
Tt= Cq(4 P) 
" 
Qaero 
Where: 
Cq: is the wind turbine torque coefficient and characterises the energy conversion 
capability of the wind turbine 
Qaero: is the aerodynamic torque and is related to the kinetic power contained in the wind 
by: Qaero= Ur Paero =O. Spair U2mJ where r is the rotor radius 
And the tip speed ratio 2, equals 
rwý0)` 
U 
Cq would then be related to the power conversion efficiency of the turbine, C,,, by: 
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Cq CP/t, 
For a given wind turbine, power conversion efficiency at a given blade pitch angle is 
dependent on the tip speed ratio solely, and for the turbine under consideration it varies 
as shown in figure 7.3. 
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Figure 7.3 Power conversion efficiency versus tip speed ratio for the E-30 
Wind turbine (Plotted using data provided by Enercon [CIEMAT, 1997]) 
It is therefore possible to adjust turbine output by either changing the blade pitch angle 
or controlling the loading of the turbine to alter the operating speed. 
The wind turbine is designed to operate from the cut-in wind speed, UU, above which it 
starts to deliver useful energy, and below the furling wind speed, Uf. The main 
characteristics of the wind turbine-generator under consideration are summarised in table 
7.1. 
Table 7.1 Technical data of Enercon (E-30) wind turbine 
Power Generating Capacity 200 kW 
Rotor Radius 14.9 m 
Rated Rotor Speed Variable With the load 
Cut-In Wind Speed 4 m/s 
Rated Wind Speed* Variable With the Load 
Furling Wind Speed 25 m/s 
Maximum Power Conversion 0.4 
Tip Speed Ratio At Optimum Power Conversion 8.5 
Speed Of Blade Angle Adjustment 5 °/s- 2 °/s 
Combined Turbine-Generator Inertia 54770 kg. m2 
*Wind speed at which the maximum converted power by the wind turbine equals the demand 
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Changes in rotor torque in response to the aforementioned 3 parameters (blade pitch, 
wind speed, rotor speed), are not instantaneous due to a delay in the effect of their 
changes on wind field conditions farther upstream and downstream of the wind turbine; 
the so called induction lag effect. This effect is well represented by a lead/lag transfer 
function [Leithead et al, 1992]: 
G(s)=1 +as 
1+bs 
Such that a>b. That is when wind speed increases, the instantaneous rotor torque 
overshoots above its final steady state value by the ratio alb. 
The procedure for turbine torque calculation is summed up in figure 7.4, where the 
aerodynamic characteristics of the turbine have been implemented as a look-up table 
parameterised by the tip speed ratio and blade angle. 
Input: Blade Pitch 
Ar& 
3-ý ""ý 
C4 
F tt= 
Input: Rotational M TSR L ok Up 11.259+1 Speed Table X 7.5s+1 1 
Torque Limite Output: Shaft 
Z 
Induction Lag Torque 
Input: Wind Speed 
14.9 
FP 
Rotor Radius Mux Aerodynamic 
Torque 
Figure 7.4 Wind turbine shaft torque model 
7.2.2-2 WTG Electric Torque 
Below Rated Torque Control. As mentioned in chapter 1, for below rated wind 
speeds the turbine operates at a variable rotational speed, such that it attempts to operate 
at a maximum power conversion efficiency. In this region, this is achieved by adjusting 
the wind turbine loading (shaft torque). The details of the actual control algorithm 
implemented by the manufacturer for varying the rotational speed were not available. 
Two of the most commonly used methods have been considered; these are maximum 
power point tracking and generator torque control in relation to the optimum tip speed 
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ratio [Leithead et al, 1992; Miller et al, 1997; McIver et al, 1996]. In the former 
scheme, the controller conducts a search algorithm by which the turbine rotational speed 
is arbitrarily varied until the maximum power is reached. However, this method is not 
suitable for wind sites with high turbulence intensities, and particularly for the wind 
turbine considered here which has relatively large time lags associated with rotor inertia. 
These certainly accentuate the problems with this control approach [Miller et al, 1997]. 
Consequently the second approach has been adopted in this model. It is based on setting 
the generator torque, Te, to the turbine torque value at the optimum tip speed ratio: 
Te = Cq(/iopt) O) " 
Qaero 
The optimum tip speed ratio; L pt, is the tip speed ratio corresponding to the maximum 
power conversion efficiency, and for the turbine under study this value is around 8.5 
(Figure 7.3). This means that at a given wind speed the turbine theoretically should 
achieve the maximum power coefficient by operating at a unique rotational speed given 
by: 
AoptU 
r 
(72) 
Clearly, a knowledge of the wind speed is required to determine the value of this torque. 
However, the wind speed signal cannot be reliably provided [Muljadi et al, 1996-a], and 
even with an available wind speed signal, electric torque setting according to the 
instantaneous wind speed value can lead to instabilities. The potential for this situation 
is illustrated in figure 7.5. 
173 
ºr 
A 
Figure 7.5 An illustration of the instability in the conventional electric torque 
control. When the system is operating to the left of the peak torque coefficient 
(region 2), the difference between the optimum torque and the current one would 
always lead to the turbine targeting the optimal one. In region 1, however, where 
the current torque coefficient is less than the optimal one, an optimal electric 
torque setting would move the turbine progressively towards stall. 
The most obvious remedy for this includes modifying the control algorithm to 
accommodate the operational region as follows: 
Cq)op: Queen for A. z Acy, ax T` 
0 or kCq)optQuery, for i1, >_', Cgmax where 0< k<1 
The zero generator torque setting will cause the turbine to achieve maximum 
acceleration towards ;,,, pt. The disadvantages of this control; particularly under highly 
transient wind conditions, is the fact that the turbine will fluctuate about its target 
rotational speed value, thus increasing the time required to achieve C1,, . Added to this, 
it can create excessive loads on both the turbine and the desalination plant as a result of 
a) the increased possibility of blade pitch activation due to maximum rotor speed 
crossing and b) the poor and intermittent quality of generated power. 
An alternative to this method would be to employ the uniqueness of the optimum rotor 
speed-current wind speed relation (Equation 7.2) to derive a generator torque-speed 
characteristics corresponding to a maximum power conversion efficiency [Muljadi et al, 
1996-a] : 
z 
Te =2 Cy ("opr'O )Pairm S 
02` 
= 8930) 
opr 
Cq ACamax 
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Setting the electrical torque to the above value at the current turbine speed would force 
the turbine to target the intersection of the turbine torque-speed curve at the current wind 
speed value and the generator curve, as illustrated in figure 7.6. 
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Figure 7.6 Maximum power tracking. An increase in the wind speed from U2 to 
U, is sensed first through the rotational speed increase to By setting the 
generator torque to follow the square optimal law, the turbine accelerates along 
the maximum power conversion efficiency load characteristics. 
With the latter algorithm, not only would the system be stable, but also as the electrical 
power varies with the turbine speed, the electrical output from the WTG is smoother, 
due to turbine inertia. 
According to the above algorithm, the turbine shuts down when the turbine speed drops 
below its optimal value at the cut-in wind speed; here this equals to 1.67 rd/s. 
The final control algorithm implemented as a Simulink subsystem is shown in figure 7.7. 
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In figure 7.7, synchronous generator windage and bearing losses have been represented 
by a constant conversion efficiency, rig. Account has also been taken of rotor speed 
signal noise, which is modelled by an added Gaussian noise term. 
Rated Torque Control. The calculated value of the electrical torque is compared first 
to the maximum allowable electrical torque, Te,,,, , given 
by: 
7'emax = Pemax /lih (7.3) 
and is limited to that value. The value of this maximum power is defined by the full 
load capacity, as the plant is in stand-alone mode. Changes in this value may arise from 
a finite start-up time of the RO unit or by imposing a limit on its switching rate. 
In this region and as has been pointed out in chapter 1, excessive power generated by the 
wind turbine is reduced by blade pitch control. 
7.2.2-3 Blade Pitch Control 
Blade pitching is activated depending on an offset between the current turbine speed and 
a reference turbine speed. The turbine reference speed is commonly taken as a fixed 
value, the crossing of which signals a supply-demand power mismatch. A target blade 
pitch angle is commanded to the actuator, which is calculated according to a 
proportional integral derivative (PID) action, with rotor speed offset as the error signal. 
The parameters of the controller have been selected by trial and error to achieve an 
"acceptable" response, using the final model of the wind turbine generator. 
Response of blade pitch actuator should be taken into account, as blade inertia is 
significant. This has been modelled by a first order system which incorporates actuator 
damping and inertia [Leithead et al, 1990; Simmons, 1993]. The ratio of the output 
blade angle to the input target angle, B(s), is: 
B(s) =1 
s+l 
The manufacturer supplied a specification of a maximum blade pitching speed of 5°/sec 
up to 20° and 2°/sec up to 30" [CIEMAT, 1997]. These limits have been accounted for 
by proper selection of model gains and rate limiters in the blade pitch model (Figure 
7.8). 
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Figure 7.8 Simulink diagram of blade Pitch control using PID control. In the above: Kp, K, and 
Kd are controller parameters, 8co is the rotor speed offset, and /: arger is the target blade pitch angle. 
The selection of the reference rotor speed should be carefully considered, since it has a 
crucial impact on the long-term performance and lifetime of the wind turbine, as will be 
investigated in §8.6. Intuitively, the reference turbine speed is taken as that speed at 
which the wind turbine optimally provides the full-load capacity. Nevertheless, the 
potential for the turbine to stall following an upsurge in the wind speed increases with a 
reduction in the turbine speed setting. This would clearly limit the feasible operational 
range of high wind speeds. The details of this situation are presented in figure 7.9. 
To maintain the operation in the stable region, the rate of blade pitch change should be 
fast enough to cope with the worst wind speed change [Kendall et al, 1997]. 
Nevertheless, as turbine speed response to wind speed is delayed, some turbine stalling 
will be inevitable. On the other hand, the theoretical minimum torque conversion 
capability of the wind turbine is limited according to the value of the reference turbine 
speed. That is, blade pitch regulation is insufficient as the sole means to limit the power 
level at high wind speeds without the turbine stalling. By increasing the maximum 
turbine rotational speed, the margin between the operational tip speed ratio and that 
corresponding to the maximum torque coefficient value increases, as demonstrated in 
figure 7.10. 
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Figure 7.9 An illustration of the instability in wind turbine performance depending on the 
operational region. A rapid change in wind speed instantly reduces the tip speed ratio as 
turbine inertia is large. If this leads to the tip speed ratio assuming a value lower than the tip 
speed ratio at the optimum torque, then unless the electric torque setting is dropped to zero 
instantly, the torque difference would lead to turbine stall. If the tip speed ratio remains to 
the left of the peak torque; at any blade pitch angle, the drop in tip speed ratio would lead to a 
higher induced torque which would eventually correct the situation by accelerating the 
turbine and moving to a lower torque value. Subscripts i, n denote initial and final values 
respectively speed [Kendall et al, 1997]. 
Cq 
Cq min, 
C4 m*2 
A 
Figure 7.10 Effect of rated rotor speed value on the minimum stable torque 
conversion capability of the wind turbine, and subsequently on the operational 
wind speed range. DR1 and c--R2 are constant turbine speed operation lines. 
Clearly in the above curve: CURI < C3R2 
0 Ir, t Ia2 X; 2 
Direction of Wind Speed Increase 
178 
Due to the large difference between the turbine mechanical time constant and that of the 
electrical generator, the latter has been assumed to reach its steady state value after a 
constant time delay of the order of 0.5 seconds. It has also been assumed that generator 
response to torque command, which is affected by power electronic means, is 
instantaneous [Infield, 1997-b]. 
The overall Simulink model representing wind turbine dynamics is summed up in figure 
7.11. 
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Figure 7.11 Simulink model of the wind turbine rotor dynamic response. 
7.2.3 Model of the Flywheel Connected Synchronous Generator 
A power balance for the flywheel synchronous generator system gives: 
7IsllcPB -g 
PLoad 
_Jt 
d dl'' 
(Oly+xfly Irr 
Where: 
Pg: is the WTG output power and is given by: Pg=Te .C 
Pl, ad: is the load power and is given by: PL, =N,,,, i,,. P,,,,; r 
N. i,,: is the number of operating RO units at any time 
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lcy: is the damping friction coefficient for the flywheel/ Synchronous Generator system 
(N. m. s) 
Punic: is the power consumption of the single reverse osmosis unit 
rig, n: are the conversion efficiencies of the generator and the electrical connections 
respectively 
The flywheel connected synchronous generator is disconnected once the system 
frequency drops below 44 Hz, at which point the load has already been disconnected. 
The particulars of the wind turbines' operation in this range are not considered here. 
Under steady state conditions, the synchronous machine frequency is proportional to the 
flywheel rotational speed, cry, as follows: 
o)f 
y "n poles fsys= 
2n 
The corresponding Simulink model is presented in figure 7.12. 
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Figure 7.12 Simulink model of flywheel-synchronous machine dynamics 
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7.2.4 Controller Model 
The general function of the system controller, as has been introduced in the plant 
description section §1.9, is illustrated in figure 7.13. 
Pemar (9 
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Load Switching Turbine Generator 
Control II Output Power Control 
47.5 48 50 52 . 52.5 
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Figure 7.13 Frequency activated controller 
It aims at maintaining the system frequency and voltage within an acceptable range 
defined by power availability and component rating. 
7.2.5 Turbine Generator Power Control 
The output power (Pc,,, in equation 7.3) from the turbine generator is limited in relation 
to system frequency as shown in the right hand side of the above graph. An increase in 
system frequency implies a surplus power generated by the wind turbine to the load 
capacity, and consequently the flywheel-connected synchronous generator is motoring. 
Hence, by reducing the wind turbine generated power, the turbine accelerates thus 
activating blade pitch control. The latter reduces the turbine torque, which in turn results 
in a reduction in this surplus power and a regulation of system frequency. The 
corresponding control algorithm; implemented in Simulink, is shown below. 
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Figure 7.14 WTG output power control 
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7.2.6 Load Control 
A falling frequency indicates that the flywheel connected synchronous machine is 
generating. The connected load capacity is subsequently reduced to preserve system 
frequency, by switching the individual modules in sequence in relation to the system 
frequency; as shown in the left hand side of figure 7.13. 
A first order filter has been introduced to account for the increase in unit power at start- 
up and shutdown. The finite start-up time (-15 sec) is associated with the requirement 
of a gradual pressure build up to reduce shocks experienced by the RO unit components, 
also during this time fresh water is used to avoid direct osmosis and prevent back 
flushing. For the same reasons unit shut-downs should be gradual. 
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Figure 7.15 Switched load control 
7.2.7 Load Model 
Figure 7.16 shows a schematic diagram of a single reverse osmosis unit. One such unit 
is designed to treat 84 m3/day of seawater operating under a maximum pressure of 6.8 
MPa [Caballero Abdul-Hadi, 1997]. The unit employs three spiral wound modules in 
parallel. Each unit is pressurised by a single positive displacement pump driven by an 
induction motor. The unit is equipped with three control valves situated in parallel with 
the pump discharge, and on the brine and permeate collection tubes, each to regulate 
respectively the pump discharge pressure, module inlet pressure and recovery. The unit 
is also equipped with a pulsation dampner to smooth out pressure pulsations experienced 
by the RO module, by storing potential energy during sudden flow increase and 
delivering it during a sudden pressure decrease. 
A relatively low water flow results in a low pressure drop across the control valve 
downstream of the RO module on the brine collection pipe. If the system is not 
pressurised enough to overcome the osmotic pressure difference across the membrane, 
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there is no permeate flow through the RO modules and feed water is bypassed through 
the then open motorised globe valve in parallel with the pump, before being shut down. 
The head on the pump is then approximately zero. This is the case when the input 
torque by the motor is low due to low wind speeds resulting in a lower system 
frequency. At relatively high heads, the motorised globe valve is expected to be closed; 
i. e. open circuited, the pump will slow down due to such load, reducing viscous losses. 
Figure 7.16 The basic configuration of an RO unit (after [CIEMAT, 1998]) 
A torque balance for the system pump/induction motor/RO module gives: 
ZIM"Zload = JIMP 
A) 
Clime 
+ Knump dump 
Where: 
Wpump: is the pump rotational speed (rd/s) 
Tim: is the torque supplied by the induction motor (N. m) 
r d: is the load (N. m) associated with viscous losses through pipes, valves, reverse 
osmosis unit, etc... 
JIMp: is the combined inertia of the pump and induction motor (kg. m2) 
Kcu,,, n: is a friction coefficient (N. m. s) 
Determination of induction motor and load torque characteristics are considered next. 
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7.2.7-1 Induction Motor 
A typical torque-slip characteristic curve of an induction motor is presented in figure 
7.17 next. 
Tim 
;;;;, Low Slip Region 
slip 
Figure 7.17 Torque-slip characteristic curve of an induction motor 
The motor has been assumed to operate in the low slip region; in which the motor 
induced torque, rim, is proportional to the slip [Chapman, 1985]: 
tIM = 
3slipVTy 
0synch R2 
Where: 
synch: is the induction motor synchronous speed (rd/s), and is related to the system 
frequency; f, y, (Hz), by: 
0synch = 
4ýsys 
P 
P: is the number of poles 
slip: is the slip given by (wsy, h- WIM)/ o)sych ; where (mM is the motor rotational speed 
(rd/s). It is related to the pump speed through the Belt Ratio as follows: 
Belt Ratio = 
dpump 
Disk 
= 
(01"' 
d/M 
Diskpump 
VTH is the Thevenin equivalent voltage of the induction motor derived input circuit, as 
illustrated in figure 7.18. With the values of reactance, X2, and resistance, RI, neglected 
in the equivalent impedance expression, the Thevenin equivalent voltage equals to: 
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VTH=VO[XM/(XM+XI)], where VV is the phase voltage. The emf at the machine terminals 
is the same as that of the flywheel connected synchronous generator, and is therefore 
proportional to system frequency. 
XM, XI and R2 are the magnetisation reactance, the stator reactance and the rotor 
resistance as reflected to the stator circuit respectively (Figure 7.18). Reactances X, M and 
XI are related to the synchronous speed according to: X=CVsychL, where L is the 
inductance. 
JX Rt jX2 
+ 
T Rz 
Vol A. VH slip 
Figure 7.18 The per-phase equivalent circuit of an induction motor (after 
[Chapman, 1985]) 
The resultant Simulink representation of the induction motor torque with the system 
frequency and shaft speed as inputs is shown below. 
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Figure 7.19 Simulink model of the induction motor 
Motor parameters have been selected to yield torque values compatible with the pump 
delivery pressure for the given belt ratio. 
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7.2.7-2 Positive Displacement Pump (PDP) 
Flow rate out of PDP; (m3/s), (m3/s), is a function only of the shaft rotational speed 
[Buckley, 1964]; which is dictated by pump dynamics: 
Qpump= rl mVd wpump 
Where: 
Vd: is the volume displaced by the piston (m3/rd) 
771: is an efficiency term accounting for water leakage, and has been taken as a constant 
Typical head-flow characteristics for a PDP are shown in figure 7.20. The head 
delivered by the pump perfectly matches load head and flow. The PDP can thus be 
viewed as a voltage source having an infinite internal resistance in the equivalent 
electrical representation of the pump [Buckley, 1964]. Load head in its turn constitutes 
viscous losses inside pipes, fittings, valves and RO modules. These are given in §7.2.7- 
3. 
Amp 
H 
0 d) PUMP 
Figure 7.20 Head versus pump rotational speed for a positive displacement pump 
(after [Buckley, 1964]) 
7.2.7-3 Pump Head 
In order to facilitate the calculation of the load, an equivalent hydraulic network of the 
RO unit can be considered (Figure 7.21). To initiate freshwater flow, a pressure drop 
across the brine valve needs to be created that exceeds the osmotic pressure difference. 
As such, the brine and permeate flow paths can be modelled as being in parallel, where 
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the pump pressure can be seen in the permeate flow direction as overcoming membrane 
resistance, the adverse osmotic pressure developed across the membrane as well as the 
friction losses inside the permeate collection pipe. 
The pulsation damper can be modelled as having the effect of a capacitor placed in 
parallel with the pump, in the equivalent electric circuit [Buckley, 1964]. 
The pressure demanded from the pump, Pp,,. p, is then calculated from: 
Ppump = Regt 
[Qum 
p-C 
dPpupump 
Where C (m3/Pa) is the pulsation damper's capacitance, Reqt (m3/Pa. s) is the RO unit's 
resistance to pump flow, knowing that the pressure drop across the series connected 
elements; i. e. elements having the same flow rate, is equal to the sum of the individual 
pressure drops: 
LPLine = 
YAPi 
= QLine 
I RJ 
Line Line 
Where R; is the element's resistance to flow. 
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Figure 7.21 Equivalent hydraulic network of an RO unit 
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Calculation of the Elements' Resistances 
Frictional Losses Inside Pipes, Elbows, Bends and Fittings 
Pressure drop inside pipes, elbows, bends and fittings is calculated using the Darcy- 
Weisbach equation [White, 1994]: 
L V2 
OP=f"p. -2 
In this expression: 
(7.4) 
V: is the mean flow velocity, at any section it is related to the flow rate by the cross- 
sectional area, A;: V=' A, 
L: is the effective element's length (m) 
Dh: is the hydraulic diameter of a pipe (m) and equals to the ratio of 4xcross-sectional 
area of the flow to the wetted perimeter 
p: is the fluid density (kg/m3) 
f: is a dimensionless friction factor and is given by the Darcy friction factor for steady 
flows [White, 1994]: 
164 
Re 
1.11 -2 
-1.8 log6-9 +E/D Re 3.7 
for laminar flow 
for turbulent flow : Re 2: 2300 
Where E is the roughness height of the inner pipe wall (m). 
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The above steady state approximation in general leads to an underestimation of the 
frictional losses for transient laminar flows", but provides a good approximation for low 
frequency transient turbulent flows [Beck et al, 1995]. Nevertheless, extreme accuracy 
is not required because with reasonably sized elements, these losses are insignificant in 
comparison with that of the valve downstream of the unit. 
Frictional Losses Inside Valves 
Pressure drop through a valve is directly proportional to the square of the flow rate as 
follows [Buckley, 1964]: 
dP=(59712.3)"Qz " 
P° I 
Ci PH2O, o v 
Where: 
p°, pH2o, ° : are the fluid and water densities respectively at 15.6 
°C (kg/m3) 
Q: is the flow rate through the valve (m3/s) 
Cv (m3/ Pa"2. s) is a flow coefficient and is related to the flow area, A,, (m2), by: C, = 
10.98EAv, with E being a port efficiency factor taken here equal to 0.6. This expression 
therefore allows the inclusion of valve setting in the head loss expression. 
Pressure Drop Through The Reverse Osmosis Module 
Pressure drop through an RO module can be calculated from equation 7.4, by using the 
analogy mass transfer-heat transfer to relate the friction coefficient to the mass transfer 
coefficient and the Schmidt number as follows ([Holman, 1989]): 
.f _kSc2'3 8V 
Where the mass transfer coefficient is calculated from equation (2.12). 
44 See Chapter 4 
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Membrane Resistance 
From equation (2.1), membrane resistance is identified as: 
R=P m S, 
m 
Kw Mw 
Where S, n is the membrane area. 
For seawater reverse osmosis, recovery values are of the order of 10%, which accounts 
for the drop in feed flow rate across the RO module. As such, flow rate inside the feed 
channel can be approximated to the feed flow rate, QPu, r, /3, which restricts the total 
resistance seen by the pump to the series summation along the feed and brine flow paths. 
The above membrane resistance value is then given for the sake of completeness, and 
product water flow can be independently calculated using the local mass transfer 
relations presented in chapter 2. 
The corresponding Simulink model that determines the power supplied to a single RO 
unit is presented in figure 7.22. 
BelRabo 
Figure 7.22 Simulink representation of the power consumed by the load. 
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7.3 OVERALL SYSTEM MODEL 
The overall plant model is as shown in figure 7.23, which depicts power-flow directions 
and control parameters. 
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Figure 7.23 Overall wind powered desalination plant model depicting power flows and signals. 
In the above figure the load subsystem encompasses different load models and control 
strategies. The latter is explained in a subsequent chapter, chapter 8. System losses 
have been implemented as constant gains. More accurate curves can be used depicting 
losses as being dependent on system parameters, once suitable functional relationships 
have been identified. 
7.4 SIMULATION RESULTS 
In this section the performance of the individual generating plant components and their 
interaction with other elements in the plant is discussed. 
Simulations of plant performance have been carried out using the overall plant model 
(Figure 7.23). Synthesised wind speed data with the desired statistical properties have 
been used as input to the model. Where given, the average of a value at a given mean 
wind speed has been derived by running the model for 15 minutes and taking the 
average over the last 10 minutes thus eliminating the influence of initial conditions. RO 
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unit specific energy consumption is that of the time-averaged value as has been 
discussed in chapter 4. The specifications of the different components implemented in 
the model are presented in table 7.2, next. 
Table 7.2 System's Specifications 
Jfly (kg. m2) x, (N. m. s) iy (N. m. s) 17171 tja w,,, rn - co,,,,, (rdls) 
1200 0.15 0.48 0.9 0.97 1.67-4.8 
The above efficiency values have been assumed in the absence of accurate data. 
Coulombic friction coefficient, mfly, have been calculated knowing the value of flywheel 
viscous losses (Kfly dfly-- 11 kM at the nominal flywheel rotational speed of 153 rd/s. 
The sampling period has been taken as 1 sec, which accounts for the plant dynamics of 
interest in this study, and a fourth order Runge-Kutta integration method has been 
selected. 
7.4.1 Temporal Variation 
An illustration of the temporal variation of the plant's main parameters at below rated 
mean wind speed is shown in figure 7.24 for a rated turbine power of 150kW. Results 
for a rated turbine power of 93kW are shown in appendix G. 
The results clearly display turbine speed variation (Figure 7.24-c) in response to changes 
in the wind speed (Figure 7.24-b). Blade pitching (Figure 7.24-e) shows a delay in 
response resulting in a single excursion of the blade pitch at -420 sec. This results from 
the accumulated integral error after a prolonged operation in the below rated region. 
Plot (7.24-f) shows the history of the net power used to accelerate the flywheel, i. e. less 
friction losses. The resultant variation in system frequency in response to these changes 
is plotted in figure 7.24-b, in which a frequency excursion below 48 Hz is shown to 
initiate module switching (Figure 7.24-d), while its excursion above 52 Hz corrects for 
the mismatch between wind turbine rated power (Figure 7.24-h) and the instantaneous 
full load value (Figure 7.24-d). Note that the delay in module switching in response to 
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frequency excursion below 48 Hz is due to the finite time required for RO unit shut- 
down. 
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Figure 7.24 Sample history curves with an input wind speed having a mean, 
U1ea=7 m/s and a turbulence intensity, I=35 %. *Recall the definition of rated 
power from §7.2.2-2, page 175. 
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Sample history curves of plant parameters at a mean wind speed of 13 m/s are presented 
in figure 7.25. The variation of blade pitch angel in relation to rotor speed excursions 
above 4.8 rd/s is shown in figure 7.25-b. When the system is operating in the below- 
rated wind speeds, the load is more exposed to wind turbulence as shown by comparing 
the full load power surges in figure 7.25-d (in the time interval 400 sec to 580 sec) to 
their counterparts in figure 7.24-d. 
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Figure 7.25 Sample history curves with U, eu=13 m/s and 1=30 % 
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7.4.2 Performance of WTG Rotational Speed Controller 
The performance of the WTG torque controller can be visualised by a plot of turbine 
power, P, (=T1w, ), as a function of rotor speed, oh. Theoretically, three distinct regions 
are defined on such a plot. The first one corresponds to operation at maximum power 
conversion efficiency. The second is that of constant turbine speed operation and the 
third is defined by a frequency-set power delivery. When the wind speed increases, so 
does the rotor speed, and the controller, through torque adjustment, tracks the constant 
power coefficient line for a blade pitch angle of zero, until either the full load capacity or 
maximum rotor speed is reached. For the system under study, the former is attained first 
and the constant rotational speed operation is a rated power control operation. 
A comparison between the target WTG controller performance and its simulated 
behaviour is shown in Figure 7.26 below. 
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Figure 7.26 Comparison between the theoretical and simulated WTG output 
power profiles. U. QO=6.7 m/s, I =36 % 
The tracking error in the above curve is due to the combined effects of turbine inertia, 
induction lag, rotor speed signal noise, in addition to transmission losses, which vary in 
proportion to the square of turbine speed. The former becomes more pronounced at high 
rotational speeds since rotor stored energy is proportional to the square of the rotor 
speed. Moreover, close to the maximum rotational speed, blade pitch control is 
activated which introduces additional time lags on the control action. Certainly, this 
tracking error results in a diminished use of the available shaft power and in practice, the 
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electric torque setting should be lower than the optimum torque in order to enable the 
turbine torque to compensate for transmission losses. Expectedly, the extent of this error 
varies with the intensity of the wind turbulence (compare graphs 7.27-a & -b). 
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7.4.3 Performance of the RO Unit 
For a given change in the operating conditions the hydrodynamic state of the RO unit is 
targeted at the intersection of the pump load curve with the motor's (Figure 7.28). The 
pump load curve follows a square-law variation with the speed, as the major pressure 
requirements are those of the brine valve since the recovery values are low. The motor 
load curve is specified by the system frequency. Since the motor operates at low slip 
values, the cube of system frequency then approximately determines the power supplied 
to a single unit45. 
45 RO Unit Load oc w, 3, induction motors are commonly operated at low slip values therefore f,, -a),. then 
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Figure 7.28 Effect of frequency change on the RO unit operational point 
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7.4.4 Performance of the Frequency Controller 
Figure 7.29 next displays the limitation of the WTG output power to its operating 
envelope by the frequency controller. Such a plot conveys information on the 
effectiveness of the power matching, through a comparison between the area under the 
WTG power curve and that under the load curve. Also, by investigating the range of 
frequency variations, a comparison between the different control options can be made. 
For example, changes in the width of the relatively "flat" section of the load-frequency 
curve; i. e. full load section, allow changes in the degree of flywheel 
acceleration/deceleration (and hence the effective storage capacity), and the ability to 
tolerate above-rated wind speed turbulence. 
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WTG signal are due to turbine inertia, and in load power these are due to 
flywheel inertia. Simulation parameters: I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It can be seen from the above figure that there is a near perfect match between the load 
and wind turbine below-rated power. This is due to the fact that load switching 
according to the left hand side of figure 7.13 is based on identifying the difference 
between optimal wind turbine power and the current load value by the change in 
flywheel rotational speed (system frequency) 46. This is certainly feasible through the 
existence of the flywheel, which by having a finite inertia allows sensing of this power 
difference by means of its acceleration/deceleration. The result is a virtually one to one 
relation between wind speed and the load in the below rated turbine power region, given 
that over the small frequency increment, the power consumed by a single unit varies by 
as little as 4%. 
7.4.5 Plant Performance 
Plots of wind turbine generated power and blade pitch angle are shown in figure 7.30. 
Above a mean wind speed of -8.5 m/s, at which point the turbine is capable of 
overcoming system losses and supplying the full load capacity of 64 kW, wind turbine 
46 Jfydf/dt=(Popr-P , )/f, when power difference approaches the power requirements of a single unit, (P0p, - 
P, )--7-8 kW, by specifying an acceleration time here 41-0.5 sec, with f-48 Hz, then df_0.06 Hz 
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output will be limited by blade pitch control. The non-zero blade pitch angle at low 
mean wind speeds is attributed to the finite time required for the RO unit start. The 
scatter in the electrical torque setting is due to rotor speed signal noise, the slow 
response of turbine speed to wind speed variations, and blade pitch angle activation in 
the below rated region. 
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Figure 7.30 Average wind turbine generated power at different mean wind 
speeds. Simulation parameters: I=36 %. J1 =1000 kg. m2 
A plot of the standard deviation of the power exchanged with the flywheel provides a 
qualitative indicator for the effectiveness of the control strategy (Figure 7.31). In the 
low wind speed range, the flywheel carries the task of averaging wind speed turbulence. 
As the wind speed increases, power exchanged between the turbine and the flywheel 
increases. At wind speeds well above the rated value, this power drops as power control 
is undertaken by the blade pitching mechanism, whilst the demand side becomes more 
isolated from wind turbulence. 
Transients experienced by the desalination unit are given in figure 7.32. Despite the 
relatively small operational frequency range, the RO unit undergoes large variations in 
pressure at a constant brine valve setting as shown below. In principle, an adjustment of 
the flow operational point has the potential to reduce this. 
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7.5 CONCLUSIONS 
A non-linear time domain system model has been developed of the wind powered 
desalination plant. The modelling used proven relationships to describe elements' 
transients. The relatively simplistic approach adapted in the modelling is considered 
appropriate for the purpose of this work. The model has proved useful in understanding 
the operation and control of the system. 
Based on the above results the following areas require further attention: 
  Blade pitch controller: PID controller parameters require further modifications 
according to the mean wind speed range as has been recommended by Hand and 
Kendall [Hand et al, 1999; Kendall et al, 1997]. 
  Improved representation of system losses. Component losses are in reality dependent 
on system parameters but this requires proper identification. 
  Proper account for transmission losses in the optimal electric torque setting in order 
to enable the turbine torque to compensate for transmission losses and operate at 
optimal conditions. 
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CHAPTER 8: SENSITIVITY ANALYSIS 
A sensitivity analysis of plant performance under different operational conditions and 
design parameters has been conducted using the overall plant model developed in 
chapter 7. This study identifies the contribution and limitations of the individual 
components as integral parts of the desalination plant. A prediction of annual plant 
performance is carried to provide a weighing factor to the different parameters' effect. 
8.1 INTRODUCTION 
The aim for the plant under study is to identify the combination of system configuration 
and controller to maximise the match between power production and the load, while at 
the same time minimise RO unit starts/stops and system loads. In this respect, the 
following factors can be identified as having a dominant effect on plant performance: 
energy storage capacity, site turbulence intensity, and the characteristics of the turbine 
loading strategy, namely, blade pitch control, operational frequency range and maximum 
turbine speed setting. 
Plant performance is assessed in terms of. a) energy utilisation, b) freshwater yield, c) 
frequency of RO unit start-ups/shut downs, and the number of excursions experienced 
by d) blade pitch and e) by system frequency. 
It should be noted that terms a and b are not directly correlated, given the variation of 
RO unit efficiency with the operational point. Term d relates to the control effort, for 
which the standard deviation of the blade pitch angle is taken as a comparative indicator. 
Parameters c, d and e are qualitative measures of the stressing of components; that is 
they cannot be used directly to quantify maintenance requirements, lifetime, etc... 
The issue of security of water supply is not addressed in this study. This would require a 
system design approach addressing the problem from a global perspective including 
plant economics and components selection. 
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8.2 OPERATION WITH AN UPPER CYCLING FREQUENCY FOR 
THE RO UNIT 
The major concern in the switched operation of RO modules is the expected shortening 
of membrane life arising from fatigue stresses induced by intermittent module operation. 
In this respect, a control approach is investigated where an upper limit on the cycling 
frequency of a single RO module is imposed and an algorithm is implemented in an 
attempt to equalise the cycling frequencies of the different modules. The latter is 
desirable from the maintenance point of view, as in the long run it is expected that all 
modules would undergo similar operating conditions and would therefore require 
replacement concurrently, rather than one at a time. The relevant algorithm is 
summarised in chart 8.1. In comparison with the conventional switching approach, in 
which the number of operating modules is determined solely by system frequency as 
specified by the left-hand side of figure 7.13 modules are connected and disconnected in 
a fixed order. They will operate for different portions of the plant operating time, and 
accumulate different numbers of on/off cycles. 
1. Count Number of ON! OFF Switches For Each Module 
Count > Maximum Allowable Swftbigg Frequency YES -ý Switch Module 
NO 
Module Capable of Operating 
3. Define Number of Modules Capable of Operating 
I4" Define Required Number of Operating Modules 
___ ______ 
(Left Hand Side ofFiaure 5) 
5. Compare 3&4 -> Select the Minimum: N 
6. Arrange Modules in & Decreasing Order of Couatl 
Frcrt 
Chart 8.1 Switching control scheme with a hierarchy of module operation 
From the above chart, the number of operating modules would therefore be the smaller 
of the required number of operating modules; as commanded by the frequency-activated 
controller, and the number of modules capable of operating, as specified by the cycling 
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frequency limit. MATLAB functions performing the above algorithm are provided in 
directory "Load Management" of the enclosed disk. 
It is understood that the priority implemented on unit operation has no implications on 
overall plant performance. Also it is clear that the above strategy reduces module 
operational time and subsequently water yield. The aim, however, is not to draw a direct 
comparison with the conventional strategy but to gain a general understanding of the 
effect that a cycling frequency limit would have on performance stability and on other 
controls active in the system. 
In the example presented here (Figure 8.1) a maximum cycling frequency of 1 
switch/min has been implemented which is considered as a practical upper limit. 
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Because the strategy will eventually mean that certain RO units are unavailable, the total 
load that can be connected by the frequency controller will fall. As a result a greater 
proportion of the time will be spent at high frequency, and hence pressure for the 
connected units. Together with the random wind variations, this strategy will also result 
in an increase in blade pitch activity. 
8.3 CONTINUOUS POWER SUPPLY TO THE DESALINATION 
PLANT 
Adapting the power supplied to the desalination plant according to generated power is 
aimed at improving water yield and reducing module cycling frequency. The nature of 
the RO unit response needs to be taken into consideration when deciding upon an 
operational strategy since any time lags will influence the target production capacity, 
particularly that system frequency is stochastic. 
Based on the steady state RO module performance (Chapter 2), it is more efficient to 
convert power increase into pressure increase rather than flow rate increase. From 
transient flow analysis, it has been demonstrated that product flow improvement as a 
result of either a time varying flow rate or pressure is not of practical significance. 
Otherwise, frequency tuning would have contributed to the selection of an operational 
strategy. Also recall that in both modes of operation -variable flow or pressure- 
concentration polarisation excursions are significantly reduced from those corresponding 
to steady variations. As for product salinity, its value on the short time scale is 
influenced by the degree of dilution of the permeate stream. The latter responds faster to 
a brine pressure change than a flow rate change. But even with a sudden pressure drop; 
which causes the permeate flow to drop instantaneously, the increase in salinity occurs at 
a much slower rate than the frequencies depicted by wind generated power. Finally for 
safety, an offset should be maintained between the brine pressure and the osmotic 
pressure to prevent direct osmosis, depending on feed solution properties and the rate of 
pressure change. 
Maximum RO Module Efficiency Curve. To maximise power utilisation, the RO 
unit operational point at a given power level should correspond to the maximum product 
flow rate. 
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Power itself is confined within the allowable operational limits of pressure and feed flow 
rate. As has been pointed out in the introduction to this thesis, these correspond to 
preserving a minimum potable water quality of 500 ppm and a positive flow rate, as well 
as preventing scaling and mechanical damage to the membrane. As pressure drops, a 
minimum flow rate should be observed to maintain an acceptable water quality. On the 
other hand, a minimum pressure is needed to sustain a positive product flow. As for the 
potential for scaling at the membrane, an upper limit on membrane concentration, and 
thus pressure, cannot be simply specified, as scaling depends mainly on the 
concentration of the sparingly soluble particles that have the potential to deposit at the 
membrane. Such a problem can be tackled by extensive pre-treatment, but in general, an 
increase in feed flow should accompany a pressure increase to combat the rate of salt 
accumulation at the membrane. Mechanical damage to the membrane, on the other 
hand, can arise from the membrane being subjected to excessive shear stresses as a result 
of a high feed flow, in addition to excessive pressurisation. Finally, the practical limits 
imposed by components' rating such as an upper motor current [Caballero Abdel-Hadi, 
1997] should be taken into consideration. In the absence of these operational limits, the 
maximum efficiency curve corresponds to a minimum constant flow and variable 
pressure situation; this is the lowest specific energy consumption point at that power 
level. 
The derivation of the maximum efficiency curve is shown in figure 8.2, in which the 
aforementioned limits have been selected. It is understood that such a curve is specific 
to the reverse osmosis unit itself as much as it is to feed physical properties (of 
temperature and concentration). 
It can be seen that the unit has the capability to operate at a power as low as 3.8 kW, 
though caution should be taken, depending on the previous pressure level and rate of 
drop, so as not to induce direct osmosis. A comparison between freshwater production 
under continuous and switched modes of operation (Figure 8.3) shows that the 
improvement is considerable (-. 16%), despite the fact that unit efficiency for the 
continuous mode is lower on average. In practice, additional energy is wasted during 
starts and stops, which should have otherwise been used for freshwater production. The 
aforementioned figure (of 16 %) is hence an underestimation. 
206 
25 
b 20 
E 
15 
10 
A 
5 
ILI 
A 
M. hn-m. Flm Rz 
Mw. MnlM (',. n++ 
68 MPA 
6.4 MPS 
6.2 MP. 
6MPS 
5.8 MP. 
5.4 MP. 3.2 MPa 
l MPa 
4.6 MPS 
mit on Pemmw, ý C Imi, v 
V34S6789 
10 
Power (kW) 
Figure 8.2 Determination of optimal operating point at a given power level for product 
flow rate maximisation for a single unit. Simulation parameters: Kw=7x10'8 
(mol/m2Pa. sec), Ks =2 x 10'8 (m/s), mFI,, I t=3. S % wt, T=25°C 
120 
100 
O 
80 
60 
40 
20 
Y W 
0 
0 20 40 60 80 100 120 
Load Power (%) 
Figure 8.3 Freshwater production as a function of load power under optimum 
continuous operation of the RO units and switched operation with 8 Units 
A question might arise on whether the improvement in freshwater yield with the optimal 
continuous mode of operation compared to the switched one might be offset by a 
reduction in membrane permeation. As an increase in the switching rate is expected in 
the latter strategy, the membrane is subjected to relatively larger trans-membrane 
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pressure transients. However, a clear-cut comparison cannot be made based on this 
information alone. 
For the RO unit to operate along the maximum efficiency line the following load 
characteristics have to be assumed (Figures 8.4-a & -b). 
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Figure 8.4 Pump load characteristics for optimum water production at a given power level 
In practice, operating the unit in such a mode creates complexities, since these curves 
would vary with feed concentration and temperature. As for the system under study, it 
offers limited flexibility due to the requirements of matching between motor 
characteristics and those of the pump. Operational point adjustment through valve 
throttling, on the other hand, over the feasible portion of the maximum efficiency curve 
can lead to stall; leading to a sudden loss of pressure and subsequently direct osmosis. 
Add to this that the efficiency of this action is questionable given a finite response time 
for the valve, as well as the possibility of the valve to wear. 
j 
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8.4 EFFECT OF ENERGY STORE 
Figure 8.5 below demonstrates the effect of flywheel inertia on system frequency 
smoothing. The improved stability in system frequency manifests itself in a 
considerable reduction in pressure transients as shown in figure 8.5-b. 
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Figure 8.5 a) System frequency and b) pump pressure histories at various flywheel 
sizes. Simulation parameters: U.,,,, -5.8 m/s, 1=24 % 
Certainly, with higher energy storage capacities power shortages can be tolerated for 
longer times (Figures 8.6-b), causing a reduction in module cycling frequency (Figure 
8.6-a). 
With regard to water production (Figure 8.6-d), the benefits of having a flywheel are 
only realised in the intermediate to high wind speed range. Since at low mean wind 
speeds, flywheel losses more than offset the smoothing effects of energy storage (Figure 
8.6-c). System frequency is on average higher for the no flywheel case, and the unit 
operates at a higher efficiency (Figure 8.6-e). 
The effects of energy store are not restricted to the demand side. It can be seen in figure 
8.6-f that excursions experienced by blade pitch angle are reduced at transitional wind 
speeds, over which the finite time associated with RO unit start-up, has more potential to 
cause turbine speed to overshoot its reference value. Similar behaviour would also be 
expected for the case of an upper imposed limit on RO unit cycling. 
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With regard to power matching, increasingly higher energy storage capacities further 
mask wind turbulence, and therefore delay the instantaneous power matching action. 
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8.5 EFFECT OF FREQUENCY RANGE 
Operating over a wider frequency range is aimed at improving energy utilisation and 
reducing switching rates, with the potential for using a smaller energy storage capacity. 
This is based on increasing the buffer against wind turbulence by extending the rated 
power section of the load-frequency curve; i. e. flywheel deceleration time. The 
efficiency of the RO unit is nevertheless affected according to changes in the unit 
operational point, as depicted by the intersection of the motor and pump curves (Figure 
7.28), which respectively vary with the frequency and valve setting. Motor efficiency 
itself undergoes a variation of approximately 1% and can therefore been neglected. 
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The extent of frequency variation is limited. It can be concluded from plot (7.28) that a 
minimum frequency of 44 Hz should be observed to maintain the minimum feed flow 
level, and a maximum frequency of 55 Hz should be observed to prevent excessive 
pressurisation of the unit. Though the lower limit can be tolerated on the short time 
scales as was shown in chapter 4, while the upper limit should be reduced under 
dynamic conditions depending on flywheel inertia. 
In figure 8.8, the effect of varying the frequency range on plant performance at different 
mean wind speeds is presented. The results confirm that reducing the lower frequency 
threshold reduces switching rates at transitional mean wind speeds (Figure 8.8-a). 
Increasing the upper frequency level has minimal effect on switching rates, as a result of 
the intrinsic relation between wind speed and frequency. Note that increasing the upper 
frequency threshold would obviously require shifting the rated wind turbine loading 
level. 
With regard to power matching, changes in the lower frequency threshold considered 
had little influence on the optimal power change-frequency change relation (Figures 8.8- 
a &-b). This can be further verified by the fact that the standard deviation of the 
flywheel in the lower wind speed range (Figure 8.8-b); where the load is more exposed 
to wind turbulence, is approximately independent of frequency. It follows that blade 
pitch excursions at the various frequency ranges are comparable (Figure 8.8-c), while the 
minimal differences in pressure transients are in agreement with the operational 
frequency range effect in the appropriate wind speed range (Figure 8.8-d). 
With regard to plant productivity (Figure 8.8-f), the minimal increase in the desalination 
plant operational time for the reduced cut-off frequency case is outweighed by the 
reduction in unit efficiency at low wind speeds (Figure 8.8-e), leading again to a slight 
drop in water yield. As expected, an increase in the upper frequency threshold increases 
the effective storage capacity and improves RO unit efficiency. The latter comparison is 
partial given that the rated turbine power is higher than the maximum full load capacity. 
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48,48-52,52-52.5] Hz, d=[47.5-48,48-53,53-53.5] Hz, e=[47.5-48,48-54,54- 
54.5] Hz, f=[45.5-46,46-53,53-53.5J Hz. 
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Figure 8.9 Effect of frequency changes on power matching with a) [44.5-45,45- 
52,52-52.5] Hz and b) [47.5-48,46-54,54-54.5] Hz. Simulation parameters: 
1=36%, Jny=1000 kg. m2, Full load=64 kW, Rated Turbine Output= 150 kW 
8.6 EFFECT OF REFERENCE TURBINE SPEED 
Recall from §7.2.2-3 that the feasible operational range of wind speeds is dependent on 
the turbine operating point and blade pitch control. Increasing the reference turbine 
speed value permits operation at lower conversion efficiencies while avoiding turbine 
stall during wind upsurges, since the margin between the operational tip speed ratio and 
that corresponding to the maximum torque coefficient value increases. Also recall that 
the theoretically minimum torque conversion capability of the wind turbine, for stable 
operation, decreases as the rated turbine speed increases, thus permitting operation at 
higher wind speeds. 
Nevertheless, additional benefits are sought, within the scope of this study, by creating a 
margin between rotor speed for rated power regulation and that for blade pitch 
activation. These benefits rely on the delay in blade pitch activation to create a buffer 
against wind turbulence, thus evading unnecessary switching of the load as a result of 
components' time lags. That is, a wind drop is sensed first by the blade pitch controller, 
while a wind increase is sensed first by the load. The benefits certainly concern the 
transitional wind speed region; i. e. wind speeds at the onset/boundaries of rated power 
regulation and blade pitching regions. Within this margin, the turbine accelerates with 
WTG Power 
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no activation of blade pitch controller from the rated turbine speed to the reference speed 
level. 
Results shown here (Figure 8.10) for a wind turbulence intensity of 36% demonstrate 
that the process of increasing turbine reference speed to the value of 6 rdls increases the 
operational range of wind speeds from 14 m/s to 24 m/s. Note that at a turbine speed of 
4.8 rdls the activation of blade pitching and rated power control occur concurrently. 
The expected effect on module switching however is only evident in the case where 
rated turbine power approximates the full load power capacity, as is the case presented 
in figure 8.11-a. This is because of the higher levels of stored energy available for the 
higher rated power case. Unit operational time follows a similar pattern (Figure 8.10-b). 
For the blade pitch controller parameters used in this model, the process of turbine free- 
wheeling have led to blade pitch stall for part of the simulation interval at the mean wind 
speed of 10 Ws. This certainly indicates the need to tailor turbine controller parameters 
to the specific wind speed operational range (based on a discussion by Hand et al 
[1996]). 
Pump pressure transients on the other hand are reduced for the higher reference speeds 
(Figure 8.10-d). Such a difference; though insignificant, demonstrates that a rotor speed 
margin further isolates the load from wind turbulence. 
As for changes in blade pitch activity, two trends can be observed depending on the 
mean wind speed range (Figure 8.10-c). In the below-rated mean wind speed range, 
excursions are lower for the higher turbine reference speeds, clearly due to the delay in 
blade pitch activation, while in the transitional to high mean wind speeds, excursions 
increase as a result of the turbine free-wheeling. 
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Figure 8.10 Effect of rated turbine speed on plant performance for a rated 
turbine power of 150 kW. Simulation parameters: IM=36 %, Jny=1000 kg. m2, 
Full load Capacity=64 kW 
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Figure 8.11 Effect of rated turbine speed on plant performance for a rated 
turbine power of 93 kW. Simulation parameters: l=36 %, Jny=1000 kg. m2, Full 
load Capacity=64 kW 
216 
8.7 PLANT PERFORMANCE AT DIFFERENT SITE TURBULENCE 
INTENSITIES 
Turbulence intensity magnifies effects arising from components' time lags, namely: 
induction lag, RO unit start-up/shut downs, blade pitching, and flywheel response. 
Higher turbulence intensities are shown to result in higher below-rated switching rates 
(Figure 8.12-a) and increased blade pitch activity (Figure 8.12-b). Power exchanged by 
the flywheel (Figure 8.12-d) also increases in agreement with the increase in the energy 
captured by the wind turbine as the square of wind turbulence intensity [Infield, 1996]. 
Also, higher turbulence intensities reduce the range of operational mean wind speeds, as 
turbine stall is dependent on the rate of wind speed increase relative to blade pitch rate. 
Results for water yield (Figure 8.12-c) and plant operational time (Figure 8.12-e), 
nevertheless, do not follow a monotonic trend. This can be attributed to the interaction 
between blade pitch rate and RO unit start-up time. This is supported by the fact that the 
minimum plant operational time and the maximum switching rate occur concurrently. 
For the turbulence intensity of 45% this occurs at the mean wind speed of 6 m/s, and for 
the turbulence intensity of 36% this occurs at 7 m/s. 
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Figure 8.12 Plant performance at different site turbulence intensities. 
Simulation parameters: Jpy=1000 kg. m2, Full load Capacity=64 kW 
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8.8 PREDICTION OF ANNUAL PLANT PERFORMANCE 
In general, the aforementioned performance changes are observed as a function of wind 
speed. An annual site wind speed distribution is then needed to provide a weighing 
factor for these changes. In what follows, we provide results for a sample site and draw 
relevant conclusions for illustration. 
The nature of this analysis requires the use of a probabilistic approach. Frequency 
models representing wind turbulence and the filtering effect of a short-term energy store 
can be specified [Bossanyi and Anderson, 1984]. The frequency of RO unit starts/stops 
can be derived in a manner similar to the method devised by Infield (in [Freris, 1990]) 
for the calculation of the rate of diesel engine starts/stops, given that the intrinsic relation 
between wind speed and system frequency can be identified. The detailed relationship 
between freshwater production and the available wind resource would then easily 
follow. Nevertheless, given the time limits on this study we exploit the short simulation 
time of the dynamic plant model to generate the necessary results, in the manner 
discussed in section X7.4. 
The annual value of a system variable is the sum of the contribution of each wind speed 
range multiplied by the frequency of occurrence of that wind speed over a year. Note 
that the contribution of each wind speed range corresponds to the average value as 
discussed in X7.4. The frequency of occurrence of wind speed is obtained from the wind 
speed histogram, using wind speed bins with a size of 1 m/s centred around the wind 
speed in question. Events such as startups and shutdowns of the plant are then assumed 
to average out. Details of these calculations are given next. 
The Wind Speed Histogram. The wind speed histogram; which specifies the duration 
over which the wind speed lies within a given range, has been derived from the 
cumulative Weibull distribution function, with a probability density function [Troen et 
al, 1989]: 
U-(° P(U K )=- - el Cc 
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Such that: 
U is the wind speed (m/s) 
is is a shape factor describing the wind speed distribution, it usually falls within /. 7 to 
3.2 for most regions. 
c is a scale parameter given by (, -=U,,,.,,,,. IJl+! /K) where is the mean wind speed 
and [is the gamma function 
Once the shape factor and the mean wind speed are specified for a site, annual wind 
speed distribution is determined. 
Forthcoming results are specific to the site having the wind speed histogram of figure 
8.13, with U,,,,,,,,, =8.6m/s and is = 1.7. 
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Figure 8.13 Wind speed histogram for a site having U=S. hmA and h-= 1.7 
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U=Uf 
Y =8760" IP(U). L(U)/ES(U) (m3 / yr) U=Ue 
In the above expression, Es(U) is the specific energy consumption of an RO unit 
(kWh/m3) and is calculated at the time-averaged value of pressure and flow rate, Uf and 
UU are the furling and cut-in wind speeds as previously introduced. 
Annual Evaluation of RO Unit Switching Rate. The total number of RO unit 
starts/stops, N, is calculated knowing the average number of unit starts/stops over each 
wind speed range: 
U=U, 
N=8760" I: P(U)"N(U) 
U=U, 
Energy Utilisation. The plant should only be penalised for the inefficient use of the 
optimally converted wind power, arising from components' time lags and performance 
instabilities. Energy utilisation is therefore defined as the ratio of the annual plant 
energy consumption to the available wind energy converted optimally. The latter is 
calculated from: 
2 U=U, 
E= 8760 " CE 
Puý2 P(U). u3 
(kWh/yr) 
U=U,, 
Parameter CE in the above expression is the wind turbine target efficiency at that wind 
speed. This equals to the maximum power coefficient for wind turbine operation in the 
below-rated wind speed region and to the ratio of time-averaged load to the full load 
capacity in the above rated region. 
Results and Discussion. The sensitivity of water production to changes in energy 
storage capacity is presented in curves 8.14-a & -c. 
Utilised energy shows a drop of 4% by installing a flywheel. This is followed by an 
improvement as flywheel size increases, which saturates at inertia values above 1000 
kg. m2. This improvement is however overestimated, since the study has assumed 
flywheel friction coefficient to be the same (same contact area). Flywheel energy store 
has a relatively more pronounced effect on switching rates (Figure 8.14-b), showing a 
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reduction of 66% for a flywheel inertia of 1000 kg. m2 compared to a plant with no 
energy store. 
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Figure 8.14 Effect of flywheel inertia on the improvement in annual energy consumption, 1=36% 
The annual performance parameters at different system frequencies given in table 8.1 
certainly parallel the general trend observed in §8.5, and show minimal performance 
changes. The change in energy utilisation as a result of an increasing flywheel 
deceleration time at full load capacity does not exceed 4%. Plant productivity drops by 
1.7% as a result of operation at lower frequency thresholds. The major effect is that on 
cycling frequency, which experiences a drop of 25% by shifting the cut-in system 
frequency from 47.5 to 44.5Hz. 
The improvement in plant production due to a wider operational turbine speed range 
shows a significant change (Table 8.2) despite the low probability of occurrence of high 
wind speeds, though the effect on unit cycling rate would vary with rated turbine power. 
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It should be pointed out here that this comparison is not definitive, for employing a more 
robust blade pitch control method, tailored for the particular wind speed range, might 
have the potential to reduce this difference. Again, this clearly does not mean that an 
adjustment of blade pitch control is the solution for turbine stall at high wind speeds, 
given that the minimum power conversion efficiency for stable operation is theoretically 
limited at a given rotor speed. 
Table 8.1 Effect of system frequency operational range on annual plant performance with 1=36% 
Frequency Range 
44.5- 45-52-52.5 
Energy Utilisation 
M 
69.90 
Water Yield 
(m3/day) 
55.2 
RO Unit Cycling 
Rate (switches/min) 
0.247 
45.5-46-52-52.5 69.50 55.194 0.282 
47.5-48-52-52.5 68.85 56.16 0.332 
47.5-48-53-53.5 71.10 57.285 0.330 
47.5-48-54-54.5 73.20 58.98 0.330 
44.5-45-53-53.5 72.10 57.3 0.253 
Table 8.2 Effect of rated turbine speed on annual plant performance with IW=36% 
Rated Turbine 
4.81 
Ener y Utilisation 
68.77 
Water Yield 
56.1 
t Unit Cycling 
0.332 
5.1' 71 58.2 0.330 
61 76 62.3 0.330 
4.82 65 53.2 0.357 
5.12 71 57.95 0.334 
62 67.9 54.81 0.356 
1) Rated Wind Turbine Capacity= 150 kW, and 2) 63 kW 
Finally, plant performance at different site turbulence intensities is presented in figure 
8.15. Energy utilisation slowly increases with turbulence intensity, then drops at a 
turbulence intensity of 45%, since plant operation at high wind speeds is limited. 
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Switching rate follows a similar trend (Figure 8.15-b), again due to the limitation of 
operational wind speeds with increased turbulence intensities. 
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Figure 8.15 Variation of annual plant performance with site turbulence intensity 
8.9 CONCLUSIONS 
A parametric study has been carried out on the desalination plant. The study has focused 
on three aspects: a) buffering wind speed turbulence, b) improving plant productivity, 
and d) performance stability. 
An alteration of plant operational parameters has been considered to evade the effects of 
turbulence. These included increasing the flywheel deceleration time and inducing a 
delay in blade pitch activation with respect to the rated turbine speed, in addition to 
employing a short-term energy store. The former has been found to contribute 
significantly to the reduction in cycling frequency though little to changes in water yield, 
for the allowable operational limits of the desalination plant and with the upper 
frequency range retained the same. 
Benefits associated with rotor speed margin are specific to the characteristics of blade 
pitch control used in this study. A systematic approach is clearly required to derive a 
more generalised result. The turbine speed margin value is certainly not arbitrary. With 
the action being mainly to avoid wind speed turbulence effects, its value would naturally 
depend on site turbulence as well as turbine characteristics; specifically inertia and blade 
pitch control. 
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Nevertheless, the key factor in improving plant performance is the flywheel energy 
store. The study has demonstrated how the flywheel provides a stable reference to the 
highly fluctuating power resource, therefore avoiding unnecessary activation of the 
various controllers present in the system. This is certainly aided by the characteristics of 
the control approach. Performance benefits associated with energy store increase are 
restricted to the reduction in RO unit cycling frequency. Such a result identifies well 
with the task of a short-term energy storage unit. These benefits saturate at inertia 
values greater that 1000 kg. m2 which implies that for significant changes in system 
performance flywheel sizes above this value need not be integrated with the current 
plant. Yet, the system is heavily penalized by flywheel frictional losses. At -11 kW, 
these demand up to 73% of the power optimally generated by the turbine at the low 
mean wind speed of 4.5 m/s, and up to 20% of the full load capacity at above-rated wind 
speeds47. 
Buffering wind turbulence might also be achieved by an adjustment of the RO unit 
operational point. The concept is that of creating some flexibility within the operation of 
the individual components to sustain wind turbulence. The optimal steady state unit 
operating point -maximum instantaneous productivity at the nominal power level- occurs 
at the highest possible pressure, and is the one commonly selected. It has been observed 
that pump pressure undergoes relatively large changes despite the narrow changes in 
system frequency. Where this aspect raises concerns related to components' damage, 
the operational range of rotational speeds for the given nominal power level needs to be 
modified to reduce the range of accompanying pressure variations. Add to this that with 
the need to implement a safety headroom on pressures and flows, higher flow rates have 
the potential to prolong the operating time despite the relatively low unit efficiency by 
evading transiently induced direct osmosis, as well as product salinity limit. Operation 
at higher flows also offers a reduction in membrane compaction effects. The range of 
efficiency variations with power variations would clearly come into effect in the above 
selection. Additional benefits could also be realised by allowing RO unit operation 
under wider variable flow conditions while tracking the maximum unit efficiency line. 
47 Equivalent to the power requirements of 1.5 RO unit at nominal conditions 
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The study has also demonstrated the stability of the plant with a limit on unit cycling 
frequency. At the heart of this stability is the frequency-controlled approach. This, 
combined with the load's modularity provides the necessary matching between the load 
and the wind resource. Without this, blade pitching would have been activated in the 
below rated wind speed region. The problem with blade pitching in that region is the 
associated time lag or there would have been a need to employ a turbine control strategy, 
which is more compatible with the nature of the load, clearly at the expense of overall 
plant performance48. 
The current system on the other hand could be simplified by employing the inertia of the 
turbine [Ruin et al, 1999]. This has favourable effects including a reduction in the high 
power losses associated with intermediate components such as those of the AC/DC/AC 
inverter. The benefits would be particularly enhanced by the fact that optimal wind 
turbine loading characteristics approximate those of the single RO unit49 which permits 
direct loading of the wind turbine50, and possibly reducing the number of RO units 
required. 
On the other hand, imposing an upper limit on the module switching frequency 
obviously increases wasted energy. In practice, an upper limit should be applied to 
prevent deterioration of both membrane performance and life; brought about by fatigue 
damage, the degree of which has yet to be investigated under both switched conditions 
and variable power operation of the RO module. 
Finally, this study has highlighted the clear need for parameter tailoring, in terms of a 
proper rated power setting to avoid excessive variations in system frequency, as this 
would reduce the extent of blade activity in that region, and needless to say, wasted 
power. In this respect a more comprehensive approach is required to identify the effects 
of an upper cycling limit. 
°R Based on an analysis carried by Muljadi et at, [1996-b] in their study on wind systems with battery 
charging. 
49 Load power is approximately proportional to the cube of system frequency, and at the same time below- 
rated turbine power is proportional to the cube of optimal turbine speed, i. e. wind speed. Which should 
depend on the number of units to be accommodated, i. e modularity versus turbine capacity. 
50 These recommendations have been identified by Muljadi et at [1996-b]) in their study on wind systems 
with battery charging. 
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CHAPTER 9: CONCLUSIONS AND RECOMMENDATIONS 
In this chapter we highlight the main conclusions and identify areas requiring further 
development. 
9.1 SUMMARY OF MAIN CONTRIBUTIONS 
This study was divided in terms of aims into two main parts: First the identification of 
the key mechanisms involved both in the desalination processes and the wind powered 
system as a whole, which resulted in appropriate models. Second the application of 
these models to obtain an understanding of the dynamics of these processes. 
Two different levels of modelling have been applied in the thesis: 
" The development of a comprehensive model of a large-scale wind powered 
desalination plant. The model provided a tool for identifying the key design 
parameters influencing system operation and performance. 
" The development of computational fluid dynamics codes to solve for the transient 
convection-diffusion problem occurring in the reverse osmosis and electrodialysis 
processes. A comprehensive analysis of general nature on the transient operation has 
been undertaken using these models. The results have been employed to derive 
guidelines regarding system operation and performance. 
9.2 MAIN CONCLUSIONS 
9.2.1 Membrane Compaction 
On the reasonable assumption that the complex polyamide RO membrane responds in a 
similar manner to a cellulose acetate membrane, creep is the most prominent factor 
affecting compaction rather than fatigue [Feutschwang, 2000]. The possible time 
variable nature of the loading has a relatively small effect on the rate of trans-membrane 
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flux decline. In particular, membrane compaction was independent of frequency. This 
would favour a smooth variable pressure control over harsh on-off transients. These 
model-based conclusions are specific to the given membrane configuration and transport 
coefficients considered and ideally should be supported by experimental studies. The 
analysis did not account for the effect of flow rate variations on shear stress and 
subsequent membrane transport variations; this has been due to the lack of information 
on the effect of operating flow rate on these parameters under steady state conditions. 
Ongoing developments in membrane design, with respect to mechanical strength, may 
make this aspect of membrane behaviour even less critical in the future. 
9.2.2 Conclusions on RO Unit Dynamics 
Relatively large time constants are observed in the RO process. However, the time- 
averaged behaviour approximates accurately to steady state calculations undertaken at 
the mean flow rate. This averaging period should be in excess of -100 seconds to avoid 
errors due to transients and is dependent on permeate channel length, fluid mixing 
conditions within the feed channel, as well as the characteristic dimension of the feed 
channel in the direction normal to permeate flow. For the spiral wound unit under study, 
time-averaged changes created by variable power supply have no practical significance 
for performance and reliability provided that flow reversal is not experienced. 
Another type of RO module could be more suitable for variable power operation, 
especially if very low flow rates are contemplated, but this requires further investigation. 
With regard to the implications of applying laminar flow results to turbulent flow 
conditions the following points should be noted: 
a) Two dynamic factors have been identified which can lead to changes in unit 
operation; these are changes in the axial momentum distribution and asymmetry in 
unit response. It can then be conjectured that turbulence promoters, through 
improved eddy mixing, will cause the system to follow changes faster and therefore 
this asymmetry should be reduced. 
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b) The magnitude of permeate overshooting following a pressure change would be 
expected to be lower than for the laminar flow case as the concentration is more 
uniformly distributed. 
It has therefore been conceded that results for the laminar flow in the feed channel apply 
to the case of turbulent flow as far as the aim of this study is concerned, i. e. time- 
averaged changes. 
9.2.3 Conclusions on ED Unit Dynamics 
Results for ED transient response have shown that long-term time-averaged changes in 
unit desalination are negligible, while changes in unit energy consumption are dependent 
on the operational point, with the general trend being that of a lower unit efficiency for 
the transient operation. The characteristic averaging time is of the order of -20 minutes. 
Nevertheless, these results should be considered tentative due to the assumption of 
electroneutrality, which although clearly applicable to the steady state case, is less clear 
under transient conditions. 
Add to this that care should be taken with regards to short-term current transients 
experienced by the unit, particularly that these would be maximised for power variations 
occurring at the time-scales of the wind resource variations. 
On the other hand, given the similarity between mass transfer boundary conditions in the 
RO and ED processes, it can be concluded that for the practical range of variation of 
flow rate, shear enhanced mass transfer is not significant, unless flow reversal occurs. 
9.2.4 Conclusions on System Architecture 
The particular system architecture, its response and operational strategy have a major 
influence on system performance. 
Short-term energy storage plays a key role in smoothing wind turbulence. Flywheel 
losses nevertheless can be relatively high, and more advanced flywheels which operate 
in a near vacuum offer a better alternative. 
229 
It has been demonstrated that an alteration to the plant operational parameters has the 
potential to relatively attenuate the worst effects of wind turbulence by creating a buffer 
to power variation. For the system under study simple modifications to the load 
operating point have the potential to avoid loading constraints. 
Additional advantages are predicted with variable flow operation, related to lower 
switching rates, lower pressure differentials, a reduction in wasted energy and improved 
matching. These conclusions, in addition to the conclusion derived on membrane 
compaction aspects, do not take account of possible uncontrollable oscillations which 
might occur with steady state directed design. 
9.2.5 Conclusions on the Methods Used 
The attraction of the modelling work conducted is that it allows the isolation of the 
influence of different factors contributing to performance changes. As an example 
identifying whether it is the flow conditions that are causing performance changes or 
whether these should be attributed to heating or membrane vibrations, which it is 
believed have affected the results of some of the published experimental studies on RO 
units' transient behaviour. Also, it offered a means to analyse a relatively complex 
aspect of the membrane process by accounting for the dynamics of the flow and mass 
transfer processes. 
Though covering the detailed physical phenomena of RO and ED, finite volume 
modelling is a numerically intensive procedure. Moreover, with the time limitations on 
this thesis, improvements to the developed code, such as employing numerical 
techniques with higher computational efficiencies (such as the use of tridiagonal matrix 
algorithm rather than matrix inversion), have been limited. Since for similar unit 
dimensions, time-averaged behaviour approximates the steady state for mean flow, and 
since salt transfer inertia has a filtering effect, equivalent transfer functions could be 
used for both the RO and ED processes. Such a model has been established 
experimentally for the RO process by Assef et al [1997], though account should be taken 
where appropriate of the response's dependence on operational parameters of 
concentration, temperature and initial conditions, as well as modifications in the gain 
with the direction of change. 
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9.3 RECOMMENDATIONS FOR FUTURE WORK 
The study presented in this thesis has investigated the relatively wide area of membrane 
process dynamics and system integration. It lays the foundation for future work and 
lends credibility to the wide-scale use of pseudo-steady state modelling. Not all the 
results presented here are conclusive, in particular those related to membrane 
compaction, and to a lesser extent ED process dynamics. 
A practical limit has yet to be established with regard to the switching frequency, and a 
practical range has to be set to define the allowable deviation from set points in the 
variable flow scheme. 
Finally, advances in the effectiveness of RO and ED systems are proceeding rapidly (See 
chapter 1). It can be expected that more efficient and reliable configurations will be 
available in the near future. 
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Appendices-2 
APPENDIX A: STATE VARIABLE EQUATIONS FOR MEMBRANE 
COMPACTION MODEL 
Summing the forces at each node, where elements in series are subjected to the same stress: 
Node 1: E0(xj-x2)=P 
Node 2: P= r7, (x2 - xs)+ El 
(x2 - x3 
Node 3: 112 
(z3 
- z4 
)+ E2 (x3 - x4 
)=P 
The rate of change of strain across element "3" is given by: 
P 
z4 =- 
713 
And for constant loading, integration of the above equation gives: 
x4 = 
t. P 
- 713 
Where tQ is the accumulated time since the start of loading. 
Irreversible compaction is modelled by elements "2" and "3" only. 
Now, the solution of an equation of the form Az+ A, Ax = A2 is: 
Ax = e-Alt f A2e"'`dt +c= A2 
(1- 
e-A, ' 
)+ 
ce_Alt 
L0 
c is a constant to be determined from initial conditions. At t=0, Ax=0 hence c=0 
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The total irreversible compaction is then: 
k2t 
xtat =P1 1-e '72 +t 
[T2 
173 
P 
7"' 
1 
4(xi -: ) 
-F (2) i 0, A) 
a, (u-8)I1Vil-i, ) 
xr dý (sr ar)ý 
17/ 
s) 
e (x, L)11 
e, (xrý)ý 18P 
iqi21-4) 
Figure A. 1 Force analysis on the individual elements 
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APPENDIX B: DETERMINATION OF PHYSICAL PROPERTIES 
B. 1 DYNAMIC VISCOSITY, µ 
For liquids, the dynamic viscosity decreases with temperature and increases with solute 
concentration, such that the effect of concentration reduces at higher temperatures. This 
variation is accounted for by the following correlation [Ben Boudinar et al, 1992]: 
µ=Ae -2.008x10-2T 
Such that the dependence on concentration is incorporated into parameter A as follows: 
A= 1.47571.4757x102 + 2.4817 x 10'8 c+9.3287 x 10-14C2 
Here p is in (g/cm. s), T is in (°C ) and c is in (ppm) 
The above equations have been written as MATLAB function visc_sea. m 
B. 2 OSMOTIC PRESSURE, 17 
Variation of the osmotic pressure as a function of temperature was expressed in terms of 
correlated data of NaCl solutions at 25°C obtained from Sourirajan [1970] (Table B. 1). In a 
given range of temperatures the osmotic pressure is correlated as a function of the 
percentage weight of solids at the mean temperature. Correction for the temperature range 
was accommodated by the relation [Ben Boudinar et al, 1992]: 
17 T 
17mean Tmeun 
Whereby is expressed as a polynomial fit at the mean temperature. The temperature 
is given here in (°K). The relevant details are given in MATLAB function, osmpres. ni. 
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Table B. 1 Osmotic pressure (atm) as a function of temperature (°C) 
and concentration (% wt) [Sourirajan, 1970] 
Tm 1 2 3.45 5 7.5 10 15 20 25 
25 7.1 14.3 25.1 37.5 59.3 84 145 230 350 
40 7.4 14.9 26.3 39.3 62.4 89 153 240 360 
60 7.8 15.7 27.7 41.5 65.9 94 162 250 380 
80 8.1 16.4 28.9 43.3 68.8 98 168 260 390 
100 8.4 16.9 29.9 44.7 71.1 101 173 270 400 
B. 3 SOLUTION DENSITY, p 
The variation of seawater density (kg/m3) with temperature and concentration has been 
obtained by a 2-D interpolation of specific volume data provided as a function of 
temperature (°C) and Molality (mol/kg). 
Table B. 2 Specific volume (cm3/g) as a function of temperature (°C) in the first column and 
Molality (mol/kg) in the first row [Sourirajan, 1970] 
Tm 0.1 0.25 0.5 0.75 1 2 3 4 5 
0 0.996 0.989 0.979 0.969 0.960 0.925 0.896 0.871 0.840 
10 0.996 0.990 0.980 0.970 0.961 0.928 0.899 0.874 0.850 
20 0.998 0.992 0.982 0.973 0.964 0.931 0.903 0.878 0.855 
25 0.999 0.993 0.983 0.974 0.965 0.933 0.904 0.879 0.857 
30 1.000 0.994 0.985 0.976 0.967 0.934 0.906 0.881 0.859 
40 1.008 1.002 0.993 0.984 0.975 0.943 0.914 0.889 0.860 
50 1.013 1.007 0.998 0.989 0.980 0.947 0.919 0.894 0.870 
60 1.019 1.013 1.003 0.994 0.985 0.953 0.924 0.899 0.872 
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B. 4 PURE WATER DENSITY, pw 
Water density; p, variation as a function of temperature, T (°C), is [Weast, 1975]: 
P,, =1000x(1.00157-1.56096x104T-2.69491x10-6T2) (kg/m3) 
B. 5 MOLECULAR DIFFUSION COEFFICIENT, Dsw 
The diffusion coefficient tends to decrease with an increase in solute concentration and 
a decrease in temperature. The above data are correlated in functional form, which has 
been written into MATLAB function diffus. m. The effect of temperature has been 
incorporated as follows [Ben Boudinar et al, 1992]: 
T 
Dsw = Dsw , rr T, 
rf 
Where T is in (°K), and Dsw, ef has been correlated as a function of Molality using data 
provided in Sourirajan [1970]. 
Appcndiccs-7 
Table B. 3 NaCI diffusivity in water at 25°C as a function of concentration [Sourirajan, 1970] 
Molality Solute Diffusivity (m2/sec) x 109 Molality Solute Diffusivity (m2/sec) x 109 
0 1.61 2.4 1.53 
0.1 1.483 2.6 1.539 
0.2 1.475 2.8 1.548 
0.3 1.475 3 1.556 
0.4 1.475 3.2 1.565 
0.5 1.475 3.4 1.57 
0.6 1.475 3.6 1.575 
0.7 1.475 3.8 1.58 
0.8 1.477 4 1.585 
0.9 1.48 4.2 1.589 
1 1.483 4.4 1.594 
1.2 1.488 4.6 1.593 
1.4 1.492 4.8 1.593 
1.6 1.497 5 1.592 
1.8 1.505 5.2 1.592 
2 1.513 5.4 1.591 
2.2 1.521 5.6 1.59 
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B. 6 MOLAR CONDUCTIVITY 
Molar conductivity is calculated in MATLAB function ion diffm as a function of 
temperature only using data obtained from [Probstein, 1994]. 
Table B. 4 Molar Conductivity at infinite dilution in water [Probstein from Atkinson, 1994] 
Ion Temperature (°C) Molar Conductivity x 103 (S m2 mol'1) 
Na+ 15 3.98 
25 5.01 
35 6.15 
Cl' 15 6.14 
25 7.63 
35 9.22 
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APPENDIX C: MEMBRANE FLUX RETENTION DATA FOR THE 
PERMASEP BT-10© MODULE 
Pressure 
(MPa) 
Temperature 
(°K) 
End of year 1 End of year 2 End of year 3 
8.274 273 0.931 0.922 0.919 
8.274 278 0.905 0.894 0.889 
8.274 283 0.871 0.856 0.85 
8.274 288 0.825 0.806 0.798 
8.274 293 0.766 0.742 0.731 
8.274 298 0.691 0.661 0.648 
8.274 303 0.624 0.589 0.574 
8.274 308 0.542 0.504 0.487 
8.274 313 0.453 0.411 0.393 
7.5845 273 0.945 0.938 0.936 
7.5845 278 0.924 0.916 0.912 
7.5845 283 0.897 0.885 0.88 
7.5845 288 0.86 0.844 0.837 
7.5845 293 0.811 0.791 0.782 
7.5845 298 0.748 0.722 0.71 
7.5845 303 0.677 0.645 0.631 
7.5845 308 0.59 0.554 0.537 
7.5845 313 0.494 0.453 0.436 
6.895 273 0.957 0.952 0.95 
6.895 278 0.941 0.935 0.931 
6.895 283 0.92 0.91 0.906 
0 Experimental data by Du Pont De Nemours [Du Pont De Nemours, 1998] 
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Pressure 
(MPa) 
Temperature 
((K) 
End of year 1 End of year 2 End of year 3 
6.895 288 0.89 0.878 0.872 
6.895 293 0.851 0.835 0.827 
6.895 298 0.8 0.779 0.769 
6.895 313 0.537 0.499 0.481 
6.2055 273 0.968 0.964 0.962 
6.2055 278 0.956 0.951 0.948 
6.2055 283 0.939 0.932 0.929 
6.2055 288 0.917 0.907 0.903 
6.2055 293 0.887 0.874 0.868 
6.2055 298 0.846 0.829 0.822 
6.2055 303 0.777 0.753 0.743 
6.2055 308 0.688 0.657 0.643 
6.2055 313 0.583 0.546 0.53 
5.516 273 0.977 0.974 0.973 
5.516 278 0.968 0.964 0.962 
5.516 283 0.956 0.951 0.948 
5.516 288 0.939 0.932 0.929 
5.516 293 0.917 0.907 0.903 
5.516 298 0.886 0.874 0.868 
5.516 303 0.822 0.803 0.794 
5.516 308 0.736 0.709 0.697 
5.516 313 0.631 0.597 0.582 
4.8265 273 0.984 0.982 0.981 
4.8265 278 0.978 0.975 0.974 
4.8265 283 0.969 0.966 0.964 
4.8265 288 0.958 0.953 0.95 
4.8265 293 0.942 0.935 0.932 
4.8265 298 0.92 0.911 0.906 
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Pressure (MPa) Temperature 
(°K) 
End of year 1 End of year 2 End of year 3 
4.8265 303 0.864 0.848 0.842 
4.8265 308 0.788 0.761 0.75 
4.8265 313 0.68 0.65 0.636 
4.137 273 0.989 0.988 0.988 
4.137 278 0.985 0.984 0.983 
4.137 283 0.980 0.977 0.976 
4.137 288 0.972 0.969 0.967 
4.137 293 0.961 0.957 0.955 
4.137 298 0.947 0.941 0.938 
4.137 303 0.900 0.889 0.884 
4.137 308 0.829 0.810 0.802 
4.137 313 0.731 0.704 0.692 
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APPENDIX D: FINITE VOLUME MODELLING OF TIIE 
REVERSE OSMOSIS PROCESS 
An outline of the major concepts and the general procedure of the finite volume 
method is given. Formulation of the discretised form of the RO process model 
equations, incorporating the appropriate boundary conditions, is presented. 
D. 1 INTRODUCTION 
An in depth review of the finite volume method can be found in standard Computational 
Fluid Dynamics text books such as [Versteeg and Malalasekera, 1995; Patankar, 1980]. 
As has been previously introduced, the finite volume solution of a partial differential 
equation is based on sub-dividing the flow domain into control volumes and performing 
an integration of the model equations over each control volume. This procedure ensures / 
that conservation laws are satisfied over the calculation domain. 
A representation of the control volume considered in this analysis is given in figure D. 1, 
in which interfaces have been located midway between main grid points. In the 
presentation that follows, upper case subscripts E, TV, T, B, N and S refer respectively to 
nodes situated east, west, top, bottom, north and south of the nodal variable under study; 
which is referred to by the upper case subscript P. Lower case subscripts refer to the 
control volume face location with respect to the nodal variable. These directions are 
also fixed with respect to the Cartesian co-ordinate system. The superscripts, it, v and w 
indicate the component of momentum under study. The subscripts F and Perm indicate 
feed and permeate channels respectively. These have been omitted when referring to 
velocity components. The superscript S refers to terms in mass fraction relations, and 
when not super-scribed, the coefficients refer to a pressure variable. With regard to the 
flux's sign convention, fluxes leaving a control volume are considered positive. 
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with the pressure nodes stored at the faces of the staggered control volume, the 
calculation of pressure gradients in momentum conservation equations is a direct 
procedure. 
As mentioned in chapter 3, an iterative procedure is required, as the system of equations 
is first indeterminate and second highly non-linear. Therefore in the analysis that 
follows, when establishing the distribution of a certain variable (e. g. concentration), it 
will be assumed that other dependent variable values are given (e. g. velocity, pressure). 
D. 2 FLOW DOMAIN DISCRETISATION 
A 3-D Cartesian grid has been used in the feed channel and a 2-D grid in the permeate 
channel, with uniform spacing along each of the axis directions. Each of the grid cells 
forms a main control volume, at whose centroid lies the scalar variable. Cross-sectional 
representations of the Cartesian grids are shown in figure D. 3, with the axes orientation 
conforming to the ones given in figure 3.2. That is, the feed flows in the positive x- 
direction, and the permeate flows in the positive y-direction. The walls of the feed 
channel are planes, y=0, and y=Wand those of the permeate channel are x=0 and x=L. 
Due to symmetry, integration has been carried over half the feed channel height. 
Referring to figure D. 3-a, an exit plane situated at a distance L, Ar, from the end of the 
membrane area, has been introduced that enables the application of certain boundary 
conditions, such as that of convectional salt transport in the outflow domain. In this 
region -termed the brine channel- filtration ceases and average salt concentration 
remains a constant in the longitudinal direction. 
In the feed channel the boundaries of the calculation domain have been selected in order 
to facilitate the implementation of boundary conditions, without resorting to otherwise 
avoidable interpolations. As an example, the membrane forms the top face for main 
control volumes, so as to allow the known permeation velocity to be implemented. The 
exit plane has been selected at a finite exit length from the actual exit feed and pcrmeatc 
channels. This enables the implementation of the upwind scheme. An imaginary 
entrance length has been deployed to allow a smooth development of lateral velocity. 
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D. 3 FEED CHANNEL 
D. 3.1 General Discretised Form of the X-Momentum Equation 
The x-momentum equation (Table 3.1) can be written as [Patankar, 1980): 
(pu)aJx a1y 
+aJz _ 
aP 
(D. 1) 
at ax ay az ax 
Where JX, Jy and JZ are the combined momentum-convection and momentum-diffusion 
fluxes in the x, y and z directions respectively, calculated at the interfaces of the x- 
velocity component control volume (Figure D. 4): 
au öu all 
Jäx 
, Jy=-µ 
U J==pºvuµßz 
""" Main C. V. 
C23 Velocity C. V. 
Main Grid Point 
-ý u- node 
Figure D. 4 x-velocity control volume 
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The integral form of equation D. 1 for an x-velocity control volume is: 
X+Ax L+Az y+ey t+er c+ 1z Y+ey JJf pudxdydz +ffJ Jxdydzdt 
x: yrýy 
$+a x+dx z+dz f+41 y+dy x+Ax l+81 
Jf JJrdzdxdt +j! 1 Jzdxdydt = Jct'f. r - Pf. e iy4 dt 
9xzryxr 
(D. 2) 
Assuming momentum and viscous diffusion fluxes to be uniform over each of the 
control volume faces, and for time integration that the nodal velocity value at a givcn 
time instant to be uniform throughout the control volume, reduces equation (D. 2) to: 
P(uP-upo)AV+Je 
-Jwu +J' -J; +Jr -Je =(Pf. P-P,. E At 
(D. 3) 
In this integration, the Fully Implicit Scheme has been implemented, which considers 
the variable's value - velocity in the above equation - at time t+dt to prevail over the 
time interval It, t+dt]. The advantages of using this scheme over other time integration 
schemes is that it imposes no limits on the time step to yield stable (and physically 
realistic) results, although the Crank-Nicholson scheme generally yields more accurate 
results2. 
In expression D. 3: 
up,,, up: are the nodal velocity values at times t and t+dt respectively 
p: is the density of the fluid. Pointing out here that fluid density is assumed uniform, as 
has been mentioned in §3.2. 
AV: is the finite cell volume (=dr"dy"d; ) 
S,: is the area over which the pressure applies 
2 The reader is referred to Numerical ! teat Transfer and Fluid Flow; pp 55.59, for further clahor ion [Patankar, 1980] 
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And: 
=+ez y+ey =+dt y+dy 
Jý =ff Jxdydz JW =j JJxdydz 
y 
le 
zy 
L+Az x+AX L+Ay x+82 
Jý =f 
ýJydxdz 
J; =Jj Jydxdz 
L 
1.1 
1t 
is 
y+Ayx+ex y+eyx+ex 
U 
1t 
Il J' =f 
fJ=dxdy Jb° f fJdrdy 
yxyxb 
The influence of a variable on its neighbour is dependent on the magnitudes of the 
convective and diffusive fluxes through the interface adjoining the two variables' 
control volumes. This influence is quantified by a weighting parameter a, *, where 
subscript I denotes the neighbour's location relative to the nodal variable. This 
parameter a, is commonly expressed as the ratio of the difference between the net flux 
through the adjoining control volume face and the convection flux, to the difference 
between the nodal variable value and its neighbour's value. For the x-vclocity 
component these relations have the form [Patankar, 1980; Vcrstecg and hlalalasckera, 
1995]: 
YYY1 J: 
-F, UP =aE UP -uE) 
Jw-FFuu, =au µ, uw -ui) 
Yww J^ - F^ UP = aN UP - UN, 
(D. 4) 
wY J, - F, uP = asY us - ui ) 
wu Jº - F, uu = ar UP - u,. 
MYY Jb - Fb uP = aB u8 - u. 
Where F, " = pV1S,, is the mass flow rate term through face i of the velocity control 
volume, Sl is the face area on which the flux acts, and Vj is the normal velocity 
component through that surface. 
In turn, the weighting factors are calculated by assuming a prcdcfned functional 
dependence on the variable under study between grid points, given as follows: 
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aE =D: AJP"I)+Max( F", 0) 
aW = D, ", AýP,, 'I)+Max(F. , 
0) 
aN = D, ", A4PI)+Max( F", 0) 
as =D, AQP, "I)+Max(F", 0) 
a, ". = D, AQP, " I)+Max( F, ", 0) 
aB = Db A4P,, I)+Max(Fz , 0) 
Here: 
(D. 5) 
D; _ Si is conductance by momentum-diffusion evaluated at interface Sj, Anj is 
r 
grid spacing in a direction normal to that face (e. g. for the east face 4ni is AY), and ptj is 
fluid dynamic viscosity at face i. 
AQP, " I) is an interpolation scheme dependent on the magnitude of the local Pcclet 
F VAn 
number at face 1, P" = r" =Pr D; µ, 
Pointing out that the Peclet number represents the relative magnitudes of flow variable's 
transport by convection to that by diffusion. 
Substituting the finite difference expressions (Equations D. 4) for the relevant fluxes' 
values in equation (D. 3) yields [Patankar, 1980; Versteeg and hialalasckcra, 1995]: 
P\UP -UPn/AV 
+[FM Up +a. 
(up 
-UE)] 
Or 
J; 
-[. up+a, 
(u 
-UP)J+[F1MUp+a; 
(u 
-UT)l-[F; Up+a,,,. 
(ud-uP)J 
J. - 
+ 
[F. 
Up+a 
(UP-UN)I-[F; 
Up+a 
(u 
-u 
)]=(PF. 
P-Pf. 6ls, 
Since the problem is that of pure momentum diffusion in the y-direction: 
(1). 6) 
F8"=F,, =0 
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Finally, collecting similar terms and re-arranging in equation (D. 6), an expression for a 
nodal x-velocity component as a function of its neighbouring velocity variables is 
obtained: 
a up=REIME+a, uw +a ur+a u8+RNUN+a i3+bN+\PF. p-PF. S/"r 
(D. 7) 
The coefficient terms in the above equation are identified as: 
a" =a" +a" +a" +a" +a" +a" +a" +F" -F" +F" -F" P PO EwTBNS, wfb 
aP =Q OV and b" = au u po 
D. 3.2 Implementation of the Boundary Conditions 
Equation (D. 7) is the general algebraic expression describing momentum conservation 
in the x-direction. For control volumes adjacent to the boundaries, modifications to the 
derived equation are required to account for the known fluxes and nodal variables. 
D. 3.2.1 No-Slip Condition at the Membrane and The Channel Walls 
Membrane Surface. Re-stating the integral form of the momentum equation for an x- 
velocity control volume (Equation D. 3): 
PAV+J; 
-Jw+Ju -J; +J; -Jb =(pi. P-p,. a1ýOr 
Adding terms F, "u p to both sides of the above equation; here i denotes any of the 
velocity control volume faces with the exception of the top face: 
pýuP-uPnýAV+(J; 
-F; uP)-(JW-F: 
)+(J-Fu, )-(J, 
-F; ur) 
+J; -(Jb -Fäup)=(PF. P-f'F. E z+ 
(F. 
-I"; "+Fi Jar 
(D. 8) 
Re-iterating here that J, is the combined diffusional and convectional flux through the 
top interface: 
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Pwt ut -µ 
aTZ ul S= 
It follows from the no-slip condition at the membrane surface that u, =0. Also, over a 
distance dz/2 the axial velocity is considered to increase linearly with the distance from 
the membrane, hence: 
ju 0-up S, = 
2µu sz 
Az/2 = dz P= 
Substituting the above relation, together with the finite difference expressions of 
equation (D. 3) into equation (D. 8) to obtain: 
P(up -upo)AV 
+a (up -uE)-a , 
(uw 
-up)+a, 
(up 
-uN)-a; 
(us 
pup) 
Al 
Y 
u. S. - ae 
(ue 
- ur) = 
(PF. 
r - P,. s S, + 
(F. ' - F, + Fii 
) 
(D. 9) 
Re-arranging equation (D. 9), the x-momentum equation for a control volume whose top 
face is confounded with the membrane surface is: 
a; up=aEu +a,, u +RNUN+a u, fa u, +bN'ý'\PF. P-PF. dýs 
(D. JO) 
Where: 
aP= 
P AV+aE+aµ, +a; +aN+a; + 
34 
s, +(F; -F-Fi) 
At AZ 
Here term S, can be viewed as a negative velocity source tern in the top control 
volume. 
Channel Walls. Carrying out an analysis similar to the one presented in the 
previous section for control volumes adjacent to the south wall. Equation (D. 3) then 
applies with: 
as =0and aP =oýnv+a. +aW+aN+a; +aB+e1 S, +(F; -Fw +F"-Fý 
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And for control volumes adjacent to the north wall, in equation (D. 3): 
a', =Oand ap=QtiV+aE+aµ, +as+aT+aB+Q Sy+(F, »-Fw+F"-Fe 
For a control volume adjacent to both the membrane and either of the channel walls, it 
can be shown that the addition of source terms Ar; where i denotes the control 
r 
volume surface that is confounded with the wall/membrane, yields the discrctiscd x- 
momentum equation over that control volume in the expression for paramcterap. 
Clearly, mass fluxes through the relevant solid boundaries are set equal to zero. 
D. 3.2.2 Centre Plane 
From symmetry, momentum and mass transfer across the feed channel centre plane is 
zero. Based on this, an analysis similar to the one conducted in the previous two 
sections shows that for control volumes whose bottom face is confounded with the feed 
channel symmetry plane, equation (D. 3) applies with: 
aB=0 and Fä =0 
D. 3.2.3 Inlet Conditions 
The known velocity profile at the inlet plant reduces equation (D. 3) to: 
aP =1 and b" = u; nkr 
Such that all links, a, 's, to the neighboring velocity variables, together with the fluxes 
through the control volume faces, are set equal to zero. 
D. 3.2.4 Outflow Plane 
At the outflow plane, the influence of downstream (East) neighbour on the nodal 
velocity variable is neglected, that is: AdDx-0. 
In equation (D. 3) the above assumption yields: a, *, =0 
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The finite difference equations at the outlet plane have been derived through a global 
mass balance. 
D. 3.3 General Discretised Form of the Z-Momentum Equation 
Numerical formulation of the z-velocity field is based on the control volunic 
formulation of the z-momentum equation. The analysis employed follows the same 
sequence of operations that have been presented in §D. 3, with the corresponding 
graphical illustrations given in figure D. 5. 
The z-momentum equation is first re-written as: 
a (Pºa') 
+ 
ai. 
+ 
aJ 
y+ aJ= aP (D. 11) 
at ax ay az az 
Here: 
ýx=puw-11 ryµay andJ=pww-µäZ 
Main C. V. 
U3 Velocity CV. 
wd Main Grid Point 
'i` w- nodc 
Figure D. 5 z-velocity control volume 
Appcnd1ccs"24 
Integration of equation (D. 11) then yields: 
P 
(w, 
-w po 
) 
OV 
' . 
%: - ,%W+J, - 
jb +: -j- 
(p", 
- P, 
(D. 12) 
At 
Such that wp,, is nodal value of the z-velocity component at timc t. 
As in §D. 3, fluxes through a control volume face are expressed as a function of the 
difference between neighbouring velocity variables and a weighting factor, as displayed 
by equations (D. 4). The resultant relations are then substituted into equation (D. 12), to 
yield the following algebraic expression for the nodal velocity, wp, as a function of its 
nodal neighbours: 
a wp=REWE+Clw +RTWT+Ra +aNWN+ QSWS+ vw'+'\Pf. P- 
Pf. 
TXt 
(D. 13) 
Where: 
aw= aw +aw +aw +aw +aw +aw +aw +aw +Fw - Fw +Fw Fw +Fw -F* P -Po EWTBNTStwfbwt 
And: 
ww - RPowPo 
aP At 
AV 
With: 
aE =D, Af P, *j)+Max( F; ', 0) 
aW = DH, AQP,, I 
)+ Max(F,, , 0) 
aT = D, AIP, '"I)+Max(F, '", 0) 
a. =Db AIP,, 'I)+Max(FF , 0) 
aN = D A(0) 
as = D; A(0) 
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D. 3.4 Implementation of the Boundary Conditions 
D. 3.4.1 Inlet Conditions 
At the inlet to the calculation domain, flow is one directional -latcral velocity 
component is equal to zero- therefore: 
ap=1, bW=0 
Where all links to neighbors as well as fluxes through the control volume under study 
are set equal to zero. 
D. 3.4.2 Trans-Membrane Velocity 
This is the permeation velocity through the membrane as given by equation (3.1). 
Pressure difference across the membrane has been taken to be equal to the difference 
between feed pressure at the bottom main grid point and permeate pressure at the top 
main grid point, with respect to the z-velocity component node. 
Re-writing water mass flux in (kg/m2"sec) as: 
KwMw «PF, 
s - Pp,, m. r)-n(mM)+n(m,, 7. 
)j 
And salt mass flux in (kg/m2"sec) as: 
Ksp(mM-mpe.,,, T) 
Therefore in equation (D. 13): 
aP =1 
And: 
bw ={KwMw [(PF, s -Pre. n. r)-II(m, N 
)+ 11 (m, 
,, 
)]+KsP(mA, 
-::: . T 
)V p 
(n. 14) 
Where all links to neighboring velocity variables, as well as fluxes through the control 
volume are set equal to zero. 
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D. 3.4.3 Exit Region, Top Plane 
In the exit region (imaginary), lateral velocity component through the top wall is zero, 
therefore: 
aP =1 andb"' =0 
Also, all links to neighboring velocity variables as well as fluxes through the control 
volume faces are set equal to zero. 
D. 3.4.4 Centre plane 
At the centre of the feed channel, symmetry condition means that the lateral velocity 
component is zero, hence: 
aP=0, bW=0 
D. 3.4.5 No-slip condition at the South Wall 
Assuming a linear variation of the lateral velocity component over a distance dy/2 from 
the wall, equation (D. 13) reduces to: 
apwp=aEWE+awww+a w+a vr+a w, +b"'+(PF. 
p'PFrýSý 
Where 
aP=o ov+a'+aW+aN+aT+a'+oM-S +(F, *-Fw +F, '"-Fý 
D. 3.4.6 No-slip condition at th c North Wall 
At the north wall, equation (D. 13) holds with a, =0 and SP = . 
III 
Sr 
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D. 3.4.7 Outflow Plane 
For nodal velocities lying at the exit plane from the flow domain, flow through the cast 
interface is assumed to take place by convection only. With viscous diffusion rcducing 
to zero: rev/ax =0, equation (D. 13) then holds with: aE =0 
As mentioned earlier, mass flux through the east plane, F, "', is calculated by forcing the 
continuity of mass condition over the z-velocity control volume that is confounded with 
the exit scalar plane: 
Fw=Fw-Fw+Fw swtb 
D. 3.5 Velocity Correction Equation 
Since the pressure field is unknown, and density is not dependent on pressure, the 
substitution of an arbitrarily chosen pressure field; PF*, will in genoral not yield a 
continuity equation satisfying velocity field. The correct pressure; PF, that would result 
in a continuity satisfying velocity field can be expressed as [Patankar, 1980; Versteeg 
and Malalasekera, 1995]: 
PF = PF + PF 
Where PF' is a pressure correction term 
Denoting, u*, w' as velocity components that are obtained from the solution of the 
momentum equations by substituting for pressure field PF': 
aPu = aý u; + \PF. P - 
PF. 
E /'ý 
ýD. I S"f7ý 
apw. =I a! w, +(PF. P -PF. Týt (D. 15-b) 
Here I denotes a neighbor's location. 
Expressing each of the continuity satisfying velocity components as the sum of the 
aforementioned velocity value and a velocity correction term [Patankar, 1980]: 
u=u'+u' (1). 16"u) 
Appcndiccs"28 
w=w'+w' (D. 16"b) 
Where u' and w' are velocity correction terms. 
Substituting expressions (D. 16-a & -b) for the correct velocities and pressures in the 
momentum equations (D. 3 & D. 13) and subtracting the result from equations (D. 15-a & 
-b) gives: 
apup = a"up+(PF, P -PF, E x 
Rpw. - ,aw, 
+(PF, 
P-PF. T/'z 
Dropping the neighboring velocity terms in the above relations gives the velocity 
correction in terms of the pressure correction: 
UP = PF. P - 
PF. 
E 
)i 
(D. 17 a) 
WP = \PF, P - 
PF, 
N'z (D. 17. b) 
Where dz = 
Sw 
and d2 = 
Qp Qp 
This will not affect the final velocity value but results in an exaggeration of the pressure 
correction term [Patankar, 1980]. 
The discretised form of the continuity equation is derived from a finite volume analysis 
about a scalar grid point. Re-stating the differential form of the continuity equation in 
the feed channel: 
Tx (pu)+ä (pw)=0 
Performing the contour integral of the above relation over a scalar control volumO 
gives: 
P [u, - u». 1s +p 1w, - W, 
J, =0 (D. 18) 
3 Since associated with a scalar variable. 
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Substituting expressions (D. 16-a &-b) for the correct velocity terms in the continuity 
equation (D. 18), then replacing the velocity correction terms by the equivalent pressure 
expressions (D. 17-a &-b). Re-arranging the resultant equation to derive an expression 
for the nodal pressure correction term as a function of the neighboring pressure 
correction terms: 
aF, PPF, p =aF, EPF, E 
+aF, 
WPF, W 
+aFTPF, 
T 
+a., 
BPF, B 
+bF 0'19) 
Where: 
aF. s = PdeSx 
äF, 
W = pd. SZ 
aFT = Pd, S= 
aF. 
B = PdASL 
aF, P = aF. E +aF, W +aF +aF. B 
bF =p[ue-u; PX+P[w, -wb P, 
VF is the left hand side of the continuity equation (D. 18). It represents a mass sourcc 
term within the control volume and reduces to zero when the velocity field. V.. satisfies 
continuity. 
Summarising the above steps, for a given velocity field, equation (D. 19) establishes a 
pressure correction field that would yield a continuity satisfying velocity field when 
substituted into equations (D. 17-a & -b). Since the effect of the neighboring velocity 
correction terms has been dropped out from the velocity correction tcrm, the result is an 
over-exaggeration of the pressure correction term. Nevertheless, this bears no influence 
on the final velocity value as this is defined when the mass source term coefficient VF 
in equation (D. 19) is zero. 
D. 3.6 Implementation of the Boundary Conditions 
In the following discussion, it should be stressed that pressure correction applies at the 
main grid points; i. e. centroids of scalar control volumes, at which scalar variables arc 
stored. Velocity correction, on the other hand, applies at the interface of two adjoining 
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control volumes, and as displayed by equations (D. 17-a & -b) it is dependent on the 
difference between their nodal pressure corrections. 
D. 3.6.1 Inflow Boundary 
At the inlet to the calculation domain, velocity profile is known, hence the continuity 
equation is satisfied over control volumes whose centroids lie at the inlet plane. 
Pressure correction is therefore zero: 
a .p =1 and b,, =0 
Such that all other parameters in equation (D. 19) are zeros. 
D. 3.6.2 Outlet Plane 
At the outlet plane, pressure is specified and the continuity equation is considered to be 
satisfied over control volumes whose centroids are aligned with that plane, hence: 
aF. p =1 and bF. =0 
D. 3.6.3 Centre Plane 
The condition of symmetry implies that for a control volume whose top face is aligned 
with the feed channel centre plane, pressure correction should equal its top neighbor's 
value, therefore: 
aF. P -1, a1. T =-1 ßb1 =0 
Where all other weighting factors in equation (D. 19) are zeros. 
In turn, pressure correction at a nodal variable top of the symmetry plane is expressed 
by equation (D. 19) with the link to its bottom neighbor suppressed, and the velocity 
through the bottom interface is zero. 
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D. 3.6.4 Membrane Boundary and Top Plane In the Brine Channel 
Pressure correction at the centroid of a control volume whose top face borders the 
membrane is still depicted by equation (D. 19), but the nodal lateral velocity corrcction 
term through the membrane has been taken equal to zero. 
D. 3.7 Determination of the Pressure Field 
The above steps are sufficient to determine a continuity satisfying velocity field. 
However, in this problem the exact pressure value is required in order to determine the 
salt and water fluxes through the membrane. As has been mentioned in the previous 
section, the pressure correction term is exaggerated. Therefore the addition of the 
pressure correction term to pressure field PF will not yield the actual pressure field. An 
equation employing the correct velocity terms is thus required to calculate the correct 
pressure. 
An exact form of the momentum equation4 is used to determine the pressure field 
[Patankar, 1980]. Momentum equations can be written as: 
Ya, "u 
J +b" UP + (PF. P - PF. E /s. uP + 
(PF. 
P - 
PF. 
E 
(D. 20-a) 
aP 
Ya, w +b" 1,1 
fl s 
(0.20"b) N'p -aw+ 
(PF. 
r ' P, )ci, = op + 
(PF. 
r - P, 
P 
Where d, = S, la p such that V, is the velocity component normal to face i. 
The first term on the right hand side of the above relation is called the pseudo-velocity. 
It includes the convectional and diffusional contributions from neighboring variables as 
well as the effect of inertia on the nodal velocity value. 
Substituting expressions (D. 20-a & -b) for the velocity components in the discretised 
form of the continuity equation gives: 
The exact form implies that the velocity field used satisfies the continuity equation. 
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`uP 
+ 
(PF, 
P - 
PF, 
E 
Px IaP 
+ 
(PF, 
P - 
PF, 
E 
Px 
, 
Sx 
u, U. 
+ 
LWP+(PF, 
P-PF, T/"tý LwP+\PF, P-PF, TýltSt -O 
Wo % 
Collecting similar terms, an expression for the nodal pressure in terms of the 
neighboring grid pressure points is obtained: 
aF, PPF, P = aF, PPF, E + aF, W 
PF, 
W 
+ aF, T 
PF, 
T + aF, BPF, B 
+bF ýD. 21 
With: 
aF. E = PdeSs 
aF, W = Pd. S, 
aF. T = Pd, S: 
aF, B = PdbS= 
aF, P = aF, E 
+ aF, W 
+ aF, T 
+ aF, B 
Iýv b -wt)S ] 
bF = P[(a -üe)s +( 
D. 3.8 Implementation of the Boundary Conditions 
D. 3.8.1 Inflow Boundary 
Since the inlet velocity is known, it is substituted directly into the continuity equation 
expression: 
P 
LLaP 
+ \PF, P - 
PF. 
E 
P. I- 
ui. ki /" x 
+P (1"'P + (PF, P - PF. r 
Ps I- [tiVP + (PF. P - PFr 
Pk )Se 
=0 
Re-arranging the above equation, the finite difference expression for the nodal pressure 
is: 
aF, FPF, p = aF, EPF. E +aF, TPF, T +aF, BPF, B +bF 
Where: 
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aF, P = aF, E 
+aF, 
T+aF, B 
bF=P(uinºet-ue) x+P( b-Wt/"Z 
D. 3.8.2 Outlet Plane 
At the exit from the calculation domain brine pressure is specified, therefore: 
aF. P =1 and bF = Pb 
Where all links to neighboring pressure variables, aj j, are set equal to zero. 
D. 3.8.3 Symmetry Condition A cross Centre Plane 
For control volumes whose bottom plane is confounded with the centre plane, equation 
(D. 21) holds such that. 
aFB=O and wb=0 
For control volumes whose top surface is confounded with the feed channel ccntrc 
plane, equation (D. 21) applies with: 
aF, P=I, RF, T=-1, bF=O 
Such that all other links to neighbours together with the pseudo velocity values arc set 
equal to zero. 
D. 3.8.4 Membrane Boundary 
Re-writing the discretised form of the continuity equation: 
[a, An +(PF, r -PF, ef*eyz -[a +(PF, w -PF., 
1WJs, 
r 
+w, S, -[wb+(P8 -PP)Ie1St =U 
(D. 22) 
Mass flux through the membrane is dependent on the local pressure difference. 
Substituting for the expression of the velocity component through the membrane 
(Equation D. 14) into the above equation: 
Appcndiccs"34 
PueSx +P(PF, P -PF, E/"eSx -PuwAyz P(PF, W - 
PF, 
P)IWSX 
+ {KW MW {(PFP - 
PPerm, 
T) 
fl (mm )+ n (mPmn, 
r 
)]+ KS p 
(rn 
y 
-PwbSz -P(P,. B -Pf, P)4SZ =0 
Re-arranging the above equation and collecting similar pressure terms: 
aF, PPF, P = aF. EPFE 
+ aFW PF, W + aF, BPFB + bF 
Where: 
bF =(aw-ae,, Jsx+wbsz+Sc 
Sc = {KW MW 
[PP. 
r +n 
(mM)- n (mr. r)VP + Ks 
(mr. 
r - mM 
)}s 
aF. P = aF, E 
+aF, 
W 
+aF, 
B 
+ Sp 
Sp = KWMWA., Y/p 
This is the finite difference form of the exact pressure equation for a main control 
volume whose top face is aligned with the membrane. Parameters Sp and Sc can be 
viewed as pressure source terms within the control volume under study. Weighting 
factors, aFE, aFwand aFB are as given in equation (D. 21). 
Determinations of the permeate pressure, PPe,,,,, T and concentration, mPC,,, I. T, are 
presented in sections §D. 4.4 and §D. 4.5 respectively. 
D. 3.8.5 Top Boundary, Brine Channel 
In the brine channel, lateral velocity component through the top face is zero: w, =0 
Substituting for the top velocity component value into the discretiscd form of the 
continuity equation (D. 18), equation (D. 21) then describes the dependence of the nodal 
pressure in the control volume considered on its neighbours with: 
aT =O and w, =o 
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D. 3.9 The Discretised Form of the Salt Continuity Equation in (lie 
Feed Channel 
Re-writing the salt material balance (in table 3.1), as: 
a(Pm, ) +aJ-x +ajy +a - at ax ayaz 
Here Jx, Jy and JZ denote net salt fluxes in the x-, y- and z-directions respectively: 
am,, 
Jx = pumF - Dsw p ax 
ämF 
J= = pwmF - Dsw p5 
z 
Total salt flux in the y direction is due to diffusion alone, hence: 
Jy --DswP 
ömF 
DY 
(D. 23) 
The value of the diffusion coefficient, Dsw, is assumed to be uniform throughout the 
control volume under study, and is evaluated at control volume nodal concentration. 
Integrating equation (D. 23), while using the Fully Implicit Scheme for time integration 
gives: 
z+ez y+ey z+4z x+eM y+dy x+QM 
p(mF, P -mF. PO 
)AV +At ff Jxdydz+At f 5Jydxdz+At f JJs drdy =0 
zyzxyx 
Where mF. P is the nodal salt concentration value at initial time t. 
Defining J, here as the net salt flow rate through face i (i=[e, wn, s, t, b]), at time t+dt. 
J; is evaluated by assuming uniform flux distribution over a control volume fact. As 
an example J: is: 
J, =f Jxdydz 
A# 
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Substituting the aforementioned fluxes, salt material balance equation (equation D. 23) 
in discretised form reduces to: 
P(mF'P -mF, P°) dV +J. -JW +J, -Jb +J. -J, =0 (D. 24) At 
Again the influence of a variable on its neighbor can be expressed through a weighting 
factor, which relates the difference between the neighbors' values to the difference 
between the magnitudes of total and convection fluxes through the adjoining interface 
of the neighbors control volumes. This dependence for salt mass fraction has the 
generic form: 
SS 
=n-as Ji - F, mF, P p, / mF, P - mF, / 
Where: 
Jis , FFsmFP : are respectively the net and convection salt fluxes through face i 
I: denotes the location of the scalar neighbor relative to the nodal variable 
n =-1 for I=[E, T, NJ and n=1 otherwise 
Weighting factors aF, l are given by: 
aE = Ds Af PSI)+Max( FS, O) 
aW 
aT 
aB 
= DWA4P,, I 
)+ Max(F,, , 0) 
= Ds AQPSI)+Max( FS, O) 
= Db A4Pbs 
)+Max(FF 
, 0) 
aN =DsA(0) 
as =D; A(0) 
(D. 25) 
Here D is a conductance parameter evaluated by D, = 
PDS"' S, at the interface of the An, 
scalar control volume. As in §D. 3.1, A4P, SI) is an interpolation scheme. 
In order to employ the expression of the weighting factor (equation D. 25), the 
discretised form of the continuity equation is multiplied by the nodal mass fraction 
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value, mFp. The resultant equation is subtracted from the finite difference form of the 
salt transport equation (D. 24) [Patankar, 1980; Versteeg and Malalasckcra, 19951, 
giving: 
(POV mF, P - mF, Po) Or -F 
ýJ s mF, rF 
sý ý- (Js 
W- mF. rF 
+(Jt -mF, PFJJ)-(Jb -mF. PFs)+J. -J; =0 
(D. 26) 
Taking into consideration in the feed channel that fluxes FS and Fs are equal to zero, 
therefore: 
S-Sl Js 
-QF. N MFP-mF. N/ 
And: 
S=S 
aF 
l J, 
,S 
mF, S - mF, P 
) 
Re-arranging equation (D. 26), the finite volume formulation of salt mass transport 
equation in the feed channel is given by: 
aF. PmF. P -aF. PmF. E 
+aF. 
WmF. W 
+aF. 
TMF. T 
+QF. S7ý3p. B 
+RF. 
N/IiF. N 
fQFý111F3 fi)F 
(D. 27) 
Where 
aF, P = as, E 
+aF, 
W 
+aF, 
N 
+ aF, S +aF, 8 
+aF, T +aF, Po 
as -p aF. P,, er ev 
S_S bf 
- aPo F, Pa 
D. 3.9.1 Implementation of the Boundary Conditions 
D. 3.9.2 Membrane Boundary 
Equation (3.2) is written in finite difference form; with salt concentration variation 
considered linear over a distance dz/2 from the membrane wall: 
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Dsw pm dz / 2F. 
P 
-2 w, PmM - Ks p (mM - mrý, ý. r 
1 
And re-arranging to express salt concentration at the feed side of the membrane surface, 
mM, as a function of nodal concentrations in the feed and permeate channels: 
mM = 
[2D5 
+Ks -w, 
Z 
Or: 
mM = z, mre,,,, + z2m, 
Such that: 
z, = KS 
2 D5 
+ KS - wr and z2 =22 
Ds"' 
+ KS - w, 
Where w, is the permeation velocity through the membrane. 
(D. 28) 
The net salt flux through the top interface; Js, is the salt leakage flux through the 
membrane as given by equation (2.2): 
. 1ýS -- Ks p mM -mPerm, r 
): 
Expressing it as a function of nodal variables mre. ºnr and mF p: 
S ý(ý 
'ýF, t = 
KSP (zl -1)mPerm, T 
+z2mF, 
PYz 
Substituting the above expression for J; in equation (D. 26) and rc-arranging: 
RF. PMFP. P -RF. EMF. E -FRFWmFµ, +RF. NmF. N 
+a 
. S171F. S 
+Rf. 
e111f. 1 +l1f 
Where: 
KsmPC, 
P. T 
+ 
2Dw )nFJI] 
(D. 29) 
aFp=aFE-ýOFµ, -I-üFN-FRF, S-ýRFB-FRFPo-FS f'KSP. -2Sc 
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The last two terms on the right-hand side of the above equation act as a source term 
proportional to the concentration in the top control volume: 
bf = aF. runtF. r - Ksp(z, -1)rºtr.. ýrSt and 
Fs = piv S, 
D. 3.9.3 Inflow Boundary 
Inlet fccd concentration is known and is taken to he uniform over the inlet plane: 
f, 
ý =1 and Gf = mfjk, 
Pointing out that all links to ncighbors as wcll as fluxes in equation (D. 27) are set equal 
to zcro. 
I). 3.9.4 Exit Boundary 
At the exit plane salt transport is considered to take place by con cctian only, that is: 
(n: F1dr=0 
There is therefore a one-way influence of upstream neighbors on downstream ones. 
Equation (D. 27) then applies with: a f,, =0 
Depcndcncc on other neighbors is taken into consideration due to the effect of lateral 
diffusional currents towards the channel centre. which tend to make the concentration 
profile progressively more uniform. 
D. 3.9.5 Centre Plane 
Diffusional and convectional salt fluxes ccasc through the centre plane due to 
symmetry, hence for a nodal concentration lying at the centre of it control Volume 
whose bottom plane is aligned with the teed channel centre plane. the link to the ho tom 
neighbor in equation (D. 27) is zero: its u0 
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I). 4 PERMEATE CIIANNEL 
In what follows, an analytical sequence similar to the one used earlier in deriving the 
discrctiscd equations describing velocity, concentration and pressure distribution in the 
feed channel is employed. 
I). 4.1 The Discretised Forin of the Y-Ni )mcntum I quation 
Rcfcrring to the staggcrcd grid of figure (D. 3-c), the y-momcntum equation Is dcrivcd 
by calculating the contour integral of the rclcvant PDP ovcr the control volume and 
using the Fully Implicit scheme for time marching: 
(v, - yr. o 
)hýSý 
(A30) 
At 
Pointing out that the symmctry condition J, = -J; has tkcn imricnicntcd in the ntx ve 
relation. 
Subtracting vpP' terms from both sides of equation (D. 30), ººhcrc F, ` = pvýhr4r and 
i=(e wn sj: 
yr+ýýhý, S + (J, - v, F, `)- 
(J 
- v, Fý 
)+ (J: 
- vpF 
) 
dt 
- 
ýl; 
- v, F, ')a 
(Pn,,. 
t vPF, ` + 1-P F. - º', F, + t'r 
rn. )! ) 
Expressing the flux differential tetm, (i in the ahovc relation as n function of 
the finite difference between the neighbouring velocity variables And a weighting 
coefficient; while noting that J; anal J%'r are pure viacoua. diffusion fluxes 
(f; ' = FM =0), gives: 
Pwr hrSj +uý(vr a' (v. -to dt 
-uJ(vs -vr) 
(fr... 
i -! h",, 
) tr+2J, - vr +vrF; ' 
(D. 32) 
J,; is the combincdl cOnvcctIVC and dliffutivc flux through the hcºttoni mmfncc: 
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Iv 
ý" = n'pºti. -ý1 a V 
Momentum transfer through the bottonVtop membrane surface I icro. This follows 
from the no-slip condition of velocity conilmcnt. t.,, at the membrane wallt. 
Lincarising the viscous diffusion terra: 
[0 
hp 12. r 
Substituting the abovc expression into (D. 32) und rc-am. to cxprc s the nodal 
vclocity as a function of its ncighbour : 
(1 V1. = n9v, +awv,, +aNvN +a; v +b` +(I,,,,,,, -1', ý,,, 
)icir 
(D. 23) 
Wherc: 
a;, ==a,,,, +aa+aw, +ai+a" +Ff -Fs+Sp 
Sp = 
l! St 
r 
nr =E /r S PO 
br = ai,, v 
And: 
(I; = D, A(0) 
nW = I) A(O) 
aN A. - AQP... +, uul( F. '. O) 
D: A 
Velocities at the south and north faces that are uacd to dktcnnine comcctlon icrms 
F, ` anti F are calculated by linear intcrpt I tion hctaccn tlhc ýtorctt ýclýkity nodcx; 
V1 a 
(VP f V1 
V2 
and 1'. R 
(v, + 1'ßy V: 
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Tiic above interpolation at the velocity control volume intcr(acc% migiºt rni"r the 
qucstion of whether such an assumption would violate fluid continuity. since the utxºvc 
expressions apparently do not include tcnns that would account for permeation through 
the membrane. However one should realise that a source term is included in the 
continuity equation (Table 3.1) which is used to derive the prc. rturc lieb!. I'rc.. ure 
gradients in turn are implemented into the ymomcntunr equation and would indirectly 
account for velocity Increase. 
I). 4.2 Impicmcntation of the Boundary COnditiafs 
». 4.2.1 Velocity at the Scaled End 
%',, =0 thcn a;, =1, G` =0 
Such that the prcssurc gradient term. all links to neigtthours and intcrf. 3cc fluxes are Act 
equal to zero. 
I). 4.2.2 No-Sill) Condition at th e Channel Scaled I. dgrs 
For control volumes adjacent to the ca%t scaled end of the permeate channel: 
Ffr 0 
Linearising the viscous diffusion term and implcmcnting the no-%lip condition at the 
eist face: 
!; A-! t 
H 
h, 14y a -! t, 
tot 1', 4V ` 
211 
rp"P AY 
Substituting the Above expression (or J; in tlºe integral run of the )°'ts ttnntum 
equation (D. 32), then using the finite di(ferriwc exrrc-. %ion* to dcti%e ttºe finite control 
volume relation: 
aºvp u ý1wº. w +tý; (ºýk +usºýt +1. ' +(I,, 
)If+ýlr 
I Icre: 
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a =a,, +a; +a -F, '+F; +Sp 
Sp = 
411 
With all othcr tcnns in cquation (D. 33) as originally dcfincd. 
A similar analysis applics to the mcst end of the Ixrmcatc channcl, rcauiting in the 
following finite diffcrcncc cquation: 
avv pp 
Whcrc: 
a, -a9+as+aN-F; +F, +Sp 
Sp = 
211" 
h.. Av+ 
ill' 
Ss 
QC hp, 
Note that aw =0 in the above relation 
D. 413 Exit from the Culculut ton 1)omutn 
With reference to figure (A.:. c), the autkt Phone Of the c3kutatian th"Imin for tile 
permeate velocity variable is placed at n finite diutancc dou n%treant or the nrcttttºrrnc 
north end, where pemication through the top/b'ntom tare cexacs. Continuity ref 1114%* 
over the relevant control volumes then gives: 
Aha -Mo 
That is the velocity through the nonh face it the nc lal %cli ity uJ *s;,. mo t) in cgiuation 
(D. 33). 
D-4.1 Velocity/Pressure Correction 
The diacreticdl form of the ytºujrnentum egquttiatº it rr-mittoº at! 
(SpY RIa, `ý'1+ý1`p, p"1`h4mN)srsAt (104) 
t? xprrxting the continuity. Uti--fyin1 %cl(kity Iicht. v. at. 
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t, sv"fV' 
v bring the vclocity conrcction tcrm. 
(I)ii) 
The abovc cxprcssion (D. 35) i` substituted for ttic Comos chkity rant lilt() ttºe °. 
momentum equation and the resultant rthtlon Is xuhtr ctcd frtiatn equation (». 34): 
av* 's", + - = 7, air (1), 36) 
Where 11,,, 
E 
is the pressure cnrncctinn fief! that whoula he l, lNl t tncuturr fief! 1" 
tu yicbi a continuity-satisfying velocity ficla: 
jr... =/, i.. fJn. 
And l =(W F. SNj 
(D. 37) 
Dropping the first term of equation (D. 36). tlhcn comiwins cr(uationt (! ).: ("#) undd 
(D. 37), gives the velocity correction tcnn a: 
(/PON., - I)' ýº )' (1), 3S) 
With: cl =At `hp a' 
Re-writing equation (D. 35): 
t, t ýýt + if 
lY++ý, 
l ! 
Ph+w 
M 
ýýR 
Applying the continuity equation stkvut a cattr ctntrot %alunrw. 41k1 u%ing tte AºKa%iC 
czprrsaion to t1C Crit+C the intctfscc rdI itic;: 
nllº', 'f'w... r'1"r., ".. ý1iýý'tº'. týý'r.. w., º "ý'rlýlitlýý,: ý";. 1'" 
ttc"arr4nging the *hove cIluMtion. Inv%lutr riurwit t (41 in l 1w IVnrºc*tc ch4ntnd1 4 
then dr*cfiltj by the folio" ing tddAtioll. 
'ice, 
, 
t'h,. 
r,, 14 týh*», 4l'Jbae. 7ý` 'ý rtir.. º, i, 
ý. 
++º. f 
s ý'iti". 
ý 
(I)JO) 
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Such that: 
+ (Z ,, _ 
ý+ Sc 
Sc=2p 
, S1 
Rccall hcrc that %-# is the pcnncation eltxity thrcwgh the ttwrnbt nc. 
D. 4.4 Implementation of time Boundary Comiclitions 
South Wulf 
Velocity is known, therefore velocity cocuction tcnits aric %ct dual tt+: cm. 
Outlet Boundary: At the outlet from the calculation tltatt4in. rrtttu. *tc prwitr it 
specified. hence: P'=0 
In the permeate cullectIon tute: The caicul tion ih nu<in c tcn%tt is finite dill wc 
downstream of the nunthranc north cnd as . htnnn in tigutc (, If Ntsi: t, ttic 
filtration proccsx ccasc. s. ! lcni: c for cattro) % unmc lying d nWr utt of ttºc 
nncmbranc cnd. cquation (1). 39) holds N ith is Tcto fni.. % woutcc IcnnNw S () 
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P 
lvw 
+ (Ppmw r- Pr,. ý 
)dw 
!f- lvs 
+ 
(PpS 
- 
PPerw, 
P 
ýt lhxhP 
=2"[KsP(mM -mr.... r)+KwMw(PFs -PPI.. r-nk,, 
) 
-n(mre, n. rez 
Expressing the nodal pressure; Ppe,,,,, P, as a function of pressure values at the 
neighbouring nodes: 
aPrrw. 
P 
PPrýw 
P=a, « N 
PPsný 
N+ aPrrw S 
PPrný 
S+ 
bPrrý 
Where: 
aPenm, 
P =aPem. N 
+al,,. 
S 
+SP 
aPnw. N = 
p. Arhp 
a,., = pd. 4xh, 
Sp = 2KwMwSs 
br,,,,,, r =p 
((. - v. ) + Sc 
Sc=2[Ksp(mw -m,,,., 
)+KWMW(PFS 
-n(mu)-n(mp,,,, P))J Z 
=2 (pwý + Kw, At w PP., r 
)S: 
(D. 42) 
The effect of introducing term Kw&fwPpe,,, ý in the above expression for Sc is to reduce 
changes in the variable after each iteration in the numerical solution, this procedure is 
termed under-relaxation and (see Patankar [1980], pp67-68). 
D. 4.6 Implementation of the Boundary Conditions 
D. 4.6.1 South Wall 
Velocity at the south wall is zero: v, =0 
From equation (D. 40) this gives: ap,,,,,, s=0 in equation (D. 41) 
D. 4.6.2 Outlet Boundary 
Pressure at the outlet from the calculation domain has been taken to be atmospheric, 
therefore: 
a,,, _, =I and 
b,,,,,, =pm 
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D. 4.6.3 Outflow Domain 
The exit domain is identified as the flow region directly downstream of the membrane 
north end where no filtration takes place. For control volumes lying in that domain, 
equation (D. 41) holds with: 
W, =O, Sp=o, Sc=O 
D. 4.7 The Discretised Form of the Salt Continuity Equation in the 
Permeate Channel 
Applying a salt material balance over a scalar control volume of height hp and sides Ax 
and Ay gives: 
P(mPe. m, P -mPenn. P) hPdxd +Js -JS +JS -JS +Js -JS =0 At x Perm, e Penn, w Perni, t Permb Perm n Permr 
(D. 43) 
From symmetry: 
SSSS 
6 '1 Perm t= -', Perm 6 
and Fs = -Fs 
Fluid Continuity in the permeate channel has the following finite difference form: 
SSSS FPerm, 
n - 
FPerms + FPerm, 
t - 
FPermb =0 (D. 44) 
Multiplying fluid continuity equation (D. 43) by mpe,,,,, p and subtracting from equation 
(D. 42): 
P(mperm, P -mPnm, P. 
) 
h dxdy +(JS -m Fps,,,,,, 
) 
-(JS mPerFps,,,,,,, 
) 
at P Perm, e Perm, P Perm, w m, P 
+ 
`', Pam, n - 
mPerm, PFPenn, n /- \', Penn,, - 
mPenn, PFPerm, s J2. 
(JPenn,, 
- mPerm, PFPerm,, 
) 
(D. 45) 
To avoid the employment of lateral velocity components, fluxes through the top and 
bottom faces - which are membrane surfaces - are treated as known mass source terms 
within the control volume. 
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Re-iterating here that Jp,,,,,, (kg/sec) is the net salt flow rate through the top interface; 
which is the salt leakage flow rate through the membrane as given by equation (D. 28). 
Although the salt concentration is not uniform throughout the control volume in the 
permeate channel, it can be assumed equal to main node concentration mpe1.,, t, p without 
contradicting the physics of the process, while the accuracy could be increased by 
reducing the dimensions of the control volume (see [Patankar, 1980]). Re-stating 
equation (D. 28): 
S r( 
'ýPerm, t = 
KS P L\zl -1)Pum, P + z2 mF, P xy 
Substituting for the above flux expression in equation (D. 44), then expressing flux 
difference terms by the relevant finite difference expressions of neighbouring variables 
and weighting factors, then re-arranging to yield the general algebraic equation 
describing salt distribution in the permeate channel: 
aPerm. PmPermP -aPerm, EmPerm, E 
+aPem, 
WmPerm, W 
+a 
Perm, NmPeim, N 
+aPerm, 
SMPerm, S 
+°Perm 
(D. 46) 
Here: 
aPerm, P - aPermS + aPerm, E + aPermW 
+ aPerm's + aPerm, N - 
SP 
s=P aperm, Po 
At 
'"Yýp 
Sp =2 
[Ksp(z, 
-1)4xdy - FP., 
b=as s 
rm, Po 
mPerm, Po 
+ SC 
Sc = 2Ks pz2mF, Pdxdy 
In the above Sp term, mass flow rate through the top surface is: 
Fe.,, = pw Ax4y 
Where wt is lateral feed velocity component at the membrane surface, evaluated at the 
centre of the top control volume face, of the permeate channel grid. 
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D. 4.8 Implementation of the Boundary Conditions 
D. 4.8.1 Wall Boundaries 
At the south end of the permeate channel (y=0), fluxes through the solid boundary are 
zeros: JPY,,,, ,=0 and 
FPS,,,,, =0 
Therefore equation (D. 45) applies with asS=0 Perm, 
Similarly, for control volumes bordering the west end of the channel: QPew w =0 in 
equation (D. 45). 
And for control volumes bordering the east end of the channel: aPe,  E=0 
D. 4.8.2 Outlet Boundary 
Referring to figure (D. 2-c), the outlet calculation plane for concentration variables has 
been selected as the first scalar grid plane downstream of the membrane north end. The 
condition of pure convectional salt transport through that plane could be assumed: 
9mPerm/dy=O 
The associated north neighbour therefore has no influence on nodal concentrations lying 
directly upstream. Hence in equation (D. 45): 
S 
aPerm, N - 
Also, since these control volumes lie outside the filtration area, salt and water fluxes 
through the top and bottom faces are zero. It follows that: 
Sc=O and Sp=O 
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D. 5 IMPLEMENTATION DETAILS 
D. 5.1 Interpolation Scheme, A(PjO 
Interpolation at the interface of the control volumes should be representative of the 
variables spatial distribution. The latter can be predicted by the value of the local Peclet 
number at control volume interfaces. Large Peclet numbers indicate that transport by 
convection dominates over transport by diffusion, and upstream values dominate the 
downstream ones. At lower Peclet numbers diffusion currents become more prominent. 
This situation certainly depends on the spacing between nodal points; as displayed by 
the Peclet number expression, such that diffusion effects become more prominent as 
spacing decreases [Patankar, 1980]. 
In the feed channel, in the lateral velocity direction, steep concentration gradients are 
expected next to the membrane surface due to salt rejection, and diffusion is more 
prominent. Also, the fluid is usually injected at low velocities, and therefore neglecting 
diffusion currents might not at this stage be justifiable. In the permeate channel on the 
other hand, relatively lower concentration gradients are expected and fluid transport is 
mainly by convection. 
Due to the diverse nature of this problem, the Power law has been employed as the 
interpolation schemes. This scheme incorporates changes in the neighbours' influence 
according to the local Peclet number. 
A(P)=Max[O, (1-0.1P)s J 
Note that the above Peclet number incorporates the direction of the nodal variable 
relative to its neighbour through its sign. 
s The description of this scheme and a comparison with other interpolation schemes can be found in 
[Patankar, 1980] 
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D. 5.2 Determination of Convection Terms at the Interfaces of Velocity 
Control Volumes 
At the interfaces of the scalar control volumes, velocity is calculated using the relevant 
Navier-Stokes equation. At the interfaces of the velocity control volume, for the 
exception of the outlet boundaries, velocities are calculated using linear interpolation. 
D. 5.3 Determination of Interface Diffusion Coefficients 
Step-wise variation in momentum and molecular diffusion has been assumed over the 
main control volume and is evaluated at the stored nodal concentration value. This 
approximation is based on preserving the continuity of the interface flux [Versteeg and 
Malalasekera, 1995]. For a control volume face that is adjacent to two main control 
volumes 1&2: 
Pint 
erfucre _ 
2µ14u2 
µ, +µ2 
And for a plane that is adjacent to four control volumes (e. g. x-velocity control 
volume): 
_X 
+/2+µ3+µe 
4 
D. 5.4 Coupling Between the Feed and Permeate Variables 
Scalar grid points in the permeate channel have been located such that they are aligned 
with the main grid points of the feed channel in the z-direction. This arrangement 
allows the direct implementation of stored pressure and concentration difference 
expressions across the membrane without resorting to interpolation. 
Since the permeate velocity grid is staggered relative to the known velocity source 
(trans-membrane flux), which is stored at the permeate velocity north and south 
interfaces, the source term in the permeate velocity control volume has been calculated 
by linear interpolation. 
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Additional programming and implementation details that might be of interest to the 
reader can be found as illustrative comments in the programmes. 
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APPENDIX E: RESULTS FOR TRANSIENT RO MODULE 
OPERATION 
E. 1 RESPONSE TO A STEP CHANGE IN PRESSURE 
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Figure E. 1 Simulated RO module response to a) a step decrease in brine pressure from 
5.8MPa to 4.8Mpa at T=25°C, b) a step decrease in brine pressure from 6.8MPa to 
5.8MPa at T=35°C, c) a step decrease in brine pressure from 6.8 MPa to 5.8 MPa, and d) 
a step increase in brine pressure from 5.8MPa to 6.8MPa at T=35°C. Simulation 
Parameters: Q-3.246 x1O -4 m3/s and mF ii«=3.5% wt 
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E. 2 RESPONSE TO A STEP CHANGE IN FEED FLOW RATE 
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Figure E. 2 Simulated RO module response to sudden increase in feed flow rate from 
Qf;,,; I; aI=3.247x10 
° m3/sec to Qffi°; =6.495x1O4 m3/sec. Simulation Parameters: Pb=5.8 
MPa, T =25°C, m,; n; e, =3.5% wt and 
dt=1 sec. 
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E. 3 RESULTS FOR VARIABLE FLOW 
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Figure E. 3 RO unit response to a sinusoidally varying feed flow rate with f=0.04 Hz and 
e=0.25. Simulation parameters: Ks=1.5 x10"8 m/s, KW=3x10"8(mo/m2Pa. sec), Pb=5.8MPa, 
Qf,,, «=3.24x 104m3/s, CP curve at Xn=3.5 
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Figure E. 4 RO unit response to a sinusoidally varying feed flow rate with f=0.063 Hz and 
0=0.9. Simulation parameters: Ks=1.5 x10"8 m/s, KW=3x10"8 (mollm2Pa. sec), Pb=5.8MPa, 
Qfinea=3.24x 104m3/s, CP curve at Xn=3.5 
2D 40 60 so tOD 
Tare (s) 
Appendices-57 
5 
4 
x3 
OG 
32 
0 
b 
QI 
n 
18.1 
Z- 
17.7 
x 
p4 17.3 
16.9 
iF5 
0 15 30 45 60 75 
Time (s) 
545 
E 
530 
515 
, qnn 
- Swdy Sure FA Q, 
I- 
Smw. dl 
"". " sýeaJy swc at c1 ý 
-S. Ad 
-"" Avenge 
0 15 30 45 60 75 
Time (s) 
1.30 
C 
0 
1.25 
Y 
Ö 
1.20 0 
4 
a 
1.15 
0 U 
i in 
o 
... ". Steady Stem at 
- Sinusoidal 
" Quasi-steady Stete 
o" 
ýVV 
0 15 30 45 60 75 0 15 30 45 60 75 
Time (s) Time (s) 
Figure E. 5 RO unit response to a sinusoidally varying feed flow rate with f=0.158 Hz and 
0=0.25. Simulation parameters: Ks=1.5 x10'8 m/s, KW=3x10"8(moUm2Pa. sec), Pb=5.8MPa, 
Qj, eün=3.24x 104m3/s, CP curve at Xn=3.5 
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Figure E. 7 RO unit response to a sinusoidally varying feed flow rate with f=0.158 Hz and 
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Figure E. 8 RO unit response to a sinusoidally varying feed flow rate with f=0.8 Hz and 
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Figure E. 9 RO unit response to a sinusoidally varying feed flow rate with f=1.6 Hz and 
0=0.25. Simulation parameters: Ks=1.5 x1078 m/s, Kw=3x10"8(moUm2Pa. sec), Pb=5.8MPa, 
Qflmean=3.24X 104m3/s, CP curve at Xn=3.5 
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E. 4 RESULTS FOR VARIABLE PRESSURE 
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Figure E. 11 RO unit response to a sinusoidally varying brine pressure with f=0.08 Hz 
and 0=0.86%. Simulation parameters: Ks=1.5 x10"8 m/s, KW=3.5x10"8 (molim2Pa. sec), 
Pb)mean=5.8MPa, Qf=3.24x 10"'m3/s, CP curve at Xn=3.5 
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Figure E. 12 RO unit response to a sinusoidally varying brine pressure with f=1 Hz and 
0=6.89%. Simulation parameters: Ks=1.5 x10'8 m/s, KW=3x10-8 (molim2Pa. sec), 
Pb)m«n=5.8MPa, Qf=3.24x 104m3/s, CP curve at Xn=3.5 
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Figure E. 13 RO unit response to a sinusoidally varying brine pressure with f=lHz and 
0=3.4%. Simulation parameters: Ks=1.5 x10"' m/s, KW=3x10"8 (mol/m2Pa. sec), 
Pb)m«n=5.8MPa, Qf=3.24x 10W/s, CP curve at Xn=3.5 
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Figure E. 14 RO unit response to a sinusoidally varying brine pressure with f=0.158 Hz 
and &=6.89%. Simulation parameters: Ks=1.5 x1078 m/s, KW=3x10"8 (moUm2Pa. sec), 
Pb=5.8MPa, Q'=3.24x 104m3/s, CP curve at Xn=3.5 
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Figure E. 16 RO unit response to a sinusoidally varying brine pressure with f=0.317 Hz 
and E=17.28%. Simulation parameters: Ks=1.5 x10"8 m/s, Kw=3x10'8 (molim2Pa. sec), 
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Figure E. 17 RO unit response to a sinusoidally varying brine pressure with f=0.08 Hz 
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APPENDIX F: FINITE VOLUME MODELLING OF THE ED 
PROCESS 
In this appendix, details related to the finite volume modelling of the electrodialysis 
process are presented. Further particulars are provided as comments in the 
programmes. 
F. 1 GRID FORMULATION 
In accordance with the concentration's spatial variation, a 2-D grid has been used for 
the discretisation of the flow domain comprising of half the dialysate channel, half the 
concentrate channel and the adjoining membrane, as shown in figures F. 1-a & -b. The 
x-axis is taken along fluid flow direction, with the necessary expansion for a tortuous 
flow path. The z-axis is parallel to current flow with the orientation in the dialysate 
channel opposite to that in concentrate channel. The y-axis follows in the appropriate 
orthogonal direction. 
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Figure F. 1 Discretisation of the flow domain. Le«ace and LCSit are regions that are not exposed 
to the electric field. 
F. 2 DISCRETISATION OF MODEL EQUATIONS 
The continuity equation in finite difference form for a control volume of width Ay 
(=W/Nben, js for a tortuous flow path spacer, =W otherwise) and sides 4x, dz is: 
Fe-Fw+F1-Fb=O (F. 1) 
And salt material balance is: 
P(mS, 
P -mS, Po)AxAyAz +, Je -. 
1w +Jb -. 
1f =0 
Ar 
(F. 2) 
Where the above notions of fluxes and the interfaces' relative locations are as presented 
in appendix D and demonstrated in figures D. 1 & D. 2. 
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Multiplying the continuity equation (F. 1) by ms p and subtracting from equation (F. 2): 
P(ms'P -ms'P°)Ax&y 
\ &z+ 
rJe 
mS PFe)-(Jw mS PFw)+(Jt mSFt)-(Jb mSFb)=0 , P, P At 
(F. 3) 
Where, in the above equations, instantaneous salt concentration has been taken to be 
uniform over the control volume and equal to the nodal concentration ms p. 
Equation (F. 3) in the above form allows each nodal concentration to be expressed as a 
function of its neighbouring variables, by substituting the flux differentials (given in the 
parentheses), with their relevant finite difference expressions and interpolation schemes 
as has been shown in appendix D (§D. 3.9). This gives: 
arms. r = aEms. E +awmsw +aNmsX +asms. e +b 
With 
aP = 
-t 4x4yez 
ap=a +aE+aw+a +aB-Sp 
Sp=0 
b=a'msp0+Sc 
Sc=0 
F. 3 BOUNDARY CONDITIONS 
F. 3.1.1 Inlet Concentration 
(F. 4) 
Concentration at the inlet to the concentrate and dialysate channels is uniform and 
specified, therefore: 
ap=1; b=mF;,, ie, and al=O where I=[E, W, T, B] 
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F. 3.1.2 Symmetry Condition 
For nodes lying bottom of the channel's centre plane, the condition of symmetry 
requires that in equation (F. 4): ap=1, aT=-1, b=0 and a, =0, again I=[E, W, T, B] 
And for nodes lying top of the channel's centre plane, dependence on the bottom 
neighbour seizes; i. e.: aB=O 
F. 3.1.3 Membrane Boundary Condition 
Dialysate Channel. The convective flux through the membrane is zero, F, =O, and the 
net salt flux through the membrane-solution interface, JJ, is determined by the current as 
given by equation (6.7). In finite difference form: 
Jr =0- Dp 
ams 
4xdy = 
Ms ý1cour I (x) Ardy 
2 az 
Z-0 
F 
(F. 5) 
Where the local current density; I(Xý, at position x is stored at the centre of the control 
volume face and assumed to be uniform over that face. 
Equation (F. 4) then applies with: 
aT =0t b=a* ms. p0 + Sc and Sc =- 
2S ý`°F ýxý Athy 
Concentrate Channel. Reversing the sign of net salt flux, JJ, in expression (F. 5), 
term Sc in equation (F. 4) is then: 
ar -=0, b=a pms po + Sc such that Sc = 
Ms 1 `° (x) Bey, with aT=O 
F3.1.4 Outlet Boundary Condition 
The variation in concentration across the outlet plane is considered insignificant and the 
dependence on downstream neighbours can then be neglected, hence: aE=0 
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F. 4 CLOSURE 
Using the dependence of the nodal variable on its neighbours, the discretised forms of 
the salt continuity equations are finally assembled in matrix form: 
[A}ns, 
p =B 
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APPENDIX G: RESULTS FOR OVERALL PLANT 
PERFORMANCE 
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Figure G. 1 Sample history curves with Um, u-7 m/s and 1=35 % 
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