Abstract-In recent years we have seen explosion of data on the World Wide Web front. Most of the information is in the unstructured format and very few information available is in relational form or in some kind of structured form .Data mining has come a long way in extraction of information using such big information of data. This huge data also called Big Data in today's scenario. But need of the hour is not only extract information from one viewpoint or single dimension. Seeing information from one perspective does not always give the right picture, for any organization using BI or business intelligent system decisions are taken using this single demission of data. But as world is changing fast and to stay relevant in the market or remain market leader one need to see the unseen dimension of data, to answer to this question Data Fusion Technique comes into picture.
I. INTRODUCTION
Over couple of year's back data fusion/information fusion was seen as sensor data fusion technique, where various sensor would produce data, information retrieved from those sensor would be used to sense the external environment situation, so to take decision accordingly. Fusion consists in touching or merging information that branches from several sources and exploiting, merged information in various task such as answering questions, making decisions, numerical estimations for further predictive analysis, for gaining insights of the data pattern and used for retrieving useful inferences. Information fusion is process dealing with association, correlation, and combination of data and information from multiple sources to achieve refined estimates of parameters, characteristics, events, and behaviors for observed objects in an observed field of view. It is sometimes implemented for automated decisions support system.
Integrated information systems provide users with a unified view of multiple heterogeneous data source. Querying the underlying data sources, combing the results, and presenting them to user is performed by the integration system.
With more and more information sources easily available via cheap network connection, either over the internet or in company intranet, the desired to access all these source through a consistent interface has been the driving force behind much research in the field of information integration. During the last three decades many systems that try to accomplish this goal have been developed, with varying degrees of success.
II. RELATED WORK
Early data fusion is process consists of mapping source data into target representation, identifying multiple representation of the same real-word object, and finally combining these representation called data fusion, while fusing data, we have to take special care in handling data conflicts, this paper focus on the definition and implementation as in [1] , as well as high level understanding, some of the technique which can applied to data fusion in [2] .
The first thing we will be talking in this article about some of the data fusion technique and then move to problems related to implementation details and there challenges related to implementation.
III. DATA FUSION TECHNIQUES 3.1 Methodologies for Cross-Domain Data Fusion
Conservative data fusion [1] , which regarded as a part of data integration, is a process of integration of multiple data representing the real-world object into a consistent, accurate, and useful representation. Standarad data fusion aims to merge the three datasets into a database with a consistent data schema, through a process as schema mapping and duplicate detection. In big data era, there are multiple datasets generated in different domains, which are discreetly connected by a latent object. We need to extract knowledge from each dataset by different methods, fusing the knowledge from them organically to understand a region's function collectively. This more about knowledge fusion rather than schema mapping, which significantly differentiates between traditional data fusion and cross-domain data fusion.
One feature we need to speak about in this article, when talk about data fusion. diversified Information Network: What are this diversified networks?. It is nothing but knowledge stored across diversified data storage clusters in a distributed environment.
Diversified information network illustration an abstraction of the real world, focusing on objects and interactions between objects. It turns out that this level of abstraction has great power in not only representing and storing essential information about real-world, but also providing a useful tool to mine information from it, by exploring the power of links [3] . Consequencely, algorithm proposed for mining diversified information networks cannot be applied to cross-domain data fusion directly.
STAGE-BASED DATA FUSION METHODS
In this category of methods uses different datasets at the different stages of a data mining task. So, different datasets are loosely coupled, without any requirement on the consistency of their modalities. An example where drivers reqular behaviors significantly differ from their original patterns. Using the time spam of the detected anomaly and the name of the location fallen in the anomaly and the name of the location fallen in the anomaly's geographical scope as conditions, they retrieve the relevant social media (like tweets) that people have posted at the locations when the anomaly was happening. From the retrieved social media, they then try to describe the detected anomaly by mining representative terms, e.g.
"Parades" and "disaster ", which barely occur in normal days but become frequent when the anomaly incurs.
Stage-based data fusion methods can be meta-approach used together with other data fusion methods. For example one can build a region graph, and propose a graphical model to fuse the information of Point of interests (POI's).
FEATURE LEVEL BASED DATA FUSION
Recently, more advanced methods have been proposed to learn a unified feature representation from disparate datasets based on DNN.DNN is actually not essentially new in artificial intelligence. New learning algorithms called Restricted Boltzmann Machine (RBM), have been put forward to learn the parameter of a DNN layer by layer. Using supervised, unsupervised and semi-supervised approaches, deep learning learns multiple levels of representation and abstraction that help make sense to data, such as image, sound, and text.
Deep learning using Boltzmann is an algorithm useful for dimensionality reduction, classification, regression, collaborative filtering, feature learning and topic modeling. One use of deep-learning networks is named-entity recognition, which is a way to extract from unstructured, unlabeled data certain types of information like people, places, companies or things. That information can then be stored in a structured schema to build, say, a list of addresses or serve as benchmark for an identity validation engine.
The performance of a DNN-based fusion model usually depends on how well we can tune parameters for the DNN. Finding a set of proper parameters can lead to much better performance than others. Given a larger number of parameters and a non-convex optimization settings, however, finding optimal parameters is still a labor-intensive and time consuming process that heavily relies on human experience.
IV. DATA FUSION IMPLEMENTATION CHALLENGES 4.1 Data Transformation
Integrated information systems must usually deal with diversified representation of data(schemata) . In order to present to the user query results in a single unified schema, the schematic. Heterogeneities must be bridged. Data from the data sources must be converted to Conform to the global schema of the information system. Two methods are common to bridge heterogeneity and thus specify data transformation: schema integration and schema mapping. The former way to deal is driven by the desire to integrate a known set of data sources. Schema integration regards the individual schemata and tries to generate a new schema that is complete and correct with respect to the source schemata, that is minimal, and that is understandable.
The latter approach, schema mapping, assumes a given target schema; that is, it is driven by the need to include a set of sources in a given integrated information system. A set of correlation between elements of a source schema and elements of the global schema are generated to specify how data is to be converted. A particularly interesting addition to schema mapping are schema matching techniques, which semi-automatically find corres-pondences between two schemata. Rahm and Bernstein have categorized these techn-iques based on what input information the methods use.
The objective of both approaches, schema integration and schema mapping, is the same: converte data of the sources so that it conforms to a common global schema. Given a schema mapping, either to an integrated or to a new schema, finding such a complete and correct transformation is a considerable problem [Fagin et al. 2005] . The data transformation itself, once found, can be performed offline, for instance, as an ETL process for data warehouses; or online, for instance, in virtually integrated federated databases. After this step in the data integration process all objects of a certain type are represented homogeneously.
Duplicate Detection
The next step of the data integration process is that of duplicate detection (also known as record linkage, object identification, reference reconciliation, and many others). The objective of this step is to identify multiple representations of the same real-world object: the basic input to data fusion.
In principle, duplicate detection is simple: Compare each pair of objects using a similarity measure and apply a threshold. If a two element of object is more similar than the given threshold it is declared a duplicate. In reality there are two main difficulties to be solved: effectiveness and efficiency.
Effectiveness is mostly affected by the quality of the similarity measure and the choice of a similarity threshold. A similarity measure is a function determining the similarity of two objects. Usually the similarity measure is domain-specific, for instance, designed to find duplicate customer entries. Domain-independent similarity measures usually rely on string-distance measures, such as the Levenshtein-distance [Levenshtein 1965 ]. The similarity threshold determines when two objects are duplicates. A very low threshold will produce a high recall (all duplicates are found) but a low precision (many nonduplicate pairs are declared duplicates). A too-high threshold results in high precision, but low recall. Tuning the threshold is difficult and very domain-and even datasetspecific.
Productivity is an issue because datasets are often very large, so even calculating and storing all pairs of objects can become an obstacle. Another road block of efficient duplicate detection is the complexity of the similarity measure itself. The first road block is overcome by an intelligent partitioning of the objects and comparison of pairs of objects only within a partition. A important example of this technique is the sorted neighborhood method. The second obstacle can be alleviated somewhat by efficiently computing upper bounds of the similarity and computing the actual distance only for pairs whose bounds are higher than the upper bound
The result of the duplicate detection step is the assignment of an object-ID to each representation. Two representations with the same object-ID indicate duplicates. Note that more than two representations can share the same object-ID, thus forming duplicate clusters. It is the objective of data fusion to fuse these multiple representations into a single one.
Conflict Categorization
Different ways of representing same real-world objects in the sources results in three types of conflict. First, there are schematic conflicts, such as, different attribute names or differently structured data sources. Second, there are identity conflicts, as the way of association a real-world object may be different in the data sources. These two kinds of conflict are resolved at first two phases of data integration. The third kind of conflict, data conflicts remain, which are not resolved until data fusion and are caused by the remaining multiple schema of same real-world objects. A data conflict is present if, for the same real-world object (e.g., a student), semantically equivalent attributes, from one or more sources, do not agree on its attribute value
We distinguish two kinds of data conflict: (a) apprehension about the attribute value, caused by missing information; and (b) contradictions, caused by different attribute values. Uncertainties. An uncertainty is a conflict between a non-null value and one or more null values that are all used to describe the same property of an object. In our scenario, this is caused by missing information, for example, null values in the sources, or an attribute completely missing in one source.
The reason for considering uncertainties as a special case of conflict is that they are generally easier to cope with than contradictions. We deliberately choose to assume most null values in a data integration scenario being unknown values. Even considering null values as being inapplicable or withheld, as are the three most common semantics of null values, the assessment of the different techniques and systems remains valid.
Contradictions. A contradiction is a conflict between two or more different non-null values that are all used to describe the same property of the same object. In our data integration scenario, this is the case if two or more data sources provide two or more different values for the same attribute on the same object, sameness as given by the schema matching and duplicate detection steps before.
V.
CONCLUSION The propagation of big data calls for advance data fusion techniques that can discover knowledge from multiple disparate datasets. This paper explores some of the data fusion methods and help people find more data fusion methods to solve big data problem as we as keeping in mind, the problem of data fusion in the larger context of data integration, where data fusion is the last step in a data integration process, schemata have been matched, and duplicate records have been identified. Merging these duplicate records into a single representation and at the same time
