In this paper, we apply the general theory of tensor products of modules for a vertex operator algebra developed in [HL1]-[HL6] and [H1]-[H2] to the case of the Wess-Zumino-Novikov-Witten models (WZNW models) and related models in conformal field theory. Together with these papers, this paper, among other things, completes the solution of the open problem of constructing the desired braided tensor category structure on the category of finite direct sums of standard (integrable highest weight) modules of a fixed positive integral level k for an affine Lie algebraĝ.
Introduction
In this paper, we apply the general theory of tensor products of modules for a vertex operator algebra developed in [HL1] - [HL6] and [H1] - [H2] to the case of the Wess-Zumino-Novikov-Witten models (WZNW models) and related models in conformal field theory. Together with these papers, this paper, among other things, completes the solution of the open problem of constructing the desired braided tensor category structure on the category of finite direct sums of standard (integrable highest weight) modules of a fixed positive integral level k for an affine Lie algebraĝ.
Here we call this category, which is particularly important from the viewpoint of conformal field theory and related mathematics, the category generated by the standardĝ-modules of level k ∈ Z + . In [MS] , Moore and Seiberg discovered among other things that if one assumes that the standard g-modules of level k give a rational conformal field theory, then the category generated by these standard modules has a natural braided tensor category structure (as defined in [JS] ). In fact, the main assumption needed in the genus-zero part of their work is the existence of a suitable operator product expansion of chiral vertex operators. This is essentially equivalent to assuming the associativity of intertwining operators, in the language of vertex operator algebra theory.
The work [MS] being focused on the problem of classification and not construction of conformal field theories, there was no attempt in [MS] to prove the existence of the operator product expansion of chiral vertex operators or to construct conformal field theories associated toĝ and k. As far as we know, the associativity of intertwining operators (or the existence of the operator product expansion) for vertex operator algebras associated to general g has not been previously proved, and so it has remained a mathematical problem to construct the desired braided tensor category structures fromĝ-modules. In [KL1] - [KL5] , Kazhdan and Lusztig constructed a braided tensor category structure on a certain category of modules of a fixed but (mostly) negative level for an affine Lie algebra. They also showed that these tensor categories are equivalent to suitable categories of modules for corresponding quantum groups. In [F1] and [F2] , under the explicit assumption that the category generated by the standard modules of a fixed positive integral level for an affine Lie algebra is indeed a braided tensor category, Finkelberg showed that this category is related in a certain way to a corresponding braided tensor category constructed by Kazhdan and Lusztig, and that it is equivalent to a certain category of quantum group representations. See also [Va] . But as far as we understand, the original problem of constructing the braided tensor category structure has remained unsolved.
In the special case of g = sl(2, C), one can prove the required associativity of intertwining operators using results of Tsuchiya and Kanie [TK] in their construction of braid group representations from correlation functions for the conformal field theories associated to sl(2, C). But the definition of intertwining operator (or chiral vertex operator) in [TK] is different from the one in [MS] or the one in [FHL] . The definition in [TK] (as in many other works) is restricted to primary fields (the intertwining operators in the sense of [FHL] associated to the lowest conformal-weight vectors of a module) and the iterated action ofĝ on these operators. This restricted definition of intertwining operator is intimately related to the prevalent notion of correlation function based on certain Lie algebra coinvariants (as in [KL1] - [KL5] , for example). Our notion of correlation function is instead based on products of intertwining operators in the sense of [FHL] .
The "nuclear democracy theorem" in [TK] can in fact be reinterpreted as asserting the equivalence of these two different notions of intertwining operator in the case g = sl(2, C), but iterates of intertwining operators, which are essential to the formulation and proof of the associativity of intertwining operators, were not studied in [TK] . The proof of the results in [TK] necessary for the construction of the braid group representations used the KnizhnikZamolodchikov differential equations and certain algebraic constraints based on null-vector conditions.
The notion of intertwining operator in [FHL] (which we use in the present paper) is the notion which is natural from the general perspective of vertex operator algebra theory. (The starting point is the Jacobi identity for vertex operator algebras [FLM] ; cf. [B] .) In fact, the theory in [HL1] - [HL6] and [H1] - [H2] , based on this notion, automatically incorporates the corresponding algebraic constraints and the subtlety of "nuclear democracy" at every stage, and works in considerable generality. This notion has led us to consider iterates of intertwining operators, to formulate the associativity of intertwining operators (in terms of such iterates) and to formulate a "compatibility condition," which was used to construct our tensor products in [HL2] and [HL3] . On the other hand, it was shown by Li [L1] [L3] that the "nuclear democracy theorem" generalizes to any g, and thus for any g, the notions of intertwining operator in the sense of [TK] and in the sense of [FHL] are indeed equivalent.
In [H1] , the associativity of intertwining operators was proved using our theory of tensor products of modules for a vertex operator algebra developed in [HL2] , [HL3] and [HL5] when the vertex operator algebra is rational in the sense of [HL2] and satisfies certain additional technical conditions. Combined with the result of Moore and Seiberg mentioned above, the result of [H1] solved the problem of constructing a natural braided tensor category structure on the category of modules for such a vertex operator algebra. In [H2] and [HL6] , it has also been shown that when the vertex operator algebra contains a rational vertex operator subalgebra and satisfies the additional technical conditions mentioned above, we still get a braided tensor category structure such that the tensor product bifunctor is the bifunctor ⊠ P (1) constructed in [HL5] ; in fact, we get a "vertex tensor category" structure, which is much richer than the braided tensor category structure and which automatically yields the latter structure by the process of ignoring the conformal-geometric information and retaining only the topological information. In [H2] , it was verified that for a vertex operator algebra containing a vertex operator subalgebra isomorphic to a tensor product of minimal Virasoro vertex operator algebras, the technical conditions for the applicability of the tensor product theory are satisfied. Thus the category of modules for such a vertex operator algebra has a natural vertex tensor category structure and in particular, a natural braided tensor category structure.
In this paper, we work in somewhat greater generality than that of vertex operator algebras associated toĝ and k: We verify that for a vertex operator algebra containing a vertex operator subalgebra isomorphic to a tensor prod-uct of vertex operator algebras associated to WZNW models, the technical conditions for the applicability of the tensor product theory are satisfied. (Recall from [FHL] the notions of tensor product and subalgebra for vertex operator algebras; in particular, a subalgebra is required to have the same Virasoro element as the large algebra.) We thereby complete the construction of the desired vertex tensor category structure, and in particular, braided tensor category structure, on the category of modules for such a vertex operator algebra. In the special case of a vertex operator algebra associated to a WZNW model, we conclude in particular that the category generated by the standardĝ-modules of level k ∈ Z + is indeed a braided tensor category. See Section 3 for the main results.
The main tool used in this paper to verify our conditions is the KnizhnikZamolodchikov equations. We include an exposition of the theorem in [KZ] that products of intertwining operators for a vertex operator algebra associated to an affine Lie algebra satisfy the Knizhnik-Zamolodchikov equations. Our argument is an adaption of the original argument in [KZ] but using the language of formal variables, in the spirit of the present theory; cf. the treatment in [TK] . As in [KZ] and [TK] , the theorem that products of intertwining operators satisfy the Knizhnik-Zamolodchikov equations must be understood as an assertion about formal series and not about functions of complex variables, since one does not yet know at this stage that these products are convergent; in fact, the Knizhnik-Zamolodchikov equations are used mainly to prove this convergence of products of intertwining operators. The proof of this Knizhnik-Zamolodchikov theorem in [TK] used a mixture of formal-variable and analytic steps. Our proof of this theorem in the present paper is purely formal, in keeping with the necessary interpretation of the statement of the theorem.
We assume that the reader is familiar with the statements of the main results of [HL1] - [HL6] and [H1] - [H2] . We use the basics of formal calculus and vertex operator algebra theory as presented in [FHL] , for example. We shall assume in this paper that in the definition of module for a vertex operator algebra, the grading is by C, not Q (see Remark 4.1.2 in [FHL] ). Also, recall that a module by definition has two grading-restriction propertiesfinite-dimensionality of the weight spaces and lower truncation, and in this paper, when we assert that a structure is a module, these restrictions are often the main issue. In Section 1, we briefly review vertex operator algebras associated to affine Lie algebras and their representations. The results in this section are due to Frenkel and Zhu [FZ] (see also [DL] and [L2] ). In Section 2, we show that products of intertwining operators for a vertex operator algebra associated to an affine Lie algebra satisfy the Knizhnik-Zamolodchikov equations [KZ] . In Section 3, we use the Knizhnik-Zamolodchikov equations and results obtained in [HL1] - [HL6] and [H1] - [H2] , combined with results in [DLM] , [DM] , [DMZ] , [FHL] and [L1] , to prove our main results.
Vertex operator algebras associated to affine Lie algebras
Let g be a Lie algebra over C equipped with an invariant symmetric bilinear form (·, ·). The affine Lie algebraĝ associated to g and (·, ·) is the vector space g ⊗ [t, t −1 ] ⊕ Ck equipped with the bracket operation defined by
It is Z-graded in a natural way. Consider the subalgebrasĝ
] and g = g ⊗ C ofĝ and the vector space decomposition
Let M be a g-module, viewed as homogeneously graded of fixed degree l ∈ C, and let k ∈ C. Letĝ + act trivially on M and k as the scalar multiplication operator k. Then M becomes a g⊕Ck⊕ĝ + -module, and we have the C-graded inducedĝ-moduleM
which contains a canonical copy of M, of degree l. Now we assume that g is finite-dimensional and simple. Let h be a Cartan subalgebra, ∆ the root system of (g, h), ∆ + ⊂ ∆ a fixed set of positive roots, θ the highest root, hˇthe dual Coxeter number of g, and (·, ·) : g × g → C the Cartan-Killing form, normalized by the condition (θ, θ) = 2, where (·, ·) is transported canonically to h * × h * . For a fixed λ ∈ h * , let L(λ) be the irreducible highest weight g-module with highest weight λ, assigned a homogeneous degree in C. We shall use the notation M(k, λ) to denote the gradedĝ-module L(λ) k (the degree of L(λ) being suppressed in the notation). Let J(k, λ) be the maximal proper graded submodule of M(k, λ) and
is the unique irreducible graded g-module such that k acts as k and the space of all elements annihilated bŷ g + is isomorphic to the g-module L(λ). Later we shall often use the same notations to denote elements of M(k, λ) and of L(k, λ).
In the special case λ = 0, L(0) is the one-dimensional trivial g-module (equipped with a homogeneous degree in C) and can be identified with C. Consequently, as a vector space andĝ − -module, M(k, 0) is naturally isomorphic to the universal enveloping algebra U(ĝ − ). We define a vertex operator map
as follows: Identifying M(k, 0) with U(ĝ − ), we note that M(k, 0) is spanned by the elements of the form a 1 (−n 1 ) · · · a m (−n m )1, where a 1 , . . . , a m ∈ g and n 1 , . . . , n m ∈ Z + , a(−n) denoting the representation image of a ⊗ t −n for a ∈ g and n ∈ Z (we shall use similar notation for otherĝ-modules below). We use recursion on m to define the vertex operator map. For 1 ∈ M(k, 0), we define Y (1, x) to be the identity operator on M(k, 0) and for a ∈ g we define
Assume that the map has been defined for a 1 (−n 1 ) · · · a m (−n m )1. Vertex operators for elements of the form a 0 (−n 0 )a 1 (−n 1 ) · · · a m (−n m )1 are defined using the residue in x 1 of the Jacobi identity for vertex operator algebras (cf. (2.1) below) as follows:
( 1.1) (Here and below, binomial expressions are understood to be expanded in nonnegative powers of the second variable.) The vacuum vector for M(k, 0) is 1 = 1. In the case that k = −hˇ, M(k, 0) also has a Virasoro element
where
..,dim g is an arbitrary orthonormal basis of g with respect to the form (·, ·). With respect to the associated grading, 1 has weight 0; the (conformal) weight of a homogeneous element is the negative of its degree. In [FZ] , the following result is proved among other things:
Since J(k, 0) is aĝ-submodule of M(k, 0), the vertex operator map for M(k, 0) induces a vertex operator map for L(k, 0) which we shall still denote Y . We continue to denote the J(k, 0)-cosets of 1 and ω in M(k, 0) by 1 and ω. The following result is an immediate consequence of Theorem 1.1:
We now discuss modules for these vertex operator algebras. For any k ∈ C and λ ∈ h * , we define a vertex operator map
using recursion, just as in (1.1). As in Theorem 1.1, this is well defined. The induced map
is well defined under the conditions given in the following result, also proved in [FZ] ; see also [L2] :
is a rational vertex operator algebra and
is the set of all irreducible L(k, 0)-modules up to equivalence.
Remark 1.4 In the present paper, "rationality" for a vertex operator algebra refers to the definition in [HL2] -that the number of inequivalent irreducible modules be finite, that every module be completely reducible and that the fusion rules (the dimensions of the spaces of intertwining operators among triples of modules) be finite. The notion of "rationality" used in [FZ] was a different one, but the rationality of L(k, 0) in our sense in fact holds.
Remark 1.5 When k ∈ N, the vertex operator algebras L(k, 0) and their irreducible modules can also be constructed explicitly using Fock spaces and tensor products. See [B] , [FLM] and Chapter 13 of [DL] .
Products of intertwining operators and the KZ equations
We prove in this section that when k ∈ N, products of intertwining operators for the vertex operator algebra L(k, 0) satisfy a system of differential equations with regular singular points called the Knizhnik-Zamolodchikov equations (or simply the KZ equations), which were first derived in [KZ] . The discussions and results in this section also hold for the vertex operator algebras M(k, 0) for any k ∈ C such that k = −hˇ. In this and the next section, we shall need a simple general principle for vertex operators and intertwining operators (see (2.3) below; cf. [DL] , formulas (13.24)-(13.26))). We shall use the basics of formal calculus as expressed in Section 2.1 of [FHL] , in particular, the binomial expansion convention.
Let V be a vertex operator algebra, let W 1 , W 2 , W 3 be V -modules and let Y be an intertwining operator of type
. Then from the Jacobi identity defining Y (see [FHL] , formula (5.4.4)), we obtain, by taking Res
are the regular and singular parts of Y (u, x), respectively. Equating the parts of both sides of (2.1) which are constant in x 0 , we obtain
where we define the "normal ordering"
Note that this particular normal-ordering operation is not in general commutative; moreover, the expansion Y(w, x) = n∈C w n x −n−1 involves nonintegral subscripts n in general. Now we take V to be one of the vertex operator algebras
+ (x) and g − (x), respectively. From (1.2) and (2.3) (note that g i (−1) = (g i (−1)1) −1 ), we obtain
for n ∈ Z, where for any g, g
(cf. Proposition 13.4 and (13.35) in [DL] ; in the present situation, the two normal orderings coincide). In particular,
If w ∈ W is such that g(n)w = 0 for n > 0 and g ∈ g, then
Let n ≥ 1, let W 0 , . . . , W n−1 be V -modules, and let W n = V . We shall consider a product of intertwining operators of the form
, where λ l ∈ h * is dominant integral. Recall Theorem 1.3. In the case in which V = L(k, 0) (k ∈ N), we assume that (λ l , θ) ≤ k and we view L(λ l ) as the lowest conformal-weight space of the V -module L(k, λ l ), and in the case V = M(k, 0) (k = −hˇ), we analogously take L(λ l ) to be the lowest conformal-weight space of the V -module M(k, λ l ).
The intertwining operator Y l is of type
in the former case and of
in the latter case. By the L(−1)-derivative property in the definition of intertwining operator and (2.7),
For any g ∈ g and w (p) ∈ L(k, λ p ) with p = l,
and so
where we continue to use the binomial expansion convention. We introduce the following notation: For commuting formal variables x 1 , . . . , x n , let
Consider the contragredient V -module W ′ 0 (see [FHL] , Sections 5.2 and 5.3) and let w ′ (0) ∈ W ′ 0 be a lowest conformal-weight vector. By (2.9)-(2.11) and since
for any u ∈ V , we have (for fixed l)
as follows:
Note that Ω lp = Ω pl . We extend Ω lp naturally to an operator on the vector space
of formal series with arbitrary powers of the variables and with coefficients in (L(λ 1 ) ⊗ · · · ⊗ L(λ n )) * . In terms of these operators, (2.13) becomes:
as described above (see (2.8) and (2.12)), and define
Then for l = 1, . . . , n,
14)
The equations (2.14) are the Knizhnik-Zamolodchikov equations (the KZ equations). They are easily seen to be consistent. Theorem 2.1 gives:
Corollary 2.2 Let k ∈ N, let λ l ∈ h * , l = 0, 1, 2, 3, be dominant integral weights satisfying (λ l , θ) ≤ k, let W be an L(k, 0)-module, and let Y 1 and Y 2 be intertwining operators of types
The category of standard modules of a fixed level for an affine Lie algebra
In this section we show that the category of modules for a vertex operator algebra containing a subalgebra isomorphic to a tensor product of vertex operator algebras of the form L(k, 0), k ∈ N, has a natural structure of vertex tensor category and that consequently a number of other important results hold. For the tensor product theory for modules for a vertex operator algebra, see [HL1] 
, there exist j ∈ N, r i , s i ∈ R, i = 1, . . . , j, and analytic functions f i (z) on |z| < 1, i = 1, . . . , j, satisfying wt w (1) + wt w (2) + s i > N, i = 1, . . . , j, (3.1) such that w
is absolutely convergent when |z 1 | > |z 2 | > 0 and can be analytically extended to the multivalued analytic function
Note that if the associativity of intertwining operators holds for V (see [H1] - [H2] and Theorem 3.8 below), then products of intertwining operators satisfy the convergence and extension property, so that this condition is necessary for the associativity of intertwining operators.
We shall also use the concepts of generalized module, as defined in [HL2] , and of weak module, as defined in [DLM] . Let V be a vertex operator algebra. A generalized V -module is a C-graded vector space equipped with a vertex operator map satisfying all the axioms for a V -module except the two grading-restriction axioms. If there exists N ∈ Z such that the homogeneous subspace of weight n of a generalized V -module is 0 when the real part of n is less than N, the generalized V -module is said to be lower truncated.
A weak V -module is a vector space equipped with a vertex operator map satisfying all the axioms for a V -module except those axioms involving a grading. Dong, Li and Mason [DLM] have proved a stronger result than Theorem 1.3, that for any k ∈ N, a weak L(k, 0)-module is completely reducible and all the irreducible weak L(k, 0)-modules are in fact L(k, 0)-modules, as listed in Theorem 1.3. In particular, a finitely generated lower-truncated generalized L(k, 0)-module is a module (see also [FZ] and [L2] , which use instead the notion of module in [FZ] ).
We also have that the tensor product vertex operator algebra L(k 1 , 0) ⊗ · · · ⊗ L(k m , 0), for any k 1 , . . . , k m ∈ N, is rational, by the stronger result just stated, and by arguments in Section 4.7 of [FHL] and in Section 2 of [DMZ] ; see also [L1] . Actually, for the complete reducibility of a module for the tensor product vertex operator algebra, one can alternatively argue as in [FZ] , [L2] and [DMZ] using the notion of module in [FZ] rather than the notion of weak module. (An argument essentially the same as this complete reducibility argument appears in fact in the proof of condition 1 of Theorem 3.2 below.)
The following result establishes the remaining conditions for the applicability of the tensor product theory (see [HL1] - [HL6] and [H1] - [H2] ) to the vertex operator algebra
Theorem 3.2 For any m ∈ Z + and k i ∈ N, i = 1, . . . , m, we have:
Every finitely-generated lower-truncated generalized module for the vertex operator algebra
L(k 1 , 0) ⊗ · · · ⊗ L(k m , 0) is a module.
Products of intertwining operators for
have the convergence and extension property.
For any modules
W j , j = 1, . . . , 2n+1, for L(k 1 , 0)⊗· · ·⊗L(k m , 0), any intertwining operators Y i , i = 1, . . . ,
n, of types
, respectively, and any w
is absolutely convergent for any z 1 , . . . , z n ∈ C satisfying |z 1 | > · · · > |z n | > 0; here the choice of log z i is arbitrary for each i.
Proof. We first prove the theorem in the case m = 1. We have already verified the first condition in this case.
To prove that products of intertwining operators for L(k, 0) have the convergence and extension property, we can assume that the W l , l = 0. . . . , 4, are irreducible since L(k, 0) is rational. Let λ l ∈ h * , l = 0, . . . , 3, be dominant integral weights satisfying (λ l , θ) ≤ k, let W be a V -module, and let Y 1 and Y 2 be intertwining operators of types
, we have already shown in the preceding section that (3.2) satisfies the KZ equations (2.15) and (2.16). Thus it is absolutely convergent when |z 1 | > |z 2 | > 0. The KZ equations have regular singular points. Using the theory of such equations (cf. [K] ), (3.2), as a solution of the KZ equations in the region given by this inequality, can be analytically extended to a solution in the region given by the inequality |z 2 | > |z 1 − z 2 | > 0, and the extension can be expanded as a suitably truncated series in rational powers of z 2 , z 1 −z 2 , log z 2 and log(z 1 − z 2 ). Since by the definition of intertwining operator the original solution does not contain log z 1 or log z 2 , the extension cannot contain log z 2 or log(z 1 − z 2 ), and so the extension must be of the form (3.3). We take N to be an integer such that (3.1) holds for the w (i) and w ′ (0) above and for the s i , i = 1, . . . , j, appearing in the extension (3.3). Then N depends only on Y 1 and Y 2 . (This argument is the same as that in [TK] and in the proof of Theorem 3.5 in [H2] .)
For general elements w
, we note that since the universal enveloping algebra U(ĝ − ) is in fact generated by the g(−1) for g ∈ g, the general elements are linear combinations of elements of the form g 1 (−1) · · · g m (−1)w where w is a lowest conformal-weight vector and g i ∈ g. Using (2.3), (2.10) and (2.11), we see easily that
can be written as a linear combination of expressions of the same form but with w
, and with Laurent polynomials in x 1 , x 2 and x 1 − x 2 (suitably expanded) as coefficients. In particular, the product Y 1 (·, x 1 )Y 2 (·, x 2 ) of intertwining operators is determined by the expressions (3.5) with the four vectors in the lowest conformal-weight spaces. Moreover, it is easy to see that for general w ′ (0) , w (l) , l = 1, 2, 3, (3.2) is absolutely convergent when |z 1 | > |z 2 | > 0 and can be extended to a multivalued analytic function of the form (3.3) when |z 2 | > |z 1 − z 2 | > 0; note that for n > 0, x −n 1 is to be written as x −n 2 (1 + (x 1 − x 2 )/x 2 ) −n . In addition, each application of g(−1) to w (1) or w (2) introduces at most one expression (x 1 − x 2 ) −1 , and each application of g(−1) to w ′ (0) or w (3) introduces no such poles. We make this explicit (proving the inequality (3.1)) by using induction on the sum of the weights of w ′ (0) and the w (l) , l = 1, 2, 3: Assume that the convergence and extension property holds when wt w
Any homogeneous element of L(k, λ) is either a lowest-weight vector or a linear combination of elements of the form g(−1)w wherew has lower weight.
Thus when wt w ′ (0) + wt w (1) + wt w (2) + wt w (3) = q, at least one of the elements w ′ (0) , w (1) , w (2) , w (3) is a linear combination of elements of the form g(−1)w. We shall prove only the case w (1) = g(−1)w (1) for somew (1) ∈ L(k, λ 1 ), the other cases being similar.
By (2.3),
and so by (2.10),
Note that the sums are finite. Since the sum of the weights of the module elements in each term of the right-hand side of (3.6) is less than q, by the induction assumption we obtain the desired conclusion for elements the sum of whose weights is q. This proves that products of intertwining operators for L(k, 0) have the convergence and extension property. Using the KZ equations (2.14), the same method as for products of two intertwining operators shows that (3.4) is absolutely convergent when |z 1 | > · · · > |z n | > 0.
We now prove the general case (m ≥ 1). Let m > 1,
We shall actually prove that W is a direct sum of irreducible modules, using arguments of [FHL] and [DMZ] . Any element w ∈ W generates a weak L(k i , 0)-module, i = 1, . . . , m. Recall that for any i = 1, . . . , m, any weak L(k i , 0)-module is completely reducible and the irreducible weak L(k i , 0)-modules are in fact the L(k i , 0)-modules listed in Theorem 1.3. Thus the weak L(k i , 0)-module generated by w is a finite direct sum of irreducible L(k i , 0)-modules. So the tensor product of these L(k i , 0)-modules for i = 1, . . . , m, as an L(k 1 , 0) ⊗ · · · ⊗ L(k m , 0)-module, is a finite direct sum of tensor products of irreducible L(k i , 0)-modules for i = 1, . . . , m. By Proposition 4.7.2 in [FHL] , these tensor products of irreducible modules are irreducible modules 0) , and so we have a finite direct sum of irreducible L(k 1 , 0)⊗· · ·⊗L(k m , 0)-modules, which canonically maps onto the generalized L(k 1 , 0)⊗· · ·⊗L(k m , 0)-module generated by w. This in turn is a finite direct sum of modules and so W is completely reducible. If W is finitely generated, it must be a module for 0) . (This argument also works using the notion of module in [FZ] in place of the notion of weak module; cf. Proposition 2.7 of [DMZ] .)
Recall that for a vertex operator algebra V and V -modules W 1 , W 2 , W 3 , the fusion rule N (see [FHL] ). By Proposition 2.10 of [DMZ] (see also [L1] ), we have:
m ), t = 1, 2, 3, irreducible V -modules (recall Theorem 4.7.4 of [FHL] ) and Y an intertwining operator of type 
where both the left-and right-hand sides are understood as linear maps from
This result reduces the proof of the convergence and extension property for products of intertwining operators for the vertex operator algebra 0) to the proof of the corresponding properties which we have proved above (as in the proof of Theorem 3.5 in [H2] ). Similarly, the third conclusion of the theorem follows immediately from (3.7) and the case m = 1 proved above. 2 Remark 3.3 The proof of the convergence and extension property for products of two intertwining operators and the proof of the convergence of products of an arbitrary number of intertwining operators are basically the same as in [TK] . But in [TK] , Tsuchiya and Kanie had to analytically extend these convergent products of an arbitrary number of intertwining operators to the whole configuration space and also to show that there are no logarithms of the variables occurring in the extensions, by using the KZ equations, in order to construct the braid group representations. In our (more general) theory, we need only prove the extension property of products of two intertwining operators, and also, this extension property requires only that products can be extended to the region |z 2 | > |z 1 − z 2 | > 0. The extension property for products of an arbitrary number of intertwining operators to the whole configuration space then follows from the convergence of the same number of intertwining operators, the associativity of intertwining operators (proved using the extension property for products of two intertwining operators) and skew-symmetry and other properties of intertwining operators.
We now define the following class of vertex operator algebras:
A vertex operator algebra V is said to be in the class L k 1 ,...,km if V has a vertex operator subalgebra (with the same
For vertex operator algebras in this class, by Theorem 3.2 in [H2] and Theorem 3.2 above, the condition for the applicability of the tensor product theory remaining to be verified is the following: Proposition 3.5 Let V be a vertex operator algebra in the class L k 1 ,...,km . Then every finitely-generated lower-truncated generalized V -module is a Vmodule.
Proof. The space V is a module for the (rational) vertex operator algebra L(k 1 , 0) ⊗ · · · ⊗ L(k m , 0) and so is a finite direct sum of tensor products of irreducible L(k i , 0)-modules by Theorem 4.7.4 of [FHL] . Since irreducible L(k i , 0)-modules are spanned by elements of the form g 1 (−1) · · · g m (−1)v where v is a lowest conformal-weight vector and g i ∈ g, V is spanned by tensor products of elements of this form, where the needed lowest conformalweight vectors range through a finite-dimensional subspace of V . Let W be a lower-truncated generalized V -module generated by a single element w. Then W is also a lower-truncated generalized L(k 1 , 0)⊗· · ·⊗L(k m , 0)-module, and the L(k 1 , 0) ⊗ · · · ⊗ L(k m , 0)-submodule generated by w is a module by Theorem 3.2. By a lemma of Dong-Mason [DM] and Li [L1] , W is spanned by elements of the form u n w where u ∈ V , n ∈ Z. Thus from (2.3) for the vertex operator map associated to W , we see easily that W is a module. (Cf. the proof of Proposition 3.7 in [H2] .) 2 Let V be a vertex operator algebra in the class L k 1 ,...,km . For the conformal equivalence class P (z) of spheres with negatively oriented puncture ∞, positively oriented punctures z and 0 and with the trivial local coordinates vanishing at these punctures, recall the bifunctor P (z) and the tensor product bifunctor ⊠ P (z) constructed in [HL5] . By Theorem 3.2, Proposition 3.5, and Theorems 3.1 and 3.2 and Corollary 3.3 in [H2] , which in turn are proved using results in [HL1] - [HL6] and [H1] , we obtain the following results: Proposition 3.6 For any V -modules W 1 and W 2 , W 1 P (z) W 2 is a module and the 
. , respectively, and any choice of log z 1 and log z 2 ,
x n 1 =e n log z 1 , x n 2 =e n log z 2 , n∈C is absolutely convergent when |z 1 | > |z 2 | > 0 for w , respectively, and any choice of log z 2 and log(z 1 − z 2 ),
is absolutely convergent when |z 2 | > |z 1 − z 2 | > 0 for w , respectively, such that for any z 1 , z 2 ∈ C satisfying |z 1 | > |z 2 | > |z 1 −z 2 | > 0 and any fixed choices of log z 1 , log z 2 and log(z 1 −z 2 ), w ′ (0) , Y 1 (w (1) , x 1 )Y 2 (w (2) , x 2 )w (3)
x n 1 =e n log z 1 , x n 2 =e n log z 2 , n∈C = w ′ (0) , Y 4 (Y 3 (w (1) , x 0 )w (2) , x 2 )w (3)
x n 0 =e n log(z 1 −z 2 ) , x n 2 =e n log z 2 , n∈C , respectively, such that for any z 1 , z 2 ∈ C satisfying |z 1 | > |z 2 | > |z 1 − z 2 | > 0 and any fixed choices of log z 1 , log z 2 and log(z 1 − z 2 ), (3.8) holds for any w 2
Recall the sphere partial operad K = {K(j)} j∈N , the vertex partial operadsK c = {K c (j)} j∈N of central charge c ∈ C constructed in [H3] and the definition of vertex tensor category in [HL4] and [HL6] . For any c ∈ C and j ∈ N,K c (j) is a trivial holomorphic line bundle over K(j) and we have a canonical holomorphic section ψ j . Given a vertex tensor category, we have, among other things, a tensor product bifunctor ⊠Q for eachQ ∈K c (2). In particular, ψ 2 (P (z)) ∈K c (2) and thus there is a tensor product bifunctor ⊠ ψ 2 (P (z)) .
Theorem 3.10 Let c be the central charge of V . Then the category of Vmodules has a natural structure of vertex tensor category of central charge c such that for each z ∈ C × , the tensor product bifunctor ⊠ ψ 2 (P (z)) associated to ψ 2 (P (z)) ∈K c (2) is equal to ⊠ P (z) constructed in [HL5] . 2
Combining Theorem 3.10 with Theorem 4.4 in [HL4] (see [HL6] for the proof), we obtain: Corollary 3.11 Let V be a vertex operator algebra in the class L k 1 ,...,km . Then the category of V -modules has a natural structure of braided tensor category such that the tensor product bifunctor is ⊠ P (1) . In particular, the category of L(k 1 , 0)⊗· · ·⊗L(k m , 0)-modules has a natural structure of braided tensor category.
2
The special case V = L(k, 0) states (recall the terminology defined at the beginning of the introduction):
Theorem 3.12 For k ∈ N, the category generated by the standardĝ-modules of level k has a natural structure of braided tensor category such that the tensor product bifunctor is ⊠ P (1) .
