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Abstract
The set of local cocycles is a natural invariant for an E0-semigroup. It has a multiplicative
structure, as well as a partial order structure among its positive elements. In particular, the
unitary local cocycles form a topological group which may be appropriately viewed as the
automorphism group of the E0-semigroup, while the set of positive contractive local cocycles
is order isomorphic to the set of ﬂows of completely positive maps dominated by the semigroup.
The local cocycles have been computed for the standard, type I examples of the CAR/CCR ﬂows
by W. Arveson and R. Bhat. In this paper, we compute for the ﬁrst time the local cocycles for
a class of type II E0-semigroups of B(H) with index zero, and describe the order structure as
well as the multiplication in terms of the boundary weight associated with such a semigroup.
© 2005 Elsevier Inc. All rights reserved.
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0. Introduction
Given a separable inﬁnite-dimensional Hilbert space H, an E0-semigroup  on B(H)
is a one-parameter semigroup {t : t0} of unital ∗-endomorphisms on B(H) that is
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continuous in a natural topology. The family of E0-semigroups splits into two types,
those for which t , t > 0, has proper range in B(H) and those for which t is surjective
for all t . In the latter case it is a well-known classical result that the semigroup  of
∗-automorphisms is implemented by a one-parameter group of unitary operators Ut ,
i.e., t (A) = UtAU∗t for all A ∈ B(H) and all t0. It follows that  represents a
quantum dynamical system that may evolve forward as well as backward in time.
In this paper, we focus on those E0-semigroups  for which each unital ∗-endomor-
phism t , t > 0, has proper range. E0-semigroups of this type may be viewed as
quantum dynamical systems on B(H) that evolve forward but not backward in time.
In [B2] and subsequent articles, Bhat has developed a very useful procedure by which
it is possible to construct E0-semigroups as minimal dilations of semigroups of com-
pletely positive linear maps, or CP-semigroups (see also [A3]. Not only have Bhat’s
dilation results for CP-semigroups provided the apparatus for constructing a wealth of
additional examples of E0-semigroups [A2,A4,AP,P3] but they have also increased our
understanding of the structure of existing examples of E0-semigroups. As an illustra-
tion, Bhat [B1] has demonstrated the existence of a natural one-to-one correspondence
between the compressions of a CP-semigroup  and the compressions of its minimal
dilation . This correspondence is obtained through the study of local cocycles for
E0-semigroups.
A cocycle C for an E0-semigroup  is a one-parameter strongly continuous family
{C(t) : t0} of operators satisfying the cocycle identities C(t + s) = C(t)t (C(s)).
The cocycle C is said to be a local cocycle if it satisﬁes the additional properties
C(t) ∈ t (B(H))′ for all t0. It is not difﬁcult to show that the local cocycles are
closed under multiplication and from this observation it follows that the set of local
unitary -cocycles has the structure of a group.
We brieﬂy discuss some of the known results about local cocycles associated with
E0-semigroups, followed by a description of the nature of the results obtained in
this paper. In order to do this it is helpful to describe the notion of a unit of an
E0-semigroup and the role that units play in the classiﬁcation of E0-semigroups. A
unit is a strongly continuous one-parameter semigroup of isometries V = {Vt : t0}
of B(H) that intertwine  with the identity mapping in the sense that for all A in
B(H) and for all t0, VtA = t (A)Vt . Note that units are analogues of the semi-
group of unitary operators that implement  in the case where  is surjective. An
E0-semigroup  is called type I , or completely spatial, if  can be reconstructed from
its units. One of the authors has shown [P1] (see also [T]) that there are examples
of E0-semigroups without any units. These are called E0-semigroups of type III. The
type II E0-semigroups are those that are spatial (i.e., possess units) but are not of
type I . The type of an E0-semigroup is a cocycle conjugacy invariant. There is a
ﬁner delineation of the spatial E0-semigroups into types In or IIn depending on the
number of independent units that  possesses. The reader may consult Arveson’s book
[A3] for a detailed description of these notions, but here we single out the important
result of Arveson that every completely spatial E0-semigroup is cocycle conjugate to
one of the canonical CAR/CCR ﬂows, [Al,A1]. In [Al,A1], Arveson has shown that
the automorphism group of a product system of a completely spatial E0-semigroup
corresponds naturally to the group of local unitary cocycles acting on the units of
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. It is not difﬁcult to see that for any spatial E0-semigroup the local unitary cocy-
cles (called gauge cocycles in [Al,A1]) of a spatial E0-semigroup  act on the units
of . In fact, one observes from Arveson’s description of the local unitary cocycles
and the units of a CCR-ﬂow that the local unitary cocycles act transitively on the
space of units of a completely spatial E0-semigroup. Moreover, one of the authors
[Al,A1] has shown that, in general, the local unitary cocycles act transitively on the
units of a spatial E0-semigroup  if and only if the standard form of  is unique
(see [P2]) for the deﬁnition of standard form). We also should mention that in [B1]
Bhat has obtained a detailed description of the local positive contractive cocycles of
the CCR/CAR ﬂows and used this to give an explicit illustration of the one-to-one
correspondence between the positive local -cocycles and the compressions of the
CCR-ﬂows.
In this paper we obtain, for the ﬁrst time, some information about the structure of
the local cocycles of a family of E0-semigroups of type II0. For the family of examples
that we study we are able to give a detailed description of the structure of the local
cocycles, including the multiplicative structure of the group of local unitary cocycles.
Our examples are obtained as the minimal dilations of a family of CP-semigroups
on B(L2(0,∞) known as CP-ﬂows. The foundation for our results on CP-ﬂows was
established by one of the authors in [P4,P5]. Here, we limit our study to a restricted
family of CP-ﬂows known as CP-ﬂows of Schur diagonal type. Although our focus is
primarily on the case dim(K) = 1, a CP-ﬂow can be constructed on B(K⊗L2(0,∞) for
any (ﬁnite-dimensional or separable) Hilbert space K. These are CP-semigroups  on
B(K ⊗ L2(0,∞)) with the additional property that  is intertwined by the canonical
semigroup of shift isometries S = {St : t0} on L2(0,∞). In [P5], CP-ﬂows are
constructed using the notion of a (possibly inﬁnite) boundary weight map, i.e., a linear
mapping  from B(K)∗ into the boundary weights on B(H), where H = K⊗L2(0,∞),
and satisfying certain positivity conditions.
We close this section with an outline of the contents of this paper. In Section 1, we
introduce the notation and terminology that will be used in the description of CP-ﬂows.
We also present a review of results, primarily from [P4,P5], that will be applied to
obtain new results in Section 2 on the structure of cocycles of E0-semigroups of type
II0 arising from CP-ﬂows. We state Bhat’s theorem (Theorem 1.3) on the dilations
of CP-semigroups  to E0-semigroups d. We describe the order structure that exists
among CP-semigroups and characterize the subordinates of a given CP-semigroup with
respect to this order. Theorem 1.4 describes how local positive contractive cocycles can
be used to establish the order isomorphism that exists between the subordinates of a
CP-semigroup  and those of its minimal dilation d. We deﬁne CP-ﬂows in Deﬁnition
1.9 and review the notion of the boundary weight  and the boundary representation
associated with a CP-ﬂow. Theorem 1.21 shows that the minimal dilation d is a CP-
ﬂow in its own right. In Theorem 1.23 (see also Lemma 1.24) we give more detailed
information, with the use of local cocycles, about the relationship between subordinates
of a CP-ﬂow  and those of d.
In Deﬁnition 1.13, we introduce an order structure for boundary weights and then
use this, in Deﬁnition 1.19, to describe the notion of q-corners that connect a pair ,
 of boundary weights. Specializing to the case  =  we describe in Theorem 1.30
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the one-to-one correspondence that exists between q-corners  from  to itself and
the local cocycles associated with the minimal dilation of the CP-ﬂow  associated
with .
Section 2 contains new results on the structure of local cocycles of minimal di-
lations of CP-ﬂows. Since the minimal dilations of CP-ﬂows on B(L2(0,∞)) with
unbounded boundary weights are of type II0 (see [P5, Theorem 4.49]) we have, for the
ﬁrst time, obtained explicit information about the structure of the local cocycles of an
E0-semigroup of type II. In Theorem 2.2, we obtain an explicit characterization of the
q-corners between a boundary weight  and itself. Given the one-to-one correspon-
dence that exists between q-corners and local cocycles, we have thereby obtained a
description of the local cocycles of d. For a CP-ﬂow on B(L2(0,∞) with unbounded
(respectively, bounded) boundary weight , Theorem 2.5 (respectively, Theorem 2.11)
identiﬁes those q-corners that are extremal in a certain sense. These q-corners are called
hyper-maximal and are in one-to-one correspondence (see Theorem 1.28) with the local
unitary cocycles of d. In Lemma 2.17, we establish multiplication with these extremal
q-corners and using analytic function arguments Theorem 2.23 provides we extend the
result to arbitary q-corners providing an explicit formula for the multiplication of a
pair of local cocycles of the E0-semigroup d.
1. Background, Notation and Deﬁnitions
We begin with the deﬁnition of E0-semigroups of B(H) the set of all bounded
operators on a separable Hilbert space H. For a detailed discussion of E0-semigroups
we refer to Arveson’s excellent book, [A3].
Deﬁnition 1.1. We say  is an E0-semigroup of a B(H) if the following conditions
are satisﬁed.
(i) t is a ∗-endomorphism of B(H) for each t0.
(ii) 0 is the identity endomorphism and t ◦ s = t+s for all s, t0.
(iii) For each  ∈ B(H)∗ (the predual of B(H)) and A ∈ M the function (t (A)) is
a continuous function of t .
(iv) t (I ) = I for each t0 (t preserves the unit).
The appropriate notions of when two E0-semigroups are similar are conjugacy and
cocycle conjugacy (which comes from Alain Connes’ deﬁnition of outer conjugacy).
Deﬁnition 1.2. Suppose  and  are E0-semigroups B(H1) and B(H2). We say  and
 are conjugate, denoted  ≈ , if there is a ∗-isomorphism  of B(H1) onto B(H2)
so that  ◦ t = t ◦  for all t0. We say  and  are cocycle conjugate, denoted
t ∼ t , if ′ and  are conjugate where  and ′ differ by a unitary cocycle (i.e.,
there is a strongly continuous one parameter family of unitaries U(t) on B(H1) for
t0 satisfying the cocycle condition U(t)t (U(s)) = U(t + s) for all t, s 0 so that
′t (A) = U(t)t (A)U(t)−1 for all A ∈ B(H1) and t0).
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An E0-semigroup t is spatial if there is semigroup of isometries U(t)which inter-
twine so U(t)A = t (A)U(t) for A ∈ B(H) and t > 0. The property of being spatial
is a cocycle conjugacy invariant.
An extremely useful and well-known result in the theory of C∗-algebras is the
Gelfand–Segal construction of a cyclic ∗-representation of a C∗-algebra associated with
a state of the C∗-algebra. In the study of E0-semigroups there is a result in the same
spirit which says that every semigroup of unital completely positive maps of B(K) can
be dilated to an E0-semigroup of B(H) where H can be thought of as a larger Hilbert
space containing K. We begin with a review of the properties of completely positive
maps.
A linear map  from a C∗-algebra A into B(H) is completely positive if
n∑
i,j=1
(fi,(A
∗
i Aj )fj )0
for Ai ∈ A, fi ∈ H for i = 1, 2, . . . , n and n = 1, 2, . . .. Stinespring’s central result
is that if A has a unit and  is a completely positive map from A into B(H) then
there is a ∗-representation  of A on B(K) and an operator V from H to K so that
(A) = V ∗(A)V for A ∈ A. And  is determined by  up to unitary equivalence if
the linear span of {(A)Vf } for A ∈ A and f ∈ H is dense in K.
Often we speak of one functional or map dominating another. We introduce a word
for the functional or map that is dominated. The word is “subordinate”. If A is an
object which is positive with respect to some order structure we say that B is a
subordinate of A if B is the same kind of object A is and B is positive and B is
less than A. For example, if we are speaking of the positive integers the subordi-
nates of 4 are 4, 3, 2, 1. If A is a positive operator then the subordinates of A are
operators B with AB0. Suppose E is a projection. Are the subordinates of a pro-
jection E projections under E or the operators under E? The answer depends on the
context.
A CP-semigroup of B(H) is a strongly continuous one parameter semigroup of
completely positive maps of B(H) into itself. The following theorem of Bhat [B1]
states that a CP-semigroup of B(H) dilates to an E0-semigroup.
Theorem 1.3. Suppose  is a unital CP-semigroup of B(H). Then there is a Hilbert
space H1, an E0-semigroup d of B(H1) and an isometry W from H to H1
so that
t (A) = W ∗dt (WAW ∗)W
and t (WW ∗)WW ∗ for t > 0. Moreover, if the projection E = WW ∗ is minimal,
which means that the span of the vectors
dt1(EA1E)
d
t2(EA2E) · · · dtn (EAnE)Wf
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for f ∈ H, Ai ∈ B(H), ti0 for i = 1, 2, . . . and n = 1, 2, . . . is dense in H1, then
d is determined up to conjugacy.
We use Arveson’s deﬁnition of minimality which is easier to state and equivalent to
Bhat’s. In what follows we will always denote by d the minimal dilation of a CP-
semigroup  to an E0-semigroup and we will use the notation of Theorem 1.3 without
further comment.
Suppose  is an E0-semigroup of B(H). We characterize the subordinates of , (i.e.,
the CP-semigroups  of B(H) so that the mapping A → t (A) − t (A) is completely
positive for all t0). The subordinates of  are given by positive contractive local
cocycles. An -cocycle is a 	-weakly continuous one parameter family of operators
C(t) satisfying the cocycle relation
C(t + s) = C(t)t (C(s))
for all s, t0. The cocycle C(t) is local if C(t) ∈ t (B(H))′ for all t > 0. The
local cocycles and their order structure are a cocycle conjugacy invariant. If  is a
subordinate of , then there exists a positive contractive local -cocycle C(t), such
that t (A) = C(t)t (A) for all A ∈ B(H) and every positive contractive local cocycle
of  gives rise to a subordinate of  in this manner [P5, Theorem 3.4]. Note that
C(t) = t (I ).
As ﬁrst shown by Bhat [B1] there is an order isomorphism from the subordinates
of a unital CP-semigroup of B(H) to the subordinates of its minimal dilation to an
E0-semigroup of B(H1) We describe the isomorphism using the notation of Powers
[P5].
Theorem 1.4. Suppose  is a unital CP-semigroup of B(H) and d is its minimal
dilation to an E0-semigroup of B(H1) as in Theorem 1.3. Then there is an order
isomorphism from the subordinates of  to the subordinates of d given as follows. If
 is a subordinate of d and C(t) = t (I ) for t0 is the local cocycle associated with
 then the subordinate  of  under this isomorphism is given by
t (A) = W ∗C(t)dt (WAW ∗)W
for A ∈ B(H) and t0.
In this paper, we will frequently make use of corners. This is a trick introduced by
A. Connes.
Deﬁnition 1.5. Suppose  and  are CP-semigroups of B(H) and B(K). Then  is a
corner from  to  if  given by
t
[
A B
C D
]
=
[
t (A) t (B)
∗t (C) t (D)
]
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for t0 and A ∈ B(H), D ∈ B(K), B a linear operator from K to H and C a linear
operator from H to K is a CP-semigroup of B(H⊕ K).
Suppose  is a corner from  to  and  is the CP-semigroup of B(H⊕K) deﬁned
above. Suppose ′ is a subordinate of  of the form
′t
[
A B
C D
]
=
[
′t (A) t (B)
∗t (C) ′t (D)
]
for t0 for A,B,C and D as stated above. We say  is maximal if for every subor-
dinate ′ of the above form we have ′ = . We say  is hyper-maximal if for every
subordinate ′ of the above form we have ′ =  and ′ = .
We state Theorem 3.13 of Powers [P2] which shows how to determine when two
CP-semigroups dilate to cocycle conjugate E0-semigroups.
Theorem 1.6. Suppose  and  are unital CP-semigroups of B(H) and B(K) and d
and d are the minimal dilations of  and  to E0-semigroups. Then d and d are
cocycle conjugate if and only if there is a hyper-maximal corner  from  to .
If  is a unital CP-semigroup and d is its minimal dilation to an E0-semigroup then
the corners from  to  come from contractive local d-cocycles. The following theorem,
which follows from Theorem 3.16 and Corollary 3.17 of Powers [P5], describes this
correspondence.
Theorem 1.7. Suppose  is a unital CP-semigroup of B(H) and d is its minimal
dilation to an E0-semigroup d of B(H1) as in Theorem 1.3. If  is a corner from 
to , then there is a unique contractive local cocycle C for d so that
t (A) = W ∗C(t)dt (WAW ∗)W
for all A ∈ B(H) and t0. Conversely, if C is a contractive local cocycle for d then
 given above is a corner from  to .
Furthermore, C(t) is an isometry for all t0 if and only if  is maximal and C(t)
is unitary for all t0 if and only if  is hyper-maximal.
Also in [P5, Theorem 3.16] there is a similar theorem for matrices of corners.
Theorem 1.8. Suppose  is a unital CP-semigroup of B(H) and d is its minimal
dilation to an E0-semigroup of B(H1) as in Theorem 1.3.
Suppose n is a positive integer and  is positive (n × n)-matrix of corners from 
to . Then there is a unique positive (n × n)-matrix C of contractive local cocycles
Cij for d for i, j = 1, . . . , n so that

(ij)t (A) = W ∗Cij (t)dt (WAW ∗)W
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for all A ∈ B(H) and t0. Conversely, if C is a positive (n×n)-matrix of contractive
local cocycles for d then the matrix  whose coefﬁcients 
(ij) are given above is a
positive (n × n)-matrix of corners from  to .
Next we deﬁne CP-ﬂows. We believe these are the simplest objects which can be
dilated to produce all spatial E0-semigroups. CP-ﬂows are studied extensively in [P5].
Deﬁnition 1.9. Suppose K is a separable Hilbert space and H = K ⊗ L2(0,∞) and
U(t) is right translation of H by t0. Speciﬁcally, we may realize H as the space of
K-valued Lebesgue measurable functions with inner product
(f, g) =
∫ ∞
0
(f (x), g(x)) dx
for f, g ∈ H. The action of U(t) on an element f ∈ H is given by (U(t)f )(x) =
f (x − t) for x ∈ [t,∞) and (U(t)f )(x) = 0 for x ∈ [0, t). A semigroup  is a CP-
ﬂow over K if  is a CP-semigroup of B(H) which is intertwined by the translation
semigroup U(t), i.e., U(t)A = t (A)U(t) for all A ∈ B(H) and t0.
In Theorem 4.0A of Powers [P5] it is shown that every spatial E0-semigroup is
cocycle conjugate to an E0-semigroup which is also a CP-ﬂow.
We introduce notation for describing CP-ﬂows. Let H = K⊗L2(0,∞) and U(t) be
translation by t . Let
E(t) = I − U(t)U(t)∗ and E(a, b) = U(b)U(b)∗ − U(a)U(a)∗
for t ∈ [0,∞) and 0a < b < ∞. Let d = d/dx be the differential operator of
differentiation with the boundary condition f (0) = 0. Precisely, the domain D(d) is
all f ∈ H of the form
f (x) =
∫ x
0
g(t) dt
with g ∈ H. The hermitian adjoint d∗ is −d/dx with no boundary condition at x = 0.
Precisely, the domain D(d∗) consists of the linear span of D(d) and the functions
g(x) = e−xk with k ∈ K.
Suppose  is a CP-ﬂow over K and A ∈ B(H). Then, for t > 0, one computes
t (A) = U(t)AU(t)∗ + E(t)t (A)E(t) = U(t)AU(t)∗ + B
for all t0. Then B commutes with E(s) for all s so B is of the form
(Bf )(x) = b(x)f (x)
and for t > x0, b(x) ∈ B(K) depends 	-strongly on A.
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We deﬁne the boundary representation, 0. Let  be the generator of . Then for
A ∈ D() we have AD(d) ⊂ D(d) and AD(d∗) ⊂ D(d∗) so A acts on the quotient
D(d∗)/D(d) = K. We call this mapping from D() into B(K) the boundary represen-
tation 0. Note 0 tells you what ﬂows in from the origin. The boundary representation
need not be 	-weakly continuous and even when it is it may not tell the whole story.
If  is a 	-weakly continuous completely positive contraction of B(K⊗L2(0,∞)) into
B(K) then there is a minimal CP-ﬂow with that boundary representation and if that
ﬂow is unital then the E0-semigroup induced by the ﬂow is completely spatial (type
In) where n is the rank of .
We now describe two notions that are central in the study of CP-ﬂows, the boundary
weight map and the generalized boundary representation. For the technical details we
refer the reader to [P5]. The resolvent R for  is given by
R(A) =
∫ ∞
0
e−tt (A) dt.
First we introduce some notation. If  is a 	-weakly continuous mapping from
B(H) to B(K) we denote by ˆ the predual map from B(K)∗ to B(H)∗ so we have
((A)) = (ˆ)(A) for all A ∈ B(H) and  ∈ B(K)∗. We deﬁne the mapping  as
(A) =
∫ ∞
0
e−tU(t)AU(t)∗ dt
for A ∈ B(H). Note that R −  is completely positive which we denote by writing
R−0. Also note that  is the resolvent of a CP-ﬂow with boundary representation
0 = 0.
We need one more bit of notation. We deﬁne the map  : B(K) → B(H) for
A ∈ B(K) where (A) is given by
((A)f ) = e−xAf (x).
We also denote  = (I ) (whether  is the map deﬁned above or the operator (I )
will be clear form the context). Note that (I ) = I − .
Now, we present the main formula that relates a CP-ﬂow  to a boundary weight
map
Rˆ() = ˆ((ˆ) + )
for  ∈ B(H)∗ where  → () is the boundary weight map that to each normal
functional  ∈ B(K)∗ assigns a boundary weight () of B(H). We deﬁne boundary
weights and the boundary weight map.
Deﬁnition 1.10. Suppose K is a separable Hilbert space and H = K ⊗ L2(0,∞).
Suppose U(t) for t0 is translation on H and E(t) = I − U(t)U(t)∗ for t0 and
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 is deﬁned as given above. We deﬁne the boundary algebra A(H) of B(H) as the
algebra of all operators of the form
A = (I − ) 12B(I − ) 12
with B ∈ B(H). We say that  is a boundary weight on A(H) if  ∈ A(H)∗ or more
explicitly  is a linear functional on A(H) and there is a normal functional  ∈ B(H)∗
so that
((I − ) 12A(I − ) 12 ) = (A)
for all A ∈ B(H). The weight norm of  is the norm of  above. When we speak of
the norm of a weight  or say  is bounded and do not explicitly mention the weight
norm we mean the usual norm of  which can be inﬁnite as opposed to the weight
norm which is always ﬁnite. If  is a boundary weight then the truncated boundary
weight t deﬁned for t > 0 is the normal functional t ∈ B(H)∗ so that
t (A) = (E(t,∞)AE(t,∞))
for A ∈ B(H). The mapping  → () deﬁned for  ∈ B(K)∗ is a boundary weight
map if this mapping is a linear mapping of B(K)∗ into boundary weights on A(H) and
this mapping is completely bounded with the norm on B(K)∗ being the usual norm
and the norm on the boundary weights being the boundary weight norm. A boundary
weight map is positive if it is completely positive. A boundary weight map  is unital
if ()(I − ) = (I ) for all  ∈ B(K)∗.
Maintaining the notation of the above deﬁnition we note that U(t)AU(t)∗ ∈ A(H) for
all A ∈ B(H) and t > 0. Recall the mapping  deﬁned above. Since  is completely
positive and (I ) = I − , so (I ) ∈ A(H), it follows that (A) ∈ A(H) for all
A ∈ B(H). For more details see the discussion after Deﬁnition 4.16 of Powers [P5].
One of the main results in [P2] is that every CP-ﬂow is given by a boundary weight
map  → () (see Theorem 1.12 below). As we have mentioned the map is completely
positive. There is a further complicated positivity condition. The condition says that if
one constructs a certain approximation t to the boundary representation as described
below, then t is completely positive.
We ﬁrst describe the connection between boundary weight and boundary representa-
tion. One can construct a boundary weight map so that the boundary representation of
the associated CP-ﬂow is a given 	-weakly continuous completely positive contraction
of B(H) into B(K). Indeed, suppose  is a 	-weakly continuous completely positive
contraction of B(H) into B(K). Let
 = ˆ+ ˆˆˆ+ ˆˆˆˆˆ+ ˆˆˆˆˆˆˆ+ · · · ·
A. Alevras et al. / Journal of Functional Analysis 230 (2006) 1–64 11
This converges as a weight (i.e., the above series converges on the boundary algebra
A(H)) and this is the boundary weight of a CP-ﬂow. We call this the minimal CP-ﬂow
derived from . Formally  = ˆ(I − ˆˆ)−1 and solving for  we have
ˆ = (I + ˆ)−1.
If a boundary weight associated with a CP-ﬂow is bounded the boundary represen-
tation is well deﬁned as stated in the next theorem (see [P5, Theorem 4.27]).
Theorem 1.11. Suppose  is a CP-ﬂow over K and  → () is the associated
boundary weight map. Suppose ‖()‖ < ∞ for  ∈ B(K)∗ so () ∈ B(H)∗ for all
B(K)∗. Then the mapping  → + ˆ() is invertible, i.e., (I + ˆ)−1 exists and
ˆ given by
ˆ = (I + ˆ)−1
is a completely positive contraction from B(K)∗ to B(H)∗. There is a unique CP-ﬂow
derived from  and its boundary weight map is given by
 = ˆ+ ˆˆˆ+ ˆˆˆˆˆ+ ˆˆˆˆˆˆˆ+ · · ·
So when () is bounded for all  ∈ B(K)∗ we have
 = ˆ(I − ˆˆ)−1 and ˆ = (I + ˆ)−1.
Recall that if  is a boundary weight we denote by t the functional t (A) =
(E(t,∞)AE(t,∞)). Note t () ∈ B(H)∗, i.e., t () is a bounded 	-weakly contin-
uous functional. From Theorems 4.23 and 4.27 of Powers [P5] we obtain the following.
Theorem 1.12. Suppose  → () is the boundary weight map of a CP-ﬂow over K.
Then for each t > 0 we have  → t () is the boundary weight map of a CP-ﬂow
over K. Suppose  → () is a completely positive mapping of B(K) into boundary
weights on B(H) satisfying ()(I − )(I ) for  positive. Suppose
ˆt = t (I + ˆt )−1
is a completely positive contraction of B(K)∗ into B(H)∗ for each t > 0. Then  →
() is the boundary weight map of a CP-ﬂow over K.
Deﬁnition 1.13. If  → () is a mapping of B(K)∗ into boundary weights on B(H)
so that ˆt deﬁned above is completely positive for each t > 0 we say this map is
q-positive. The family #t of completely positive contractions of B(H) into B(K) is
called the generalized boundary representation.
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We remark that in checking that the #t are completely positive it is only necessary
to check for small t . If the mapping #t is completely positive then #s is completely
positive for all s t . Next, we give the order relation for the generalized boundary
representation.
Theorem 1.14. If  and  are CP-ﬂows over K then  is a subordinate of  ()
if and only if #t #t for all t > 0 where #t and #t are the generalized boundary
representations of  and . Also we have that if #t #t then #s #s for all s t so
one only has to check for a sequence {tn} tending to zero.
In this paper, we analyze the local cocycles for E0-semigroups which are dilated
from CP-ﬂows over K where K is one dimensional. In this case the CP-ﬂows act on
H = L2(0,∞) and a boundary weight map is speciﬁed by a single-boundary weight
 on the boundary algebra A(H). In this case the generalized boundary representation
# is given by
ˆ#t =
t
1 + t ()
for t > 0. We see immediately that #t is positive for each t > 0 if and only if  is
positive so in the case where K is one dimensional the q-positivity condition reduces
to simple positivity. Now, suppose  and  are two positive boundary weights on A(H)
which by Theorem 1.12 give rise to CP-ﬂows  and . From Theorem 1.14 we have
 is a subordinate of  if and only if
t
1 + t ()
t
1 + t ()
for all t > 0. If the above inequality is satisﬁed for all t > 0 we say  q-dominates
 or  is a q-subordinate of  which is denoted by writing q. Note that for the
zero boundary weight we have q0 if and only if 0.
Now, suppose  and  are boundary weights with q so that the above inequality
is satisﬁed for all t > 0. Since the function h(x) = x/(1+x) for x0 is an increasing
function it follows that t ()t () and, therefore,
t
1 + t ()
t
1 + t ()
 t
1 + t ()
and, hence, tt for all t > 0 and this is equivalent to . Hence, q implies
.
Another important property of the q-ordering is the following. Suppose  is a positive
boundary weight and  is inﬁnite (often written (I ) = ∞) meaning t (I ) → ∞ as
t → ∞. Note () is also inﬁnite since (I − ) is ﬁnite. Now suppose q0
and  = 0. Then we have  is inﬁnite (see [P4, Theorem 3.8]).
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A weight  is q-pure if qq0 implies  is a multiple of . Theorems 3.9
and 3.10 of Powers [P4] give a characterization of the q-subordinates of a positive
boundary weight .
Theorem 1.15. Suppose  is a boundary weight on B(H) = B(L2(0,∞)) and  ∈
B(H)∗ is positive (so 0(I ) < ∞) and  and  = (1 + ())−1( − )
with 01. Then q. Conversely, suppose  and  are boundary weights and
q0 and  = 0. Then there is a positive  ∈ B(H)∗ (so (I ) < ∞) and a
real number  ∈ (0, 1], so that  and  = (1 + ())−1( − ). Furthermore, if
(I ) = ∞ then  and  are unique.
Theorem 1.16. Suppose  is a boundary weight on B(H) = B(L2(0,∞)). Then  is
of the form
(A) =
∑
k∈I
(fk, (I − )−
1
2A(I − )− 12 fk)
for A ∈ A(H), where fk ∈ H = L2(0,∞) for each k ∈ I and the fk are mutually
orthogonal and the sum of the ‖fk‖2 for k ∈ I is not greater than one. The boundary
weight  is q-pure if and only if the index set I contains one element or each vector
g of the form
g =
∑
k∈I
zkfk with 0 <
∑
k∈I
|zk|21
is not in the domain of (I − )− 12 which is the range of (I − ) 12 .
Next we discuss matrices of boundary weights. We recall the Schur product of
matrices. Sometimes this product is called the Hadamard product or the Kronecker
product. The Schur product C = A◦B of two matrices A and B, denoted by the circle
between A and B, is obtained by multiplying the entries of A and B so cij = aij bij
where aij , bij and cij are the coefﬁcients of A, B and C, respectively. Note the Schur
product is commutative so X ◦ A = A ◦ X for matrices A and X. Also, the map
A → X ◦ A is completely positive if and only if X is positive. We deﬁne Schur
diagonal maps which is a generalization of the Schur product.
Deﬁnition 1.17. Suppose K is a Hilbert space and H = K⊗ L2(0,∞). The mapping
 → () from B(K)∗ into weights on the boundary algebra A(H) is said to be Schur
diagonal with respect to an orthonormal basis {fi : i = 1, 2, . . .} of K if ij (A) =
(fi, Afj ) for A ∈ B(K) and eif = (fi, f )fi for f ∈ K) then
(ij )(A) = (ij )((ei ⊗ I )A(ej ⊗ I ))
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for all A ∈ A(H) for all i, j = 1, 2, . . .. In this case the matrix elements of the mapping
 → () are the weights
ij (A) = (ij )(eij ⊗ A)
for A ∈ ∪t>0U(t)B(L2(0,∞))U(t)∗, where {eij } are the set of matrix units deﬁned
by eij f = (fj , f )fi for all f ∈ K and i, j = 1, 2, . . . .
It is an easy exercise to show that if the mapping  → () is completely positive
then in order to show that the mapping is Schur diagonal we need only check the
diagonal entries. The next theorem [P4, Theorem 3.7] tells us when a Schur diagonal
boundary weight map is q-positive.
Theorem 1.18. Suppose K is ﬁnite dimensional and  → () is a linear mapping
of B(K)∗ into weights () on the boundary algebra A(H) which is Schur diagonal
with respect to an orthonormal basis {fi : i = 1, 2, . . . , n} and let ij (A) = (fi, Afj )
for each i and j and for A ∈ B(K). Then the mapping  → () deﬁnes a CP-ﬂow
if and only if for each t > 0 the matrix with entries given by
ij =
t (ij )
1 + t (ij )()
for i, j = 1, 2, . . . , n are the matrix elements of a completely positive contraction of
B(K)∗ into B(H)∗.
Deﬁnition 1.19. Suppose  and  are positive boundary weights. We say  is a corner
from  to  if the matrix
[
 
∗ 
]
is positive. Suppose
[
 
∗ 
]

[
′ 
∗ ′
]
0.
We say  is maximal if the above inequality implies ′ = . We say  is hyper-maximal
if the above inequality implies ′ =  and ′ = .
Again, suppose  and  are boundary weights. We say  is a q-corner from  to 
if the weight
[ t
1+t ()
t
1+t ()
∗t
1+∗t ()
t
1+t ()
]
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on B(H⊕H) is positive for all t > 0. We say  and  are disjoint if the only corner
between  and  is the zero weight. We say  and  are connected if they are not
disjoint. Suppose
[ t
1+t ()
t
1+t ()
∗t
1+∗t ()
t
1+t ()
]

[ ′t
1+′t ()
t
1+t ()
∗t
1+∗t ()
′t
1+′t ()
]
0
for all t > 0. We say a q-corner from  and  is maximal if the above inequality
implies ′ = . We say a q-corner from  and  is hyper-maximal if the above
inequality implies ′ =  and ′ = .
Suppose  is a (n× n)-matrix of boundary weights ij for i, j = 1, . . . , n. We say
 is q-positive if the matrix with coefﬁcients
ij t
1 + ij t ()
for i, j = 1, . . . , n is positive for t0.
Note that if  is a q-corner from  to  then ∗ is a q-corner from  to  so saying
 and  are connected is the same as saying  and  are connected. Note that  is
a hyper-maximal q-corner from  to  if and only if  is a maximal q-corner and ∗
is a maximal q-corner from  to . The next lemma gives a description of ordinary
corners (not q-corners) between positive functionals  and  in B(H)∗.
Theorem 1.20. Suppose 1 and 2 are positive elements of B(H)∗ and 1 and 2
are density matrices giving 1 and 2 so that
1(A) = tr(A1) and 2(A) = tr(A2)
for A ∈ B(H) where tr is the trace normalized so that the trace of a rank one projection
is one. Let M1 be the closure of the range of 1 and let M2 be the closure of the
range of 2. Then  is a corner between 1 and 2 if and only if  is of the form
(A) = tr(A
1
2
2 X
1
2
1 )
for A ∈ B(H) with X a operator from M1 to M2 and ‖X‖1. A corner  from
1 to 2 is maximal if and only if X is an isometry of M1 into M2. A corner is
hyper-maximal if and only if X is a unitary from M1 to M2 so both X and X∗ are
isometries. It follows that there is a maximal corner from 1 to 2 if and only if the
rank of 2 is greater than the rank of 1 and there is a hyper-maximal corner from
1 to 2 if and only if the ranks of 1 and 2 are equal.
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The proof of this theorem is routine (one is given in [P4, Lemma 3.12]), but it is
instructive in understanding corners.
In [P4] the analog of this theorem is proved for local cocycles. Before we discuss
this we deal with the following. Suppose  is a CP-ﬂow over K. When we speak of
subordinates of  we could mean CP-ﬂows which are subordinate to  or CP-semigroups
which are subordinate to . To make it clear which we mean we will speak of ﬂow
subordinates when we mean CP-ﬂows which are subordinate and if we do not specify
ﬂow subordinate we mean a subordinate which is a CP-semigroup. Now suppose  is a
unital CP-ﬂow and d is the minimal dilation of  to an E0-semigroup. From Lemma
4.50 and Theorem 4.51 of Powers [P4], we have that d is also a CP-ﬂow and the
relation between  and d is given by the following theorem.
Theorem 1.21. Suppose  is a unital CP-ﬂow over K and d is the minimal dilation
of  to an E0-semigroup of B(H1) and suppose the relation between  and d is given
by
t (A) = W ∗dt (WAW ∗)W
for all A ∈ B(H) (with H = K ⊗ L2(0,∞)) and t0 where W is an isometry from
H to H1 as in Theorem 1.3. Then H1 can be expressed as H1 = K1 ⊗ L2(0,∞) and
d is a CP-ﬂow over K1 so that if U(t) and U1(t) are right translation on H and H1
intertwining  and d, respectively, then U1(t)W = WU(t) and U1(t)∗W = WU(t)∗ for
all t0. This means W as a mapping of H = K⊗L2(0,∞) into H1 = K1 ⊗L2(0,∞)
can be expressed in the form W = W1 ⊗ I where W1 is an isometry from K into K1.
Suppose S(t) is a strongly continuous semigroup of contractions of H and  given
by t (A) = S(t)AS(t)∗ for A ∈ B(H) and t0 is a subordinate of . Further assume
 is trivially maximal meaning A → estt (A) is not a subordinate of  for any s > 0.
Then there is a unique strongly continuous one parameter semigroup of isometries S1(t)
which intertwine dt for each t0 and satisfy the relation
S(t) = W ∗S1(t)W
for all t0.
Conversely, if S1(t) is a strongly continuous one parameter semigroup of isometries
which intertwine dt for each t0 then if S(t) is as deﬁned in the equation above we
have S(t) is a strongly continuous one parameter semigroup of contractions so that 
deﬁned by t (A) = S(t)AS(t)∗ for A ∈ B(H) and t0 is a subordinate of  which
is trivially maximal.
In what follows, we will assume the notation of Theorem 1.21 when referring to a
CP-ﬂow  and its minimal dilation d to an E0-semigroup.
Suppose  and d are unital CP-ﬂows related as in the theorem above. Suppose 
is a ﬂow subordinate of . Then from Theorem 1.4 we have
t (A) = W ∗C(t)dt (WAW ∗)W
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for A ∈ B(H) and t0 where C(t) is a local d cocycle. Since  is a CP-ﬂow we
have U(t)A = t (A)U(t) for A ∈ B(H) and t0 and then we have
U(t)A=W ∗C(t)dt (WAW ∗)WU(t)
=W ∗C(t)dt (WAW ∗)U1(t)W = W ∗C(t)U1(t)WA
for all A ∈ B(H) and t0. Setting A = I we see that U(t) = W ∗C(t)U1(t)W for
t0. Note S1(t) = C(t)U1(t) for t0 is one parameter semigroup which intertwines
d. And from the theorem just stated it follows that C(t)U1(t) = U1(t). Hence, each
ﬂow subordinate of  comes from a local cocycle for d satisfying C(t)U1(t) = U1(t)
for all t0. We call such cocycles ﬂow cocycles. We deﬁne ﬂow corners.
Deﬁnition 1.22. Suppose  and  are CP-ﬂows over K1 and K2, respectively. We say
 is a ﬂow corner from  to  if  is a one parameter family of 	-weakly continuous
maps t of B(H2) to B(H1) (with Hi = Ki ⊗ L2(0,∞) for i = 1, 2) so that
t
([
A11 A12
A21 A22
])
=
[
t (A11) t (A12)
∗t (A21) t (A22)
]
for t0 and Aij is a bounded linear operator from Hj to Hi is a CP-ﬂow over K1⊕K2
where the translation operator U(t) on (K1 ⊕ K2) ⊗ L2(0,∞) is given by
U(t) =
[
U1(t) 0
0 U2(t)
]
for t0 where Ui is the translation operator on Hi = Ki ⊗ L2(0,∞) for i = 1, 2.
Theorem 1.23. Suppose  is a unital CP-ﬂow over K and d is the minimal dilation
of  to an E0-semigroup and suppose the relation between  and d is as stated in
Theorem 1.21. Suppose C is a local ﬂow cocycle for d which means C(t)U1(t) = U1(t)
for t0. Then
t (A) = W ∗C(t)dt (WAW ∗)W
for t0 and A ∈ B(H) is a ﬂow corner from  to . Conversely, if  is a ﬂow
corner from  to  then there is a unique contractive local ﬂow cocycle for d, C so
C(t)U1(t) = U1(t) and
t (A) = W ∗C(t)dt (WAW ∗)W
for A ∈ B(H) for all t0.
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One ambiguity that occurs with ﬂow corners comes with the deﬁnition of maximal
and hyper-maximal ﬂow corners. In the deﬁnition of maximal and hyper-maximal we
speak of the subordinates ′ of  (see Theorem 1.6). The question is do we mean
subordinates of  or do we mean ﬂow subordinates of , i.e., subordinates which are
also CP-ﬂows. The next lemma shows that the subordinates ′ are necessarily CP-
ﬂows. This means that for ﬂow corners the two notions of maximal or hyper-maximal
are equivalent.
Lemma 1.24. Suppose  and  are CP-semigroups over H1 = K1 ⊗ L2(0,∞) and
H2 = K2⊗L2(0,∞), respectively. Let Ui(t) be translation on Hi for t0 and i = 1, 2.
Suppose  is a ﬂow corner from  to  so U1(t)A = t (A)U2(t) for all A ∈ B(H1,H2)
and t0 (so  is a ﬂow corner). Then  and  are CP-ﬂows.
Next we discuss (n×n)-matrices of ﬂow corners. The following theorems are proved
in [P5].
Deﬁnition 1.25. Suppose  is a CP-ﬂow over K and n is positive integer. We say  is
a positive (n×n)-matrix of ﬂow corners from  to  if  is a matrix with coefﬁcients

(ij) where the 
(ij) are strongly continuous semigroups of B(H) for i, j = 1, . . . , n
so that  is a CP-ﬂow over (⊕ni=1K) and the diagonal entries of  are subordinates
of .
Deﬁnition 1.26. Suppose d is CP-ﬂow over K which is also a E0-semigroup of B(H)
with H = K⊗L2(0,∞) and n is a positive integer. We say C is a positive (n×n)-matrix
of contractive local ﬂow cocycles for d if the coefﬁcients Cij of C are contractive
local ﬂow cocycles for d for i, j = 1, . . . , n and the matrix C(t) whose entries are
Cij (t) is positive for all t0.
We remark if C is a contractive local ﬂow cocycle then C∗ is also a contractive
local ﬂow cocycle.
Theorem 1.27. Suppose  is a unital CP-ﬂow over K and d is its dilation to an
E0-semigroup d of B(H1). The relation between  and d is given by
t (A) = W ∗dt (WAW ∗)W
as described in Theorem 1.21.
Suppose n is a positive integer and  is positive (n × n)-matrix of ﬂow corners
from  to . Then there is a unique positive (n× n)-matrix C of contractive local ﬂow
cocycles Cij for d for i, j = 1, . . . , n so that

(ij)t (A) = W ∗Cij (t)dt (WAW ∗)W
for all A ∈ B(H) and t0. Conversely, if C is a positive (n×n)-matrix of contractive
local ﬂow cocycles for d then the matrix  whose coefﬁcients 
(ij) are given above
is a positive (n × n)-matrix of ﬂow corners from  to .
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Theorem 1.28. Suppose  is a unital CP-ﬂow over K and d is its dilation to an
E0-semigroup and the relation between  and d is as given in the previous theorem.
Suppose 
 is a ﬂow corner from  to  and C is the local contractive ﬂow cocycle
for d associated with 
. Then C(t)∗ is an isometry for all t0 if and only if 
 is
maximal and C(t) is unitary for all t0 if and only if 
 is hyper-maximal.
In Corollary 3.17 of Powers [P5] the statement was C(t) is an isometry. This was
an error. In the proof of Corollary 3.17 it was asserted that
0C′(t) =
[
C12(t)∗C12(t) C12(t)
C12(t)∗ I
]

[
I C12(t)
C12(t)∗ I
]
= C(t)
for t0. The correct formula is
0C′(t) =
[
C12(t)C12(t)∗ C12(t)
C12(t)∗ I
]

[
I C12(t)
C12(t)∗ I
]
= C(t)
for t0 which yields that C(t)∗ is an isometry if and only if 
 is maximal.
Theorem 1.29. Suppose  is a CP-ﬂow over K and U(t) is translation on H = K⊗
L2(0,∞). Suppose  is a corner from  to  so that
U(t)A = eztt (A)U(t)
for t0 and A ∈ B(H) where z is a complex number with non-negative real part. Let
t = eztt for t0. Then  is a ﬂow corner from  to .
Now, we describe how the results we have assembled above allow one to investigate
local cocycles. We consider a unital CP-ﬂow  over C (i.e., K is one dimensional). This
ﬂow is completely speciﬁed by a unital boundary weight  on the boundary algebra
A(H) where H = L2(0,∞) and the fact that  is unital means that (I − ) = 1.
From Theorem 1.23, we know that the ﬂow corners from  to  are in one-to-one
correspondence with contractive local ﬂow cocycles for d where d is the minimal
dilation of  to an E0-semigroup. Now, there is a one-to-one correspondence between
contractive ﬂow corners from  to  and q-corners from  to . This may be seen as
follows. Suppose  is a q-corner from  to . Then the matrix
 =
[
 
∗ 
]
is q-positive and by Theorem 1.18 it is the boundary weight map of a CP-ﬂow  over
C2 where
t
[
A11 A12
A21 A22
]
=
[
t (A11) t (A12)
∗t (A21) t (A22)
]
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for t0 where Aij ∈ B(H) for i, j = 1, 2. Note that  is a ﬂow corner from  to  so
from Theorem 1.23 there is a unique contractive local ﬂow cocycle C for d so that
d and  are related as described in the theorem. Hence, we see that each q-corner
 from  to  gives rise to a contractive local ﬂow cocycle for d. And one easily
checks that each contractive local ﬂow cocycle for d gives rise to a q-corner from 
to  so the mapping is one to one. And from Theorem 1.28 we see that associated
local ﬂow cocycle C(t) is an isometry for each t0 if and only if the corresponding
q-corner is maximal and the associated local ﬂow cocycle C(t) is unitary for each t0
if and only if the corresponding q-corner is hyper-maximal. And from Theorem 1.27
there is matrix version of this correspondence. We summarize this with the following
theorem.
Theorem 1.30. Suppose  is a unital positive boundary weight on A(H) with H =
L2(0,∞) and  is the CP-ﬂow over C deﬁned by . Let d be the minimal dilation of
 to an E0-semigroup. Then the correspondence described above between contractive
local ﬂow cocycles for d and q-corners from  to  is one to one and order preserving
and maps maximal corners onto the isometric cocycles and the hyper-maximal corners
onto the unitary cocycles. Furthermore, this correspondence maps q-positive (n × n)-
matrices of boundary weights ij with ii =  fori, j = 1, . . . , n onto positive (n×n)-
matrices Cij of contractive local ﬂow cocycles for d with Cii = I .
This theorem gives us the machinery to investigate local ﬂow cocycles. What about
general local cocycles? If the weight  is bounded it is known that d is of type
In where the index n is the rank of  (in [P5, Theorem 4.49], note that the normal
spine of  is a multiple of ) and in this case the local cocycles are known (see
[B1]). If the weight  is unbounded then d is of type II0 (in [P5, Theorem 4.49]
the normal spine of  is obviously zero in this case). The fact that the index is zero
means that if U1(t) and S1(t) are intertwining semigroups of isometries for d then
S1(t) = eistU1(t) for t0, where s ∈ R. Suppose then that  is unbounded. Suppose
that C is a contractive local cocycle for d and the relation between  and d is as
stated in Theorem 1.21. Let S1(t) = C(t)U1(t) for t0, where U1 is as stated in
Theorem 1.21. Note S1(t) intertwines dt so S1(t) = e−ztU1(t) for t0 where z is a
complex number with Re(z)0. Let  be the corner from  to  associated with C as
stated in Theorem 1.23. Then we have
eztt (A)U(t)= eztW ∗C(t)dt (WAW ∗)WU(t) = eztW ∗C(t)dt (WAW ∗)U1(t)W
= eztW ∗C(t)U1(t)WA = eztW ∗S1(t)WA = W ∗U1(t)A = U(t)A
for t0 and A ∈ B(H). Then it follows from Theorem 1.29 that t = eztt for t0
is a ﬂow corner from  to . Hence, from Theorem 1.23 we have that C1(t) = eztC(t)
for t0 is a ﬂow cocycle for d so once we have determined the local ﬂow cocycles
ﬁnding all the local cocycles simply involves multiplying by e−zt with Re(z)0. Hence,
we have proved the following theorem.
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Theorem 1.31. Suppose  is an unbounded unital positive boundary weight on A(H)
with H = L2(0,∞) and  is the CP-ﬂow over C deﬁned by . Suppose d is the
minimal dilation of  to an E0-semigroup. Then every contractive local cocycle C for
d is of the form
C(t) = e−ztC1(t),
where C1 is a contractive local ﬂow cocycle and z ∈ C with Re(z)0.
We end this section with a theorem that shows that for each t > 0 the local cocycle
C(t) is 	-weakly continuous in the q-corner with which it is associated.
Theorem 1.32. Suppose  is a unital CP-ﬂow over K and d is its dilation to an E0-
semigroup and the relation between  and d is as given in the Theorem 1.21. Suppose
 and n for n = 1, 2, . . . are ﬂow corners from  to  and C and Cn are the local
contractive ﬂow cocycle for d associated with  and n. Then, if n converge to 
as boundary weights meaning that for each  ∈ B(K)∗ we have
sup(|n()(HAH) −()(HAH)|;A ∈ B(H), ‖A‖1) → 0
as n → ∞, where H = (I −) 12 then for each t0 we have Cn(t) → C(t) 	-weakly
as n → ∞ and the convergence is uniform for t in a compact interval.
Proof. Before we begin the proof we introduce the mapping  given formally by the
equation
(A) = (I − )− 12(A)(I − )− 12
for A ∈ B(H). Suppose t > 0. We deﬁne
t (A) = (I − )−
1
2E(t,∞)(A)E(t,∞)(I − )− 12
for A ∈ B(H). Note t is a 	-weakly continuous completely positive map of B(H)
into itself and
t (I ) = (I − )−
1
2E(t,∞)(I − )E(t,∞)(I − )− 12 = E(t,∞)
so t is a contraction. Suppose  ∈ B(H)∗ is positive. Let t = ˆt () for t > 0.
Suppose 0 < t < s < ∞. Lemma 2.10 of Powers [P5] shows that if E is a projection
and  ∈ B(H)∗ and 1(A) = (EAE) for A ∈ B(H) then ‖−1‖22‖‖2 −2‖1‖2.
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Note s(A) = t (E(s,∞)AE(s,∞)) for A ∈ B(H) so applying this result to t and
s we ﬁnd
‖t − s‖22‖t‖2 − 2‖s‖2 = 2(E(t,∞))2 − 2(E(s,∞))2.
Since (E(t,∞)) → (I ) as t → 0+ it follows that ‖t − s‖ → 0 as s, t → 0+
and since every normal functional is a complex linear combination of four positive
functionals it follows that ˆt () converges in norm to a limiting functional which we
denote by () for each  ∈ B(H)∗. It follows that the limiting map  is a completely
positive 	-weakly continuous contraction of B(H) into itself. Note (I ) = I so  is
unital. Finally, note that
(A) = (I − ) 12(A)(I − ) 12
for all A ∈ B(H).
Now suppose the n and  are as given above. Let  be the semigroup associated
with  and n be the semigroup associated with n for n = 1, 2, . . . . From formula
for the connection between  and  stated before Deﬁnition 1.10 we have
Rˆ() = ˆ((ˆ) + ) and Rˆn() = ˆ(n(ˆ) + )
for  ∈ B(H)∗ and n = 1, 2, . . . . Suppose  ∈ B(H)∗. Then we have
‖Rˆn()(A) − Rˆ()‖
= sup(|n(ˆ) −(ˆ))((A))|;A ∈ B(H), ‖A‖1)
= sup(|n(ˆ) −(ˆ))((I − )
1
2(A)(I − ) 12 )|;A ∈ B(H), ‖A‖1)
 sup(|n(ˆ) −(ˆ))((I − )
1
2A(I − ) 12 )|;A ∈ B(H), ‖A‖1)
for n = 1, 2, . . . . Since ˆ ∈ B(K)∗ we have the last line above converges to zero as
n → ∞ as given in the statement of the theorem. Hence, the resolvents Rˆn converge
strongly to Rˆ as n → ∞. Then by the Trotter resolvent convergence theorem [BR,
Theorem 3.1.26] we have ‖ˆnt ()− ˆt ()‖ → 0 as n → ∞ for all  ∈ B(H)∗ and t0
where the convergence is uniform for t in a bounded interval.
Now, we assume the notation of Theorem 1.21 for the relation between  and the
minimal dilation d. Note the linear span of vectors
dt1(WA1W
∗) · · · dtn (WAnW ∗)Wf
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with ti > 0 and Ai ∈ B(H) for i = 1, . . . , n and f ∈ H are dense in H1. Fix t0 > 0.
Since the Cp(t0) are contractions (and, therefore, uniformly bounded) for all t0 to
prove Cp(t0) → C(t0) 	-weakly as p → ∞ is sufﬁcient to show that
p = W ∗dt1(WA1W ∗) · · · dtn (WAnW ∗)Cp(t0)ds1(WB1W ∗) · · · dsm(WBmW ∗)W
converges to
 = W ∗dt1(WA1W ∗) · · · dtn (WAnW ∗)C(t0)ds1(WB1W ∗) · · · dsm(WBmW ∗)W
	-weakly as p → ∞ for ti , sj > 0 and Ai, Bj ∈ B(H) for i = 1, . . . , n and j =
1, . . . , m and n,m = 0, 1, 2, . . . . Now from the proof of Theorems 3.5 and 3.16 in
[P5] it follows that  can be expressed in terms of  and . For example, if 0 ts
and A ∈ B(H) then
W ∗C(t)ds (WAW ∗)W = W ∗ds (WAW ∗)C(t)W = t (s−t (A)).
Suppose 0s t and A ∈ B(H). Then
W ∗C(t)ds (WAW ∗)W = s(t−s(I )A)
and
W ∗ds (WAW ∗)C(t)W = s(At−s(I )).
Suppose A,B ∈ B(H). Then if 0 < t < s < t0 we have
W ∗dt (WAW ∗)C(t0)ds (WBW ∗)W = t (As−t (t0−s(I )B).
So if  ∈ B(H)∗ we have
(W ∗dt (WAW ∗)C(t0)ds (WBW ∗)W) = ˆt0−s(r(B)ˆs−t (l(A)ˆt ()))(I ),
where r(B)(X) = (XB) and l(A)(X) = (AX) for X ∈ B(H) and  ∈ B(H)∗ and
(W ∗dt (WAW ∗)Cp(t0)ds (WBW ∗)W) = ˆ
p
t0−s(r(B)ˆ
p
s−t (l(A)ˆ
p
t ()))(I ),
for p = 1, 2, . . . . Since the semigroups ˆp converge strongly to ˆ we see that
(W ∗dt (WAW ∗)Cp(t0)ds (WBW ∗)W) → (W ∗dt (WAW ∗)C(t0)ds (WBW ∗)W)
as p → ∞.
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If we consider the same expression now with the assumption that 0 < t < t0 < s
we have
W ∗dt (WAW ∗)C(t0)ds (WBW ∗)W = t (At0−t (s−t0(B))).
So if (X) ∈ B(H)∗ we have
(W ∗dt (WAW ∗)C(t0)ds (WBW ∗)W) = ˆt0−t (r(A)ˆt ())(s−t0(B))
and
(W ∗dt (WAW ∗)Cp(t0)ds (WBW ∗)W) = ˆ
p
t0−t (r(A)ˆ
p
t ())(s−t0(B))
for p = 1, 2, . . . . Again we see that
(W ∗dt (WAW ∗)Cp(t0)ds (WBW ∗)W) → (W ∗dt (WAW ∗)C(t0)ds (WBW ∗)W)
as p → ∞.
We have only carried out the analysis in detail for two terms but these terms are
sufﬁciently complicated to show the general pattern. In each case, we have a composi-
tion of terms involving ˆ and ˆ and right and left multiplication by elements of B(H)
to calculate the terms involving C(t0). For the terms involving Cp(t0) we replace each
ˆ term with ˆ
p
and since we have strong convergence we ﬁnd the terms converge as
p → ∞. Since the convergence of nt to t is uniform for t in a compact set we have
the convergence Cp(t) → C(t) is uniform in the 	-weak topology for t is a compact
interval. 
2. Local cocycles
In this section, we characterize the contractive local ﬂow cocycles for the E0-
semigroup d, where d is the dilation of a CP-ﬂow determined by a positive boundary
weight  on A(H) where H = L2(0,∞). As we saw in the last section this is equiva-
lent to characterizing the q-corners from  to . So as not to repeatedly deﬁne notation
we ﬁx our notation for this section. The Hilbert space H is L2(0,∞) and U(t) is the
isometry of right translation by t . The operators E(t), E(a, b) and  are deﬁned as in
the last section. The boundary algebra A(H) is deﬁned as in the last section so
A(H) = (I − ) 12B(H)(I − ) 12 .
If we put subscript t or s on functional we mean the truncated functional so, for
example,
t (A) = (E(t,∞)AE(t,∞))
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for all A ∈ A(H) and t > 0. Note that if  is a boundary weight then t ∈ B(H)∗ for
all t > 0.
The following lemma and its corollary, Theorem 2.2, give the ﬁrst description of
q-corners.
Lemma 2.1. Suppose  is a positive boundary weight on A(H) and (I ) = ∞. Then
 is a non-zero q-corner from  to  if and only if it is of the form  = /z where
z ∈ C with Re(z) and  is a corner from  to  so that
 = 1 + sup{t () − Re(t ()) : t > 0} < ∞. (2.1)
Furthermore,  and z given above are uniquely determined by . It follows that if  is
a corner from  to  so that  deﬁned above is ﬁnite then  = /z is not a q-corner
from  to  if Re(z) < .
Proof. Suppose  is a positive boundary weight and  is of the form given in the
statement of the theorem. Now  is a q-corner from  to  if
Mt =
[ t
1+t ()
t
1+t ()
∗t
1+∗t ()
t
1+t ()
]
is positive for all t > 0. Multiplying this matrix by 1 + t () we see  is a q-corner
from  to  if and only if h(t)t is a corner from t to t for all t > 0 where
h(t) = 1 + t ()
1 + t ()
for t > 0. Since  is a corner from  to  it follows that t is a corner from t to
t for all t > 0. Hence,  is a q-corner if |h(t)/z|1 for all t > 0 or equivalently
|z/h(t)|1 for all t > 0. Now we have
(1 + t ())(|z/h(t)| − 1) = |z + t ()| − (1 + t ())
 Re(z + t ()) − (1 + t ())
 Re(z) − 0
for all t > 0. Hence,  is a q-corner from  to .
Conversely, suppose  is a q-corner from  to . Then the matrix Mt is positive
for all t > 0 which is equivalent to the statement h(t)t is a corner from t to t for
all t > 0 where the function h is given above. From Lemma 3.13 of Powers [P4] it
follows that |h| is a non-increasing function which approaches a limit 1 as t → 0+
and h(t) → y as t → 0+, where y is a complex number of modulus one. Hence,
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t is a corner from t to t for all t > 0 so  is a corner from  to  and since
|y| = 1 it follows that  = y is a corner from  to . Let
N(t) =
[
1 + t () y + t ()
y∗ + ∗t () 1 + t ()
]
for t > 0. Since |h| is non-increasing it follows that N(t) has determinant D0 so
N(t) has a normalized eigenvector vt so that (vt , N(t)vt )0 for each t > 0. Since
t () − s() = t ((I − E(s))(I − E(s))
and
t () − s() = t ((I − E(s))(I − E(s))
for 0 < t < s and  is a corner from  to  it follows that Nt is a non-decreasing
matrix function of t . By compactness there is a limit point v∞ of the eigenvectors vt
and one argues (see the proof of [P4, Theorem 3.14]) (v∞, N(t)v∞)0 for all t > 0.
Since
(1 + t ())−1N(t) →
[
1 1
1 1
]
as t → 0+ it follows that v∞ is a multiple of the vector {1,−1} and, hence,
1 + t () − Re(y + t ())0
for t > 0. Hence, it follows that  satisﬁes the conditions of the theorem with constant
1Re(y). Since  = /z with z = y it follows that Re(z)1.
We prove the last statements of the theorem. Suppose  is a q-corner from  to  and
 = /z with Re(z), where  and  are as stated in the theorem. Suppose  = ′/z′
with Re(z′)′, where ′ and ′ are as stated in the theorem. Then ′ = (z′/z). Since
t ()/t () → 1 and ′t ()/t () → 1 as t → 0+ it follows that z′/z = 1 so z′ = z.
Then we have  = ′ which implies  = ′ so  and z are unique. The uniqueness of
 and z imply the last statement of the theorem. 
Theorem 2.2. Suppose  is a positive boundary weight on A(H) and (I ) = ∞. Then
every q-corner  from  to  is of the form
 = z(1 + ())−1(− + i),
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where  is a positive normal functional so that 20 and  is an hermitian weight
which is a corner between 2−  and  and |z− 12 | 12 . Furthermore, ,  and z are
uniquely determined by .
Proof. Suppose  satisﬁes the hypothesis of the theorem. Suppose  is a given above.
Note  is a corner between 2 −  and  if and only if the same is true for
i. Let
1 =
[
 − + i
− − i 
]
and 2 =
[
2−  i
−i 
]
and let S be the unitary
S = 1√
2
[
1 1
−1 1
]
.
One calculates that 1(S∗AS) = 2(A) for all A ∈ A(H1) Hence, 1 is positive if
and only if 2 is positive. In the notation of Lemma 2.1 we have  = 1+(). Since
we have
{1/z : Re(z)1} = {z : |z − 12 | 12 , z = 0}
the theorem follows from Lemma 2.1. 
We see from the Lemma 2.1 that among the q-corners  from  to  there is a
special q-corner  = / where  and  are as given in the statement of the Lemma 2.1.
Note that all q-corners from  to  which are multiples of  are of the form ′ = /z
with z ∈ C and Re(z)1. Hence, we have |(A)| |′(A)| for all A ∈ A(H) so  is
among the q-corners which are multiples of  the one with the largest boundary weight
norm. Note t ()/t () → 1/ > 0 as t → 0+. We call such a special q-corner  a
standard q-corner from  to .
Deﬁnition 2.3. Suppose  is a positive unbounded boundary weight on A(H). Then
 is a standard q-corner from  to  if  is a q-corner from  to  and if ′ is a
q-corner from  to  which is a multiple of  then ′ = /z with Re(z)1.
From Lemma 2.1, it follows that every q-corner ϑ from  to  is of the form
ϑ = /z, where  is a standard q-corner from  to  and z ∈ C and Re(z)1. It
follows from the arguments of Lemma 2.1 (see also [P4, Theorem 3.18 and Corollary
3.19]) that if  is a q-corner from  to  then  is a standard q-corner if and only if
t ()/|t ()| → 1 as t → 0+ and  is trivially maximal (meaning  is not a q-corner
from  to  for  > 1).
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Lemma 2.4. Suppose  is a positive boundary weight on A(H) and (I ) = ∞. Then
the set of standard q-corners from  to  is convex.
Proof. Suppose 1 and 2 are standard q-corners from  to . Then i = i/i , where
i is a corner from  to  so that
i = 1 + sup{t () − Re(it ()) : t > 0} < ∞
for i = 1, 2. Suppose  ∈ (0, 1). We show  = 1 + (1 − )2 is a standard q-corner
from  to . Let
s = /1
/1 + (1 − )/2 and  = s1 + (1 − s)2.
Since s ∈ (0, 1) and 1 and 2 are corners from  to  it follows that  is a corner
from  to . We compute
= 1 + sup{t () − Re(t ()) : t > 0} = lim
t→0+(1 + t () − Re(t ())
= lim
t→0+ s(1 + t () − Re(1t ()) + (1 − s)(1 + t () − Re(2t ())
= s1 + (1 − s)2 = (/1 + (1 − )/2)−1.
Since  = / we have  is a standard q-corner from  to . 
We remark that the set of q-corners from  to  is not always convex. For example,
suppose  is a positive boundary weight on B(H) = B(L2(0,∞)) and (I ) = ∞ and
 ∈ B(H)∗ and 20 and  is an hermitian corner between 2 −  and . Then
we have
1 = 12 (1 + i)(1 + ())−1(− + i)
and
2 = 12 (1 − i)(1 + ())−1(− − i)
are q-corners from  to  by Theorem 2.2. We have
 = 12 1 + 12 2 = 12 (1 + ())−1(− − ).
Now, from Theorem 2.2 we have that in order for  to be a q-corner from  and 
we must have 2 + 0. One can show this inequality need not be satisﬁed as
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follows. Take the case where  is a pure normal positive functional on B(H) and we
assume  is normalized so that 0 if and only if  ∈ [0, 1]. Now let  = x
with x ∈ [0, 2] and suppose  is an hermitian corner between 2 −  and . Since 
is pure and  is hermitian it follows that  = y with y a real number so that y is a
corner from 2− x and x and so the matrix
 =
[
2− x y
y x
]
is positive. One calculates that  is positive if and only if x + y22. Now choose
x = 12 and y = − 12
√
6. Then we have  = 12 and  = − 12
√
6 and + = 12 (1−
√
6)
which is not positive. Note that if we choose x = 74 and y = 12 then  +  = (9/4)
and then the inequality 2+ fails. Hence, we see that if  is not q-pure then the
set of q-corners from  to  is not convex. The next theorem follows directly from
Theorem 3.20 and Corollary 3.21 of Powers [P4]
Theorem 2.5. Suppose  is a positive boundary weight on A(H) and (I ) = ∞. Then
 is a q-maximal corner from  to  if and only if  is of the form
 = (1/z)(1 + ())−1(− + i),
where  is a positive normal functional so that 20 and  is an hermitian weight
which is a corner from 2 −  to  and z is a complex number with Re(z) = 1 and
if 1 is a positive normal functional so that
0 =
[
− 1 − + i
− − i 
]
is positive then 1 = 0. Also,  is a hyper-maximal q-corner from  to  if and only
if  is of the above form with the additional requirement that if 1 and 2 are positive
normal functionals so that
1 =
[
− 1 − + i
− − i − 2
]
is positive then 1 = 2 = 0.
In the next theorem, we give an alternate description of a q-corner from  to 
in terms of density matrices. We note that if  is a positive boundary weight on
B(H) = B(L2(0,∞)) then there is a unique positive trace class operator  ∈ B(H)
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(namely, the density operator of the normal functional  of Deﬁnition 1.10) so that
(A) = tr((I − )− 12A(I − )− 12)
for A ∈ A(H) = (I − ) 12B(H)(I − ) 12 where tr is the trace normalized so that
the trace of a rank one hermitian projection is one. Note that (I − ) = tr(). A
boundary weight  is a corner from  to  if and only if  is of the form
(A) = tr((I − )− 12A(I − )− 12 12X 12 )
for A ∈ A(H) = (I −) 12B(H)(I −) 12 where X is a contraction (i.e., ‖X‖1) from
the closure of the range of  into itself.
Before we begin the analysis of q-corners in terms of contractions X we prove the
following inequality.
Lemma 2.6. Suppose t is a non-increasing family of positive elements of B(H)∗ for
t > 0 (i.e., t (A)s(A) for ts and A0). Suppose X, Y ∈ B(H) are contractions
(i.e., ‖X‖1 and ‖Y‖1) so that
(X) = sup{Re(t (I − X)) : t > 0} and (Y ) = sup{Re(t (I − Y )) : t > 0}
are ﬁnite constants. Then
Re(t (I − XY))  (Re(t (I − X))
1
2 + Re(t (I − X))
1
2 )2
 2Re(t (I − X)) + 2Re(t (I − Y ))2(X) + 2(Y )
for all t > 0 and the limit
p(X, Y ) = lim
t→0+ t ((I − X)(I − Y ))
exists.
Furthermore, suppose Xn is a sequence of contractions and there is a constant K
so that
(Xn) = sup{Re(t (I − Xn)) : t > 0}K
for all n = 1, 2, . . . and Xn → X weakly as n → ∞. Then p(Xn, Y ) → p(X, Y ) as
n → ∞.
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Proof. Assume the hypothesis and notation of the lemma. Suppose t > 0. Note the
expression t ((I−A∗)(I−B)) is a positive bilinear form and by the Schwarz inequality
we have
|t ((I − A)∗(I − B))|2t ((I − A)∗(I − A))t ((I − B)∗(I − B))
for A,B ∈ B(H). Now if A is a contraction we have
t ((I − A)∗(I − A)) = t (I − A∗ − A + A∗A)
 t (2I − A∗ − A) = 2Re(t (I − A)).
Applying these inequalities with A = X∗ and B = Y we have
−Re(t ((I − X)(I − Y )))2
√
Re(t (I − X))Re(t (I − Y )).
Then adding Re(t (I − X) + t (I − Y )) to both sides of this equation we ﬁnd
Re(t (I − XY))  (Re(t (I − X))
1
2 + Re(t (I − Y ))
1
2 )2
 2Re(t (I − X)) + 2Re(t (I − Y ))2(X) + 2(Y ),
which proves the ﬁrst inequality of the lemma.
Now suppose 0 < t < s. Note  = t −s is a positive functional so the inequalities
we derived for A and B at the beginning of this lemma are true if we replace t by
. Hence, we have by the Schwarz inequality that
|(t − s)((I − X)(I − Y ))|24Re((t − s)(I − X))Re((t − s)(I − Y )).
Since Re(t (I − X)) and Re(t (I − Y )) are non-increasing functions of t which have
least upper bounds (X) and (Y ), respectively, it follows both these functions have
limits and, therefore,
|(t − s)((I − X)(I − Y ))|2 → 0
as t → 0+ and s → 0+ independently and, therefore, the limit p(X, Y ) of the lemma
exists.
Now we prove the last sentence of the lemma. Replacing X in the inequality above
for (t − s)((I − X)(I − Y )) with Xn we ﬁnd
|(t − s)((I − Xn)(I − Y ))|2  4Re((t − s)(I − Xn))Re((t − s)(I − Y ))
 4K Re((t − s)(I − Y ))
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for 0 < t < s and n = . . . . Taking the limit as t → ∞ we ﬁnd
|p(Xn, Y ) − s((I − Xn)(I − Y ))|24K Re((t − s)(I − Y ))
for s > 0 and n = 1, 2, . . . so we have uniform convergence. Since Xn converges
weakly to X we have
s((I − Xn)(I − Y )) → s((I − X)(I − Y ))
as n → ∞. Since we have uniform convergence the conclusion of the lemma
follows. 
Theorem 2.7. Suppose  is a positive boundary weight on A(H) and (I ) = ∞. Then
 is a non-zero q-corner from  to  if and only if  is of the form
(A) = (z)−1tr((I − )− 12A(I − )− 12 12X 12 )
for A ∈ A(H) where tr is the trace normalized so the trace of a rank one hermitian
projection is one and where  is the density matrix associated with  given by the
formula
(A) = tr((I − )− 12A(I − )− 12)
for A ∈ A(H) = (I −) 12B(H)(I −) 12 and X is an operator from the closure of the
range of  into itself and ‖X‖1 so that
 = 1 + sup{Re(tr((I − )−1E(t,∞) 12 (I − X) 12 )) : t > 0} < ∞
and z is a complex number with Re(z)1.
Furthermore,  is a maximal q-corner if and only if X and z satisfy the conditions
above and the additional conditions that X is an isometry of the closure of the range
of  into itself and Re(z) = 1. Finally,  is hyper-maximal if and only if X and z
satisfy the conditions above and X is unitary and Re(z) = 1.
Proof. Assume  is a boundary weight and  is the density matrix associated with 
as given in the statement of the theorem. Now  is a corner from  to  if and only
if  is of the form
(A) = tr((I − )− 12A(I − )− 12 12X 12 )
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for all A ∈ (I − ) 12B(H)(I − ) 12 , where X is an operator from the closure of the
range of  into itself and ‖X‖1. The proof of the ﬁrst paragraph of the theorem
then follows from Lemma 2.1.
Now suppose X satisﬁes the conclusion of the theorem. Suppose X is an isometry
and 0 in the statement of Theorem 2.5 is positive and Re(z) = 1. Since −10
we have that there is an operator Y from the closure of the range of  to itself so that
(A) − 1(A) = tr((I − )−
1
2A(I − )− 12 12 Y 12 )
for A ∈ (I −) 12B(H)(I −) 12 and IY 0. Since the matrix 0 is positive we have
the matrix
N =
[
Y X∗
X I
]
0,
where all the entries in the above matrix are operators from the closure of the range
of  into itself. One checks that the above matrix is positive if and only if Y I and
since Y I we have Y = I so  is maximal by Theorem 2.5.
If Re(z) > 1 then  cannot be a maximal corner by Theorem 2.5 so we assume
Re(z) = 1. Suppose X is not an isometry. Let Y = X∗X. Then the matrix N above is
positive and then there is a 0 as stated in Theorem 2.5 so that
(A) − 1(A) = tr((I − )−
1
2A(I − )− 12 12X∗X 12 )
for A ∈ (I −) 12B(H)(I −) 12 . From Theorem 2.5 to prove  is not maximal all we
need to show is that 1(I ) < ∞. Now we have
1(I )= lim
t→0+ tr((I − )
− 12E(t,∞)(I − )− 12 12 (I − X∗X) 12 )
= lim
t→0+ t (I − X
∗X),
where the second line is just the deﬁnition of t for t > 0. Now from Lemma 2.6 we
have
t (I − X∗X)4Re(t (I − X))4
for all t > 0. Hence, 1(I )4 so  is not maximal.
Since  is hyper-maximal if and only if  and ∗ are maximal, it follows that  is
hyper-maximal if and only if X is unitary and Re(z) = 1. 
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Next, we consider the problem of ﬁnding all q-positive (n×n)-matrices of boundary
weights whose diagonal entries are all equal to a positive boundary weight . We begin
with a useful lemma.
Lemma 2.8. Suppose M is a q-positive (n × n)-matrix of boundary weights ij and
ii =  for i, j = 1, . . . , n, where  is a positive boundary weight on A(H) and
(I ) = ∞. We say the indices i and j are connected by  if ij = 0. Then the
property of being connected by  is an equivalence relation (i.e., if i and j are
connected and j and k are connected then i and k are connected).
Proof. Assume the hypotheses and notation of the lemma. It is clear that if i and j
are connected then j and i are connected and i is connected to i for i, j = 1, . . . , n.
All we need to prove is transitivity. Note that for 1 i < jn, ij is a q-corner from
 to . Hence, it follows from any of the characterizations of corners that if ij = 0
then ij t ()/(1 + ij t ()) → 1 as t → 0+. Hence, the matrix X with components
xij = lim
t→0+
ij t ()
1 + ij t ()
has components xij which are either zero or one. Now consider the matrix
Q =
⎡
⎢⎢⎣
1 1 u
1 1 1
u 1 1
⎤
⎥⎥⎦ ,
where u is either zero or one. If u = 1 then the eigenvalues of Q are 3, 0 and 0 and
if u = 0 then the eigenvalues of Q are 1+√2, 1 and 1−√2. So Q is positive if and
only if u = 1. Since X is positive and its entries are zero or one it follows that for
1 i < j < kn if xij = 1 and xjk = 1 then xik = xki = 1. 
If follows then that if M is a q-positive matrix of the form described in
Lemma 2.8 then by rearranging the indices M will be in block diagonal form where
all the indices in each block are connected and any two indices from different blocks
are not connected. One sees that such a matrix is q-positive if and only if each of the
connected blocks is q-positive. With this said we now focus our attention on matrices
of boundary weights where all the coefﬁcients are non-zero.
We will need the following lemma.
Lemma 2.9. Suppose X is an hermitian (n×n)-matrix with coefﬁcients xij and xii > 0
for i, j = 1, . . . , n and X is conditionally negative (i.e., (u,Xu)0 for all n-vectors u
with components whose sum is zero). Then the matrix Y with coefﬁcients yij = 1/xij
is positive. If  is a positive (n × n)-matrix of functionals on B(H) with coefﬁcients
ij then the matrix  with coefﬁcients ij = (1/xij )ij for i, j = 1, . . . , n is positive.
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Proof. The lemma is basically a corollary of a well-known result in probability theory
which states that if the matrix X is conditionally negative then the matrix A with
coefﬁcients aij = exp(−txij ) for t0 and i, j = 1, . . . , n is positive. Suppose then
that X satisﬁes the hypothesis of the lemma. Let  = min(x11, . . . , xnn). Since xii > 0
for i = 1, . . . , n we have  > 0. For 1 i < jn let u be the n-vector so that ui =
1, uj = −1 and uk = 0 for 1kn and k = i and k = j . Since X is conditionally
negative we have (u,Xu)0 so xii + xjj − 2Re(xij )0. Hence Re(xij ) for all
i, j = 1, . . . , n. Hence, the matrix Y with coefﬁcients yij = 1/xij is well deﬁned. Now
for i, j = 1, . . . , n we have
yij =
∫ ∞
0
e−txij dt,
where the integral converges since Re(xij ) and the resulting matrix Y with coefﬁ-
cients yij is positive since it is the integral of positive matrices.
We now prove the last statement of the theorem. Since Y is positive we have Y is
the sum of rank one positive matrices so Y is of the form
yij =
n∑
k=1
ukiukj
for i, j = 1, . . . , n where the ujk are complex numbers. Now each operator
A ∈ B(⊕ni=1H) can be expressed as an (n × n)-matrix with coefﬁcients Aij ∈ B(H).
Then we have
(A∗A)=
n∑
i,j,k=1
ij (A
∗
kiAkj ) =
n∑
i,j,k,m=1
umiumjij (A
∗
kiAkj )
=
n∑
m=1
(B(m)∗B(m))0,
where B(m) has coefﬁcients Bij (m) = umjAij for i, j,m = 1, . . . , n. 
Theorem 2.10. Suppose  is an (n×n)-matrix of non-zero boundary weights ij and
ii =  for i, j = 1, . . . , n where  is a positive boundary weight on A(H) and
(I ) = ∞. Then  is q-positive if and only if there is a positive (n × n)-matrix N
of boundary weights ij with ii =  and an hermitian (n × n)-matrix K of complex
numbers ij with ii = 1 for i, j = 1, . . . , n so that the matrix X(t) with entries
Xij (t) = ij + ij t ()
is conditionally negative for all t > 0 and the coefﬁcients of  are
ij = (ij )−1ij
for i, j = 1, . . . , n.
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Proof. Assume the notation of the theorem and that ij , ij and ij satisfy the con-
ditions above. Now  is q-positive if and only if the matrix Y (t) with coefﬁcients
yij (t) = ij t1 + ij t () =
ij t
ij + ij t ()
for i, j = 1, . . . , n is positive for all t > 0. Since the matrix of the denominators is
conditionally negative with positive entries on the diagonal it follows from Lemma 2.9
that Y (t) is positive for each t > 0.
Now we assume  as stated in the theorem is q-positive. Since ij is a q-corner
from  to  for i, j = 1, . . . , n it follows from Lemma 2.1 that ij = (1/ij )ij where
ij is a corner from  to  and ij is a complex number satisfying the condition
Re(ij )1 + sup{t () − Re(ij t ()) : t > 0} < ∞.
On the diagonal we have ii =  and ii = 1 for i = 1, . . . , n. Let M(t) be the matrix
with coefﬁcients
Mij (t) = (1 + t ())Xij (t)−1ij t
for i, j = 1, . . . , n and t > 0 where X is the matrix given in the statement of the
theorem. Since  is q-positive M(t) is positive for all t > 0. From Lemma 2.1 it
follows that
(1 + t ())−1Xij (t) → 1
as t → 0+ for i, j = 1, . . . , n. Combining this fact with the fact that M(t) is positive
yields that the matrix N with coefﬁcients ij for i, j = 1, . . . , n is a positive matrix of
boundary weights. As we have seen earlier for 0 < s < t we have ijs()− ij t () =
ijs((I −E(t))(I −E(t))). Hence, it follows that the matrix N(t, s) with coefﬁcients
Nij (t, s) = ijs() − ij t ()
ij + ijs() =
ijs() − ij t ()
ij + ij t () + ijs() − ij t ()
for i, j = 1, . . . , n is positive for 0 < ts < ∞. Now assume t > 0 is ﬁxed. Let Q(s)
be the matrix with coefﬁcients
Qij (s) = ijs() − ij t ()
for i, j = 1, . . . , n and 0 < s t . We have from what we have shown above that
(1 + s())−1Qij (s) → 1
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for i, j = 1, . . . , n as s → 0+. Since N(t, s)0 for 0 < s < t we have the matrix R
with components
Rij (s) = 11 + Xij (t)/Qij (s)
for i, j = 1, . . . , n for 0 < s t is positive where X is the matrix given in the statement
of the theorem. A simple estimate shows that for s t
Rij (s) = 1 − (1 + s())−1(Xij (t) + ij (s)),
where ij (s) → 0 as s → 0+ for i, j = 1, . . . , n. Then if u is an n-vector whose
components sum to zero we have
(1 + s())(u, R(s)u) = −(u,X(t)u) + (s),
where (s) → 0 as s → 0+. Since R is positive it follows that (u,X(t)u)0 for all
t > 0 so X(t) is conditionally negative. 
From Theorem 2.10, we have a characterization of all q-positive connected (n× n)-
matrices of boundary weights with diagonal entries  where  is a positive unbounded
boundary weight. In the general case we have from Lemma 2.8 that every q-positive
(n× n)-matrix of boundary weights with diagonal entries  is similar to a direct sum
of connected ones.
We comment on the construction of connected q-positive (n × n)-matrices as in
Theorem 2.10. First, one constructs a positive (n×n)-matrix N of boundary weights ij
with ii =  for i, j = 1, . . . , n. Then one considers the matrix N(t) with coefﬁcients
Nij (t) = ij t () for t > 0. Note N(t) is increasing as t decreases. One can use N
to construct a q-positive boundary weight if (u,N(t)u) is bounded as t → 0+ for
each n-vector u whose components sum to zero. In this case one can ﬁnd a hermitian
matrix K so that K + N(t) is conditionally negative for all t > 0 and using K one
can construct  with coefﬁcients ij = (ij )−1ij for i, j = 1, . . . , n.
So far in this section we have restricted our attention to unbounded weights on
B(H) = B(L2(0,∞)). Now we consider the bounded case. When  is bounded the
boundary representation
 = 
1 + ()
is normal and induces a unique CP-ﬂow  (recall that the minimal dilation of  is then
a type In E0-semigroup, where n is the rank of ). Then computing ﬂow subordinates
of  or ﬂow corners from  to  reduces to computing corners from  to . The results
are summarized in the following theorem.
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Theorem 2.11. Suppose  is a positive boundary weight on A(H) and (I ) < ∞.
Then every q-corner from  to  is of the form
 = 
1 + () − () ,
where  is a corner from  to . The corner  is uniquely determined from  by the
formula
 = 1 + ()
1 + () .
The q-corner  is maximal if and only if  is a maximal corner from  to  and  is
hyper-maximal if and only if  is an hyper-maximal corner from  to .
Suppose  is an (n × n)-matrix of boundary weights ij and ii =  for i, j =
1, . . . , n. Then  is q-positive if and only if there is a positive (n × n)-matrix N of
boundary weights ij with ii =  so that
ij = ij1 + () − ij ()
for i, j = 1, . . . , n.
Proof. First, we will prove the last paragraph of the theorem. Suppose  is a bounded
positive boundary weight on B(H) = L2(0,∞). Suppose N is a positive (n × n)-
matrix of boundary weights ij with ii =  and ij is as given in the statement of
the theorem. Then we have
ij t
1 + ij t () =
ij t
1 + () − ij (E(t)E(t))
for t > 0 and i, j = 1, . . . , n. Since the matrix of the denominators is conditionally
negative for t > 0 we have from Lemma 2.9 that the above matrix is positive for t > 0.
Hence,  is q-positive.
Conversely, suppose  is q-positive. Then the matrix on the left-hand side above is
positive for all t > 0 and it is positive in the limit t = 0 so we have the matrix with
coefﬁcients
ij
1 + ij ()
for i, j = 1, . . . , n is positive. Then so is the matrix with coefﬁcients
ij = 1 + ()1 + ij ()ij
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and ii =  for i, j = 1, . . . , n. And solving for ij in terms of ij we get the
equations stated in the theorem for i, j = 1, . . . , n.
The formula for q-corners  in terms of corners  now follows from what we have
just proved for (2 × 2)-matrices. Solving this formula for  in terms of  gives the
formula in the statement of the theorem.
Now, we show a q-corner  is maximal if and only if the corresponding  is maximal.
Suppose  is a corner from  to  and  is the q-corner from  to  as given in the
statement of the theorem. One checks that  is maximal if and only if
0
[ 
1+()

1+()
∗
1+()

1+()
]

[

1+()

1+()
∗
1+()

1+()
]
implies  = . Suppose  is maximal. Then if the inequality above is satisﬁed we have

1 + () =

1 + ()
in which case  =  and  is maximal. Next suppose  is not maximal. Then there is
a positive functional  and  =  so that
0
[ 
1+()

1+()
∗
1+()

1+()
]

[

1+()

1+()
∗
1+()

1+()
]
.
Then if we let
 = 
1 + () − ()
we ﬁnd

1 + () =

1 + ()
and since  =  it follows that  is not maximal. Since  is hyper-maximal if and
only if  and ∗ are both maximal the above argument shows  is a hyper-maximal
q-corner from  to  if and only if  is a hyper-maximal corner from  to . 
Now, that we have characterized the q-corners from  to  where  is a positive
boundary weight on B(H) = B(L2(0,∞)) we introduce our notation to denote such
q-corners.
Deﬁnition 2.12. Suppose  is a positive boundary weight on A(H) where H = L2
(0,∞).
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(a) Suppose (I ) < ∞. Let  be the density matrix associated with , i.e.,  is a
positive trace class operator so that
(A) = tr(A)
for all A ∈ B(H). Let M be the closure of the range of . Let X be a contraction
from M into M. We denote by X the q-corner from  to  given by
X(A) = (1 + tr(
1
2 (I − X) 12 ))−1tr(A 12X 12 )
for A ∈ B(H).
(b) Suppose now that (I ) = ∞. Let  be the density matrix associated with  in
that  is a positive trace class operator, such that
(A) = tr((I − )− 12A(I − )− 12)
for all A ∈ (I − ) 12B(H)(I − ) 12 . Let M be the closure of the range of .
Suppose {x,X} is a pair consisting of a contraction X from M into itself so that
(X) = sup{Re(tr((I − )−1E(t,∞) 12 (I − X) 12 )) : t > 0} < ∞. (2.2)
and a complex number x so that Re(x)(X) Then we denote by {x,X} the q-
corner from  to  given by
{x,X}(A) = (1 + x)−1tr((I − )−
1
2A(I − )− 12 12X 12 )
for all A ∈ A(H) = (I − ) 12A(I − ) 12 . Since  = 0 is a q-corner from  to 
we will we denote this q-corner by {∞,0} in this notation.
Our results up to this point may be summarized as follows. In the case where  is a
bounded positive weight on B(H) = B(L2(0,∞)) then all q-corners from  to  are
of the form X where X is a contraction from M to M and X is maximal if and only
if X is an isometry and X is hyper-maximal if and only if X is unitary. Note that 
itself is a q-corner from  to  and in this notation the identity contraction from M
onto itself gives  (i.e., I = ). In the case where  is an unbounded positive weight
on B(H) = B(L2(0,∞)) we have that every non-zero q-corner from  to  is of the
form {x,X} given above where X is a contraction from M to M so that (X) deﬁned
in (2.2) is ﬁnite and Re(x)(X) and {x,X} is maximal if and only if Re(x) = (X)
and X is an isometry and {x,X} is hyper-maximal if and only if Re(x) = (X) and
X is unitary. Note that  = 0 is a q-corner from  to  so to include this q-corner
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in this notation we denote it by {∞, 0} so {∞,0} = 0. One might point out that the
zero operator fails to satisfy condition (2.2) but we insist on this notation for the zero
functional so that the correspondence between expressions {x,X} and q-corners is one
to one and because it ﬁts nicely with the other results we will obtain. Note that in this
notation we have {0,I } = .
Next we determine the order structure on q-corners.
Theorem 2.13. Suppose  is a bounded positive boundary weight on A(H). Then,
assuming the notation of Deﬁnition 2.12(a), the q-corner X is q-positive if and only
if X is positive and if X and Y are positive q-corners from  to  then XqY if
and only if XY .
Suppose  is an unbounded positive boundary weight on A(H). Then, assuming the
notation of Deﬁnition 2.12(b), the q-corner {x,X} is positive if and only if x is real
and x(X) and X is positive and if {x,X} and {y,Y } are positive q-corners from 
to  then {x,X}q{y,Y } if and only if XY and y − (Y )x − (X).
Proof. Suppose  is a positive boundary weight on A(H) and (I ) < ∞. Now from
the remark after Deﬁnition 1.13 and from Theorem 1.14 it follows that in order to
check the q-order relation of two boundary weights it is only necessary to check the
order relations for the generalized boundary representations #t in the limit as t → 0+.
Since in case where (I ) < ∞ the boundary representation #t has a limit as t → 0+
we only need check the boundary representation in the limit
lim
t→0+ 
#
t =

1 + () .
Suppose X is a q-corner from  to  as described in Deﬁnition 2.12 and let
X(A) = tr(A
1
2X
1
2 )
for A ∈ B(H). Then we have
X =
X
1 + () − X()
and
X
1 + X()
= X
1 + () .
We see from the above equation that X is q-positive if and only if X is positive and
X is positive if and only if X is positive. If X and Y are two positive contractions
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from the closure of the range of  to itself then XqY if and only if
X
1 + X()
= X
1 + ()
Y
1 + () =
Y
1 + Y ()
so XqY if and only if XY which is equivalent to the statement XY .
Now, suppose (I ) = ∞ and {x,X} is a positive non-zero q-corner from  to  as
described in Deﬁnition 2.12 and let
X(A) = tr((I − )−
1
2A(I − )− 12 12X 12 ) (2.3)
for A ∈ A(H) so {x,X} = (1 + x)−1X. From the last paragraph of the proof of
Lemma 2.1 we have (Xt ()/t ()) → 1 as t → 0+ and since {x,X} is positive it
follows that (1 + x)−1 is real and positive so x is real and in order that {x,X} be a
q-corner we must have Re(x)(X). Now, that we have established that x is positive
one sees by inspection that {x,X}0 implies X0.
If X is a positive contraction from the closure of the range of  to itself satisfying the
bound (2.2) and x is real and x(X) one sees by inspection that {x,X} is positive.
Now suppose  = {x,X} and ϑ = {y,Y } are non-zero positive q-corners from  to
 and qϑ. From Theorem 1.15 of the last section it follows there is a positive
 ∈ B(H)∗ so that 0 and ϑ = (1 + ())−1( − ) where  ∈ (0, 1] (note
 = 0 since ϑ = 0). From Deﬁnition 2.12 we have  = {x,X} is given by
(A) = (1 + x)−1tr((I − )− 12A(I − )− 12 12X 12 )
for A ∈ A(H). Since 0 there is a contraction Y from the closure of the range
of  to itself so that 0Y X and
(A) − (A) = (1 + x)−1tr((I − )− 12A(I − )− 12 12 Y 12 )
for A ∈ A(H). Then we have
ϑ(A) = (1 + ())−1(1 + x)−1tr((I − )− 12A(I − )− 12 12 Y 12 )
for A ∈ A(H). We claim ϑ = {y,Y } with y − (Y )x − (X). Given the deﬁnition of
{y,Y } and the expression for ϑ above we see that ϑ = {y,Y } provided
(1 + y)−1 = (1 + ())−1(1 + x)−1
and solving for y and using the fact that  ∈ (0, 1] we have
y + 1 = −1(1 + ())(1 + x)(1 + ())(1 + x).
A. Alevras et al. / Journal of Functional Analysis 230 (2006) 1–64 43
Working out what (X) and (Y ) are in terms of ,  and  we ﬁnd
(X) = lim
t→0+ t () − (1 + x)t ()
and
(Y ) = lim
t→0+ t () − (1 + x)(t () − t ()),
so we have (Y ) = (X) + (1 + x)(). Combining this relation with the previous
inequality for x and y we ﬁnd
y − (Y )x − (X)
and we have proven the implication of the theorem in one direction.
Now suppose  = {x,X} and ϑ = {y,Y } are positive q-corners from  to  and
XY and y − (Y )x − (X)0. Let X and Y be deﬁned in terms of X and Y as
X was deﬁned in Eq. (2.3). Then we have
(X) = lim
t→0+ t () − Xt ()
and
(Y ) = lim
t→0+t () − Y t ()
and  = (1 + x)−1X and ϑ = (1 + y)−1Y . We have
t
1 + t ()
= Xt
1 + x + Xt ()
and
ϑt
1 + ϑt () =
Y t
1 + y + Y t ()
for all t > 0. Multiplying by the product of the denominators we ﬁnd qϑ if and
only if
(1 + y + Y t ())Xt(1 + x + Xt ())Y t
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for all t > 0. Since XY we will have established the above inequality if we can
show
1 + y + Y t ()1 + x + Xt () (2.4)
for all t > 0. Now, for t > 0 we have from the expression for (Y ) above and the fact
that XY that
(Y ) + Y t () = Y t () + lim
s→0+ s() − Ys()
= lim
s→0+s() − Ys(E(t)E(t))
 lim
s→0+s() − Xs(E(t)E(t))
= (X) + Xt ().
Hence, we have
(Y ) + Y t ()(X) + Xt ()
for t > 0. Since y − (Y )x − (X) we obtain inequality with (2.4) which completes
the proof of the theorem for non-zero q-corners. As described in Deﬁnition 2.12 we
assign the zero q-corner the pair {∞, 0} where when we write x = ∞ we consider x
be real (i.e., complex number with imaginary part zero). With this assignment for the
zero q-corner one sees that the theorem now applies to all q-corners. 
Next we examine the multiplication of local cocycles. Note that if C1 and C2 are
local cocycles for an E0-semigroup d then C(t) = C1(t)C2(t) for t0 is again a local
cocycle for d. Moreover, if C1 and C2 are ﬂow cocycles then the product C is also a
ﬂow cocycle. Now, that we have characterized the ﬂow cocycles for the E0-semigroups
under consideration we examine the multiplication. To standardize notation we begin
with a deﬁnition.
Deﬁnition 2.14. Suppose  is a positive boundary weight on A(H) that is unital, i.e.,
(I − ) = 1.
(a) Suppose (I ) < ∞. Let  be the density matrix associated with  as in Deﬁnition
2.12(a) and let M be the closure of the range of . If X is a contraction from M
into M then let X be the q-corner from  to  as deﬁned in Deﬁnition 2.12(a). It
then follows from Theorem 1.23 that X is associated with a contractive local ﬂow
cocycle for d denoted by CX. If X and Y are two contractions from M into M and
CX and CY are the associated local ﬂow cocycles for d then C(t) = CX(t)CY (t)
is a local contractive ﬂow cocycle which by Theorem 1.23 is associated with a
q-corner Z from  to  where Z is a contraction from M into M, i.e., C = CZ .
We denote the dependence of Z on X and Y by writing Z = X ◦ Y .
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(b) Next suppose that (I ) = ∞. Let  and M be as stated in Deﬁnition 2.12(b). Given
a pair {x,X} consisting of a contraction X from M into M satisfying inequality
(2.2) and a complex number x with Re(x)(X) let {x,X} be the q-corner from
 to  as in Deﬁnition 2.12(b). Then by Theorem 1.23, for each such pair {x,X}
there is an associated contractive local ﬂow cocycle for d denoted by C{x,X}. If
{x,X} and {y, Y } are two such pairs then C(t) = C{x,X}(t)C{y,Y }(t) is a local
contractive ﬂow cocycle for d and, therefore, is associated with a pair {z, Z}.
We denote the dependence of {z, Z} on {x,X} and {y, Y } by writing {z, Z} =
{x,X} ◦ {y, Y }.
In the remainder of this section we determine the circle multiplication deﬁned above.
We will prove that in the case where  is bounded we have
X ◦ Y = YX
while in the case of an unbounded boundary weight we have
{x,X} ◦ {y, Y } = {x + y − p(Y,X), YX},
where p(Y,X) = limt→0+ tr((I − )−1E(t,∞)
1
2 (I − Y )(I − X) 12 ) (the limit
is proven to exist). The proof is lengthy. We proceed by ﬁrst proving some special
cases (Lemmas 2.17, 2.20 and 2.21) which then allow us to obtain the ﬁnal result,
Theorem 2.23.
Before we start we remark on the fact that the order of multiplication of the
two contractions X and Y is reversed. As the next elementary lemma shows this
is what we should expect. In Takesaki’s historic paper [TT] on Tomita Takesaki the-
ory one sees this property of anti-representation occurs when you are working with a
trace.
Lemma 2.15. Suppose  is a normal state of B(H) and  is the positive trace class
operator associated with  by the formula
(A) = tr(A)
for all A ∈ B(H). Let  be the cyclic ∗-representation of B(H) on a Hilbert space K
induced by  so there is a cyclic vector F0 for  so that (A) = (F0, (A)F0) for all
A ∈ B(H). Let M be the closure of the range of . Now for each contraction X from
M to M there is a corner X from  to  and a unique operator CX ∈ (B(H))′ so
that
X(A) = tr(A
1
2X
1
2 ) = (F0, (A)CXF0)
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for all A ∈ B(H). The mapping X → CX from contractions from M into M is a ∗-anti-
isomorphism from the unit ball B(M) to the unit ball of (B(H))′ (i.e., the mapping
is linear, preserves the ∗-operation and reverses multiplication so CXY = CYCX for
X, Y ∈ B(M)).
Proof. Assume the hypothesis and notation of the lemma. We will ﬁnd an explicit
realization of  which will make the proof obvious. Let K be the space of all Hilbert
Schmidt operators A so that Af = 0 for all f ∈ M⊥ (where M⊥ is the orthogonal
complement of M). If P is the orthogonal projection from H onto M then A ∈ K if
and only if A is Hilbert Schmidt and AP = A. We deﬁne an inner product of K by
deﬁning
(A,B) = tr(A∗B)
for A,B ∈ K. One checks that K is a Hilbert space. We deﬁne a ∗-representation  of
B(H) on K by the formula
(A)B = AB
for A ∈ B(H) and B ∈ K. We claim that F0 = 
1
2 ∈ K is a cyclic vector for . In the
case where  is of ﬁnite rank given B ∈ K one can explicitly write down an operator
A ∈ B(H) so that AF0 = B so F0 is cyclic. In the case where  is of inﬁnite rank
one can ﬁnd an orthonormal basis {fi : i = 1, 2, . . .} so that
(A) =
∞∑
i=1
i (fi, Afi)
for A ∈ B(H) where 123 · · · 0. For each positive integer n let En be the
orthogonal projection onto the span of {f1, . . . , fn} and let Kn be the subspace of K
of all A ∈ K so that AEn = A. Now for each positive integer n one can show by
direct calculation that for each B ∈ Kn there is an A ∈ B(H) so that AF0 = B. Since
the subspaces Kn for n = 1, 2, . . . are dense in K it follows that F0 is cyclic for .
We consider B(M) as a subspace of B(H) so if A ∈ B(M) we consider A ∈ B(H)
by deﬁning Af = 0 for f ∈M⊥. Let  be the mapping of B(M) into B(K) given by
(A)B = BA
for A ∈ B(M) and B ∈ K. One sees that  is a ∗-anti-representation of B(M) in
(B(H))′. The fact that  has range (B(H))′ can be seen as follows. Again if  has
ﬁnite rank one can see this explicitly and in the inﬁnite rank case one works with
the subspaces Kn and projections En deﬁned above. One can show that the range of
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 contains (En)(B(H))′(En) for each n = 1, 2, . . . and since (En) converges
strongly to the unit as n → ∞ we see that  has range (B(H))′. If X → CX is
the mapping described in the statement of the lemma we have CX = (X) for all
X ∈ B(M). Then we have
(F0, (A)CXYF0)= tr(F0A(XY)F0) = tr(F0AF0XY)
= tr(F0A(Y )(X)F0) = (F0(A)CYCXF0)
for all X, Y ∈ B(M) and A ∈ B(H) so the mapping X → CX is an ∗-anti-isomorphism
of B(M) with (B(H))′. 
We will begin by determining the circle multiplication in the case where one of the
q-corners is maximal (Lemma 2.17). Unfortunately, the relation between q-corners and
local ﬂow cocycles is not as simple as the relation between X and X in the above
lemma. In order to get a handle on the multiplication we will use the following lemma
which shows that the order structure gives us information about the multiplicative
structure.
Lemma 2.16. Suppose T is a (3 × 3)-matrix with entries in B(H) of the form
T =
⎡
⎢⎢⎣
I U W
U∗ I V
W ∗ V ∗ I
⎤
⎥⎥⎦ .
Suppose W ∗W = I . Then T is positive if and only if U is a contraction and V = U∗W .
Next suppose WW ∗ = I . Then T is positive if and only if V is a contraction and
U = WV ∗.
Proof. Suppose T is as stated above and W ∗W = I . Applying T to the vector F =
(Wf, g,−f ) for f, g ∈ H we ﬁnd
(X, T X) = (g, g) + 2Re((Wf,Ug) − (f, V ∗g)).
Then if T 0 we see that V = U∗W . Applying T to the vector F = (Uf,−f, 0) for
f ∈ H we ﬁnd
(F, T F ) = (f, f ) − (Uf,Uf ).
So if T 0 we have ‖U‖1.
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Conversely, assume V = U∗W and U is a contraction. Then we have
T =
⎡
⎢⎢⎣
I U W
U∗ I U∗W
W ∗ W ∗U I
⎤
⎥⎥⎦
=
⎡
⎢⎢⎣
I 0 0
U∗ 0 0
W ∗ 0 0
⎤
⎥⎥⎦
⎡
⎢⎢⎣
I U W
0 0 0
0 0 0
⎤
⎥⎥⎦+
⎡
⎢⎢⎣
0 0 0
0 I − U∗U 0
0 0 0
⎤
⎥⎥⎦ ,
which is positive since ‖U‖1.
Next suppose WW ∗ = I . Let X = (−f, g,W ∗f ) then
(X, T X) = (g, g) − 2Re((f, Ug) − (f,WV ∗g)0
for all f, g ∈ H which implies U = WV ∗. As we saw before if T is positive then V
is a contraction. Now assume U = WV ∗ and V is a contraction. Then we have
T =
⎡
⎢⎢⎣
I WV ∗ W
VW ∗ I V
W ∗ V ∗ I
⎤
⎥⎥⎦
=
⎡
⎢⎢⎣
0 0 W
0 0 V
0 0 I
⎤
⎥⎥⎦
⎡
⎢⎢⎣
0 0 0
0 0 0
W ∗ V ∗ I
⎤
⎥⎥⎦+
⎡
⎢⎢⎣
0 0 0
0 I − V ∗V 0
0 0 0
⎤
⎥⎥⎦
and since V is a contraction this matrix is positive. 
Before we begin the next theorem we make a remark concerning positive matrices
of functionals and their corresponding representations in terms of density matrices.
Suppose  is a positive normal functional on B(H) and  is a positive trace class
operator so that
(A) = tr(A)
for all A ∈ B(H). Let M be the closure of the range of . Suppose we have an
(n × n)-matrix  of functionals ij of the form
ij (A) = tr(A
1
2Xji
1
2 ),
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where the Xij are contractions from M into M for i, j = 1, . . . , n. The fact that we
have written Xji with i and j reversed in not a misprint. One checks that  is positive
if and only if X ∈ Mn(B(M)) with entries Xij is positive. The point is that setting up
the association between matrices of functionals and matrices of contractions from M
into M one should take the transpose so that the order relation will be preserved.
Lemma 2.17. Suppose  is a positive boundary weight on A(H) with (I −) = 1.
(a) Suppose (I ) < ∞. If X and Y are contractions from M into M as in Deﬁnition
2.12(a) and if at least one of the operators X or Y ∗ is an isometry then X◦Y = YX
where X ◦ Y is the multiplication deﬁned in Deﬁnition 2.14(a).
(b) Suppose (I ) = ∞. Let {x,X} and {y, Y } be pairs as in Deﬁnition 2.12(b). Such
a pair {x,X} is said to be maximal if Re(x) = (X) and X is an isometry and
hyper-maximal if Re(x) = (X) and X is unitary. Then if at least one of the pairs
{x,X} or {y, Y ∗} is maximal we have {x,X} ◦ {y, Y } = {x + y − p(Y,X), YX}
where the circle multiplication is that deﬁned in Deﬁnition 2.14(b) and
p(Y,X) = lim
t→0+ tr((I − )
−1E(t,∞) 12 (I − Y )(I − X) 12 ),
where the limit exists.
Proof. Assume the hypothesis and notation of the ﬁrst paragraph of the lemma. Assume
X and Y are contractions from M into M and Y ∗ is an isometry. Then from Lemma
2.16 the matrix
T =
⎡
⎢⎢⎣
I X Y ∗
X∗ I Z∗
Y Z I
⎤
⎥⎥⎦
is positive if and only if Z = YX where the unit I above is considered to be the
identity mapping from M into M. From Theorem 2.11, it follows that the matrix
 =
⎡
⎢⎢⎣
 ∗X Y
X  Z
∗Y ∗Z 
⎤
⎥⎥⎦
is q-positive and from Theorem 1.30 this yields a positive matrix
C(t) =
⎡
⎢⎢⎣
I CX(t)
∗ CY (t)
CX(t) I CZ(t)
CY (t)
∗ CZ(t)∗ I
⎤
⎥⎥⎦
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for t0 of ﬂow cocycles for d as described in Theorem 1.30. Since Y ∗ is an isometry
it follows from Theorems 2.11 and 1.28 that CY (t) is an isometry for each t0. Since
C(t) is positive it follows from Lemma 2.16 that CZ(t) = CX(t)CY (t) for each t0.
Since Z = YX we have X◦Y = XY . We have proved the ﬁrst paragraph of the lemma
in the case when Y ∗ is an isometry. The proof in the other case follows by taking
adjoints.
Now, suppose  is an unbounded boundary weight and the hypothesis and notation
of the second paragraph of the lemma are satisﬁed. Let us assume {y, Y ∗} is maximal
so Re(y) = (Y ) and Y ∗ is an isometry. Suppose {x,X} is as stated in the lemma and
{z, Z} is chosen so that the matrix
 =
⎡
⎢⎢⎣
 ∗{x,X} {y,Y }
{x,X}  {z,Z}
∗{y,Y } ∗{z,Z} 
⎤
⎥⎥⎦
is q-positive. Then from Theorem 2.10 it follows that the matrix
T =
⎡
⎢⎢⎣
I X Y ∗
X∗ I Z∗
Y Z I
⎤
⎥⎥⎦
is positive and the matrix
Qt =
⎡
⎢⎢⎣
1 + t () 1 + x + ∗Xt () 1 + y + Y t ()
1 + x + Xt () 1 + t () 1 + z + Zt ()
1 + y + ∗Y t () 1 + z + ∗Zt () 1 + t ()
⎤
⎥⎥⎦
is conditionally negative for all t > 0 where X, Y and Z are deﬁned as in Eq. (2.3).
Since T is positive we have Z = YX from Lemma 2.16. Recall Re(y) = (Y ). We will
show that Qt is conditionally negative for all t > 0 if and only if z = x+y−p(Y,X).
A straight forward computation shows the matrix
⎡
⎢⎢⎣
 a b
a  c
b c 
⎤
⎥⎥⎦ ,
where  is real and a, b and c are complex number is conditionally negative if and
only if the matrix [
2Re(b) − 2 b + c − a − 
b + c − a −  2Re(c) − 2
]
,
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is positive. Hence, Qt is conditionally negative for all t > 0 if and only if the matrix
Rt =
[
2Re(y + Y t ()) − 2t () y + z − x + q(t)
y + z − x + q(t) 2Re(z + Zt ()) − 2t ()
]
is positive for t > 0 where
q(t) = Y t () + ∗Zt () − ∗Xt () − t ().
Since Re(y) = (Y ) and from the deﬁnition of (Y ) in Deﬁnition 2.12 it follows that
the top diagonal entry of Rt tends to zero and the bottom diagonal entry of Rt tends to
2 Re(z)− 2(Z) as t → 0+. Hence, we see that Qt is conditionally negative for t > 0
if and only if the off diagonal entries of Rt tend to zero as t → 0+ (note that from
the discussion in the previous section it follows we only have to check order relations
in the limit as t → 0+). We will show q(t) → p(Y,X)− 2Re(y) as t → 0+. Now we
have
q(t)= tr((I − )−1E(t,∞) 12 (Y + X∗Y ∗ − X∗ − I ) 12 )
= t ((I − X∗)(I − Y ∗)) − t (I − Y ∗) − t (I − Y )
= t ((I − Y )(I − X)) − 2Re(t (I − Y )),
where
t (A) = tr((I − )−1E(t,∞)
1
2A
1
2 ))
for A ∈ B(H) and t > 0. From Lemma 2.6 it follows that the limit
p(Y,X) = limt→0+ t ((I − Y )(I − X))
exists. Also we have
y = limt→0+ Re(t (I − Y )).
Then from the above we see that Qt is conditionally negative for t > 0 if and only
if z = x + y − p(Y,X). So we have proved the lemma in the case where {y, Y ∗} is
maximal. The proof in the other case follows by taking adjoints. 
The next theorem establishes the continuity between q-corners and the local cocycles
associated with them. First, we need to deﬁne the appropriate topology on q-corners
from  to  in the case when (I ) = ∞ in terms of our parameterization {x,X}.
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Deﬁnition 2.18. Suppose  is a positive boundary weight on A(H), (I − ) = 1
and (I ) = ∞. Suppose {x,X} is a pair as in Deﬁnition 2.12(b) and {x,X} is the
associated q-corner. We deﬁne the 	-weak topology on pairs {x,X} by deﬁning the
	-weak neighborhoods of {x,X} to consist of the pairs {y, Y } with Y in a 	-weak
neighborhood of X and the complex number y in a neighborhood of x.
Theorem 2.19. Suppose  is a positive boundary weight on A(H) with (I −) = 1.
(a) Suppose (I ) < ∞. Then for each t > 0 the mapping X → CX(t) described in
Deﬁnition 2.14(a) is bicontinuous from the 	-weak topology of B(M) to the 	-weak
topology of B(H1). Furthermore, if t → Cz(t) is a family of contractive local ﬂow
cocycles which is holomorphic for z in some open set Do of the complex plane and
the X(z) are the associated contractions of B(M) (i.e., Cz = CX(z)) then X(z) is
holomorphic in Do.
(b) Suppose (I ) = ∞. Then for each t > 0 the mapping {x,X} → C{x,X}(t) is
bicontinuous from the 	-weak topology on pairs {x,X} as deﬁned in the previous
deﬁnition to the 	-weak topology of B(H1). Furthermore, if t → Cz(t) is a family
of contractive local ﬂow cocycles which is holomorphic for z is some open set
Do of the complex plane and the {x(z),X(z)} are the associated pairs of complex
numbers and contractions of B(M) (i.e., Cz = C{x(z),X(z)}) then x(z) and X(z) are
holomorphic in Do.
Proof. One notes that in the case when (I ) < ∞ the mapping from contractions
X ∈ B(M) to q-corners X has the property that if Xn → X in the 	-weak topology
then Xn converges to X as a boundary weight as described in Theorem 1.32 so the
mapping X → CX(t) is continuous. To see that this mapping is continuous in the other
direction we note that the q-corner X associated with CX can be computed from CX(t)
for t0. Since one is dealing with resolvents one is computing integrals over [0,∞)
with factors of exp(−t). It requires some work to reassemble all the notation but it is
readily apparent that the mapping X → CX is continuous in the reverse direction. It
is also clear that if the cocycles depend on a parameter in a holomorphic fashion then
the associated X′s are holomorphic.
In the case when (I ) = ∞ one notes that the mapping that maps pairs {x,X} to
q-corners {x,X} is such that if {xn,Xn} converges to {x,X} in the 	-weak topology
as deﬁned in Deﬁnition 2.18 then q-corners {xn,Xn} converges {x,X} as a boundary
weight as described in Theorem 1.32 so the continuity in one direction follows from
Theorem 1.32. The continuity in the reverse direction and the analyticity follows from
the argument given above for the case when (I ) < ∞. 
In the next theorem, we extend the multiplication rule for pairs {x, I } so that the
condition on x in Lemma 2.17 can be relaxed to the requirement that Re(x)0 .
Lemma 2.20. Suppose  is a positive boundary weight on A(H), (I − ) = 1 and
(I ) = ∞. If {y, Y } is a pair as in Deﬁnition 2.12(b) then for all complex numbers x
with non-negative real part we have {x, I } ◦ {y, Y } = {y, Y } ◦ {x, I } = {x + y, Y }.
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It then follows that in the statement of the second paragraph of Lemma 2.17 that
we only need to assume that in the pairs {x,X} and {y, Y } either X or Y is unitary.
Proof. Assume the hypothesis and notation of the lemma. Let Do = {z ∈ C : Re(z) >
0} and D = {z ∈ C : Re(z)0}. Let C{x,X} be the local cocycle associated with {x,X}
and let Cx = C{x,I } for x ∈ D. Note that if z ∈ D then t → C1(t)z is a local cocycle
so C1(t)z = C{h(z),Y (z)}(t) for t0 where h(z) and Y (z) are functions of z. Note from
the previous lemma C1(t) commutes with C{x,X}(t) for t0 and all hyper-maximal
pairs {x,X} and the same is true for C1(t)z for z ∈ D so from the previous theorem
we have Y (z)X = XY(z) for all unitary X with ﬁnite (X) as deﬁned in Deﬁnition
2.12. One can show that the only such operators are multiples of the unit and since 
is unbounded one sees that the only multiple of the unit with ﬁnite (Y ) is the unit
itself. Hence, Y (z) = I for all z ∈ D. Hence, we have C1(t)z = Ch(z)(t) for z ∈ D
and t0. Since C1(t)z is unitary for z purely imaginary we have from Theorem 2.7
that Re(h(iy)) = 0 for all real y and from the multiplication property established in
Lemma 2.17 we have h(z+ iy) = h(z)+h(iy) for all real y and z ∈ D. From Theorem
2.19, we see that h(z) is continuous for z ∈ D and holomorphic for z ∈ Do. Then h
has these properties plus the properties that h(s + ix + iy) = h(s) + h(ix) + h(iy) for
all s0 and real x and y and h(z) ∈ D for z ∈ D. It follows that h(z) = z for 0.
Since h(1) = 1 if follows that  = 1 and h(z) = z for z ∈ D. Hence, we have shown
C1(t)z = Cz(t) for all z ∈ D and t0 and we have shown the relation between {x, I }
and C{x,I }(t) for t0 is holomorphic for x ∈ D.
Now suppose {y, Y } is a pair as given in the statement of the theorem. We have
{x, I } ◦ {y, Y } = {y, Y } ◦ {x, I } = {x + y, Y } for all x ∈ C with Re(x) = 0. Since both
sides of the equation are holomorphic for x ∈ Do and continuous for x ∈ D it follows
from [SW], Theorems 2–13, that they are equal for all x ∈ D.
Having established the ﬁrst paragraph of the lemma the second is an easy
consequence. 
In the next Lemma we determine the circle multiplication under some positivity
condition.
Lemma 2.21. Suppose  is a positive boundary weight on A(H) with (I − ) = 1.
(a) Suppose (I ) < ∞. if X and Y are contractions from M into M as in Deﬁnition
2.12(a) and at least one of the operators X or Y is positive then X ◦ Y = YX.
(b) Suppose (I ) = ∞. If {x,X} and {y, Y } are pairs as in Deﬁnition 2.12(b) and
at least one of the operators X or Y is positive then {x,X} ◦ {y, Y } = {x + y −
p(Y,X), YX} where
p(Y,X) = lim
t→0+ tr((I − )
−1E(t,∞) 12 (I − Y )(I − X) 12 )
where the limit exists.
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Proof. Assume the hypothesis and notation of the ﬁrst paragraph of the theorem and
suppose CX is the cocycle associated with the contraction X ∈ B(M). Suppose X ∈
B(M) is a positive, invertible contraction. Let D = {z ∈ C : Re(z)0} and Do = {z ∈
C : Re(z) > 0}. Note t → CX(t)z is a local contractive ﬂow cocycle for z ∈ D so
CX(t)
z = CY(z)(t) for t0, where Y (z) ∈ B(M) and Y (z) is a contraction for each
z ∈ D. From Theorem 2.19 we see that Y (z) is 	-weakly continuous for z ∈ D and
holomorphic for z ∈ Do. Since CX(t)z is unitary for z purely imaginary and t0 we
have Y (ix) is unitary for all real x and from the multiplication properties established
in Theorem 2.7 we have Y (z)Y (ix) = Y (ix)Y (z) = Y (z+ ix) for all real x and z ∈ D.
Since Y (z) is holomorphic for z ∈ Do it follows that Y (z) = T z for z ∈ D and since
Y (1) = X it follows that Y (z) = Xz for z ∈ D. Hence, CX(t)z = CXz(t) for all
z ∈ D and t0. Now suppose Y ∈ B(M) is a contraction. Then from Lemma 2.17
we have Xz ◦ Y = YXz for all purely imaginary z. Since both sides of this equation
are holomorphic for z ∈ Do and continuous for z ∈ D we have from [SW] that the
equation holds for all z ∈ D and in particular for z = 1. Hence, X ◦ Y = YX.
Now suppose X ∈ B(M) is a positive contraction. Let Xn = (1−1/n)X+(1/n)I for
n = 1, 2, . . . . Note the Xn are invertible for each n1 and Xn converges 	-weakly
to X as n → ∞. Fix t > 0. Then we have CXn(t)CY (t) = CYXn(t) for n = 1, 2, . . . .
From Theorem 2.19 each side of the of the equation converges 	-weakly to CX(t)CY (t)
and CYX(t), respectively. Hence, X ◦ Y = YX. The proof assuming Y is a positive
contraction is a repeat of the argument just given except for the order of multiplication.
Hence, we have proved the ﬁrst paragraph of the theorem.
Next assume the hypothesis and notation of the second paragraph of the statement
of the theorem. Assume X ∈ B(M) is a positive invertible contraction and (X) in
Deﬁnition 2.12 is ﬁnite. For z ∈ D and t > 0 we deﬁne
qt (z) = tr((I − )−1E(t,∞)
1
2 (I − Xz) 12 ).
We show that for z ∈ D the function qt (z) has a limit as t → 0+ which we denote by
q(z) and q is continuous for z ∈ D and q is holomorphic for z ∈ Do. Let T = − ln(X).
Note T is a positive bounded operator. Then Xz = exp(−zT ) for z ∈ D. We need to
estimate I − Xz in terms of I − X = I − exp(−T ). Suppose z = a + ib with b real
and a0 and x0. Then we have
|1 − exp(−zx)|2 = 1 − 2e−ax cos(bx) + e−2ax.
Since cos(y)1 − y2/2 and we have
|1 − exp(−zx)|2(1 − e−ax)2 + b2x2e−ax
for x0 and since e−y1 − y for y0 we have
|1 − exp(−zx)|2a2x2 + b2x2 = |z|2x2.
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Since 1 − e−xx(e − 1)/e for x ∈ [0, 1] we have
|1 − exp(−zx)| e|z|
e − 1 (1 − exp(−x))
for x ∈ [0, 1] and
|1 − exp(−zx)| 2e
e − 1 (1 − exp(−x))
for x1 so
|1 − exp(−zx)| e
e − 1 max(|z|, 2)(1 − exp(−x))
for all x0 and z ∈ D. Hence, we have the operator estimate
|I − Xz| e
e − 1 max(|z|, 2)(I − X).
Using this estimate we will show that q is holomorphic on Do and continuous on
D. Let P() be the spectral projection of I − X corresponding to the set (, 1] so
(I −X)P ()P() and (f, (I −X)f ) > (f, P ()f ) for f ∈ H and f = 0. The point
we want to make is if (I − X)f = f then P()f = 0 and P( − )f = f for all
 > 0. For t > 0 let t ∈ B(H)∗ be the functional given by
t (A) = tr((I − )−1E(t,∞)
1
2 (I − X) 12P(0)AP (0)(I − X) 12 12 )
for A ∈ B(H). Since t (I ) → (X) < ∞ it follows that t converges in norm to a
positive  ∈ B(H) with (I ) = (X). From our estimate above we have B(z) given by
B(z) = P(0)(I − Xz)(I − X)−1P(0)
is well deﬁned for z ∈ D and
‖B(z)‖ e
e − 1 max(2, |z|)
and we have q(z) = (B(z)). For z ∈ D let
rn(z) = (P (1/n)B(z)P (1/n))
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for n = 1, 2, . . . . Since ‖P(1/n)(I −X)−1P(1/n)‖n and Xz is analytic on Do and
continuous on D we have rn(z) is analytic on Do and continuous on D and
|rn(z)| e(X)
e − 1 max(2, |z|)
for z ∈ D and n = 1, 2, . . . . For each integer n and z ∈ D we have
|rn(z) − q(z)| = |((P (0) − P(1/n))B(z))| (P (0) − P(1/n))1 − 1/e max(2, |z|).
Since P(1/n) converges 	-strongly to P(0) as n → ∞ we have on compact subsets
of D that q(z) is the uniform limit of functions rn(z) which are analytic on Do and
continuous on D. It follows that q is analytic on Do and continuous on D. Then
one sees that {q(z),Xz} is 	-weakly continuous on D and holomorphic on Do. Now
suppose {y, Y } is as stated in the lemma. From Lemma 2.17 we have
{q(z),Xz} ◦ {y, Y } = {q(z) + y − p(Y,Xz), YXz}
for purely imaginary z and from Theorem 2.19 we have both sides are continuous on
D and holomorphic on Do. Hence, by Streater and Wightman [SW] we have the above
equation holds for all z ∈ D and in particular for z = 1 which yields
{q(1),X} ◦ {y, Y } = {q(1) + y − p(Y,X), YX}.
Since q(1) = (X) we can by Lemma 2.20 we can extend this result to all {x,X}
with Re(x) (X). Hence, we have proved the multiplication formula of the lemma
with X positive and invertible.
Now suppose X is a positive contraction from M into itself with (X) < ∞. One
checks that if Xn = (1 − 1/n)X + (1/n)I for n = 1, 2, . . . . then Xn is a positive
invertible contraction and (Xn) is ﬁnite so from what we have proved we have
{(Xn),Xn} ◦ {y, Y } = {(Xn) + y − p(Y,Xn), YXn}
for n = 1, 2, . . . and from the continuity result of Theorem 2.19 we can take limit as
n → ∞. Then using Lemma 2.20 we have the multiplication result of the lemma for
X a positive contraction. To obtain the result when Y is a positive contraction one has
to repeat the argument with the order of multiplication reversed. 
Lemma 2.22. Suppose  is a positive boundary weight on A(H), (I − ) = 1 and
(I ) = ∞. Suppose X is a contraction from M into itself so that the constant (X) of
Deﬁnition 2.12(b) is ﬁnite. Then X can be expressed in the form X = UH where H is
a positive contraction from M into itself and U or U∗ is an isometry and (H) < ∞
and (U) < ∞.
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Proof. Assume the hypothesis and notation of the lemma. Let H = (X∗X) 12 . Since
(X) = (X∗) < ∞ it follows from Lemma 2.6 that (X∗X) < ∞. Since I − H
(I − H)(I + H) = I − X∗X it follows that (H)(X∗X) < ∞. Now we know that
X has a unique polar decomposition X = VH where V is a partial isometry from
the closure of the range of X∗ to the closure of the range of X. If the dimension of
I −VV ∗ is greater than the dimension of I −V ∗V then V has an extension to isometry
U so that Uf = Vf for f in the closure of the range of X∗ and if not then V has an
extension U so that U∗ is an isometry. The we have X = UH where U or U∗ is an
isometry. Since ‖U‖1 and 0HI so ‖2H − I‖1 so
(f, (U(2H − I ) + (2H − I )U∗)f ) = (U∗f, (2H − I )f ) + ((2H − I )f, U∗f )
 2‖U∗f ‖ ‖(2H − I )f ‖2‖f ‖2 = 2(f, f )
for f ∈ H. Hence, we have
2I − U − U∗4I − 2UH − 2HU∗ = 4I − 2X − 2X∗.
Hence, we have
Re(tr((I − )−1E(t,∞) 12 (I − U) 12 ))
2Re(tr((I − )−1E(t,∞) 12 (I − X) 12 ))
so (U)2(X) < ∞. 
We are ﬁnally ready to prove the formulae for the circle multiplication in the general
case.
Theorem 2.23. Suppose  is a positive boundary weight on A(H) with (I −) = 1.
(a) Suppose (I ) < ∞. If X and Y are contractions from M into M as in
Deﬁnition 2.12(a) then X ◦ Y = YX where X ◦ Y is the multiplication deﬁned in
Deﬁnition 2.14(a).
(b) Suppose (I ) = ∞. If {x,X} and {y, Y } are pairs as in Deﬁnition 2.12(b) then
{x,X} ◦ {y, Y } = {x + y − p(Y,X), YX} where the circle multiplication is that
deﬁned in Deﬁnition 2.14(b) and
p(Y,X) = lim
t→0+ tr((I − )
−1E(t,∞) 12 (I − Y )(I − X) 12 ),
where the limit exists.
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Proof. Before we begin we discuss the problems we face. From the previous lemma
we can write X = UH where either U or U∗ is an isometry. If U is an isometry, then
in the bounded case we have UH = H ◦ U from Lemma 2.21. Then we have X ◦ Y
= H ◦U ◦ Y and from Lemma 2.17 we have U ◦ Y = YU so from the associative law
of multiplication and Lemma 2.21 we have
X ◦ Y = H ◦ U ◦ Y = H ◦ YU = YUH = YX.
The problem is if U is not an isometry this argument does not work. To ﬁx this
problem we will show that every contraction X so that either X or X∗ is an isometry
can be approximated 	-weakly by unitaries and in the unbounded case {x,X} can be
approximated by hyper-maximal q-corners in the 	-weak topology deﬁned in Deﬁnition
2.18. Then by continuity we can extend Lemma 2.17 to the case where X∗ is an
isometry in the bounded case and {x,X∗} is maximal in the unbounded case. With this
extended result the above argument works in the case where X∗ is an isometry. With
this said we begin the proof of the theorem.
Assume the hypothesis and notation of the theorem. We begin by assuming X is an
isometry. By the Wold decomposition we can decompose the Hilbert space H = N⊕N⊥
as the sum of two closed orthogonal subspaces so that X is unitary on N⊥ and X is a
pure shift on N. Let us write X = U ⊕W where W is unitary on N⊥ and U is a pure
shift on N. To prove the theorem then from Theorem 2.19 all we need do is show
we can approximate X in the appropriate 	-weak topology and since multiplication is
continuous in the 	-weak topology the desired result will follow by taking limits. To
do this we will use operators of the form Xn = Un ⊕W where the Un converge to U
in the appropriate 	-weak topology. Next since U is a pure shift it follows that U is
the direct sum of pure shifts of index one so
U = ⊕ni=1Vi
where n is the index of U and each Vi is a simple unilateral shift of index one. We
claim all that is necessary is to prove we can approximate each of the shifts Vi in the
appropriate 	-weak topology for if that is the case we can then approximate U by the
operator
Uk = ⊕ki=1V ki + ⊕nk=i+1I
and if the V ki are good approximations of Vi for i = 1, . . . , k and k is sufﬁciently
large then Uk is a good approximation of U in the appropriate 	-weak topology.
We conclude then that in order to prove the theorem all we need do is prove the
theorem is that case where X is a unilateral shift of index one. (Note X may by a
unilateral shift on a closed subspace of H but the proof on a closed subspace is the
same as the proof for the case where the subspace is all of H so to simplify notation
and we assume X is a unilateral shift on H.) Assume then that X is a unilateral shift V
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of index one. Let {ek : k = 1, 2, . . .} be an orthonormal basis for H so that V ek = ek+1
for k = 1, 2, . . . . Suppose p > 1 is a positive integer and let Vp be the unitary given
by
Vpek = V ek = ek+1
for k = 1, . . . , p − 1 and
Vpep = zpe1 and Vpek = ek
for k > p where zp is a complex number of modulus one. We deﬁne V1 = I .
Now in the case where (I ) is bounded as described in the ﬁrst paragraph of the
theorem we have Vp converges to V in the 	-weak topology for any choice of the
zp as p → ∞ and by the continuity result of Theorem 2.19 we can take the limit
of both sides of the equation Vp ◦ Y = VpY and obtain V ◦ Y = YV in the limit as
p → ∞. With a similar calculation on the right we have extended Lemma 2.17 to the
case where either X,X∗, Y or Y ∗ is an isometry.
Now suppose (I ) = ∞ so we are in the case described in the second paragraph
of the theorem. Let  be the unbounded functional
(A) = lim
t→0+ tr((I − )
−1E(t,∞) 12A 12 ).
We have by assumption that 2(V ) = (2I − V − V ∗) is ﬁnite. As we saw in
Lemma 2.6 if (A) and (B) are ﬁnite then (AB) is ﬁnite so we have (2I−V n−V ∗n)
is ﬁnite and (I − V nV ∗n) is ﬁnite for all n = 1, 2, . . . . It follows that if A is any
operator which when expressed as a matrix has the property that there is a positive
integer m so that the matrix elements (ei, Aej ) for i, j > m are the matrix elements
of an operator of the form
S = aoI +
n∑
i=1
aiV
i + biV ∗i , where ao +
n∑
i=1
ai + bi = 0,
then the limit deﬁning (A) exists and the limit is ﬁnite. In the rest of the proof we
will use this fact without comment, so we will speak of the value of (A) without
explaining each time why the number is well deﬁned. Let
Tp = (2I − V − V ∗) − (2I − Vp − V ∗p )
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for p = 1, 2, . . . . We calculate a typical Tp and ﬁnd
T3 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 z3 0 0 · · ·
0 0 0 0 0 · · ·
z3 0 0 −1 0 · · ·
0 0 −1 2 −1 · · ·
0 0 0 −1 2 · · ·
· · · · · · · · · · · · · · · · · ·
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We will choose zp for each p = 2, 3, . . . so as to minimize (Vp) and, therefore,
maximize (Tp). We do not know which value of zp gives the maximum or what the
maximum is but we know that maximum for (Tp) is greater than or equal to what
we obtain by setting zp = 0. Hence, we have (Tp)(Qp), where we deﬁne Qp for
p > 1 as
Qp = 2I − V − V ∗ − Fp(2I − V − V ∗)Fp,
where Fp = I − V pV ∗p for p = 1, 2, . . . and we deﬁne
Q1 = 2I − V − V ∗.
Now we deﬁne
Sn = 2(F2 − F1) +
n∑
k=2
Qk
for n = 2, 3, . . . . Now if one works out the matrix coefﬁcients of Sn one ﬁnds
Sn(m,m) = 2(min(n,m) − 1), Sn(m,m + 1) = Sn(m + 1,m) = 1 − min(n,m)
for m = 1, 2, . . . and all other coefﬁcients are zero. One checks that
Sn+1 = VQ1V ∗ + V 2Q1V ∗2 + · · · + V nQ1V ∗n
for n = 1, 2, . . . and since Q1 = (I −V )∗(I −V ) it follows that Sn is positive. Hence,
we have
m∑
n=2
(Tn)
m∑
n=2
(Qn) = (Sm) − 2(F2 − F1) − 2(F2 − F1)
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for m > 2. Since the partial sums of the (Tn) are always greater than or equal to a
ﬁxed negative number it follows that for every positive integer n and  > 0 there is
an integer m > n so that (Tm) > −. Hence, for each integer n and  > 0 there is
an integer p > n so that (Vp) < (V ) + . We claim we can approximate Vp in the
	-weak topology by unitaries V ′p so that |(V ′p)−(V )| < . Note if (Vp)(V ) we
are done. All we have to do is show that if (Vp) < (V ) we can ﬁnd V ′p arbitrarily
close of Vp is the 	-weak topology with (V ′p) = (V ). The reason this can be done
is because the functional  is inﬁnite. Let Znm(t) be the unitary
Znm(t) = I + (eit − 1)(Fm − Fn)
for integer n and m with 0 < n < m and t a real number. Note for integers 0 <
p < n < m we have (VpZnm(t)) is ﬁnite, continuous in t and for any t not a
multiple of 2 we see that (VpZnm(t)) → ∞ as m → ∞. Hence, for any weak
neighborhood of Vp by choosing n sufﬁciently large we see V ′p = VpZnm(t) is in that
neighborhood where m and t are chosen so that (V ′p) = (V ). Hence, we see that for
any 	-weak neighborhood of V and  > 0 there is a unitary V ′n in that neighborhood
with |(V ′n) − (V )| < . Hence, {(V ′n), V ′n} approximates {(V ), V } in the 	-weak
topology as deﬁned in Deﬁnition 2.18.
Since the mapping X → X∗ is 	-weakly continuous we have if X = UH is a
contraction with (X) < ∞ with U∗ an isometry then there is a sequence Vn of
unitary operators for n = 1, 2, . . . so that {(Vn), Vn} → {(U), U} in the 	-weak
topology as deﬁned in Deﬁnition 2.18. Then we have
{(Vn), Vn} ◦ {z, Z} = {(Vn) + z − p(Z, Vn), ZVn},
where {z, Z} corresponds to any non-zero q-corner from  to . From Lemma 2.6 it
follows that p(Z, Vn) → p(Z,U) as n → ∞. Then by the continuity result of Theorem
2.19 we can take a limit as n → ∞ and obtain
{(U), U} ◦ {z, Z} = {(U) + z − p(Z,U), ZV },
so we have extended the multiplication result of Lemma 2.17 to the case where either
{x,X} or {x,X∗} is maximal.
Now suppose {x,X} and {y, Y } are arbitrary q-corners as given in the statement
of the theorem. Then from Lemma 2.22 we have X = UH where U or U∗ is an
isometry and H is a positive contraction with (H) < ∞ and (U) < ∞. Then from
Lemmas 2.20 and 2.21 we have
{x,X} = {x − (U) − (H) + p(U,H), I } ◦ {(H),H } ◦ {(U), U}.
Note from the deﬁnition of  and p it follows that
(U) + (H) − p(U,H) = (UH) = (X)
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and x − (X)0 by the assumption of the theorem. Since multiplication of cocycles
is associative we have, using the result just proven and Lemmas 2.20 and 2.21 that
{x,X} ◦ {y, Y }
= {x − (U) − (H) + p(U,H), I } ◦ {(H),H } ◦ {(U), U} ◦ {y, Y }
= {x − (U) − (H) + p(U,H), I } ◦ {(H),H } ◦ {(U) + y − p(Y,U), YU}
= {x − (U) − (H) + p(U,H), I }
◦{(H) + (U) + y − p(Y,U) − p(YU,H), YUH }
= {x + y + p(U,H) − p(Y,U) − p(YU,H), YX}.
Recalling the deﬁnition of p we see that
p(U,H) − p(Y,U) − p(YU,H) = −p(Y,UH) = −p(Y,X),
so we have shown
{x,X} ◦ {y, Y } = {x + y − p(Y,X), YX}.
This completes the proof in the unbounded case. The same argument completes the
proof in the bounded case. 
We end with a discussion of the special case when the boundary weight  is q-pure
and show how the multiplication in the unbounded case is the limit of the multiplication
in the bounded case. Let us ﬁrst discuss the case when  is unbounded and q-pure.
Recall that in this case if  ∈ B(K)∗ is positive (note this means  is bounded) and
0 then  = 0. Then from Theorem 2.2 we see that if  is a q-corner from 
to  then  is of the form  = /z with Re(z)1. In terms of the {x,X} notation
this means the q-corners are of the form {x, I } with Re(x)0. Note (I ) = 0. The
multiplication is given by {x, I } ◦ {y, I } = {x + y, I }. We can see that from Theorem
1.31 we have that all the local cocycles are parameterized by two variables {x, y} with
Re(x)0 and Re(y)0, where {x, y} corresponds to the cocycle
extC{y}(t)
for t0 and C{y}(t) corresponds to the q-corner {y}. The multiplication is given by
{x, y} ◦ {u, v} = {x + u, y + v} for x, y, u, v ∈ C with non-negative real parts. Note we
also have the local cocycle {x,∞} which corresponds the local cocycle
C(t) = e−xtU(t)U(t)∗
for t0.
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Next consider the case where  is bounded and q-pure which means  is a rank one
positive functional. In this case the subspace M of Deﬁnition 2.12 is one dimensional
and the contraction X is simply speciﬁed by a number x ∈ C of absolute value less
that or equal to one. Note the corner  associated with x is
{x}(A) =
x(A)
1 + (1 − x)())
for |x|1 and A ∈ A(H). Note the maximal (and hyper-maximal) q-corners are given
by x = eit and we have
{x}(A) =
eit(A)
1 + () (1 + re
it + r2e2it + · · ·)
for A ∈ A(H) and real where r = ()/(1 + ()). This formula shows that x for
x = eit is the Fourier transform of a measure on the non-negative integers. In terms of
quantum ﬁeld theory this corresponds to the fact that this cocycle corresponds to the
exponential of the number operator which has positive integer spectrum.
Now in the above formula let us replace  with t where t is pure for t > 0 and
 is a q-pure unbounded boundary weight. Consider the expression for the q-corner
{x}t (A) =
xt (A)
1 + (1 − x)t ()
for A ∈ A(H), t > 0 and |x|1. Now consider the limit as t → 0+. We see that if
we simply take the limit for x = 1 we get the zero q-corner so we need to let x → 1
as t → 0+. Let us set
x(t)
1 + (1 − x(t))t () =
1
1 + z
with z ∈ C. Then solving for x(t) we have
x(t) = 1 + z + t ()
z + t () .
We ﬁnd |x(t)|1 if and only if
1 |z + 1|2 + 2Re(z)t ().
Since t () → ∞ as t → 0+ we have |x(t)|1 for all t0 if and only if Re(z)0.
So we see the q-corners from t to t converge to the q-corners from  to  and
they are of the form  = /(1 + z) with Re(z)0.
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Next, let us see how the multiplication works. Suppose we have z, z′ ∈ C with real
parts greater than or equal to one. Let
x(t) = 1 + t ()
1 + z + t () and y(t) =
1 + t ()
1 + z′ + t ()
for t > 0. Then we ﬁnd
(
x(t)y(t)
1 + (1 − x(t)y(t))t ()
)−1
= (z + z
′ + 1)t ()2 + (3 + 2z + 2z′ + zz′)t () + 1 + z + z′ + zz′
(1 + t ())2 → z + z
′ + 1
as t → 0+ which is precisely the multiplication rule in the unbounded case. We see
then that the multiplication rule for the case when  is bounded converges to the
multiplication rule for the case when  is unbounded.
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