Topological and metric analyses can be carried out using this representation. A semiautomatic method was developed for reconnection of dendritic fragments that are disconnected due to insufficient dye penetration, an imaging deficiency, or skeletonization errors.
INTRODUCTION
The detailed tracing of neuronal topologies and the accurate measurement of sizes and volumes of various structures are vital for a large number of studies in biology and medicine~Ulfhake & Cullheim, 1981; Ulfhake & Kellerth, 1984; Fine et al., 1988; Capowski, 1989; Clements & Redman, 1989; Cullheim et al., 1987; Belichenko et al., 1994; Cannon et al., 1999; Schmitt et al., 2001 !. The method of computer-assisted tracing of neurons has a long history, and a review of the basic techniques has been provided in a comprehensive book by Capowski~1989!. Stated briefly, most current systems are semiautomatic, in that a human user interacts with a microscope that is enhanced with computer imaging hardware and software. The role of the user is to perform pattern recognition. The computer system records the data provided by the human and performs various types of topological and metric analyses. In some cases, the computer system actively assists the tracing process, by automatically aligning the human-operated cursor to the nearest image feature or by automatically focusing the microscope. In either case, the operator must trace each neuronal structure of interest. The Vidisector~Garvey et al., 1973; Coleman et al., 1977 ! is a device that follows the spatial path of a dendrite after having been initially set at the proximal part of the dendrite, and provided the initial direction of the dendritic path. According to Capowskĩ 1989!, this system performed poorly, and its use was frustrating enough that it was generally abandoned in favor of semiautomatic systems. The University of North Carolinã UNC! automatic neuron tracing system~Capowski, 1989! is conceptually similar to the Garvey-Coleman system and is based on automatic following of individual fibers after an initial position and direction have been provided by the user. It, too, was apparently abandoned in 1984.
Cohen and coworkers~1994! presented a method based on segmentation, skeletonization, and graph extraction from a three-dimensional~3-D! image obtained from a confocal microscope. This was a first step toward fully automated tracing of neurons from 3-D fluorescence confocal microscopy data. Several other authors have since built upon this approach~Herzog et al., 1998; Schirmacher et al., 1998; Xu et al., 1998; Scholz et al., 1999; Cesar & Costa, 1999; Dima et al., 2001 !. Broadly speaking, there are two tracing methods. The first, exemplified by this article and by the work of Zhou and Toga~1999!, is based on 3-D skeletonization algorithms. The second, known as vectorization, is exemplified by the work of Herzog et al.~1998!, Xu et al.~1998!, Can et al.~1999!, Al-Kofahi et al.~2002!, and Shen et al. 2001 !. The latter approach adopts a model for the dendritic tree based on generalized cylinders and algorithms for tracking along these cylinders. The two approaches are complementary. Specifically, we consider the skeletonization-based algorithms as conforming to a weak model, which implies that only very weak assumptions are made about the objects of interest. The vectorization algorithms can be thought of as conforming to a strong model, which makes stronger assumptions. In our own work, we have developed both types of algorithms. In practice, a little experimentation with both types is helpful in determining the optimal match of algorithmic tools to specific images.
The present work extends the work of Cohen and coworkers~1994! in several ways.~1! It is based on using a much improved skeletonization algorithm~He et al., 2001!. 2! The method is applied to both confocal and brightfield image stacks.~3! Interactive, semiautomated and manual methods are presented to reconnect dendritic fragments that have been missed by the automated method.
MATERIALS AND METHODS

Specimen Preparation and Imaging
Fluorescently Labeled Neurons
Neurons from the visual cortex of the cat were imaged and traced. After sedation, 5-week-old cats were perfused transcardially with cold phosphate buffer followed by 4% paraformaldehyde in phosphate buffer. The brain was removed and immersion-fixed for 1-4 h. Sections of the cortex 600 mm thick were sectioned on a vibratome, mounted in phosphate buffer and placed on the stage of a Olympus microscope equipped for epifluorescence microscopy. Individual stellate neurons were impaled with a glass micropipette and injected with Alexa 594~Molecular Probes, Eugene, OR, USA!. After injection, the slices were postfixed for 2-18 h and re-sectioned at 250 mm thickness. Sections were dehydrated through graded alcohol solutions and mounted in methyl salicylate. Images were recorded using a Bio-Rad MRC-600 confocal attachment mounted on an Olympus IX-70 infinity corrected inverted microscope using a 20ϫ water-immersion objective lens, NA 0.7, zoom 1.5, z-dimension step size 0.8 mm, 150 steps, and 0.68 mm/pixel in x and y.
HRP-Stained Neurons
Individual neurons in thick tissue slices from the brains of rats were injected with horseradish peroxidase~HRP! which was converted to a dense light-absorbing precipitate to contrast the neurons relative to the rest of the slice. Brain slices were prepared from 14-day rat pups, and individual neurons were impaled with glass microelectrodes and filled with HRP as previously described~Deitch et al., 1990a described~Deitch et al., , 1990b ; 1991!. Slices were removed from culture and immersion-fixed in 4% paraformaldehyde in phosphate buffer. The HRP was reacted with diaminobenzidine~DAB! to form a brownish precipitate, which is an absorption stain. Slices were dehydrated through graded ethanols and mounted in methyl salicylate for imaging. Neurons from the visual cortex of the cat were also imaged and traced. After sedation, 5-week-old cats were perfused transcardially with cold phosphate buffer followed by 4% paraformaldehyde in phosphate buffer. The brain was removed and immersion fixed for 1-4 h. Sections of the cortex 600 mm thick were sectioned on a vibratome, mounted in phosphate buffer, and placed on the stage of an Olympus microscope equipped for epifluorescence microscopy. Individual stellate neurons were impaled with a glass micropipette and injected with Lucifer yellow conjugated to biocytin. After injection, the slices are postfixed for 2-18 h and resectioned at 250 mm. The slices were placed in avidin-HRP complex and reacted with diaminobenzidine to produce a dark brown, light-absorbing precipitate. Sections were dehydrated through graded alcohol solutions and mounted in methyl salicylate.
Images were recorded using transmitted-light brightfield microscopy in the Video Light Microscopy Laboratory of the Biological Microscopy and Image Reconstruction Resource in the Wadsworth Center of the New York State Department of Health. A Nikon Optiphot microscope with either a ϫ20, 0.5 NA~z-step size of 0.6 mm! or a ϫ40, 0.7 NA~z-step size of 0.8 mm! objective lens was used and a cooled CCD camera~1317 ϫ 1035 pixels! was used to record the images. To obtain correction factors for the CCD camera, one flat-field image and three bias fields at integration times of 1 s, 2.5 s, 60 s, and 120 s were collected at a discretization level of 8 bits per voxel. The microscope and camera were controlled by an SGI Indy workstation. Images were recorded with a ϫ40 objective lens and x, y pixel size of 0.25 mm, or with the ϫ20 objective and x, y pixel size of 0.13 mm.
Animals were handled in accordance with NIH guidelines with approval of the Animal Care Committee of either the University at Albany~cats! or the Wadsworth Center rats!.
Brightfield Image Data Correction Methods
The collected data was corrected using an extension of the method of Aikens et al.~Aikens et al., 1989; Cooper et al., 1993 !. Briefly, this method subtracts a bias image that estimates the effect of the camera preamplifier and the dark-current image integrated over the exposure time and adjusts for the quantum efficiency of the CCD camera by division.
3-D Brightfield Deconvolution Methods
A 3-D deconvolution algorithm was used to correct the images for the microscope point-spread function~PSF; Agard, 1984; Agard et al., 1989; Conchello, 1990; Holmes et al., 1995; Turner et al., 1997 ! that causes out-of-focus object information to appear in the optical slices. The settings used for deconvolution are summarized in Table 1 .
There are a number of deconvolution algorithms. The noniterative linear methods, such as the Wiener filter and the nearest-neighbors algorithms, are the fastest, because they require only a single linear convolution operation over the 3-D data set~Agard et al., 1989!. However, they are prone to artifacts and distortion~primarily residual axial smearing!, because they lack image nonnegativity constraints and frequency information, especially in the missing cone region~Holmes & Liu, 1989!. The deconvolution approach used here is model based, and uses constrained 
3-D Image Segmentation/Binarization
Adaptive segmentation of the deconvolved brightfield data was accomplished by simply inverting the grayscale values, and then applying our previously published method by allowing it to adapt across optical slices~Duda & Hart, 1973; Dempster et al., 1977; Roysam et al., 1992; Cohen et al., 1994 
Soma Detection
The purpose of this step is twofold. First, it is essential to define the locations, sizes, and shapes of the cell somas in order to relate the quantitative analysis to the anatomy of the specimen. Second, detection of the soma enables improved skeletonization of the data. The voxels corresponding to the soma are identified based on the knowledge that somas are by far the fattest structures in the 3-D image. Sometimes, they appear hollow due to the fact that the nuclei absorb the dye differently from the rest of the cell body and often not at all. The method used is a 3-D implementation of the "opening" operator from mathematical morphology~Dougherty, 1992; Serra & Soille, 1994!. The present method assumes that somas are much thicker than the dendrites/axons and are close in shape to a sphere. Given the typical anatomy of neurons, these are reasonable assumptions. A spherical element is chosen so as to fit entirely within the soma, while being as large as possible. This operation requires an initial estimate of the size of the soma, usually determined interactively using an image display program, or by straightforward experimentation. The estimate is used to specify a spherical structuring element.
The opening operation has a simple geometric interpretation. The structuring element can be visualized as a "ball" that is rolled within the body of the object of interest. The boundary of the soma is then defined by the points on the boundary of the structuring element that reach the farthest into the boundary of the object. All outward pointing corners~spurs! of the object would be rounded out, whereas inward pointing corners~depressions! would not be affected. Protruding elements where the ball did not fit~e.g., thin dendrites! would be eliminated. This geometric fitting property of the opening operation can be thought of in the language of set theory as the union of all translates of the structuring element that fit into the object.
3-D Skeletonization and Graph Extraction
The problem of thinning or skeletonization of binary images has been studied intensively, but mainly in a twodimensional context~Lam et al., 1992!; there is relatively little work on analyzing 3-D images~Lobregt et al., 1980; Tsao & Fu, 1981; Mukherjee et al., 1989; Gong & Bertrand, 1990; Ma, 1994 Ma, , 1996 Latecki & Ma, 1996; Ma & Sonka, 1996 !. As in our prior work, noise proved to be an important issue. Whereas imaging noise is a well-recognized problem in confocal microscopy, wide-field microscopy is also prone to imaging noise, albeit to a lesser extent. In addition, noiselike effects may come from the deconvolution procedure itself, especially when unconstrained or unregularized algorithms are used~Miller & Roysam, 1991!. The active voxel structure was skeletonized by an improved versioñ He et al., 2001 ! of our previous method~Cohen et al., 1994 !. The present method improves upon our earlier method in three ways.~1! It is adaptive. By performing the skeletonization in two steps, one for the soma voxels and one for the remaining voxels, using two different settings, it is able to produce a somewhat more concise skeleton. Specifically, it is desirable to skeletonize the soma using more aggressive settings than used for the rest of the neuron. 2! It automates a step in the previous method relating to the selection of object voxels~Saha & Chaudhuri, 1994!. The previous method required the user to specify a voxel on the neuron so that the object could be selected by a seed fill operation~Cohen et al., 1994!. The present method uses a 3-D connected components analysis to determine the object voxels while rejecting small isolated components.~3! Finally, some improvements were made to the manner in which voxels at tips of the neuronal processes are handled He, 1998; He et al., 2001 !. Specifically, the present method uses the idea of topological shape collapse prevention to preserve parts of the skeleton that may otherwise be eroded.
The result of skeletonization was used to extract a graph-theoretic representation of the neuron~Cohen et al., 1994!, which was pruned to eliminate spurs on the skeleton that were too small to be representative of meaningful structures. The graph structure is composed of nodes representing critical points such as branches and terminal points and uniquely labeled paths interconnecting the critical points. After it is extracted, it is possible that the graph structure will contain cycles or loops. A cycle occurs where there is more than one possible path between two points on the same graph structure. The known treelike structures of individual neurons motivate the following method to filter the graph structure. Filtration is accomplished using Kruskal's wellknown algorithm for computing a minimal spanning treẽ Aho et al., 1985 !. Segments that are not on the minimal spanning tree are considered for elimination. The spanning tree also enables another useful operation, described below.
Interactive Methods for Computer-Assisted Reconnection of Fragmented Structures
It is possible that dendritic fragments may be unconnected, either due to insufficient dye penetration, an imaging deficiency, or an error by the automated analysis. Many of these errors can be corrected by a computer-assisted method, as illustrated in the Results. Our method is applied selectively over the graph structure by using a computer mouse to delineate a box-shaped region around where a tracing error has been noted. The program identifies all of the critical points within this user-specified region. At each critical point, a small imaginary sphere is defined. The size of this sphere is user defined and specifies the acceptable distance between critical points below which they are considered for reconnection. Multiple terminal critical points that fall within a sphere and that belong to different graph fragments are considered potential candidates for reconnection. Corresponding to each potential reconnection between a pair of points~x i , y i , z i !, and~x j , y j , z j !, the following cost number is computed:
where u~i, j ! and d~i, j ! are the angle between the two fragments representing the two critical points and the distance between the two points, respectively. The first term in the above equation scales the angle to fall in the range 0 to 1 from 0 and 1808, and weights it by a user-selectable factor a.
The second term scales the distance d~i, j ! to fall in the range 0 to 1 using a user-specified maximum distance D, and weights it by a user-selectable factor b. In effect, the cost of reconnection is based on a combination of the distance between the two points in question, and the tortuosity of the completed path. If the candidate with the minimum cost falls below a user-specified threshold and if the connection does not produce a "loop" in the resulting graph structure, then the two graph fragments are merged. For instance, some of the fragments were left unmerged by the program, since they would have produced loops. These situations are appropriately handled by manual editing~se-lective deletion, followed by reconnection! of the neuron tracing. Figure 1a shows an example of a confocal fluorescent dyefilled neuron image, shown as an inverted maximumintensity projection. The original image was of size 383 ϫ 328 ϫ 150 voxels~17.9 MB!. The neuron shows the typical morphology of the stellate cells of the visual cortex. Den- drites project in all directions from the soma, generally having wider apical segments that taper with distance from the soma. The axon is not visualized in this image. Figure 1b shows the result of adaptive binarization of the 3-D neuron image shown in Figure 1a . This binarized image must now be skeletonized~thinned!.
EXPERIMENTAL RESULTS
As noted earlier, this work relies on an improved algorithm for skeletonization~He et al., 2001! that has several settings. The reader interested in a technical description of these parameters is referred to the paper by He et al.~2001!. A summary description of the settings is provided below:
1. Surface detection methods. These methods influence the skeletonization since the algorithm systematically erodes away voxels at the surface of the binarized neuron. a. If one of the nearest six neighbors~north/east/west/ south/above/below! of a voxel is vacant~i.e., is a background voxel!, the voxel of interest is considered to lie on the surface of the neuron~Tsao & Fu, 1981!. This is the most conservative of the methods. b. If one of the nearest 18 of the 26 possible voxel neighbors~including diagonal neighbors! is vacant, the voxel is considered to lie on the surface of the neuronal structure. c. If S or more of the 26 possible neighbors of a voxel are vacant~i.e., are background voxels!, it is assumed to lie on the surface of the neuronal structure~Gong & Bertrand, 1990!. This is the least conservative of the surface detection methods. 2. Size of the 3-D window for voxel connectivity testing N ϫ N ϫ N voxels!. This is an important parameter, as larger window sizes generally result in better skeletonization. 3. Method~s! used to handle tip voxels. Voxels representing tips~ends of processes! are critical in skeletonization, since aggressive elimination of tip voxels can eliminate genuine structures on the one hand, while nonelimination of tip voxels can result in excessive sensitivity to noise. Three methods are available: a. shape collapse prevention enabled/disabled~s ϭ 1 or 0!; b. preservation of end points enabled/disabled~e ϭ 1 or 0!; c. selective tip voxel suppression for the initial h thinning iterations. Generally, this is an attractive tradeoff that results in smoothing of the binarized results while preventing erosion of genuine dendritic structures.
These settings can be expressed using the vector notation~surface detection method~a/b/c, S, N, s, e, h!. For instance,~c, 17, 7, 1, 1, 2! implies use of majority vote for surface detection with threshold S ϭ 17, N ϭ 7 voxels, suppression of tips during the first two thinning iterations, preserving end points, and preventing shape collapse in the remaining iterations. An exhaustive set of tests is not practical due to the large number of possible combinations of these parameters. Experiments were performed on phantom images~not shown! that were constructed to study the broad impact of parameter settings on the thinning algorithms. In our experience, the settings used in the examples below are a useful starting guide. A practical approach is to extract a small representative subimage, on which several settings are successively tried. The settings that prove optimal are applied to the complete image. Figure 1c shows the result of skeletonization with a neighborhood size of 3 ϫ 3 ϫ 3, corresponding to the classical work of Tsao and Fu~1981!. As noted earlier, a small voxel neighborhood size for analyzing the connectivity of voxels leads to inadequate skeletonization. Indeed, this limitation inspired the development of the more sophisticated skeletonization algorithm used by us~He et al., 2001!. Figure 1d shows the first pass of the adaptive skeletonization of nonsoma voxels using settings~c,19,15,3,1,1!. This image shows the final results of the skeletonization of the dendritic processes. There are numerous short processes projecting nearly perpendicular to the main shaft of the dendrites. Most if not all of these are dendritic spines. These represent the subset of spines large enough to be detected by light microscopy, but it is known that others fall below the resolution limit of the optics. Under these skeletonization parameters, the soma is a poorly defined blob. Figure 1e shows the final result after the soma voxels alone are skeletonized with settings~c,22,21,100,0,0!, a very aggressive setting that results in significant erosion of voxels. The soma is shown here as a dense branching structure that is converted back to an estimated volume in Figure 1f , which shows the final results of soma detection. The final combined result is a well-traced neuron both in terms of the dendritic field and somal definition. Figure 2a shows the image of several HRP-stained neuronal dendrites imaged by transmitted light brightfield optical sectioning, showing several imaging artifacts, including dust spots. The above image is a minimum projection of a 751 ϫ 437 ϫ 84 image. Figure 2b shows the minimum value projection after image data correction for the nonuniform gain of the CCD and amplifier parameters as de-scribed in the Brightfield Image Data Correction Methods part of the Methods section. This image has a more uniform intensity distribution and higher image contrast. In addition, the point artifacts have been removed. These corrections combine to reveal additional details that are more sharply displayed. To avoid the effect of dark borders shown in the original image, the image was first slightly cropped along the borders. Figure 2c shows the result of deconvolution of the corrected image, using the AutoDeblur package~Autoquant Inc., Watervliet, NY!, shown as a minimum intensity projection. The deconvolution settings are listed in Table 1 . Correction for the PSF has a significant effect on image quality. All of the edges and fine detail of the dendrites are sharper, and the image contrast is higher. Spines of a variety of sizes and shape are more clearly seen projecting from the dendritic shaft. Figure 2d shows the result of binarization. Both the dendritic spines and discontinuities are clearly seen at this point. Discontinuities correspond to regions of significantly decreased signal in Figure 2c . Figure 2e shows the result of 3-D skeletonization. Note the successful detection of spines projecting more or less perpendicular to the dendritic shaft. The disconnected branches are the result of lack of stain penetration and/or imaging artifacts, rather than failure of the skeletonization algorithm. This can be seen by comparing Panels d and e with Panel c. Figure 3a shows the low-magnification image~size 682 ϫ 958 ϫ 184! of an HRP-stained cortical neuron, after CCD data correction, as a minimum intensity projection. The neuronal soma and most of the dendritic field are included in the image. This pyramidal cell is much more polar, with dendrites projecting mainly in two directions away from the soma. Figure 3b shows the result of data correction for the CCD and amplifier characteristics. Figure 3c shows the result of deconvolution applied to the image in Figure 3b , after the field has been cropped slightly in the x-y plane a little bit~to 640 ϫ 940 ϫ 184!. The influence of the PSF using the AutoDeblur package has been partially corrected. Again, the improvement in edge sharpness, detail, and contrast is apparent, revealing details not easily seen in Figure 3a ,b. Figure 4a shows the result of adaptive segmentation. Only foreground voxels are retained in computer memory and subsequently skeletonized. Note, as before, that some of the dendritic segments have become disconnected at this stage in the analysis. Figure 4b shows the result of direct skeletonization using the classical method of Tsao and Fu~1981!. As expected, it leaves too many spurs on branches and does not thin the soma sufficiently. This affect can be easily seen by following the prominent dendrite that projects toward 10 o'clock from the soma. This dendrite has some thick regions in its middle segment. These are traced as a central line with a large number of short projections in several directions. Our algorithm is specifically designed to overcome this limitation, making this type of analysis more practical. Figure 5a shows the result of our soma detection algorithm assuming a ball of radius 12 voxels is fully contained in the soma, and skeletonization of the non-somal voxels. Figure 5b shows the result of skeletonizing the soma with more aggressive settings, followed by pruning of all structures smaller than 3 voxels, shown superimposed on the deconvolved image. The combination of tip suppression and collapse prevention helps to preserve branches, while also producing a very concise skeleton. Figure 6 shows the geometry of the re-connection process. This process is explained in Interactive Methods for Computer-Assisted Re-connection of Fragmented Structures in the Methods section. If the skeletonization algorithm detects two or more process endings within a sphere of a certain radius~selected by the user! the reconnection algorithm decides, based on a set of user-defined parameters, whether these ends belong to the same process. If so, it reconnects them; if not, it does not alter them but may consider them for reconnection to some other process ending. Figure 7 illustrates the computer-assisted dendritic reconnection process executed on the tracing of Figure 5 . The upper panel is the result shown in Figure 5b . Boxes labeled A-N indicate some of the fragmented parts of the skeleton that were reconnected. The lower panels A-N show the corresponding reconnections isolated from the full field image to make them easier to see. Boxes O, P, and Q from the upper panel were not reconnected since that would produce closed paths~loops! in the graph structure. This logic is based on the premise that the dendritic structures for a single neuron do not connect to other dendrites from the same neuron, which would effectively form a closed circuit, or a "loop" structure. Note that the user makes the decision on whether or not this constraint is valid. For the same reason, the traces of the structures in Panels C and F have been partially reconnected. Panels E and L illustrate automatic removal of closed paths in the graph by the program. 
CONCLUSIONS AND DISCUSSION
We have demonstrated the ability of our algorithm to automatically trace branched structures in 3-D light microscopy images recorded by either fluorescence confocal or transmitted-light brightfield imaging modes. These are the major imaging modes for studying neuronal structure in nervous system tissue. It is essential to quantitate neuronal structure if accurate models of neuron function are to be formulated. Our detailed understanding of the biophysics of these important cells is partly limited by lack of detailed knowledge of the structure and prevalence of their subcellular components. The length and branching of the dendritic and axonal processes are important in determining how neurons communicate with other neurons, and how electrical signals are propagated. The most challenging structures in this signaling circuit are the dendritic spines, which are the signal receiving structure on the dendrites. We have shown here the beginnings of a methodology to detect and quantitate these important structures. Of course, such results have to be interpreted carefully, as these spines represent only that subpopulation of spines that can be imaged by the light microscope. Other spines are too small, and thus must be imaged by other means. Nevertheless, our ability to improve the quantitative analysis of these important cells is significant, and can reasonably be expected to produce better insights to neuronal function if widely applied by neurobiologists. Our methods are sufficiently general that they can also be applied to the images of other branching 3-D structures imaged by light microscopy or by other imaging modalities. As can be seen by comparing the results of Figures 4 and 5, our algorithms provide a significant improvement over existing methods.
The confocal microscope has a sufficiently sharp PSF that 3-D images recorded by this modality can be processed directly without correction. However, the brightfield images require deconvolution, which partially corrects for the influence of the PSF. Without this correction, our tracing algorithms will not work due to the "softness" of the images. This work builds upon several advances in the design of algorithms for 3-D binary image skeletonization:~1! Connectivity testing over large N ϫ N ϫ N voxel neighborhoods is feasible, as well as attractive for improved skeletonization performance. This is feasible when the image foreground is sparse, using an appropriate data structure.~2! Thresholdbased surface detection offers more robustness for noisy binary images than the classical vacant neighbor schemes. 3! Better handling of tips based on geometrical considerations relating to shape collapse prevention. This is especially useful for preserving branches with even-voxel widths. In general, images with thin structures such as dendrites benefit from this method.~4! Noisy images can benefit from selective deletion of tip voxels during the first few iterations of the thinning procedure.~5! Thickness-adaptive thinning algorithms can outperform nonadaptive thinning by providing spatially adaptive control over the level of aggressiveness of the deletion.
Although the examples shown involved transmittedlight brightfield and confocal microscopy data, we expect the same methods to be directly applicable to wide-field fluorescence images, since the underlying mathematical models are unchanged. Indeed, the same software that was used to deconvolve the brightfield images can be used for widefield fluorescence images by way of a simple grayscale inversion. 
