Abstract. If S is a given regular n-simplex, n ≥ 2, of edge length a, then the distances a 1 , · · ·, a n+1 of an arbitrary point in its affine hull to its vertices are related by the fairly known elegant relation φ n+1 (a, a 1 , · · · , a n+1 ) = 0, where
Introduction
Let S = [A 1 , · · · , A n+1 ], n ≥ 2, be a regular n-simplex of edge length a, and let B be an arbitrary point in its affine hull. It is fairly well known that the distances a 1 , · · · , a n+1 from B to the vertices of S satisfy the elegant relation 
see [4] . The natural question whether this is (essentially) the only relation was posed and answered in the affirmative in [9] . However, the proof rests heavily on a result whose proof was not included therein, but was postponed for another paper, namely this one. This result states that the polynomial obtained from (1) by thinking of a 1 , · · · , a n+1 as indeterminates is irreducible over R when a = 0 and n ≥ 2.
The main goal of this paper is to prove this, and to actually give a complete treatment of the irreducibility of the more general polynomial g = a 2 + x 
for any field k, any t ∈ k, and any a ∈ k (including the case a = 0). It turns out that if char k = 2, then g is irreducible except in the two cases (n, a, t) = (2, 0, 2) and (n, a, t) = (2, 0, 3). When (n, a, t) = (2, 0, 2), g is the Heron polynomial with the well known factorization given in (9) . When (n, a, t) = (2, 0, 3), g is reducible if and only if k contains a primitive third root of unity, in which case g factors as in (18) . If char k = 2, then g reduces to the polynomial (1 − t)(a + x 1 + · · · + x n+1 ) 4 . The cases when n = 0 and n = 1 are ignored because they have no geometric significance. Also, the case n = 1 turned out to be rather lengthy and complex, but it gives rise to interesting number theoretic aspects. We do not include these cases in this paper.
The polynomial obtained from g by replacing n+1 with n and t with n is essentially the Cayley-Menger determinant of a special n-simplex, named a prekite, that was introduced and studied in [8] , and calculated in Theorem 4.1 there. If we put a = 0 in g, then the instances t = 0, t = n, t = n − 1, and t = n − 2 are very closely related to the Cayley-Menger determinants, with respect to certain parametrizations, of orthocentric, isodynamic, circumscriptible, and tetra-isogonic n-simplices; see Theorem 5.2 of [7] . Thus the results of this paper would help give complete factorizations of the Cayley-Menger determinants of the aforementioned five special families of n-simplices. This raises the question whether the Cayley-Menger determinant M of a general n-simplex is irreducible. It is proved in Theorem 3.7 that the answer is affirmative except in the single case n = 2, in which case M is the Heron polynomial given in (9) . This result has been obtained earlier in [5] when k is R or C. We should note, however, that the result in [5] does not imply the results in this paper, and does not give any information about the irreducibility of the Cayley-Menger determinant of any of the five special families mentioned earlier. This is because the Cayley-Menger determinants of these special families are obtained from the general Cayley-Menger determinant M given in (27) by replacing each x 2 ij , 1 ≤ i < j ≤ n + 1, by quantities like
Such substitutions obviously do not preserve irreducibility. Furthermore, our treatment is not confined to the cases when k = R or C.
The paper is organized as follows. Section 2 contains preliminary facts that we shall need, and freely use, in the sequel. These are quite few, and come from the elementary theories of symmetric and of homogeneous polynomials. Section 3 contains proofs of the main results, namely Theorems 3.6, 3.5, and 3.7. These proofs make use of Lemmas 3.2, 3.3, and 3.4.
Preliminaries
In this section, we put together definitions and simple facts pertaining to symmetric and homogeneous polynomials that we shall freely use throughout the paper. For ease of reference, we also include a simple theorem about the factorization of quadratics.
Let A be any commutative ring with identity, and let B = A[x 1 , · · · , x n ] be the polynomial ring in the n indeterminates x 1 , · · · , x n . Then the symmetric group S n acts as permutations on the indices of x 1 , · · · , x n , and hence as A-automorphisms on B. A polynomial in B is called symmetric if it is invariant under the action of (every element of) S n . It is well known that the ring
Sn of symmetric polynomials is given by
where e 1 , · · · , e n are the so-called elementary symmetric polynomials defined by
see [12, Theorem 6.1, p. 191] .
A non-zero polynomial Φ in B is said to be homogeneous if all of its terms are of the same (total) degree d. More precisely, if
for any variable λ. It is clear that every non-zero polynomial Φ ∈ B of (total) degree n ≥ 0 can be written uniquely in the form
where h (j) is either 0 or homogeneous of degree j, and h (n) is not zero. The last term h
is called the leading homogeneous component of h, and will be denoted by Φ * . Notice that
If A is an integral domain, then it is easy to see that
Then it follows from (4) and (5) that if f is reducible, then f * is reducible. It also follows that every factor of a homogeneous polynomial is homogeneous; (6) see [17, Theorem 10.5, p. 28] . To see that this is not true if A was not an integral domain, consider the factorization
. We end this section by proving a simple property of quadratic polynomials that we shall use later. 
(ii) If ∆ is a square, and if 2a is a unit, then H is reducible.
(iv) If ∆ = 0, and a is a square and 2a is a unit, then H is a square.
Proof. To prove (i), suppose that H is reducible. Then H = (Ux + V )(ux + v) for some U, V, u, v ∈ A. Multiplying out and equating coefficients, we obtain Uu = a, Uv + V u = b,
, which is a square, as desired.
To prove (ii), suppose that ∆ = b 2 − 4ac is a square, say ∆ = δ 2 , and that a is a unit. Letting
, and hence is reducible, as desired.
To prove (iii), suppose that H is a square, say H = (ux + v) 2 , where u, v ∈ A. Then a = u 2 , b = 2uv, and c = v 2 . Thus b 2 − 4ac = 0. To prove (iv), suppose that 2a is a unit and that a is a square, say a = u 2 , and
Remark 2.2
The assumption that 2a is a unit in (ii) and (iv) above cannot be replaced by the weaker assumption that a is a unit. For (ii), consider the example
: c 1 is even}, and let H = x 2 + 2x + 1. Then ∆ = 0, and H is not a square in D.
The main results
In this section, we establish, in Theorems 3.5, 3.6, and 3.7, the main irreducibility theorems of this paper. Lemmas 3.2, 3.3, and 3.4 are needed in the proofs. Lemma 3.1 disposes of the case when t = 0 in (2).
Lemma 3.1 Let k be a field, and let
Then h (and hence g) is reducible if and only if −t j is a square for all j, 0 ≤ j ≤ n − 1 and if (1) either char k = 2, in which case
or char k = 2 and n = 1, in which case,
or char k = 2, n = 2, and t 0 = 0, in which case
Proof. Suppose that h is reducible. Then any factorization of h must be of the form
We may also assume that a n = b n = 1, since a n b n = 1. Comparing coefficients of x n x i , 1 ≤ i ≤ n − 1, and coefficients of x n , we see that b i = −a i for 0 ≤ i ≤ n − 1. Therefore (7) can be rewritten as
Comparing coefficients of x 2 i , 1 ≤ i ≤ n − 1, and the constant terms, we see that
If char (k) = 2, and n > 2, then comparing the coefficients of x 1 x 2 (in (8)), we obtain −2a 1 a 2 = 0, contradicting the assumptions that a 
n is reducible over the field C of complex numbers if and only if n = 1 or n = 2. In particular, x 2 + y 2 + z 2 is irreducible over C, a fact that appears as a problem in [14] .
In view of the lemma above, we may exclude the case t = 0 in (2). Also, it is obvious that if char k = 2, then g = (1 − t)(a + x 1 + · · · + x n ) 4 . That is why the lemmas and theorems below assume that t = 0 and char k = 2. Lemma 3.2 Let k be a field with char k = 2, and let
where t ∈ k and t = 0, and where n ≥ 3. Then f has a factor that is symmetric in two of the variables if and only if n = 3 and t = 2. In this case,
Proof. We shall freely use the fact that factors of a homogeneous polynomial are homogeneous; see (6) .
Clearly, R and R 0 are polynomial rings over k in the n respective variables, and R 0 is the subring of R consisting of the (y, z)-symmetric polynomials, i.e., polynomials that are symmetric in the variables y and z; see (3).
Using the identities
and the definition
we obtain (after few lines of computations, or by Maple)
Letting F ∈ R 0 denote the right hand side of (13), i.e.,
we see that f has a (y, z)-symmetric factor if and only if F is reducible in R 0 . From now on, we will be working in R 0 . Suppose that F is reducible. If t = 2, then F simplifies into
Since F 0 is linear in v, it follows that every factor of F 0 is a factor of (u 2 − S 2 ) and of . In this case F 0 is as given in (9). If t = 2, then F is a quadratic in v with coefficients in k[x 1 , · · · , x n−2 , u]. Also, its leading coefficient (4 − 2t) is a unit. By (i) and (ii) of Lemma 2.1, it is reducible if and only if its discriminant ∆ in v is a square in k[x 1 , · · · , x n−2 , u]. Using Maple, we find that
2 ). By (iii) of Lemma 2.1, this cannot be a square, since its discriminant in u is 8 3 S 2 (S 4 + S 2 2 ) = 0. Thus suppose that t = 1.
Then for ∆ to be a square, we must have
where α, β, and γ belong to k[x 1 , · · · , x n−2 ]. Equating the coefficients of u 4 and u 3 in (16), we see that α 2 = 8t(t − 1) = 0 and 2αβ = 0. Therefore β = 0, and we have
Equating coefficients in (17), we find that
2 ), 2αγ = 8t(−2S 2 ). It follows that (t−1)((2−t)S 4 +S 
where t ∈ k and t = 0, and where n ≥ 3. Then f has a linear factor if and only if n = 3 and t = 2. In this case, f factors as in (9) .
Proof. If (n, t) = (3, 2), then f factors as in (9), and we are done. So we assume that (n, t) = (3, 2) , that f has a linear factor, say g = a 1 x 1 + · · · + a n x n , and we seek a contradiction.
Clearly we may assume that a 1 = 0. By Lemma 3.2, g is not symmetric in the variables x 2 and x 3 . Therefore a 2 = a 3 . If g 1 is the polynomial obtained from g by interchanging x 2 and x 3 , then g 1 is not an associate of g, and it is also a factor of f . Therefore gg 1 is a (x 2 , x 3 )-symmetric factor of f (of degree 2). This contradicts Lemma 3.2.
Lemma 3.4 Let k be a field with char k = 2, and let
where t ∈ k and t = 0. If t = 2, then f factors as in (9) . If t = 2, then f is reducible if and only if t = 3 and k contains a primitive third root ω of 1. In this case,
Also, the factors in the right hand sides of (18) are irreducible.
Proof. There is nothing to prove in the case when t = 2, since this is covered in Lemma 3.3. Thus we assume that t = 2. Let x 1 , x 2 , x 3 be renamed as x, y, z, and suppose that f is reducible and that g is an irreducible factor of f . Since t = 2, Lemma 3.3 implies that g is not linear. Thus g is an irreducible quadratic. Thus
where a, b, c, α, β, γ are in k. Also,
Letting s be the permutation s = (x → y → z → x), we see that f is divisible by g, s(g), and s 2 (g). Since deg(gs(g)s 2 (g)) = 6 > deg f , and since g, s(g), s 2 (g) are irreducible, it follows that two (and hence all) of the polynomials g, s(g), and s 2 (g) are associates (i.e., constant multiples of each other). Thus g = λs(g) for some λ ∈ k. Since
it follows that b = λa, c = λb, a = λc, β = λα, γ = λβ, α = λγ.
If both a and α are zero, then a = b = c = α = β = γ = 0, and g = 0, a contradiction. Thus either a = 0 or α = 0. In both cases λ 3 = 1. If λ = 1, then a = b = c and α = β = γ, and hence g is symmetric, contradicting Lemma 3.2. Thus λ = 1 and λ 3 = 1. Therefore λ is a primitive third root of 1 (and char k cannot be 3). Thus g is of the form
where λ is a primitive third root of 1. Applying the permutation y → z → y to g, we obtain another factor
of f that is not associate of g. Therefore gh divides f , and has the same degree as f . Therefore f = cgh, where c ∈ k. Equating the coefficients of x 3 z and x 2 yz in the identity f = cgh, we obtain −aαc = 0 and 2aαc − α 2 c = 0. Thus α = 0 and
But
Therefore it follows from f = cgh that (1 − t) = ca 2 and −a 2 c = 2. Hence 1 − t = −2 and t = 3. Therefore
as desired. The two factors in (18) are irreducible because f has no linear factors, by Lemma 3.3. This completes the proof. Theorem 3.5 Let k be a field with char k = 2, and let a be a non-zero element of k. Let
where t ∈ k and t = 0, and where n ≥ 3. Then g is irreducible.
Proof. We start with the case n = 3, and we rename x 1 , x 2 , x 3 as x, y, z. Thus we are to prove that the polynomial
is irreducible. The general case will follow easily as shown later.
Suppose that g is reducible, and that g = αβ, where α and β are non-constant polynomials in k[x, y, z]. Let G, A, and B be the leading homogeneous components of g, α, and β, respectively. Then
and G = AB, and A and B are non-constant. Therefore G is reducible. By Lemma 3.4, we have the following two cases:
and hence
Suppose that one of the factors α or β, say α, is linear. Then we may assume that either α = x + y + z + c or α = x + y − z + c, where c ∈ k. In the first case, we plug (x, y, z) = (x, −x, −c) in g = αβ, and in the second case, we plug (x, y, z) = (x, −x, c).
In both cases, we obtain
Therefore a 2 + c 2 = a 2 − c 2 = 0, and hence a = c = 0, contradicting the assumption that a = 0.
If α and β are quadratic irreducible, then A and B are quadratic. Also G = AB by (5) . By (21), we may assume that A or B, say A, is (x + y + z)(−x + y + z). Thus
where L is a linear polynomial. By applying the permutation σ : x → y → x and then τ : x → z → x, we see that the two (irreducible) polynomials
are also factors of g. Since the coefficients of x 2 in the polynomials α 1 and α 2 are the same (and equal 1), and since they are not equal, it follows that α 1 and α 2 are not associates. By considering the coefficients of y 2 and z 2 , we see that no two of the polynomials α, α 1 and α 2 are associates. Therefore αα 1 α 2 divides g, a contradiction since deg g = 4 < 6.
Therefore g cannot be reducible.
Case 2.
where ω ∈ k is a primitive third root of 1, and where the quadratics on the right hand side are irreducible. Therefore A and B are the polynomials
Hence α and β are the polynomials
where L and K are linear polynomials. Also,
Let L 0 and K 0 be the constant terms of L and K, respectively. Plugging x = y = z = 0 in (22), we obtain −2L 0 K 0 = −2a 4 , and hence
Applying the permutation σ : x → y → x, we obtain
Since k[x, y, z] is a unique factorization domain, it follows that
Similarly, if τ is the transposition
Observing that the constant terms of L and K are unchanged under permutations on x, y, z, and using (24) and (25), we obtain
It follows that L 0 = K 0 = 0, contradicting (23). Thus we have proved the case n = 3. If n ≥ 3, we let h be obtained from g by putting x j = 0 for all j ≥ 4. Since h is irreducible by the case n = 3, it follows that g is irreducible.
In fact, if g = αβ, and if A and B are obtained from α and β by plugging x j = 0 for all j ≥ 4, then either A is zero or A is homogeneous of the same degree as α. Since h = AB, and h = 0, it follows that A = 0 and therefore h is reducible, a contradiction.
This completes the proof. where t ∈ k and t = 0, and where n ≥ 3. Then f is reducible in and only in the following two cases:
(i) n = 3 and t = 2, in which case f is as given in (9) .
(ii) n = 3, t = 3, and k contains a primitive third root ω of unity, in which case f is as given in (18).
Proof. The case when n = 3 was completely treated in Lemmas 3.3 and 3.4. So we assume that n ≥ 4. For any polynomial F ∈ k[x 1 , · · · , x n ], let F * ∈ k[x 1 , x 2 , x 3 ] be the polynomial obtained from F by putting x 4 = 1 and x j = 0 for all j ≥ 5. Then f * is the case n = 3 and a = 1 of Theorem 3.5, and is hence irreducible. To show that f is irreducible, we suppose that f = gh, and we show that g or h is a constant.
Since f * = g * h * , and since f * is irreducible, it follows that g * or h * , say g * , is a constant. Since f * = 0, it follows that g * is a non-zero constant. Therefore Thus f is irreducible, as desired.
Theorem 3.7 Let k be a field with char k = 2, and let R = k[x ij : 1 ≤ i < j ≤ n + 1], n ≥ 2, be the polynomial ring over k in the set X = {x ij : 1 ≤ i < j ≤ n+1} of (n+1)n/2 indeterminates. For 1 ≤ i ≤ j ≤ n + 1, let us make the convention that x i,j = x j,i and x j,j = 0. Let M be the Cayley-Menger determinant in X, i.e., M is the (n + 2) × (n + 2) determinant whose entries c i,j , 0 ≤ i, j ≤ n + 1, are given by 
