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  Telemarketing merupakan salah satu promosi yang dianggap paling efektif dalam 
mempromosikan produk, strategi pemasaran ini dilakukan oleh bank-bank untuk menawarkan produk 
pada klien, salah satu produk yang ditawarkan bank yaitu deposito berjangka. Sulitnya mengetahui 
keputusan klien Telemarketing untuk melakukan deposito berjangka pada bank, menyebabkan bank 
selalu menghadapi ancaman krisis keuangan. Oleh karena itu, Telemarketing bank harus dapat 
membuat target klien, klien mana yang berpotensi untuk melakukan deposito dengan melihat data-data 
klien yang ada. Dalam penelitian ini akan digunakan algoritma Naive Bayes untuk memprediksi 
keputusan klien Telemarketing dengan menggunakan dataset gudang data UCI Repository. Hasil 
pengujian menunjukkan bahwa nilai akurasi Naive Bayes sebesar 89,08%, setelah dilakukan pemilihan 
fitur dengan menggunakan Backward Elimination didapatkan hasil akurasi yang lebih tinggi yaitu 
sebesar 90,69%, dengan melihat nilai akurasi maka algoritma Naive Bayes berbasis Backward 
Elimination meningkatkan akurasi untuk memprediksi keputusan klien Telemarketing. 
 





Bank merupakan badan usaha yang menghimpun dana dari masyarakat dalam bentuk 
simpanan dan menyalurkannya kepada masyarakat dalam bentuk kredit dan atau bentuk-bentuk 
lainnya dalam rangka meningkatkan taraf hidup rakyat banyak [1].  
Dengan persaingan antar bank dapat dilihat berbagai upaya bank dalam merebut nasabah 
sebanyak-banyaknya dalam berbagai kegiatan pemasaran.  Jika dulu para pelaku usaha menawarkan 
barang dan jasa mereka kepada calon konsumen dengan cara bertatap muka langsung, sekarang 
dengan pemanfaatan teknologi yang canggih bisa menggunakan alat komunikasi jarak jauh seperti 
telepon dan fax serta media elektronik lainnya [2]. Strategi pemasaran ini dilakukan juga oleh bank-
bank untuk menawarkan produk pada konsumen. Biasanya bank melakukan media promosi melalui 
brosur dan pegawai datang ke klien langsung. Namun hal ini kurang efektif   jadi bank melakukan 
strategi Telemarketing. Strategi ini sangat membantu para pemasar maupun pelaku usaha untuk 
mengenalkan produk dan jasa mereka kepada masyarakat luas dengan waktu yang singkat. 
Sulitnya mengetahui keputusan klien Telemarketing untuk melakukan deposito pada bank, 
menyebabkan bank selalu menghadapi ancaman krisis keuangan. Oleh karena itu bank ditekan untuk 
meningkatkan persyaratan modal dengan menawarkan deposito jangka panjang pada masyarakat. 
Salah satu cara yaitu menawarkan deposito secara langsung melalui panggilan telepon Telemarketing 
[3]. Seorang Telemarketing bank harus dapat membuat target klien,  klien mana yang berpotensi untuk 
melakukan deposito dengan melihat data-data klien yang ada. Dalam mendukung Telemarketing untuk 
meningkatkan tingkat keberhasilan, dilakukan prediksi keputusan klien untuk meningkatkan 
keberhasilan Telemarketing untuk mengurangi biaya pengeluaran dalam melakukan panggilan 
telephone. 
Menurut Larose [4] pendekatan Bayesian digunakan untuk menentukan kemungkinan terhadap 
asumsi disekitarnya. Naive Bayes bekerja sangat efektif saat diuji pada dataset yang besar, terutama 
bila dikombinasikan dengan beberapa prosedur seleksi atribut [5].  Backward Elimination digunakan 
sebagai  seleksi fitur, dibandingkan dengan forward elimination, Backward Elimination membuang 
atribut-atribut yang tidak independen terhadap data yang diolah sedangkan forward elimination 
mempertahankan semua atribut baik yang independen maupun tidak independen sehingga atribut yang 
 . 
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tidak independen akan menjadi tidak signifikan dan mengurangi jumlah kuadrat residualnya [6] Tingkat 
akurasi dengan menggunakan seleksi fitur lebih baik daripada tidak menggunakan seleksi fitur, ini 
menunjukkan bahwa keberadaan fitur mempengaruhi hasil prediksi. Metode Backward Elimination 
memberikan kinerja yang lebih baik jika dibandingkan dengan metode statistik signifikan dalam tahap 
seleksi. Kinerja terbaik dibuktikan dengan sensitivitas, spesifisitas dan akurasi yang tinggi [7].  
Untuk mengatasi masalah dalam mengambil keputusan klien mana yang akan dihubungi yang 
lebih mungkin untuk berminat deposito, penelitian ini menggunakan algoritma Naive Bayes. Pada 
penelitian sebelumnya, secara mandiri tingkat akurasi yang dihasilkan  algoritma Naive Bayes rendah, 
tetapi dengan menambahkan seleksi fitur Backward Elimination diharapkan dapat meningkatkan 
akurasi. Rumusan masalah pada penelitian ini adalah 1) Sulitnya mengetahui keputusan klien 
Telemarketing untuk melakukan deposito pada bank yang menyebabkan bank selalu menghadapi 
ancaman krisis keuangan. 2) Secara mandiri tingkat akurasi yang dihasilkan  algoritma Naive Bayes 
rendah, dengan menambahkan seleksi fitur Backward Elimination diharapkan dapat meningkatkan 
akurasi dalam memprediksi keputusan klien Telemarketing. Tujuan penelitian adalah Untuk 
memprediksi keputusan klien Telemarketing pada panggilan berikutnya agar dapat memudahkan bank 
dalam mengambil keputusan klien mana yang berpotensi untuk melakukan deposito berjangka dengan 
menerapkan algoritma Naive Bayes dan seleksi fitur Backward Elimination. Tujuan berikutnya 
Membandingkan algoritma Naive Bayes dengan algoritma Naive Bayes berbasis Backward Elimination 
untuk mendapatkan akurasi yang tinggi dalam memprediksi keputusan klien. 
 
2. Landasan Teori 
2.1. Penelitian Terkait 
Moro. S et.al [8] membuat model keberhasilan berlangganan deposito jangka panjang, dengan 
menggunakan atribut yang dikenal sebelum melakukan panggilan. Dalam penelitian ini, penggunaan 
sistem pendukung keputusan di dasarkan pada model data-driven. Data yang dikumpulkan dari tahun 
2008 sampai 2013, sehingga termasuk efek dari krisis keuangan. Peneliti menganalisis 150 fitur terkait 
dengan nasabah bank, produk, dan atribut sosial ekonomi. Dalam tahap pemodelan, fitur dipilih dan 
otomatis di eksplorasi, ini dilakukan pada data sebelum juli 2012 dan terjadi pengurangan dan dipilih 22 
fitur. Empat model data mining dibandingkan : Logistic Regresi, Decision Trees, Neural Network, dan 
Support Vector Machine, dengan menggunakan dua metrik yaitu AUC dan LIFT. Empat model tersebut 
diuji pada set evaluasi dengan menggunakan data terbaru (setelah juli 2012). Dari hasil evaluasi Neural 
Network memperoleh hasil terbaik AUC 0,8 dan LIFT 0,7, dengan tingkat keberhasilan yang diperoleh 
79% dari sukses menjual yang dapat dicapai dengan hanya menghubungi setengah dari klien, yang 
berarti terjadi peningkatan 29% bila dibandingkan dengan praktek perbankan saat ini yang 
menghubungi semua klien.   
Dalam penelitian Masud. K & Rahman. R. M [9] mengungkapkan jika teknik data mining dapat 
membantu lembaga untuk menetapkan tujuan pemasaran. Teknik data mining memiliki prospek yang 
baik untuk target dan meningkatkan kemungkinan respon. Peneliti menggunakan dua teknik data mining 
yaitu Naive Bayes dan algoritma Decission tree C4.5. Tujuan penelitian ini yaitu untuk memprediksi 
apakah klien akan berlangganan deposito berjangka atau tidak dan membuat studi perbandingan 
kinerja kedua algoritma. Set pengujian data berisi 10% dari seluruh data (4521 record) dipilih secara 
acak dari kumpulan data secara keseluruhan, data diambil dari UCI Repository. Tingkat akurasi yang 
dihasilkan C4.5 adalah 93,39% sedangkan Naive Bayes 84,91%. Keakuratan dari kedua model tinggi,  
algoritma C4.5 membuktikan lebih baik dari Naive Bayes. Tetapi dari segi waktu untuk membangun 
model Naive Bayes lebih cepat dibanding C4.5. 
 
2.2. Landasan Teori 
2.2.1 Deposito 
 Deposito berjangka merupakan jenis simpanan yang dikeluarkan oleh bank, yang berbeda 
dengan jenis simpanan giro dan tabungan dimana simpanan deposito mengandung unsur jangka waktu 
( jatuh tempo) lebih panjang dan tidak dapat ditarik sewaktu waktu [10]. Bank-bank sepenuhnya didanai 
oleh deposito, persaingan bank yang ketat akan meningkatkan dana perbankan dengan menaikkan 
suku bunga deposito, suku bunga deposito sebagai ukuran dari intensitas deposito pada persaingan 
pasar. Dalam hal ini, bank dapat memanfaatkan deposan dengan menginvestasikan kekayaan aset 
pada perusahaan [11]. 
2.2.2 Telemarketing 
 Telemarketing merupakan pendekatan target via telepon dengan menjelaskan produk dan 
menggunakan alat komunikasi yakni telepon [12]. Telemarketing dapat didefinisikan sebagai strategi 
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pemasaran yang dilakukan melalui komunikasi jarak jauh, seperti telepon, untuk menargetkan klien 
yang memungkinkan untuk memperoleh produk atau jasa yang ditawarkan [8][3]. Telemarketing 
mengacu pada proses menggunakan  telepon sebagai media interaktif untuk promosi penjualan. 
Telemarketing memegang banyak potensi untuk menjangkau pelanggan sebanyak mungkin. Jika 
digunakan secara efektif, Telemarketing dapat menjadi alat yang ampuh untuk ekspansi bisnis [13].   
Dalam Telemarketing, telepon menunjukkan fungsinya dalam bentuk [14] :  
1. Menghubungi langsung pembeli potensial, 
2. Menjadi semacam ujung tombak survei pemasaran, untuk di follow up lebih lanjut oleh tenaga 
pemasaran di lapangan, dan 
3. Menjadi alat pembuka pintu pembeli potensial agar bisa dikunnjungi oleh tenaga pemasaran. 
2.2.4  Metode Naive Bayes 
Naive Bayes merupakan teknik sederhana yang sangat cocok saat dimensi dari input tinggi. 
Meskipun sederhana, Naive Bayes seringkali dapat mengungguli metode lain yang lebih canggih. Untuk 
membangun model Naive Bayes, perlu menghitung probabilitas setiap nilai atribut yang diberi atribut 
class. 




                                                                                                        (1) 
Keterangan: 
X : Data dengan class yang belum diketahui 
H : Hipotesis data X merupakan suatu class spesifik 
P(H|X) : Probabilitas hipotesis berdasar kondisi (posteriori probability) 
P(H) : Probabilitas hipotesis H (prior probability) 
P(X|H) : Probabilitas X berdasarkan kondisi pada hipotesis H 
P(X) : Probabilitas X 
Untuk membangun model Naive Bayes, perlu menghitung probabilitas setiap nilai atribut yang 
diberi atribut class. Oleh karena itu, jika menggunakan atribut dengan jumlah banyak nilai diskrit 
mungkin memerlukan waktu komputasi yang lebih lama [16]. 
2.2.5 Backward Elimination 
Backward Elimination digunakan untuk memilih yang terbaik diantara semua kemungkinan untuk 
menghapus dan menganalisis statistik yang tidak sesuai. Metode Backward Elimination memberikan 
kinerja yang lebih baik jika dibandingkan dengan metode statistik signifikan dalam tahap seleksi.. Kinerja 
terbaik dibuktikan dengan sensitivitas, spesifisitas, dan akurasi yang tinggi [7]. 
Backward Elimination merupakan metode yang dapat menghilangkan atribut yang tidak signifikan 
dari model [17]. Untuk prosedur Backward Elimination, model dimulai dengan semua atribut yang ada 
di dalamnya, dan atribut dengan persial statistik terkecil dihapus.  
Atribut yang digunakan akan diimplementasikan dengan Backward Elimination, sebelumnya data 
yang digunakan dijadikan data numerik dan diregresikan, sebelum mendapatkan nilai F terlebih dahulu 
mencari nilai prediksi, rata-rata prediksi, MSR dan MSE, rumus yang digunakan yaitu : 
Untuk mencari nilai prediksi dari masing-masing atribut. 
              𝑌𝑖 = 𝛽0 + 𝛽1𝑋1𝑖 + 𝛽2𝑋2𝑖 + 𝛽3𝑋3𝑖 + 𝛽4𝑋4𝑖 + 𝜀𝑖     (2) 
Keterangan :  
y : Atribut terkait,  
x : Atribut bebas, 
𝛽 : Parameter regresi,  
𝜀 :  Nilai kesalahan / standar error estimasi  
Mencari masing-masing nilai MSR dan MSE tiap atribut dengan rumus: 
MSR=∑(ŷt - ?̅?)2/p-1          (3) 
MSE = ∑(yt - ŷt)2/n-p          (4) 
Keterangan :  
ŷt : Nilai prediksi,  
?̅? : Nilai rata-rata prediksi,  
p : Jumlah atribut,  
yt : Nilai aktual,  
n : Jumlah record data 
Mencari nilai F masing-masing atribut dengan rumus:  
Fk*=MSR(Xk) / MSE(Xk)         (5) 
Prosedur Backward Elimination [18] : 
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1. Gunakan semua atribut yang tersedia. Sebagai contoh, model memiliki empat atribut, x1, x2, x3, x4. 
2. Untuk setiap atribut dalam model, menghitung parsial F-statistik.  Pada saat pertama melalui 
algoritma, akan menjadi F (x1 | x2, x3, x4), F (x2 | x1, x3, x4), F (x3 | x1, x2, x4), dan F (x4 | x1 , x2, 
x3). Pilih atribut dengan parsial F-statistik terkecil. Menunjukkan nilai Fmin 
3. Untuk uji pentingnya Fmin. Jika Fmin tidak signifikan, atribut menghapus yang terkait dengan Fmin dari 
model, dan kembali kelangkah 2. Jika Fmin signifikan, algoritma berhenti dan melaporkan model saat 
ini. 
K-Fold Cross Validation merupakan teknik validasi yang membagi data ke dalam k bagian dan 
kemudian masing-masing bagian akan dilakukan proses klasifikasi. Dengan menggunakan K-Fold 
Cross Validation akan dilakukan percobaan sebanyak k. Tiap percobaan akan menggunakan satu data 
testing dan k-1 bagian akan menjadi data training, kemudian data testing itu akan ditukar dengan satu 
buah data training sehingga untuk tiap percobaan akan didapatkan data testing yang berbeda-beda. 
Data training merupakan data yang akan dipakai dalam melakukan pembelajaran sedangkan data 
testing merupakan data yang belum pernah dipakai sebagai pembelajaran dan akan berfungsi sebagai 
data pengujian kebenaran atau keakurasian hasil pembelajaran. Dalam penelitian ini nilai k yang 
digunakan berjumlah 10 atau 10Fold Cross Validation [20]. 
Dalam penelitian ini dipilih alat ukur evaluasi berupa Confusion Matrix dengan tujuan untuk 
mempermudah dalam menganilisis performa algoritma karena Confusion Matrix memberikan informasi 
dalam bentuk angka sehingga dapat dihitung rasio keberhasilan. Evaluasi model  didasarkan pada 
pengujian untuk memperkirakan obyek yang benar dan salah [19],  Confusion Matrix adalah salah satu 
alat ukur berbentuk matrik 2x2 yang digunakan untuk mendapatkan jumlah ketepatan klasifikasi dataset 
terhadap kelas aktif dan tidak aktif pada kedua algoritma yang dipakai. 
 
Tabel 1. Confusion Matrix 
CLASSIFICATION Predicted Class 
 
OBERVED CLASS 
 Class = Yes Class = No 
Class = Yes A (True Positive-TP) B (False Negative-FN) 
Class = No C (False Positive-FP) D (True negative-TN) 
Keterangan : 
True Positive (tp)   = Proporsi sampel bernilai true yang diprediksi secara benar 
True positive (tp)   = Proporsi sampel bernilai false yang diprediksi secara benar 
False Positive (fp)  = Proporsi sampel bernilai false yang salah diprediksi sebagai 
        sampel bernilai true. 
False Negative (fn)  = Proporsi sampel bernilai true yang salah diprediksi sebagai  
        sampel bernilai true. 
Untuk menghitung nilai accuracy, precision, dan recall dengan rumus perhitungan sebagai berikut : 
Accuracy  =        (
𝑎+𝑑
𝑎+𝑏+𝑐+𝑑
) =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                 (5) 
Precision  =         
𝑇𝑃
𝑇𝑃+𝐹𝑃 
                                                                                                       (6) 
Recall       =          
𝑇𝑃
𝑇𝑃+𝐹𝑁
                                                                                                       (7) 
ROC (Receiver Operating Characteristic) merupakan grafik yang dapat digunakan untuk menilai 
model. Untuk klasifikasi data mining , nilai AUC dapat dibagi menjadi beberapa kelompok  
- 0.90 – 1.00 = Excellent classification 
- 0.80 – 0.90 = Good classification 
- 0.70 – 0.80 = Fair classification 
- 0.60 – 0.70 = Poor classification 
- 0.50 – 0.60 = Failure 
 
3. Metode 
Data yang digunakan pada penelitian ini adalah dataset global, dataset ini dapat diunduh secara 
gratis diwebsite : http://archive.ics.uci.edu/ml/datasets/%28UPDATE%29+Bank+ Marketing di publikasi 
pada bulan mey 2014. Atribut-atribut yang digunakan yaitu age, job, marital, education, default, housing, 
loan, contact, month, day of week, duration, campaign, previous, poutcome dan y sebagai labelnya. 
Dataset yang digunakan berkaitan dengan semua aspek dari klien Telemarketing, termasuk 
informasi pribadi, informasi kontak dan informasi sosial dan ekonomi. Pada penelitian ini atribut yang 
berkaitan dengan informasi sosial ekonomi tidak digunakan, dalam penelitian Valle. M. V et.al [20] 
mengatakan bahwa atribut sosial ekonomi tidak mampu untuk membedakan secara efektif atribut kelas 
karena atribut ini bukan merupakan indikasi kerja masa depan. 
Beberapa tahapan dalam pengolahan eksperimen ini, dengan tahapan sebagai berikut: 
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-   Praprosessing : Untuk meningkatkan keakurasian data maka pada tahap ini akan dilakukan 
reduction dan cleaning data. 
- Desain Model : Tahap pertama menghitung jumlah class / label, tahap kedua menghitung jumlah 
kasus yang sama dengan class yang sama, tahap ketiga hitung probabilitas untuk atribut y = yes 
dan y = no dan tahap keempat membandingkan hasil class yes dan no untuk berlangganan 
deposito. 
- Evaluasi : Proses eksperimen yang dilakukan oleh peneliti yaitu dengan menggunakan tools 
Rapid Miner dengan tahapan-tahapan seperti gambar berikut 
 
Gambar 1. Desain eksperimen 
 
- Prediksi Keputusan Klien Telemarketing : Prediksi keputusan klien Telemarketing untuk deposito 
berjangka penting dilakukan oleh suatu bank untuk mengetahui apakah Telemarketing suatu bank 
dapat mencapai tingkat keberhasilan yang ditargetkan, tujuannya untuk meningkatkan persyaratan 
modal agar suatu bank tidak menghadapi ancaman krisis keuangan apabila dapat diprediksi dan 
klien melakukan deposito. Melakukan prediksi terhadap keputusan klien menjadi penting karena 
menjadi salah satu landasan kebijakan masalah. Algoritma Naive Bayes berbasis Backward 
Elimination dipilih untuk memperoleh akurasi dalam memprediksi keputusan klien untuk melakukan 
deposito. Peneliti akan menggunakan data sebanyak 411 record atau 10% dari keseluruhan data 
untuk mendapatkan contoh hasil prediksi. 
 
4. Hasil 
4.1. Evaluasi Menggunakan Algoritma Naive Bayes Berbasis Backward Elimination 
Pada penelitian ini, data yang digunakan adalah data bersih yang telah melalui preprocessing. 
Pengujian menggunakan model 10 fold cross validation dengan menggunakan fitur seleksi, yang akan 
secara acak mengambil 10% dari data training untuk data testing, proses ini diulang sebanyak 10 kali 
dan hasil pengujian model berupa accuracy, precision, dan recall.  Seleksi fitur dengan menggunakan 
Backward Elimination dilakukan untuk menentukan atribut-atribut mana yang berpengaruh terhadap 
dataset. Proses seleksi fitur dilakukan untuk menghasilkan atribut-atribut yang sangat bermutu atau 
memiliki weight yang paling berpengaruh 
Atribut yang digunakan yaitu age, job, marital, education, default, housing, loan, contact, month, 
day of week, duration, campaign, previous, poutcome, dan 1 atribut sebagai label yaitu y. Dari hasil 
eksperimen dengan menggunakan algoritma Naive Bayes berbasis Backward Elimination diperoleh 
hasil atribut weight yang berpengaruh seperti Duration Campaign, Contact dan Poutcomeyang 
dianggap mempengaruhi tingkat akurasi dari 14 atribut. Pengolahan dengan menggunakan atribut 
tersebut dapat memudahkan pemrosesan dalam menentukan keputusan klien untuk berlangganan 
deposito atau tidak, karena ada 1 atribut sebagai label yang menentukan yes or no. Berikut contoh hasil 
data setelah seleksi atribut dengan menggunakan Backward Elimination : 
Tabel 1. Contoh Hasil Data 
Duration Campaign contact poutcome y 
range3 [402 - 681] range1 [-∞ - 4] cellular nonexistent no 
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range2 [147 - 402] range1 [-∞ - 4] telephone nonexistent no 
range2 [147 - 402] range1 [-∞ - 4] telephone nonexistent no 
range1 [-∞ - 147] range1 [-∞ - 4] telephone nonexistent no 
range1 [-∞ - 147] range1 [-∞ - 4] cellular nonexistent no 
 
Hasil akurasi yang telah didapatkan pada data set klien Telemarketing dengan menggunakan 
algoritma Naive Bayes berbasis Backward Elimination ditampilkan pada tabel 4.3 yang menunjukkan 
tingkat akurasi sebesar 90,69%. 
 
Tabel 2.  Hasil Confusion Matrix Menggunakn Algoritma Naive Bayes berbasis Backward Elimination 
 true no true yes class precision 
pred. No 3264 273 92,28% 
pred.yes 79 166 67,76% 
class recall 97,64% 37,81%  
 
Eksperimen ini menggunakan data sebanyak 3783 record. Berdasarkan confusion matrix terlihat 
bahwa 3264 record diprediksi no sebagai kelompok data no dan sebanyak 273 record diprediksi no 
sebagai kelompok data yes. Selanjutnya terlihat bahwa 166 record diprediksi yes sebagai kelompok 
data yes dan sebanyak 79 record di diprediksi yes sebagai kelompok data no. 
Precision  adalah proporsi data yang benar-benar kelas “no” diantara data yang diklasifikasikan sebagai 
class “no”: 
Precision : Proporsi jumlah sampel bernilai true yang berhasil diprediksi secara tepat. 






 𝑥 100% = 92,28% 
Recall : Proporsi sampel bernilai true yang diprediksi secara benar. 






 𝑥 100 = 97,636 % 
Dari hasil ini, dapat dihitung nilai akurasinya. 
Akurasi = 
𝑏𝑎𝑛𝑦𝑎𝑘𝑛𝑦𝑎 𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑦𝑎𝑛𝑔 𝑏𝑒𝑛𝑎𝑟
𝑡𝑜𝑡𝑎𝑙 𝑏𝑎𝑛𝑦𝑎𝑘𝑛𝑦𝑎 𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖




 𝑥 100% = 90,69%  
Dapat disimpulkan bahwa perhitungan persentase tingkat akurasi pada confusion matrix 
mencapai nilai persentase sebesar 90,69%, sehingga dataset klien Telemarketing tersebut dinyatakan 
akurat menggunakan metode Naive Bayes berbasiis Backward Elimination. 
Hasil pengujian ini telah menghasilkan nilai accuracy, precission dan recall disertai dengan ROC 
(Receiver Operating Characteristic) curve. AUC (Area Under the ROC Curve) merupakan grafik yang 
dapat digunakan untuk menilai model. Karena AUC adalah bagian dari daerah unit persegi, nilainya 
akan selalu antara 0,0 dan 1,0. Pada gambar 4.1 garis berwarna merah merupakan kurva ROC dengan 





Gambar 2. Kurva ROC 
 
Berdasarkan hasil dengan Confusion Matrix dan kurva ROC menunjukkan rule hasil klasifikasi 
untuk memprediksi keputusan klien termasuk Good classification sehingga dapat digunakan untuk 
memprediksi keputusan klien Telemarketing.    
 
4.2. Perbandingan Hasil Metode Naive Bayes dan Naive Bayes berbasis Backward 
Elimination 
Berdasarkan hasil analisis dapat dibandingkan metode algoritma Naive Bayes berbasis 
Backward Elimination lebih baik daripada hanya menggunakan metode Naive Bayes saja, hasil 
TP (True Positive) 
FP (False Positive) 
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accuracy yang didapatkan dengan menggunakan Naive Bayes yaitu 89,08% sedangkan Naive Bayes 
berbasis Backward Elimination 90,69%, dapat disimpulkan bahwa metode atau algoritma yang paling 
akurat adalah metode Naive Bayes berbasis Backward Elimination tingkat accuracy yang dihasilkan 
tinggi, dapat di lihat perbandingannya pada gambar 3. 
 
Gambar 3. Perbandingan Naive Bayes dan Naive Bayes + Backward Elimination 
 
4.2    Prediksi Keputusan Klien dengan Menggunakan Algoritma Naive Bayes berbasis 
Backward Elimination 
Prediksi keputusan klien Telemarketing untuk deposito penting dilakukan oleh suatu bank untuk 
mengetahui apakah Telemarketing suatu bank dapat mencapai tingkat keberhasilan yang ditargetkan, 
tujuannya untuk meningkatkan persyaratan modal agar suatu bank tidak menghadapi ancaman krisis 
keuangan, apabila dapat diprediksi dan klien melakukan deposito. Melakukan prediksi terhadap 
keputusan klien menjadi penting karena menjadi salah satu landasan kebijakan masalah. Algoritma 
Naive Bayes berbasis Backward Elimination dipilih untuk memperoleh akurasi dalam memprediksi 
keputusan klien untuk melakukan deposito.  
Berdasarkan evaluasi model yang telah dilakukan dapat diketahui bahwa algoritma Naive Bayes 
berbasis Backward Elimination dapat diterapkan berdasarkan atribut klien Telemarketing, serta mampu 
secara optimal untuk memprediksi keputusan klien. 
Tabel 4.4 merupakan contoh data klien Telemarketing yang keputusannya untuk berlangganan 
belum diketahui, dapat dilihat pada atribut y yang prediksi keputusannya belum ada. Peneliti 
menggunakan data sebanyak 411 record atau 10% dari keseluruhan data untuk mendapatkan contoh 
hasil prediksi. 




Dengan menggunakan metode Naive Bayes berbasis Backward Elimination maka dapat 
diprediksi keputusan klien pada panggilan berikutnya. Pada Tabel 4.5 dapat dilihat pada kolom y 
prediksi keputusan belum ada, setelah diprediksi keputusan yang dihasilkan dapat dilihat pada kolom 
prediction(y), ini gambaran dari hasil prediksi yang dilakukan dengan menggunakan algoritma Naive 
Bayes berbasis Backward Elimination, contah data hasil prediksi dapat dilihat pada Tabel 4. 
 




5. Kesimpulan dan Saran 
5.1 Kesimpulan 
1. Algoritma Naive Bayes berbasis Backward Elimination dapat digunakan untuk memprediksi 




Naive Bayes Naive Bayes +
bacward elimination
89.08% 90.69%
P e r bandingan N i la i  A k ur as i  N a ive  B aye s  dan N a ive  B aye s  +  B ac k w ar d  E l im inat ion
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keputusan klien untuk berlangganan deposito dapat dilihat dari nilai perhitungan probabilitas 
tertinggi pada label.  
2. Dalam pemilihan atribut yang berpengaruh dilihat dari nilai F  terkecil dan nilai signifikan, jika nilai 
F terkecil dari suatu atribut memiliki nilai signifikan dari nilai alpha <=0,05 maka atribut tersebut 
berpengaruh, dari 14 atribut yang digunakan yaitu age, duration, campaign, previous, job, marital, 
education, default, housing, loan, contact, month, day_of_week dan poutcome hanya 4 atribut 
yang berpengaruh dari hasil evaluasi  yaitu duration, campaign, contact dan poutcome. Hasil 
evaluasi confusion matrix dengan menggunakan algoritma Naive Bayes berbasis Backward 
Elimination di dapatkan akurasi yang tinggi yaitu 90,69% dibanding dengan hanya menggunakan 
algoritma Naive Bayes saja yaitu 89,08%. 
5.2 Saran 
1. Penggunakan dataset lain sebagai perbandingan tingkat akurasi yang dihasilkan Naive Bayes. 
2. Untuk meningkatkan akurasi prediksi keputusan klien Telemarketing dapat dilakukan 
penggabungan beberapa algoritma dan dapat juga menggunakan seleksi fitur yang lain. 
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