Abstract. This note summarizes the talk by the author at the workshop "Geometry and Computer Science" held in Pescara in February 2017. We present how SageMath can help in research in Complex and Differential Geometry, with two simple applications, which are not intended to be original. We consider two "classification problems" on quotients of Lie groups, namely, "computing cohomological invariants" [AFR15, LUV14], and "classifying special geometric structures" [ABP17], and we set the problems to be solved with SageMath [S + 09].
Introduction
Complex Geometry is the study of manifolds locally modelled on the linear complex space C n . A natural way to construct compact complex manifolds is to study the projective geometry of CP n = C n+1 \ {0}/C × . In fact, analytic submanifolds of CP n are equivalent to algebraic submanifolds [GAGA] . On the one side, this means that both algebraic and analytic techniques are available for their study. On the other side, this means also that this class of manifolds is quite restrictive. In particular, they do not suffice to describe some Theoretical Physics models e.g. [Str86] . Since [Thu76] , new examples of complex non-projective, even non-Kähler manifolds have been investigated, and many different constructions have been proposed. One would study classes of manifolds whose geometry is, in some sense, combinatorically or algebraically described, in order to perform explicit computations. In this sense, great interest has been deserved to homogeneous spaces of nilpotent Lie groups, say nilmanifolds, whose geometry [Bel00, FG04] and cohomology [Nom54] is encoded in the Lie algebra. In non-Kähler geometry, they often have a role of toy-models: to prove or disprove conjecture e.g. [FM08] , to explicitly solve specific equations e.g. [BFV15, TW11] , to provide examples of models e.g. [FIUV09, UV14, UV15, OUV16] , to get an idea of possible general results. Algebraic techniques have allowed to classify the linear models for 6-dimensional nilmanifolds with invariant complex structures [Sal01] , and the invariant complex structures on them [COUV16] , so paving the way for a complete description of cohomological [LUV14, AFR15] and metric properties.
In this note, we propose two problems at a research level. They appeared in [AFR15] , respectively [ABP17] , and they are concerned with the description of cohomological and metric properties of nilmanifolds and Lie algebras. In solving them, we have made use of symbolic computations, especially using SageMath [S + 09] at SageMathCloud. SageMath is a "free, opensource math software that supports research and teaching in algebra, geometry, number theory, cryptography, numerical computation, and related areas" [SageTut] ; see also [Bar15] . In this spirit, we propose here our simple solutions, with the aim to serve as a basic introduction for researchers in Complex Geometry. In fact, the algorithms here proposed are not, in any way, complete or efficient.
H
• (g; R) := ker d im d .
We notice that any element in ∧ • g ∨ can be thought of as a linear form on g = T e G. By translating it with left-multiplication on G, we recover a differential form on G, which is invariant under the action of left-multiplication of G on itself. So we get an inclusion ∧ • g ∨ → ∧ • T ∨ G, whence also ∧ • g ∨ → ∧ • X. The following theorem by K. Nomizu allows us to compute some topological invariant of X at the linear level of g. This makes the computation of the Betti numbers of X just a matter of linear algebra. Recall that, in general, on compact differentiable manifolds, we can make use of Hodge theory to reduce the computation of the Betti numbers to a system of partial differential equations.
where H • (X; R) denotes the de Rham cohomology of X. In particular, the Betti numbers of X are (varying j ∈ Z)
We consider further structures on nilmanifolds, respectively Lie algebras. As a general pattern: we consider an invariant structure on X; (if not invariant, we can possibly symmetrize it to an invariant one [Bel00, Theorem 7];) here, invariant means that the structure is encoded in a linear structure on the Lie algebra; we associate some cohomological invariant to that structure; we extend the Nomizu theorem to such cohomologies.
For example, let us consider an invariant complex structure on X. This means a linear complex structure on g, that is, a structure of complex vector space. In other words, we have an endomorphism J ∈ End(g) such that J 2 = −id. We can extend it to a linear complex structure J on g ∨ by Jα := α(J −1 _). This extends also to a morphism J of the exterior algebra ∧ • g ∨ , by Jφ := φ(J −1 _, . . . , J −1 _). By complexifying g, we have a splitting into eigenspaces for J, namely, g ⊗ R C = g 1,0 ⊕ g 0,1 where J⌊ g 1,0 = √ −1 and J⌊ g 0,1 = − √ −1. Analogously, we can split the complexified exterior algebra
So we can consider the cohomology
An analogue of the Nomizu theorem in the complex setting allows to compute some holomorphic invariants of X thanks to H •,• (g) [Con06, Rol11] . 
, where H
•,• ∂ (X) denotes the Dolbeault cohomology of X. In particular, the Hodge numbers of X are (varying p, q ∈ Z):
Further cohomological invariants can be defined, and the same result as Nomizu's and Sakane's theorems applies [Ang13] : the Bott-Chern cohomology and the Aeppli cohomology (either of a complex manifold, or of a Lie algebra with linear complex structure) are defined as
As another example, we consider symplectic and locally conformally symplectic (lcs) structures on nilmanifolds. Any such structure, thanks to Belgun symmetrization [Bel00, Theorem 7], (and thanks to [Nom54, Theorem 1],) gives an invariant structure, and so a linear structure on the Lie algebra. Recall that a symplectic structure is a non-degenerate 2-form being d-closed. Linearly, it is given by ω ∈ ∧ 2 g ∨ such that ω 1 2 dim g = 0 and dω = 0. A locally conformally symplectic structure is a structure that is locally conformally to a symplectic structure, that is, a nondegenerate 2-form satisfying dω = ϑ ∧ ω for some d-closed 1-form ϑ, which is called the Lee form. In this case, we can define the differential d ϑ := d − ϑ ∧ _, and its cohomology
We have the Hattori theorem. 
Preliminaries on Clifford Algebras module in SageMath
We will use the class ExteriorAlgebra and the class ExteriorAlgebraCoboundary in the module Clifford Algebras; see the corresponding chapter in the Sage Reference manual [SageRef] for more details.
In particular, E = ExteriorAlgebra(R,'e',n) creates an exterior algebra over the free module of rank n over the ring R, referred by E. Possible rings are RR for R; QQ for Q; SR for the symbolic ring. The generators of the algebra, s a g e : E . gens ( ) are named e 0 , e 1 , . . . , e n , and they are subject to the relations e j ∧ e k = −e k ∧ e j . Here, "∧" is the exterior product, which is denoted by " * ". The elements of E are of type e j 1 ∧ · · · ∧ e j k ; for example, E.basis(p) returns the basis of ∧ p R e 0 , . . . , e n as R-module. The elements of an exterior algebra are instances of the Element class. The method interior_product(x) returns the interior product of self with x. The method hodge_dual() returns the Hodge dual of self with respect to the scalar product making e 0 , . . . , e n an orthonormal basis.
In order to endow the exterior algebra E with a structure of Lie algebra, we construct a differential operator: s a g e : d = E . coboundary ( s tr_eq ) where str_eq is a dictionary whose keys are in {0, . . . , n} × {0, . . . , n} and whose values are (coerced into) 1-forms in ∧ 1 R e 0 , . . . , e n . More precisely, str_eq = { (J,K) : E.gens()[M] } yields that d(e M ) = e J ∧ e K , the others being zero.
We can construct further structures, e.g. complex structures, scalar products, by lifting the corresponding structures to the exterior algebra with E.lift_morphism(mat), respectively E.lifted_bilinear_form(mat) where mat is the associated matrix with respect to the basis (e 0 , . . . , e n ).
Computing cohomological invariants of nilmanifolds
We start by computing the de Rham cohomology of a 6-dimensional nilmanifold associated to the Lie algebra
This is called g 3.1 ⊕ 3g 1 in the notation by [Boc09] , and corresponds to h 8 := (0, 0, 0, 0, 0, 12) in [Sal01] . Since the structure equations have rational coefficients, by the Mal'tsev theorem [Mal49] the associated connected simply-connected Lie group admits a lattice, and then g 3.1 ⊕ 3g 1 is the Lie algebra of a nilmanifold X. By and check it:
We construct the corresponding chain complex: 
We now compute the Poincaré polynomial of all the 6-dimensional nilpotent Lie algebras, summarized in the dictionary alg_nilp_6 in Appendix A. Recall that the Poincaré polynomial is the polynomial
s a g e : E = E x t e r i o r A l g e b r a (SR , ' e ' , 6 ) s a g e : f or a l g e b r a in alg_nilp_6 . k ey s ( ) :
) print a l g e b r a , " \n\ t " , Poincare_poly \ mathfrak {g}_{ 6 . N18}^{−1} : x^6 + 2 * x^5 + 4 * x^4 + 6 * x^3 + 4 * x^2 + 2 * x + 1 6\ mathfrak {g}_{1} : x^6 + 6 * x^5 + 15 * x^4 + 20 * x^3 + 15 * x^2 + 6 * x + 1 \ mathfrak {g}_{ 3 . 1 } \ o p l u s 3g_{1} : x^6 + 5 * x^5 + 11 * x^4 + 14 * x^3 + 11 * x^2 + 5 * x + 1 \ mathfrak {g}_{ 6 . N9} : x^6 + 3 * x^5 + 5 * x^4 + 6 * x^3 + 5 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N7} : x^6 + 3 * x^5 + 6 * x^4 + 8 * x^3 + 6 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N5} : x^6 + 4 * x^5 + 8 * x^4 + 10 * x^3 + 8 * x^2 + 4 * x + 1 2\ mathfrak {g}_{ 3 . 1 } : x^6 + 4 * x^5 + 8 * x^4 + 10 * x^3 + 8 * x^2 + 4 * x + 1 \ mathfrak {g}_{ 6 . N19} : x^6 + 2 * x^5 + 3 * x^4 + 4 * x^3 + 3 * x^2 + 2 * x + 1 \ mathfrak {g}_{ 5 . 2 } \ o p l u s g_{1} : x^6 + 3 * x^5 + 5 * x^4 + 6 * x^3 + 5 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N2} : x^6 + 2 * x^5 + 3 * x^4 + 4 * x^3 + 3 * x^2 + 2 * x + 1 \ mathfrak {g}_{ 5 . 5 } \ o p l u s g_{1} : x^6 + 4 * x^5 + 7 * x^4 + 8 * x^3 + 7 * x^2 + 4 * x + 1 \ mathfrak {g}_{ 6 . N6} : x^6 + 3 * x^5 + 6 * x^4 + 8 * x^3 + 6 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N17} : x^6 + 3 * x^5 + 5 * x^4 + 6 * x^3 + 5 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 5 . 1 } \ o p l u s g_{1} : x^6 + 4 * x^5 + 9 * x^4 + 12 * x^3 + 9 * x^2 + 4 * x + 1 \ mathfrak {g}_{ 6 . N11} : x^6 + 2 * x^5 + 4 * x^4 + 6 * x^3 + 4 * x^2 + 2 * x + 1 \ mathfrak {g}_{ 6 . N15} : x^6 + 3 * x^5 + 5 * x^4 + 6 * x^3 + 5 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N8} : x^6 + 3 * x^5 + 5 * x^4 + 6 * x^3 + 5 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 4 . 1 } \ o p l u s 2g_{1} : x^6 + 4 * x^5 + 7 * x^4 + 8 * x^3 + 7 * x^2 + 4 * x + 1 \ mathfrak {g}_{ 6 . N4} : x^6 + 4 * x^5 + 8 * x^4 + 10 * x^3 + 8 * x^2 + 4 * x + 1 \ mathfrak {g}_{ 5 . 6 } \ o p l u s g_{1} : x^6 + 3 * x^5 + 5 * x^4 + 6 * x^3 + 5 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N20} : x^6 + 2 * x^5 + 3 * x^4 + 4 * x^3 + 3 * x^2 + 2 * x + 1 \ mathfrak {g}_{ 6 . N18}^{1} : x^6 + 2 * x^5 + 4 * x^4 + 6 * x^3 + 4 * x^2 + 2 * x + 1 \ mathfrak {g}_{ 6 . N3} : x^6 + 3 * x^5 + 8 * x^4 + 12 * x^3 + 8 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N1} : x^6 + 3 * x^5 + 6 * x^4 + 8 * x^3 + 6 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N10} : x^6 + 3 * x^5 + 5 * x^4 + 6 * x^3 + 5 * x^2 + 3 * x + 1 \ mathfrak {g}_{ 6 . N16} : x^6 + 3 * x^5 + 4 * x^4 + 4 * x^3 + 4 * x^2 + 3 * x + 1
We consider now the following left-invariant complex structure on X, equivalently, linear complex structure on g 3.1 ⊕ 3g 1 :
Je 0 := e 1 , Je 2 := e 3 , Je 4 := e 5 , and consequently Je 1 := −e 0 , Je 3 := −e 2 , Je 5 := −e 4 . Recall that, in terms of the dual vector space (g 3.1 ⊕3g 1 ) ∨ with dual basis (e j ) j , we set Jα(_) := α(J −1 _); then we have:
Je 0 := e 1 , Je 2 := e 3 , Je 4 := e 5 .
We define such a structure and extend it to the exterior algebra ∧ • (g 3.1 ⊕ 3g 1 ) ∨ : We introduce the following function to compute the conjugate of a form: The differentials of ϕ j ,φ j are: s a g e : f or j in range ( 3 ) :
f f o r d A l g e b r a E l e m e n t −> C l i f f o r d A l g e b r a E l e m e n t I t r e t u r n t h e c o n j u g a t e o f form . s a g e : E = E x t e r i o r A l g e b r a (SR , ' e ' , 4 ) s a g e : bar ( I * E . gen s ( ) [ 1 ] * E . gen s ( ) [ 2 ] +E . gen s ( ) [ 0 ] )
That, in the basis (ϕ j ,φ j ) j , we have
We realize the Dolbeault complex (∧ • (g 3.1 ⊕ 3g 1 ) ∨ , ∂). As in [COUV16] , the Lie algebra g 6.N 6 = h 11 = (0, 0, 0, 12, 13, 14 + 23) admits a continuous family of complex structures, characterized by the basis (ϕ 0 , ϕ 1 , ϕ 2 ) of (1, 0)-forms having differentials we just get the Dolbeault cohomology for the generic value of the parameter. In order to solve this problem, we proceed as follows. We construct by hand the matrices associated to the differential d : ∧ j g ∨ 6.N 6 → ∧ j+1 g ∨ 6.N 6 with respect to the basis (ϕ j ,φ j ) j : s a g e : d_mat = { j : matrix ( len (E . b a s i s ( j +1)) , len (E . b a s i s ( j ) ) , \
[ The Dolbeault cohomology, The last step is to modify the function rank in order to take care of the parameters. A non efficient way is the following:
d e l b a r ( l i s t (E . b a s i s ( j ) ) [ n ] ) . \ i n t e r i o r _ p r o d u c t ( l i s t (E . b a s i s ( j + 1 ) ) [m] ) . c o n s t a n t _ c o e f f i c i e n t ( ) \
" We use the same approach to compute the Bott-Chern and Aeppli cohomology of a nilmanifold X associated to g 3.1 ⊕3g 1 , equivalently, of g 3.1 ⊕3g 1 with the linear complex structure determined by the complex structure equations dϕ 0 = √ −1 2 ϕ 1 ∧φ 1 , dϕ 1 = 0, dϕ 2 = 0. We start by realizing the exterior algebra with the differentials ∂ and ∂: . t r a n s p o s e ( ) . k e r n e l ( ) ) . \ i n t e r s e c t i o n (V. s u b s p a c e ( del_mat [ j ] . t r a n s p o s e ( ) . k e r n e l ( ) ) ) The results can be found in [AFR15, LUV14] .
"" ( Matrix , E x p r e s s i o n ) −> d i c I t computes t h e rank o f a m a t r i x M d e p e n d i n g on param eters var . I t r e t u r s a d i c t i o n a r y whose k e y s are t h e p o s s i b l e v a l u e s o f t h e rank o b t a i n e d a t t h e c o r r e s p o n d i n g i t e m s . s a g e : rank ( m a t r i x ( 3 , 2 , [ var ( ' t ' ) , 0 , 0 , 1 , 0 , 0 ] ) , t ) { 0 : [ ] , 1 : [ [ t == 0 ] ] , 2 : [ [ t != 0 ] ] } s a g e : rank ( m a t r i x (
B = Z . s u b s p a c e ( [V ( [ ( del_mat [ j −1] * delbar_mat [ j − 2 ] ) [ h , k ] \ f or h in range ( ( del_mat [ j −1] * delbar_mat [ j − 2 ] ) . nrows ( ) ) ] ) \ f or k in range ( ( del_mat [ j −1] * delbar_mat [ j − 2 ] ) . n c o l s ( ) ) ] ) H = Z . q u o t i e n t (B) hBC [ j ] = dim (H)[ delbar_mat [ j − 1 ] [ h , k ] \ f or h in range ( delbar_mat [ j − 1 ] . nrows ( ) ) ] ) \ f or k in range ( delbar_mat [ j − 1 ] . n c o l s ( ) ) ] \ + [V ( [ del_mat [ j − 1 ] [ h , k ] \ f or h in range ( del_mat [ j − 1 ] . nrows ( ) ) ] ) \ f or k in range ( del_mat [ j − 1 ] . n c
Classifying lcs structures on Lie algebras
In [ABP17], we classify the locally conformally symplectic structures on 4-dimensional Lie algebras up to linear equivalence. In this section, we perform the classification on one specific Lie algebra by using SageMath.
We consider the Lie algebra We check the Jacobi identity d 2 = 0:
We want to decide which 1-form is a possible Lee form, and which 2-forms are lcs structures. So we construct a generic 1-form, ϑ = 3 j=0 ϑ j · e j where ϑ j ∈ R: s a g e : t h e t a c o e f f = v ar ( [ " t h e t a%d" % i \ f or i in range ( len (E . b a s i s ( 1 ) ) ) ] ) s a g e : t h e t a = sum ( [ t h e t a c o e f f [ j ] * E . gens ( ) [ j ] \ f or j in range ( len (E . b a s i s ( 1 ) ) ) ] )
We compute s a g e : d ( t h e t a ) t h e t a 0 * e0^e3 + ( t h e t a 0 + t h e t a 1 ) * e1^e3 + ( t h e t a 1 + t h e t a 2 ) * e2^e3
We solve the condition d(ϑ) = 0 by s a g e : d t h e t a 0 = s o l v e ( [ d ( t h e t a ) . i n t e r i o r _ p r o d u c t ( c ) . \ c o n s t a n t _ c o e f f i c i e n t ()==0 f or c in E . b a s i s ( 2 ) ] , \ t h e t a c o e f f , s o l u t i o n _ d i c t=True ) s a g e : d t h e t a 0 [ { t h e t a 0 : 0 , t h e t a 1 : 0 , t h e t a 2 : 0 , t h e t a 3 : r1 } ] that is, the generic d-closed 1-form is ϑ = ϑ 3 · e 3 for ϑ 3 ∈ R. The case ϑ 3 = 0 corresponds to ϑ = 0, that is, to the symplectic case; so, we are interested in the case ϑ 3 = 0. To make easier the simplification of forms according to the rules in a dictionary, or in a list coming from a solve command, we provide the following:
" When dic is not provided, it simply applies simplify_full () to the coefficients. So we can simply type:
"" ( C l i f f o r d A l g e b r a E l e m e n t , d i c ) −> C l i f f o r d A l g e b r a E l e m e n t ( C l i f f o r d A l g e b r a E l e m e n t , l i s t ) −> C l i f f o r d A l g e b r a E l e m e n t I t s i m p l i f y t h e form p h i a c c o r d i n g t o t h e s u b s t i t u t i o n s i n t h e d i c t i o n a r y d i c . s a g e : E = E x t e r i o r A l g e b r a (SR
s a g e : t h e t a = s i m p l i f y _ f o r m ( theta , d t h e t a 0 [ 0 ] ) ; t h e t a r1 * e3
We save the new variable coefficients of ϑ: We compute the twisted differential
s a g e : l a t e x ( d (Omega ) − t h e t a * Omega ) getting (−ω 01 r 1 − 2 ω 01 ) e 0 ∧ e 1 ∧ e 3 + (−ω 02 r 1 − ω 01 − 2 ω 02 ) e 0 ∧ e 2 ∧ e 3 + (−ω 12 r 1 − ω 02 − 2 ω 12 ) e 1 ∧ e 2 ∧ e 3 .
We have now two possible cases.
• Either r 1 = −2. In this case, we see that ω 01 = ω 02 = ω 12 = 0. But if we compute s a g e : ( s i m p l i f y _ f o r m (Omega , \ {omega01 : 0 , omega02 : 0 , omega12 : 0}))^2
we get 0, that is, Ω is degenerate in this case.
• Or r 1 = −2, that is, ϑ = −2 · e 3 . In this case, we get the generic lcs structure: At the end, we are reduced to the generic lcs (non-symplectic) structure ϑ = −2 · e 3 , Ω = r 5 · e 0 ∧ e 3 + r 4 · e 1 ∧ e 2 + r 3 · e 1 ∧ e 3 + r 2 · e 2 ∧ e 3 , where r 2 , r 3 , r 4 , r 5 ∈ R satisfy r 4 · r 5 = 0. We want now to decide which of the above forms are equivalent, namely, obtained by means of automorphisms of the Lie algebra. We start by realizing a generic morphism Ψ of the exterior algebra:
s a g e : mat = matrix ( len (E . gens ( ) ) , len (E . gens ( ) ) , \ [ v ar ( "a%d%d" % ( i , j ) ) f or i in range ( len (E . gens ( ) ) ) \ f or j in range ( len (E . gens ( ) ) ) ] ) s a g e : morphism = E . lif t_morphis m ( mat )
The conditions for morphism to be an automorphism of the Lie algebra are d(Ψ(e j )) = Ψ(d(e j )) for any j ∈ {0, 1, 2, 3} and det Ψ = 0: In particular, since σ 1 − σ 2 belongs to the ideal, it follows that Ω 1 and Ω 2 are never equivalent for σ 1 = σ 2 .
Summarizing, we have proven the following result.
Proposition 4.1 (see [ABP17] ). Consider the 4-dimensional Lie algebra r 4 = (14 + 24, 24 + 34, 34, 0), and the dual basis (e 0 , e 1 , e 2 , e 3 ). There are infinite non-equivalent locally conformally symplectic structures on r 4 , parametrized by σ ∈ R \ {0}: ϑ = −2 · e 3 Ω = e 0 ∧ e 3 + σ · e 1 ∧ e 2 , up to automorphisms of the Lie algebra.
Finally, we answer to the question whether such linear lcs structures correspond to invariant structures on smooth compact manifolds; that is, whether the connected simply-connected Lie group naturally associated to r 4 admits compact quotients. By [Mil76, Lemma 6 .2], a necessary condition is that r 4 should be unimodular, that is, tr ad X = 0 for all X ∈ r 4 . At the level of the dual Lie algebra r ∨ 4 , this can be checked by the vanishing of d ∧ 3 r ∨ 4 , otherwise there would exist an exact volume form. By showing that r 4 is not unimodular. Therefore, it is not associated to a compact manifold.
