We study generalized eigenvalue problems for meet and join matrices with respect to incidence functions on semilattices. We provide new bounds for generalized eigenvalues of meet matrices with respect to join matrices under very general assumptions. The applied methodology is flexible, and it is shown in the case of GCD and LCM matrices that even sharper bounds can be obtained by applying the known properties of the divisor lattice. These results can also be easily modified for the dual problem of eigenvalues of join matrices with respect to meet matrices, which we briefly consider as well. We investigate the effectiveness of the obtained bounds for select examples involving number-theoretical lattices.
Introduction
The mathematical literature concerning the properties of GCD and related matrices can be traced back to Smith [1] , who in 1876 studied the determinant of the n × n matrix having the greatest common divisor of i and j as its ij entry. This matrix is affectionately called the Smith matrix by later authors. The generalizations of classical GCD and LCM matrices are known as meet and join matrices, respectively, and they arise in lattice theory, where they are used to represent the interrelations between distinct lattice elements. The study of eigenvalues and determinant of meet and join matrices relies heavily on factorizations of these matrices. Factorizations can be constructed by separating the partial order relation endowed on the lattice from the contribution of the incidence function on the lattice elements.
The eigenvalues and determinant of GCD and LCM matrices have been a source of interest ever since the pioneering work of Smith. Wintner [2] , and Lindqvist and Seip [3] considered the eigenvalues of the n × n matrix having gcd(i, j) α lcm(i, j) α as its ij entry. Beslin and Ligh [4] proved that GCD matrices are positive definite and this result was later shown by Bourque and Ligh [5] to hold for all power GCD matrices for any α > 0. Ovall [6] continued this mode of research by considering the positive definiteness of matrices related to GCD matrices. Balatoni [7] estimated the smallest and largest eigenvalue of the Smith matrix. Hong and Loewy [8] investigated the asymptotic behavior of eigenvalues of power GCD matrices. Bhatia [9] considered GCD matrices as an example of infinitely divisible matrices. Ilmonen, Haukkanen, and Merikoski [10] instigated the study eigenvalues of meet and join matrices associated with incidence functions. The eigenvalues of meet and join matrices have since been studied thoroughly in recent literature: Mattila and Haukkanen [11] studied positive definiteness and eigenvalues of meet and join matrices, and Mattila, Haukkanen, and Mäntysalo [12] considered the singularity of LCM-type matrices.
Generalized eigenvalue problems associated with meet and join matrices have not been studied in the literature. In this work, we conduct a first study of generalized eigenvalues of meet and join matrices with respect to incidence functions on semilattices and we provide new bounds for both minimal and dominant eigenvalues. Our results provide a general framework within which it is possible to produce bounds for generalized eigenvalues of very complicated lattice-theoretical constructions, and we are confident that the methodology used in this paper can be successfully employed to other problems of interest.
This paper is organized as follows. In Section 2, we review the essential notations surrounding meet and join matrices and incidence functions defined on semilattices. The preliminary decomposition theory governing meet and join matrices is also reviewed under this section. In Section 3, we introduce the generalized eigenvalue problem for meet matrices with respect to join matrices and proceed to prove new bounds for the dominant and minimal eigenvalues. We provide global bounds, which describe the behavior of the generalized spectrum of meet matrices with respect to join matrices. Moreover, we also consider so-called local bounds that employ the corresponding lattice structure in more detail. When the structure of the lattice is known -as is the case for the divisor lattice, for example -this produces improved bounds. We also briefly present the corresponding results for the dual eigenvalue problem in Section 4. We investigate the obtained bounds for select examples in Section 5 and end with some conclusions and future prospects in Section 6.
Notations and preliminaries

Meet and join matrices
Let (P, ) be a nonempty poset and f a complex-valued function on P . The poset is called locally finite if the set {z ∈ P | x z y} is finite for all x, y ∈ P . If the greatest lower bound of x, y ∈ P exists, it is called the meet of x and y and is denoted by x ∧ y. If the least upper bound of x, y ∈ P exists, it is called the join of x and y and is denoted by x ∨ y. If x ∧ y ∈ P exists for all x, y ∈ P , then (P, , ∧) is called a meet semilattice, and if x ∨ y ∈ P exists for all x, y ∈ P , then (P, , ∨) is called a join semilattice. If the poset (P, , ∧, ∨) is both a meet semilattice and a join semilattice, then it is called a lattice. Let (P, ) be a poset and suppose that S = {x 1 , x 2 , . . . , x n } is a finite subset of P such that x i x j only if i ≤ j. If (P, , ∧) is a meet semilattice, then the n × n matrix (S) f defined by setting
is called the meet matrix on S with respect to f . If (P, , ∨) is a join semilattice, then the n × n matrix
is called the join matrix on S with respect to f . A complex-valued function f on P × P such that f (x, y) = 0, whenever x y, is called an incidence function of P . If f and g are incidence functions of P , then their sum f + g is defined by (f + g)(x, y) = f (x, y) + g(x, y) for all x, y ∈ P, their product f g is given by (f g)(x, y) = f (x, y)g(x, y) for all x, y ∈ P, and their convolution is defined by (f * g)(x, y) = x z y f (x, z)g(z, y) for all x, y ∈ P.
The sum, product, and convolution of incidence functions of P are incidence functions of P as well.
The incidence function δ defined by
is unity under the convolution. The incidence function ζ of P is defined by ζ(x, y) = 1 if x y, 0 otherwise.
The inverse of ζ under the convolution is the Möbius function µ on P defined inductively by
for all x, y ∈ P .
The divisor lattice
An important special case of the general framework of Subsection 2.1 is the divisor lattice (P, ) = (Z + , |), where | denotes the ordinary divisibility relation of positive integers. The greatest lower bound of x, y ∈ Z + is their greatest common divisor (gcd)
x ∧ y = (x, y)
and their least upper bound is their least common multiple (lcm)
The quadruplet (Z + , |, gcd, lcm) is a locally finite lattice possessing the smallest element 1 ∈ Z + . A complex-valued function f on Z + is called an arithmetical function. The Dirichlet convolution of arithmetical functions f and g is defined by
The arithmetical function δ defined by
is unity under the Dirichlet convolution. The function ζ is defined by ζ(x) = 1 for all x ∈ Z + and the inverse of ζ under the Dirichlet convolution is the arithmetical Möbius function µ given by
n if x is the product of n distinct prime numbers, 0 otherwise.
The respective incidence functions δ, ζ, and µ of the lattice (Z + , |) are obtained by identifying δ(x, y) = δ y x , ζ(x, y) = ζ y x , and µ(x, y) = µ y x for x|y, y ∈ Z + , which justifies the dual use of notations. In the sequel, the intended meaning of the functions δ, ζ, and µ is clear from context. For further material on arithmetical functions and incidence algebras, we refer the interested reader to [13, 14, 15] .
Structure theory of meet and join matrices
The properties of meet matrices have been researched extensively by many authors and they are known to possess a variety of desirable qualities under very general assumptions. In this section, we state some of the known properties of meet matrices on locally finite meet semilattices.
Let (P, , ∧,0) be a locally finite meet semilattice with the least element0, i.e.,0 x for all x ∈ P , and suppose that S = {x 1 , x 2 , . . . , x n } is a finite subset of P such that x i x j only if i ≤ j. The set S is said to be lower closed if y ∈ S whenever x ∈ S, y ∈ P with y x, and S is said to be meet closed if x ∧ y ∈ S for all x, y ∈ S. Let f be a complex-valued function on P . We associate f with a restricted incidence function f d of (P, , ∧,0) defined by the formula
The following factorization exists for meet matrices on meet closed sets.
Proposition 2.1 (cf. [16, Theorem 12] ). Let S be meet closed and define the n × n matrices E and
(2)
Remark 2.2. It is evident from Proposition 2.1 that (S) f is positive semidefinite for meet closed S if and only if
and (S) f is positive definite if and only if d i > 0 for all i ∈ {1, 2, . . . , n}.
On lower closed sets, the outer sum in the expression (2) vanishes.
For example, in the lattice (P, ) = (Z + , |), the restricted incidence function
, where J α denotes Jordan's totient function. In the special case α = 1, this convolution is equal to Euler's totient function
It has been shown by Korkee and Haukkanen [18] that join matrices inherit the structure theory governing meet matrices under the following condition imposed on the restricted incidence function.
Join matrices possess the following decomposition. . Let f be a semimultiplicative function on P such that f (x) = 0 for all x ∈ P and let R = diag(f (x 1 ), . . . , f (x n )). Then
Proposition 2.5 may be understood as the matrix analogue of the semimultiplicative property of Definition 2.4.
The estimation of the norms of the factors comprising meet and join matrices plays a crucial role in the following section. To this end, we observe that the matrix E in (1) belongs to the matrix algebra K(n) of all n × n lower triangular 0, 1 matrices such that each main diagonal entry is equal to 1. Clearly every matrix X ∈ K(n) is real and nonsingular and thus XX T is positive definite. We now define the positive constants c n [8] and C n [10] depending only on n such that c n = min{λ | X ∈ K(n), λ is the smallest eigenvalue of XX T } and
In the following sections, we use the constants c n and C n to construct bounds for generalized eigenvalues of meet and join matrices.
Calculating the values of c n and C n directly from their respective definitions is intractable for even moderate values of n since the number of elements in K(n) grows exponentially as #K(n) = 2 n(n−1)/2 . However, it has been shown recently that the representative matrices in K(n) corresponding to the constants c n and C n are known a priori. In the paper [10] , it has been demonstrated that the symmetric n × n matrix
where · denotes the spectral norm, is given by
In a recent work, Altınışık et al. [19] have conversely proven that the matrix
These identities can be used to efficiently compute of the coefficients c n and C n using readily available mathematical software such as MATLAB or Mathematica.
Eigenvalues of meet matrices with respect to join matrices
Let (P, , ∧, ∨,0) be a poset, f a complex-valued, semimultiplicative function defined on P , and suppose that S = {x 1 , x 2 , . . . , x n } is a finite subset of P such that x i x j only if i ≤ j. We consider the generalized eigenvalue problem of finding (λ,
where λ is called the [S] f -eigenvalue of (S) f and x the corresponding eigenvector. In order to be able to analyze the spectrum of the system (3), we first introduce the following lemma showing that the spectrum is equivalent to the eigenvalues of another matrix.
Lemma 3.1. Let (P, , ∧, ∨,0) be a poset and f a complex-valued, semimultiplicative function defined on P such that f (x) = 0 for all x ∈ P and define g(x) = 1/f (x). Let S = {x 1 , x 2 , . . . , x n } be a finite, meet closed subset of P such that x i x j only if i ≤ j. Let
for some x ∈ C n \ {0} are precisely the eigenvalues of the system
) and E is the n × n matrix defined in (1).
Proof. Let (λ, x) ∈ C × C n \ {0} be an eigenpair solution of the system
By Propositions 2.1 and 2.5, these matrices have the decompositions
. . , l n ) are diagonal matrices with elements
The assumption (4) guarantees that [S] f is invertible, which yields
where y = E T Rx.
If the meet matrix is positive semidefinite, then the [S] f -eigenvalues of (S) f are real and its [S] f -inertia (i.e., the signs of its [S] f -eigenvalues) is known.
Corollary 3.2. In addition to the assumptions of Lemma 3.1, let
Then the [S] f -eigenvalues of (S) f are real and they can be ordered (λ i ) n i=1 (counting multiplicities) such that
is positive semidefinite and it follows immediately that the matrices (S) f = EDE T and A = (RE) −1 (S) f (E T R) −1 are positive semidefinite as well. In particular, the principal square root A 1/2 exists allowing us to carry out the similarity transformation
where the spectrum of the latter matrix coincides with the [S] f -eigenvalues of (S) f . 
Global bounds for the [S] f -eigenvalues of (S) f
In this section, we present, under nonsingularity of [S] f , upper and lower bounds for the [S] f -eigenvalues of (S) f defined on a finite, meet closed set S endowed with a nonvanishing, complex-valued semimultiplicative incidence function f . By a global bound, we mean a uniform bound that holds for any meet and join matrices which subscribe to these qualities. Theorem 3.3. Let (P, , ∧, ∨,0) be a poset, f a semimultiplicative function on P such that f (x) = 0 for all x ∈ P , and let S = {x 1 , x 2 , . . . , x n } be a finite, meet closed subset of P such that x i x j only if i ≤ j. Define g(x) = 1/f (x) for x ∈ P and let z xi z xj , j<i (g d * µ)(0, z) = 0 for all i ∈ {1, 2, . . . , n}.
Then the [S] f -eigenvalues λ ∈ C of (S) f are bounded from above by
where
If in addition it holds that
then the [S] f -eigenvalues λ of (S) f are bounded from below by
Proof. By Propositions 2.1 and 2.5, we have the decompositions (S) f = EDE T and [S] f = RELE T R and it suffices to inspect the spectral radius of L −1 A, where A = (RE) −1 EDE T (E T R) −1 . We use the spectral norm which we denote by · . Since
for any square matrix M , the spectral radius of L −1 A is bounded by
For the diagonal matrices R −1 , L −1 , and D, we obtain
The matrix E belongs to the set K(n) defined in Section 2 and hence
To obtain the lower bound under the assumption (5), we first inspect the spectral radius of (L −1 A) −1 . To this end, we compute
where similar argumentation is used to obtain the constants as before. For the [S] f -eigenvalues λ ∈ C \ {0} of (S) f , this implies that
and thus
This concludes the proof.
By its nature, a global bound provides a fairly pessimistic estimate for both the dominant and the minimal eigenvalue. In fact, the growth rate of C n c −1 n is exponential as n → ∞. However, we remark that the obtained upper bound is very similar to the global bounds obtained for the regular eigenvalues of meet matrices in [10] .
Local bounds for the [S] f -eigenvalues of (S) f
In this section, we proceed to derive so-called local bounds for the [S] f -eigenvalues of (S) f . The choice of terminology stems from the fact that our local bounds utilize incidental information that is immediately discernible from the lattice's structure. In other words, the partial order relation embedded to a meet semilattice (P, , ∧, ∨) uniquely defines the associated Möbius function µ of P , which can be used to derive improved bounds for generalized eigenvalues by utilizing the properties inherent to the lattice of interest.
We begin by introducing a convenient lemma that characterizes the elements of the auxiliary matrix described in Lemma 3.1.
Lemma 3.4. In addition to the assumptions of Lemma 3.1, let S be lower closed. Then it holds that
, where the factors are defined as in Lemma 3.1. Writing open the matrix products and utilizing the fact that L, R, and D are diagonal matrices yields
for i, j ∈ {1, 2, . . . , n}. It follows from Proposition 2.1 that
and from the definitions of E of R we have that
Thus
where the semimultiplicative property of f was utilized on the final equality.
The local bounds for the [S] f -eigenvalues of (S) f are displayed in the following.
Theorem 3.5. Let (P, , ∧, ∨,0) be a poset, f a semimultiplicative function on P such that f (x) = 0 for all x ∈ P , and let S = {x 1 , x 2 , . . . , x n } be a finite, lower closed subset of P such that x i x j only if i ≤ j. Define g(x) = 1/f (x) for x ∈ P and let z xi z xj , j<i (g d * µ)(0, z) = 0 for all x ∈ {1, 2, . . . , n}.
(ii) The [S] f -eigenvalues λ ∈ C of (S) f can be bounded from above by 
Proof. The first claim of the theorem follows immediately from the Gerschgorin theorem (see, for example, [20, Theorem 7.2.1]) by applying Lemma 3.4. To obtain the upper bound for the [S] f -eigenvalues λ ∈ C of (S) f , we note that there exists some k ∈ {1, 2, . . . , n} such that we can estimate
It has been shown by Altınışık et al. [19] that if X ∈ K(n), then the diagonal elements of
are Y i,i = 1 for i ∈ {1, 2, . . . , n} and the off-diagonal entries can be estimated by
is the Fibonacci sequence defined by the recursion F 1 = F 2 = 1 and F i+2 = F i + F i+1 for i ∈ Z + . In addition, the partial sums of the Fibonacci sequence satisfy the easily verified identity
The previous discussion allows us to carry out the estimations
, which is the desired result.
In the course of the proof of part (ii) of Theorem 3.5, we have estimated the elements of E −1 , i.e., the values of the Möbius function on the subset S of lattice P , using a somewhat crude argumentation pertaining to Fibonacci numbers. However, in semilattices where the behavior of the Möbius function is known a priori, some additional steps can be taken to further improve the bounds. We demonstrate one such method in the following section with respect to the divisor lattice.
Eigenvalues of GCD matrices with respect to LCM matrices
When the properties of the lattice are known, the methodology presented in the previous section permits for the derivation of even tighter bounds. In this section, we consider as an example the eigenvalues of GCD matrices with respect to LCM matrices in the lattice (P, ) = (Z + , |).
Let S = {x 1 , x 2 , . . . , x n } ⊂ Z + be a finite, factor closed set ordered such that x i ≤ x j whenever i ≤ j. Let f be a complex-valued, semimultiplicative function defined on Z + such that f (x) = 0 for all x ∈ Z + . Let (S) f denote the GCD matrix on S,
and let [S] f denote the LCM matrix on S,
Let g(x) = 1/f (x) for x ∈ Z + . We require that the LCM matrix [S] f is invertible, which is equivalent to the condition
Let E denote the n × n matrix defined element-wise by setting
It now follows from Propositions 2.1 and 2.5 that
Part (i) of Theorem 3.5 implies that We define the arithmetical functions ω(k) = r and Ω(k) = a 1 + . . . + a r . Moreover, let τ (k) = d|k 1 be the number-of-divisors function. These functions have the following easily verified properties (for more on these arithmetical functions, see for example [21, Section 22.13 
for any squarefree k ∈ Z + .
We observe that µ(d) = 0 for d|k if and only if |µ(d)| = 1 if and only if d = α∈I α, where I ⊆ {p 1 , . . . , p ω(k) }, i.e., I is a subset of the distinct prime factors of k. Since S is factor closed, the sum can therefore be related to the cardinality of this power set via
for all j ∈ {1, 2, . . . , n}.
In particular, it holds that
and
where γ denotes the Euler-Mascheroni constant and the latter inequality follows from the average order of the number-of-divisors function [21, Theorem 320] . However, the bound (6) can be improved for x n > 70 by replacing the bound (6) with the following result of Robin [22] ω(k) ≤ 1.3841 log k log log k for k > 2, implying that
The previous discussion yields the following corollary to the local bound of the previous section.
Corollary 3.6. Let (P, , ∧, ∨) = (Z + , |, gcd, lcm), f a complex-valued semimultiplicative function on Z + such that f (x) = 0 for all x ∈ Z + , and S = {x 1 , x 2 , . . . , x n } ⊂ Z + a finite, factor closed set ordered such that x i ≤ x j whenever i ≤ j. Let g(x) = 1/f (x) for x ∈ Z + and suppose that
for some x ∈ C n \ {0} satisfy
where γ denotes the Euler-Mascheroni constant and
For x n > 70, the upper bound can be improved by
Remarkably, the upper bound can be bounded by a polynomial term corrected by a moderate logarithmic term. This is an improvement over the local bound of Theorem 3.5, which bounds the [S] f -eigenvalues of (S) f by an exponential term that arises from the product of two Fibonacci numbers.
Eigenvalues of join matrices with respect to meet matrices
We consider the dual eigenvalue problem of finding (λ, x) ∈ C × (C n \ {0}) such that
where λ is called the (S) f -eigenvalue and x the (S) f -eigenvector of [S] f . The proofs of the following results are obtained analogously to those in Section 3 and are thus omitted. 
Theorem 4.5. Let (P, , ∧, ∨,0) be a poset, f a semimultiplicative function such that f (x) = 0 for all x ∈ P , and let S = {x 1 , x 2 , . . . , x n } be a finite, lower closed subset of P such that x j x i only if i ≤ j. Define g(x) = 1/f (x) for x ∈ P and let z xi z xj , j<i (f d * µ)(0, z) = 0 for all x ∈ {1, 2, . . . , n}.
(ii) The (S) f -eigenvalues λ ∈ C of [S] f can be bounded from above by
denotes the Fibonacci sequence defined by the recursion F 1 = F 2 = 1 and F i+2 = F i + F i+1 for i ∈ Z + .
Numerical experiments
In this section, we consider the generalized spectra for two selected geometrical lattices and compare their generalized eigenvalues to the local bounds obtained in Section 3. The eigenvalues and associated Gerschgorin disks {z ∈ C : |z −w i | ≤ r i }, i ∈ {1, 2, . . . , 8}, of Theorem 3.5 are displayed on the right-hand side of Figure 1 . We observe that the Gerschgorin disks are clustered near the origin with reasonably scaled radii. 
