Dynamic Finite Element (FE) model updating may be considered as an optimisation process. Over the past few years two powerful new optimisation algorithms have been developed independently of each other, namely simulated annealing and the genetic algorithm. These are both probabilistic search algorithms capable of finding the global minimum amongst many local minima for a given objective function. This paper compares the two algorithms for model updating purposes. These algorithms are tested on several objective functions for model updating in both the modal and frequency domain, using simulated data.
NOMENCLATURE

GA
INTRODUCTION
Dynamic Finite Element (FE) models are widely used to predict the dynamic properties of structures.
However, the results obtained from an FE model often differ from the experimental results obtained from a vibration test. This disparity can be caused by a number of effects ranging from errors in the experimental data to modelling inaccuracies in the analytical structural approximation. It is generally assumed that the experimental measurements are a better representation of how the structure actually behaves than the initial predictions from the FE model. Consequently it is desirable to adjust, or update, the FE model so that the results it produces are in some sense closer to the experimental results.
There has been a significant amount of work on generating and testing different updating methods [1, 2] . The resulting algorithms may be split into several categories based on whether they work in the frequency or modal domains, and whether they adjust the mass and stiffness matrices directly (direct methods) or make parametric changes to the model (indirect or parametric methods). It has been shown that direct methods are not appropriate to model updating as the results obtained are not physically meaningful.
There are many approaches to model updating via parametric changes to an existing model [3] . One common approach is to consider an objective function that quantifies the difference between the experimental and analytical data; attempts are then made to find a set of parameters that minimises this function. Thus model updating becomes a constrained optimisation problem. This paper considers model updating as an optimisation process. An objective function is formulated which quantifies the differences between the analytical and experimental models in terms of the updating parameters. Attempts are made to minim& this objective function using simulated annealing and genetic algorithms, hence updating the analytical model.
The remainder of the paper is organ&d as follows. In section 2 the genetic algorithm and simulated annealing algorithm are outlined, and in section 3 a case study is considered. The results are discussed and concluding remarks are given in sections 4 and 5 respectively.
OI'TIMISATION
An optimisation problem is generally said to be difficult if it satisfies some or all of the following criteria: high dimension, many local minima, highly non-linear, non-smooth, noisy and discrete. Model updating optimisation problems typically satisfy the first five of these six criteria.
Traditional optimisation techniques do not fare well with these difficult problems. either becoming stuck in local minima or failing to converge on a result. Recently, two new approaches to optimisation have been developed independently; these two approaches are the genetic algorithm and simulated annealing.
Both of these algorithms are probabilistic search algorithms that ace capable of finding globally optimum results to complicated optimisation problems. They are both derived from analogies with natural phenomena: simulated annealing from a thermodynamic cooling process and genetic algotithms from natural evolution. Despite the different backgrounds these algorithms share enough common ground to justify being discussed together. Both share the advantages of being able to solve previously intractable problems. In addition the algorithms are robust, i.e. the choice of starting position makes little or no difference to the final results obtained. However, both algorithms share the disadvantage of requiting a large number of function evaluations. These algorithms have been applied to a wide variety of problems, with generally successful results 141.
SIMULATED ANNEALING
Simulated annealing is derived from an analogy with the annealing process of material physics. The annealing process consists of heating a substance until it is molten, then slowly and discretely lowering the temperature. The substance is allowed to reach rherml equilibrium at each temperature.
Eventually the temperature is lowered until the material freezes.
If the temperature is lowered sufficiently slowly then the annealing process will nearly always pick out the global minimum energy state from the almost infinite number of other possible states. Annealing is a natural optimisation process, and it is this process that is simulated.
To simulate annealing it is necessary to consider the underlying thermodynamics behind the process. The Boltzmann distribution shows the probability of a fluid in thermal equilibrium at a temperature T being in a given state s. Each state s has an energy E(s) associated with it; the precise nature of the energy function E is unimportant here.
a(E) _ kT Where k is the Boltzmann constant and S is the set of all possible states.
In 1953 Metropolis ef al. [5] developed an algorithm that simulates the process of reaching thermal equilibrium at a given temperature. The Mefropvlis algorithm consists of repeating the following procedure: if the system is in state sOld with energy E(s,,& a randomly chosen atom is perturbed resulting in a state s,, with energy E(s,,J. This new state is either accepted or rejected according to the Merropolis cn'terion: if E(s,&E(s~,~) then the new state is automatically accepted, but if E(s,,,)> E(s& then the probability of accepting the new state is given by:
When the process of generating new states and either accepting or rejecting them is continued, it can be shown that the probability of the system being in a given state tends to the Boltzmann distribution Cl), i.e. the system eventually reaches thermal equilibrium. N.B. the Metropolis criterion may also be stated as: accept the new state if and only if
where UE (0.11 is a uniformly distributed random variable.
The Metropolis algorithm models how a system reaches equilibrium at a single temperature T. In 1983 Kirkpatrick [6] derived a simulated annealing (SA) algorithm based on the Metropolis algorithm. 'llx analogy between optimisation and thamcdynamics was defined as follows: the state of the system becomes the choice of input parameter values, the energy function becomes the objective or cost function, the temperature becomes a control parameter and finding the lowest energy state becomes finding the global minimum. For simulated annealing a new state is generti from an old state by a problemdepemient wighbourhmd function that returns a random new state in the neighbourhood of the old state.
Kirkpatrick introduced the concept of an wmealing schedule that describes how and when the temperature is lowered throughout die annealing process. Under the simulated annealing algorithm, the Metropolis algorithm is executed at each temperature on the annealing schedule in tom until thermal equilibrium is reached A flowchart outlining the simulated annealing algorithm is shown in Figure 1 . The annealing schedule stats at a high temperature, To, and discretely lowers the temperature until the system isfrozen (i.e. no transitions arc accepted), hopefully at the global mioimum.
To fully define a particular SA algorithm it is necessary to define a cooling schedule and neighbourhood function. Two common neighbourhood functions are line odjushnenf, where a single parameter is altered to a new, random value, and jked radius adjustment, where a new point is generated randomly on a hypersphere a fixed radius from the old point; this requires an extra parameter the radius.
A standard cooling schedule consists of starting at an initial temperature To, and letting the Metropolis algorithm run for N,, steps. After N,, steps it is hoped that thermal equilibrium has been reached, and the temperature is reduced by a factor p, O<P<l The algorithm terminates when very few new moves are accepted at a particular temperature, i.e. the system has frozen. This annealing schedule will be used in this paper, although many other schedules have been proposed 171. Using the standard annealing schedule, the only problem specific parameters are To, p and N,,. The value N,, = 100d, where d is the dimension of the problem, is commonly used; this value of N,, will be used here. Two values of p will be tested, p = 0.9 and p = 0.95.
The value of To used depends both on the particular function to be optimised and the neighbourhood function used in the algorithm. Since there is no intuitive way of deciding what is a suitable value of To, it is necessary to set To automatically to an appropriate value before commencing the SA run.
To assist in the selection of an appropriate setting of To it is helpful to consider the acceptance ratio, $o, defined as the number of accepted moves over the total number of moves made. It is a common view that the value of To should be such that the value of $o lies between 0.5 and 0.9. If &, is much higher than 0.9 then a significant percentage of the SA mn will be spent in a molten state, wasting effort on little more than a random walk. If I& is much lower than 0.5 then the chances of being trapped in a local minimum increase.
Hence an approptiate To may be set automatically by measuring $o and adjusting To if $,, is out of range.
$o is typically measured over 20 transitions, as a compromise between accuracy and measurement time.
Four variations of the standard simulated annealing algorithm will be considered. outlined in Table I .
GENETIC ALGORITHMS
Genetic algorithms (GAS) are based on an analogy with natural evolution. In natural evolution members of a population compete with each other to survive and reproduce successfully. If the genetic makeup of an individual member of a population gives that individual an advantage over its rivals, then it is more likely to breed successfully. Consequently the combination of genes that confer this advantage is likely to spread across the population. In this way the population continuously adapts to its environment and in some sense improves its 'fitness'. This is a natural optimisation method that may also be simulated.
The basic genetic algorithm was suggested by Holland in 1975 [8] . The algorithm acts on a population of binary-string chromosomes. Each chromosome is a representation of an input vector, and as such has a fitness value determined by the objective function.
It is necessary to define a coding process between the input vectors and chromosomes. Two commonly used coding methods are the standard binary encoding and Gray encodings [9] . The standard binary encoding has the disadvantage that certain close numbers may be very distant in terms of their encoding. For example, 3 encodes as 011 and 4 as 100, requiring every bit to be inverted. This can lead to 'walls' that the GA finds hard to pass. Gray codes avoid this wall way number can reach its neighbours via a single flip of a bit. See Figure 2 . Before an input vector is encoded it is necessary to decide the degree of precision for each parameter, e.g. 8 bit precision gives 256 possible settings for the parameter, spread linearly about its range.
There are three key genetic operators that are applied to the population to generate a new population: reproduction, crossover and mutation. The genetic algorithm consists of generating a new population of chromosomes from the old population using these three operators. A flowchart outlining the genetic algorithm is given in Figure 3 .
The reproduction operator assigns each chromosome a relative probability of being reproduced according to the fitness of the chmmosomes.
The fittest chromosomes may typically be reproduced two or three times. the least fit chromosomes may not be reproduced at all. 'Ihe reproduction probabilities may be assigned according to the objective function values directly, or according to a pre-defined table based on the ranking of the chromosomes. The tabular option has two advantages over the direct probabilities option; firstly the tabular option reduces the risk of early convergence of the population on an initially tit chromosome, and secondly it encourages rine-toting towards the end of the GA mo, when the fitoesses of the population are similar. Consequently the tabular reproduction method is the option chosen for this paper.
The crossover operator mixes genetic information amongst the population. The chromosomes are randomly paired together. A crossover point is then randomly selected along the length of each pair of chromosomes. Each chromosome is cut at this point, and re-joined with the corresponding cut section of its pair, i.e. genetic information is swapped between chromosomes, see Figure 4 . The crossover operator is applied to each pair of chromosomes with probability pc (typically 0. 6). The crossover operator has the potential to join successful genetic fragments together to form fitter individuals.
The mutation operator has the potential to re-introduce genetic information chat has been lost back into the population. After crossover has occurred, each hinary digit of each chromosome has a small probability p, (typically 0.01 to 0.001) of mutating. A binary digit that mutates is simply inverted, i.e. a zero becomes a one, and a one becomes a zero.
There are many other possible genetic operators that may be applied to the population, but few additional operators appear to give any real benefit to the algorithm [12] . Two operators that do improve the performance of the algorithm are the introduction of an elite and new blood. An elite consists of allowing the best few chromosomes from each generation to pass unchanged. An elite of one guarantees that the best member of the population will not be lost. New blood consists of removing the worst few members of the population and replacing them with randomly initial&d chromosomes. This can have the effect of introducing useful information to the population.
There are several parameters that need to he set before the genetic algorithm may be used, namely the population size N,, the crossover probability pc! the mutation probability p,. the reproduction table probabilities, the elite sire N, and the new blood size N,. The most important parameter is the population size, which depends on the length of the chromosomes, which in turn depends on the level of discretisation acceptable. A population that is too large results in much wasted effort, whereas too small a population results in failure to locate the global minimum. A lule of the thumb commonly used is to have the population four times bigger than the chromosome length [Xl. 'I% tllle will be used in this paper. Hence, with S-bit discretisation, N, = 32d.
The reproduction table probabilities are also important parameters; these probabilities control how quickly or slowly the population converges. Typical values would be a relative probability of two for the best chromosome, zero for the worst and the other probabilities calculated linearly between these two values. Actual probabilities may be determined by scaling the relative probabilities such that their sum is one.
Two genetic algorithms will he tested in the next section of this paper, see Table 1 . The first (algorithm no. 5) consists of applying crossover and mutation to the population and then using the reproduction operator with an elite of one and new blood of three to produce the next generation. This process is repeated until the population converges on an answe.r, hopefully the global objective function minimum. The second algorithm (no. 6) is similar to the first, but without the new blood or elite.
Note that both SA and GAS tend to give results in the neighbourhood of the global minimum. If more accuracy is desired then the result may he used as the staning point of a further optimisation technique that finds the nearest local minima, e.g. the non-linear simplex algorithm [lo] .
This suggests a two-stage approach may be beneficial, using SA or GA initially, followed by simplex.
CASE STUDY
To consider the effect of using the algorithms for dynamic FE model updating it is necessary to have a simple test model. The test model used for this section is an undamped ten element twodimensional cantilevered beam. Each element of this model has two updating parameters (p-values), elemental mass and stiffness, giving the model twenty p-values to update. However, initially a simpler case will be considered with just four p-values (see Figure  5 ).
It is necessary to decide whether to update the model in the modal domain or the frequency domain. It is well known that modal analysis of frequency domain data can introduce systematic errors to the data, so the frequency domain will be used to avoid this problem.
The first six natural frequencies of the model are shown in Table I , The simulated experimental data consists of ten FRFs, each with 801 frequency points distributed evenly between 0 and 4OOQ Hz, hence including the first five bending modes. All ten Y-DOF FRFs will be considered, with no noise added. Note that the rotational and extensional FRFs are not included.
The only decision remaining is the form of the objective function. Xx obvious first choice is the sum-squared difference between the magnitude of the experimental and analytical F'RFs, summed over every available frequency point and FRF. Note that the phase is excluded because the model is undamped.
(4)
This function performs badly in practice. The reasons for this failure are due to the function being dominated by the contributions made at the FRF resonant peaks. If a set of p-values does not align an analytical resonant peak with an experimental peak, then the p-values make little difference to the objective function value. Consequently the topology of the error surface is mostly flat, with sharp sink-holes where the p-values align resonant peaks. This is an unnecessarily hard function to optimise.
It is desirable to reduce the weighting of the resonant frequencies, and to increase the contribution made by the anti-resonances. One possible approach is to consider the difference between the logarithm of the FRF magnitudes, i.e.
This objective function produces a smoother topology. The pvalues obtained using this function and the six optimisation algorithms are shown in Figure 6 .
It can be seen that some of the simulated annealing and genetic algorithms managed to update the four p-values correctly. The most successful of the SA algorithms was number 2, (Line adjustment with p = 0.9~5). The most successful GA algorithm was number 5, (GA with Elite and New Blood). Consequently these two algorithms were selected for further testing. The results of updating all 20 p-values of the model with the two selected algorithms are shown in Figure I The genetic algorithm completely failed to produce meaningful results on the full case. The algorithm failed because the objective function is so sensitive t" the p-values that the g-bit discretisation used by the GA is to" coarse. Unfortunately an acceptable level of discretisation results in a large population size and very slow execution times. Simulated annealing does not have this problem because it is a continuous "ptimisation algorithm.
Unfortunately the updated p-values produced by the SA algorithm are also significantly different t" the target p-values, oscillating wildly around the correct values. Surprisingly, the updated FRFs match the target FRFs very well (Figure 8 ). It is not until the frequency range becomes much higher that the updated and target models start t" diverge.
These results stem from the nature of FE analysis oscillatory pvalues can produce updated frequency response predictions very similar to the correct p-values. This suggests that either higher frequencies are necessary for model updating, or a choice of fewer p-values. Alternatively, several approaches t" reducing these oscillations may be considered such as using a different objective function " I using prior knowledge to weight against oscillatory pvalues.
One disadvantage of these algorithms is the large number of function evaluations that are required t" find the global minimum, because each function evaluation requires a modal solution of the FE model. Despite these disadvantages it is worth commenting that these are the best optimisation algorithms currently available.
CONCLUDING REMARKS
The genetic algorithm and simulated annealing are both powerful optimisation techniques, and on simple model updating problems they both perform remarkably well. However, they both failed t" optimise the model updating objective function for a ten element cantilevered beam.
This may suggest that the optimisation approach to model updating fails if to" many p-values are used.
Genetic algorithms were rejected for difficult model updating purposes because they require the updating parameters to bc discretised, and this is undesirable due t" the high sensitivity of the model updating objective functions.
Simulated annealing also produced disappointing results when applied t" a difficult problem, with the updated p-values oscillating wildly about the correct values. This was due to the nature of FE analysis and is a fundamental problem that many model updating algorithms face. Possible methods of reducing these effects include the use of weighting functions or fewer p-values.
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