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ONE DIMENSIONAL CONFORMAL METRIC FLOWS
YILONG NI AND MEIJUN ZHU
Abstract. In this paper we continue our studies of the one dimensional con-
formal metric flows, which were introduced in [9]. We prove the global exis-
tence and convergence of the flows, as well as the exponential convergence of
the metrics under these flows.
1. Introduction
In the past two decades, there have been intensive studies of the evolutions
of plane curves in R2. Such research has broad impacts in the development of
mathematics as well as computer vision and human beings’ recognition system.
The simplest model seems to be the evolution of a plane curve along its normal
direction in R2:
(1.1) xt = φ(k)n,
where n is the inner unit norm of the curve x, k is its curvature and φ(·) is a
given function. For φ(x) = x, it is the well-known curve shortening flow, see for
example, Gage [7] and Gage and Hamilton [8]; For φ(x) = x1/3, it is equivalent to
the affine flow, which was studies by Sapiro and Tannenbaum [12], and by Alvarez,
et al. [1]. In the past decade, the affine flow has its great successful applications
in image processing, mainly because of its larger (comparing with curve shortening
flow) invariant group.
In [9] we propose a novel approach to the evolution of a given convex planar
curve. This approach seems more intrinsic and natural from conformal geometric
point of view. In fact, we will show in this paper, among other things, that it yields
a simple proof of the global existence of the affine flow.
We recall from [9] that if (S1, gs) is the unit circle with the induced metric
gs = dθ ⊗ dθ from R2, for any metric g on S1 (for example, this metric could
be given by reparametrizing the circle), we write g := dσ ⊗ dσ = v−4gs for some
positive function v, and then define a general α- scalar curvature of g for any
positive constant α by
Rαg = v
3(αvθθ + v).
Thus Rαgs = 1. The corresponding α- conformal Lapalace-Beltrami operator of g is
defined by
Lαg = α∆g +R
α
g ,
where ∆g = Dσσ. It is proved in [9] that L
α
g is a conformal covariant. More precise,
the following proposition is proved:
Proposition 1. For ϕ > 0, if g2 = ϕ
−4g1 then κg2 = ϕ
3Lαg1ϕ, and
Lαg2(ψ) = ϕ
3Lαg1(ψϕ), ∀ψ ∈ C2(S1).
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The general α-scalar curvature flow can be defined as
(1.2) ∂tg = −Rαg g.
It was pointed out in [9] that two cases of α = 1 and α = 4 are of special interest:
First of all, the affine curvature of any given convex curve can be viewed as a 1-
scalar curvature. To see this, let x(θ) ⊂ R2 (θ ∈ [0, 2π]) be a convex simple closed
curve parameterized by the angle θ between the tangent line and x-axis. One can
introduce a new parameter of the affine arc-length σ by requiring
[xσ ,xσσ] = 1.
This can be done by defining
σ(θ) =
∫ θ
0
k−2/3dθ =
∫ s
0
k1/3ds,
where s is the parameter of the arc length, k = k(θ) is the curvature of the curve.
Let v = k1/3, we have
g1 := dσ ⊗ dσ = v−4dθ ⊗ dθ = v−4gs.
Then the affine curvature of x(θ) is given by:
κ = v3(vθθ + v),
which is the same as R1g. On the other hand, given (S
1, g) with g = u−4gs, we may
define Cu(θ) ⊂ R2 as
Cu(θ) =
(∫ θ
0
u−3(θ) cos θdθ,
∫ θ
0
u−3(θ) sin θdθ
)
.
If u(θ) satisfies the orthogonal condition
(1.3)
∫ 2π
0
u−3(θ) cos θdθ =
∫ 2π
0
u−3(θ) sin θdθ = 0,
then Cu(θ) ⊂ R2 so defined is a convex simple closed curve and its affine curvature
is equal to R1g.
The affine flow, which is successfully used in image processing (see [12]), is defined
as
xt(σ, t) = xσσ .
It is known (see, for example, [12]) that the above flow is equivalent to
∂tg = −κgg.
We will see in the following shortly that the affine flow is equivalent to the one-
dimensional normalized affine flow:
(1.4) ∂tg = (κg − κg)g, L(0) = 2π.
where κg =
∫
κgdσ/
∫
dσ and L(t) =
∫
dσ.
For the case of α = 4, the 4-scalar curvature R4g can be view as an analog one-
dimensional Yamabe flow. Let g = dδ⊗dδ = u−4gs = u−4dθ⊗dθ for some positive
function u ∈ C1(S1). We define the scalar curvature kg of metric g by
kg := u
3(4uθθ + u),
and the corresponding conformal Lapalace Beltrami operator by
(1.5) Ag := 4∆g + kg,
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that is Ag = L
4
g. Thus Ag is a conformal covariant by Proposition 1 and
kg2 = ϕ
3Lαg1ϕ,
for g2 = ϕ
−4g1. The one-dimensional Yamabe flow is guided by
(1.6) ∂tg = −kgg.
Again this flow is equivalent to the normalized Yamabe flow:
(1.7) ∂tg = (kg − kg)g, L(t) = 2π,
where kg =
∫
kgdσ/
∫
dσ.
The steady states of these flows were studied in details in [9]. Based on these
results, we shall prove
Theorem 1. For an abstract curve (S1, u0
−4gs), there is a unique smooth solution
g(t) to the flow equation (1.7) for t ∈ [0,+∞). Moreover, g(t) → g∞ in L∞(S1)
exponentially fast in t as t→ +∞, and the 4-scalar curvature of g∞ is constant.
And for the affine flow, we shall prove
Theorem 2. Let (S1, g0) be an abstract curve. If g0 = u
−4(θ, 0)gs and u(θ, 0)
satisfies the orthogonal condition (1.3). Then there is a unique smooth solution
g(t) to the flow equation (1.4) for t ∈ [0,+∞). Moreover, g(t) → g∞ in L∞(S1)
exponentially fast in t as t→ +∞, and the 1-curvature of g∞ is constant.
In the case of curve shortening flow, the exponential convergence of the curva-
tures (thus the curves in R2) is proved in [8]. For the affine flow, the convergence
of the affine curvatures is obtained in [12] (see also, [2] and [4]). Our approach is
quite different. In fact, as being mentioned in [9], we are motivated by the study of
conformal geometry and the early work of X. Chen [6], where he initiates the study
of Calabi flow via integral estimates. In the same spirit we expect to pursue our
systematical study of the analog α-scalar curvature problems on high dimensional
spheres in forthcoming papers.
We organize the paper as follows. In Section 2, we derive some basic properties
about the flows and prove the global existence of the flows. We then deal with the
Yamabe flow in Section 3. We first derive the L∞ bound for the metric, then we
prove the exponential convergence of the curvatures and the metrics. We devote the
whole Section 4 to the proof of the exponential convergence of metrics for 1-scalar
curvature flow. For readers’ convenience, we list the needed sharp inequalities from
[9] in the appendix.
2. Basic properties and global existence
We shall first show that the general flow equation (1.2) for g(t) is equivalent to
a normalized flow. In fact, if we choose
gˆ(t) =
4π2
L2(0)
exp
(∫ t
0
R
α
g (τ)dτ
)
g(t),
where L(t) =
∫
dσ(t) and g(t) = dσ(t)⊗ dσ(t), and a new time variable
tˆ =
4π2
L2(0)
∫ t
0
exp
(∫ δ
0
R
α
g (τ)dτ
)
dδ,
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then equation (1.2) can be written as
∂tˆgˆ = (
∫
Rˆαgˆ dσˆ∫
dσˆ
− Rˆαgˆ )gˆ.
From now on, we shall focus on the normalized flow:
(2.1) ∂tg = (R
α
g −Rαg )g, L(0) = 2π.
Lemma 1. Along the conformal flow equation (2.1) with g(σ, t) = u−4gs, R := R
α
g
satisfies
(2.2) Rt =
α
4
∆R+R(R−R),
the metric satisfies
(2.3) ∂t(dσ) =
1
2
(R− R)dσ,
and u satisfies
(2.4) ut =
1
4
(R −R)u.
Proof.
(R−R)g = ∂tg = (−4)u−5utgs = (−4)u−1utg,
that is, ut =
1
4 (R−R)u. Thus
∂t(dσ) = (u
−2dθ)t = −2u−3utdθ = 1
2
(R −R)dσ.
Using the conformal invariance of Lαg , we have
Rt =(u
3Lαgsu)t = 3u
2utL
α
gsu+ u
3Lαgs(ut) = 3u
−1utR+ u
3Lαgs
(
u
ut
u
)
=
3
4
(R−R)R+ Lαg (ut/u) =
α
4
∆gR+R(R−R).

It follows from (2.3) that
∂t
∫
S1
dσ =
∫
S1
1
2
(Rαg −Rαg )dσ = 0.
Thus flow (2.1) preserves the arc length with respect to metric g (i.e.
∫ 2π
0
u−2dθ =
L(0) = 2π). Moreover, along the flow, we see from the following lemma that the
total curvature is strictly increasing unless Rαg is a constant.
Lemma 2. Along flow (2.1), we have
(2.5) ∂tR
α
g =
1
4π
∫
S1
(Rαg −R
α
g )
2dσ.
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Proof.
∂tR
α
g =
1
2π
∫
S1
(Rαg )tdσ +
1
2π
∫
S1
Rαg ∂t(dσ)
=
1
2π
∫
S1
Rαg (R
α
g −R
α
g )dσ +
1
4π
∫
S1
Rαg (R
α
g −Rαg )dσ
=
1
4π
∫
S1
Rαg (R
α
g −R
α
g )dσ =
1
4π
∫
S1
(Rαg −R
α
g )
2dσ ≥ 0.

We note that (2.4) can also be written as a heat equation
(2.6) ut =
α
4
u4∆gsu+
1
4
u5 − 1
4
R
α
g u.
We are now ready to prove the global existence for α = 4 (which we refer to the
Yamabe flow) and α = 1 (which we refer to the affine flow). For convenience we use
Rg to replace R
4
g and κg to replace R
1
g in the rest of this paper. So the normalized
Yamabe flow is written as
(2.7) ∂tg = (Rg −Rg)g, g(0) = u(θ, 0)−4gs;
And the normalized affine flow is written as
(2.8) ∂tg = (κg − κg)g, g(0) = u(θ, 0)−4gs.
We first show the global existence of the Yamabe flow via the following local L∞
estimate.
Proposition 2. Suppose g(t) = u−4gs satisfies (2.7). Then for any given t0 > 0,
there is a positive constant c = c(t0) > 0 such that
1
c(t0)
≤ u(t) ≤ c(t0), t ∈ [0, t0].
Proof. For simplicity, we use R to replace Rg in this proof. From (2.2) we know
that
Rt +RR ≥ ∆R.
It follows from the maximum principle that
(2.9) R ≥ min
σ
R(σ, 0) · e−
R
t
0
Rdτ .
Due to Theorem 2 in [9] (Theorem B in the appendix) we also know that R ≤ 1.
Thus there is a constant c1(R(σ, 0)), such that
(2.10) R(σ, t) ≥ c1(R(σ, 0)), t ∈ [0, t0].
It then follows from (2.4) that we have
(2.11) u(σ, t) = u(σ, 0) · e 14
R
t
0
(R−R)dτ ≥ c2(R(σ, 0), t0) > 0, t ∈ [0, t0].
To estimate the upper bound for u(σ, t), we first observe that u satisfies
4uθθ + u = Ru
−3, u > 0, and
∫ 2π
0
u−2dθ = 2π.
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Multiplying the above by u and then integrating it over S1, we obtain
(2.12)
∫ 2π
0
u2dθ − 4
∫ 2π
0
u2θdθ =
∫ 2π
0
Ru−2dθ = 2πR ≥ 2πR0.
Let M(t) = |{θ : u(θ, t) ≥ 2}|. Then (2.11) implies
2π =
∫ 2π
0
u−2dθ =
∫
u≥2
u−2dθ +
∫
u<2
u−2dθ
≤M(t)
4
+ (2π −M(t))c2(R(σ, 0), t0)−2.
Therefore there exists δ(t0) > 0, such that 2π −M(t) ≥ δ(t0). That is
|{θ : u(θ, t) ≤ 2}| > δ(t0), for t ∈ [0, t0].
If supt∈[0,t0)
∫ 2π
0 u
2(t)dθ =∞, then there exists a sequence ti → t∗ ≤ t0, such that∫ 2π
0 u
2(ti)dθ = τ
2
i →∞ as i→∞. We define vi = u(ti)/|τi|. It follows from (2.12)
that vi satisfies∫ 2π
0
v2i dθ = 1, and 4
∫ 2π
0
(vi)
2
θdθ ≤
∫ 2π
0
v2i dθ −
2πR0
τ2i
≤ c3,
which yields that {vi} is a bounded set in H1 →֒ C0, 12 . Therefore up to a sub-
sequence vi ⇀ v0 in H
1 weekly and v0 ∈ C0, 12 . It is easy to see that v0 satisfies
|{θ : v0(θ) = 0}| ≥ δ(t0), and
0 ≤
∫ 2π
0
v20dθ − 4
∫ 2π
0
(v0)
2
θdθ.
Without loss of generality, we can assume that the north pole of S1 is in {θ : v0(θ) =
0}. Let v∗ be the symmetrization of v0, such that v∗(north pole) = 0. Let φ :
S1 → R be the stereographic projection and w(y) = 21+y2 · v∗ ◦ φ−1(y). Since
|{θ : v0(θ) = 0}| ≥ δ(t0), it is easy to see that there exist R > 0 such that w(y) = 0
for |y| > R and
0 ≤
∫ 2π
0
v20dθ − 4
∫ 2π
0
(v0)
2
θdθ = −4
∫ R
−R
|w′(y)|2dy,
contradiction. Therefore
∫
u2dθ is bounded on [0, t0], so is
∫
u2θdθ. Thus u(t) is
bounded in H1 →֒ C0, 12 , which implies that there exists a c(t0) > 0 such that
1
c(t0)
≤ u(t) ≤ c(t0), t ∈ [0, t0].

Since u(t) satisfies (2.6), we know from the standard parabolic estimates that
u(t) exists for all t ∈ [0,+∞), this completes the proof of the global existence for
(2.7).
For the affine flow, we need to modify the proof slightly. We first show that the
orthogonality is preserved under the affine flow.
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Lemma 3. Suppose that g(t) = u−4gs satisfies (2.8). If
∫ 2π
0 cos θ · u−3(θ, 0)dθ =∫ 2π
0 sin θ · u−3(θ, 0)dθ = 0, then for all t > 0,
(2.13)
∫ 2π
0
cos θ · u−3(θ, t)dθ =
∫ 2π
0
sin θ · u−3(θ, t)dθ = 0.
Proof. From (2.4) and the definition of κ we have
∂t
∫ 2π
0
cos θ · u−3(θ, t)dθ = −3
∫ 2π
0
cos θ · u−4(θ, t)ut(θ, t)dθ
= −3
4
∫ 2π
0
κ cos θ · u−3(θ, t)dθ + 3κ
4
∫ 2π
0
cos θ · u−3(θ, t)dθ
=
3κ
4
∫ 2π
0
cos θ · u−3(θ, t)dθ.
Thus ∫ 2π
0
cos θ · u−3(θ, t)dθ = Ce
R
t
0
κ(τ)dτ .
Since
∫ 2π
0
cos θ · u−3(θ, 0)dθ = 0, we have C = 0, thus ∫ 2π
0
cos θ · u−3(θ, t)dθ = 0.
Similarly, we can obtain
∫ 2π
0 sin θ · u−3(θ, t)dθ = 0.

We are ready to obtain the local L∞ estimate for the metric under the affine
flow.
Proposition 3. Suppose that g(t) = u−4gs satisfies (2.8) and the initial data
satisfies
∫ 2π
0 cos θ · u−3(θ, 0)dθ =
∫ 2π
0 sin θ · u−3(θ, 0)dθ = 0. Then for any given
t0 > 0, there is a positive constant c˜ = c(t0) > 0 such that
1
c˜(t0)
≤ u(t) ≤ c˜(t0), t ∈ [0, t0].
Proof. For simplicity, we use κ to replace κg in the proof. In the same spirit to the
proof of Proposition 2, we first derive the low bound for κ.
From (2.2) we know that
κt + κκ ≥ 1
4
∆κ.
It follows from the maximum principle that
κ ≥ min
σ
κ(σ, 0) · e−
R
t
0
κdτ .
Due to Theorem 1 in [9](Theorem A in the appendix) we also know that κ ≤ 1.
Thus there is a constant c˜1(κ(σ, 0)), such that
(2.14) κ(σ, t) ≥ c˜1(κ(σ, 0)), t ∈ [0, t0].
From (2.4) (also using (2.14)) we have
(2.15) u(σ, t) = u(σ, 0) · e 14
R
t
0
(κ−κ)dτ ≥ c˜2(κ(σ, 0), t0) > 0, t ∈ [0, t0].
To estimate the upper bound for u(σ, t), we first note that u satisfies
uθθ + u = κu
−3, u > 0 and
∫ 2π
0
u−2dθ = 1.
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Multiplying u and integrating over S1, we obtain
(2.16)
∫ 2π
0
u2dθ −
∫ 2π
0
u2θdθ =
∫ 2π
0
κu−2dθ = 2πκ ≥ 2πκ0,
where κ0 = κ(σ, 0). Let M˜(t) = |{θ : u(θ, t) ≥ 2}|. Then (2.15) implies
2π =
∫ 2π
0
u−2dθ =
∫
u≥2
u−2dθ +
∫
u<2
u−2dθ
≤M˜(t)
4
+ (2π − M˜(t))c˜2(κ(σ, 0), t0)−2.
Therefore there exists δ˜(t0) > 0, such that 2π − M˜(t) ≥ δ˜(t0). That is
|{θ : u(θ, t) ≤ 2}| > δ˜(t0), for t ∈ [0, t0].
If supt∈[0,t0)
∫ 2π
0
u2(t)dθ =∞, then there exists a sequence ti → T∗ ≤ t0, such that∫ 2π
0
u2(ti)dθ = τ
2
i →∞ as i→∞. We define vi = u(ti)/|τi|. It follows from (2.16)
that vi satisfies∫ 2π
0
v2i dθ = 1, and
∫ 2π
0
(vi)
2
θdθ ≤
∫ 2π
0
v2i dθ −
2πκ0
τ2i
≤ c3,
which means that {vi} is a bounded set in H1 →֒ C0, 12 . Therefore up to a sub-
sequence vi ⇀ v0 in H
1 weekly and v0 ∈ C0, 12 . It is easy to see that v0 satisfies
|{θ : v0(θ) = 0}| ≥ δ˜(t0), and
(2.17) 0 ≤
∫ 2π
0
v20dθ −
∫ 2π
0
(v0)
2
θdθ.
Moreover, since u(θ, 0) satisfies (2.13), u(θ, ti) and vi(θ) must also satisfy (2.13) by
Lemma 3. It follows that if [a, b] ⊂ [0, 2π) is a set such that
(2.18) b > a, v0(a) = v0(b) = 0, v(θ) > 0 for θ ∈ (a, b),
then b− a < π (see more details in the proof of Theorem 1 in [9]). Let
{θ : v0(θ) > 0} = ∪kIk,
where Ik = (ak, bk) are all intervals satisfying (2.18). For each interval (ak, bk), we
define
wk(θ) :=
{
v0(
θ
2 + ak) for θ ∈ [0, 2(bk − ak)]
0 for other θ.
It is easy to see that wk ∈ H1(S1), and∫ 2π
0
(w2k − 4(wk)2θ)dθ =
∫ bk
ak
(v20 − (v0)2θ)dθ.
Similar argument to that in the proof of Proposition 2, we have for all k,∫ 2π
0
(w2k − 4(wk)2θ)dθ > 0.
Thus ∫ 2π
0
(v20 − (v0)2θ)dθ =
∑
k
∫ bk
ak
(v20 − (v0)2θ)dθ > 0.
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Contradiction to (2.17). Therefore
∫
u2dθ is bounded on [0, t0], so is
∫
u2θdθ. Thus
u(t) is bounded in H1 →֒ C0, 12 , which implies that there exists a constant c(t0) > 0
such that
1
c(t0)
≤ u(t) ≤ c(t0), t ∈ [0, t0].

Again, since u(t) satisfies (2.6), we know from the standard parabolic estimates
that the affine flow u(t) exists for all t ∈ [0,+∞).
3. convergence for the Yamabe flow
In this section, we shall prove the exponential convergence for the metric under
Yamabe flow. We will achieve this goal by two steps. First, we shall use moving
plane method to establish the uniform bound for metrics; Then we will obtain the
exponential convergence via energy estimates and a Kazdan-Warner type identity.
We recall: along the Yamabe flow (2.7), u satisfies
(3.1) ut = u
4(uθθ +
u
4
)− 1
4
Rgu, on S
1 × [0,∞),
and Rg satisfies
(3.2) Rt = ∆R +R(R−R),
where and throughout this section, we use R to replace Rg and ∆ to replace ∆g.
Along the same line in Ye’s classical paper [14], we shall first use moving plane
method to prove the following Harnack inequality.
Proposition 4. There exists constant C > 0, such that
1
C
≤ |∇gsu|
u
≤ C, ∀t ∈ [0,∞).
Proof. Let Φ: x = (x1, x2) ∈ S1 → y ∈ R1 be the stereographic projection given
by
x1 =
2y
1 + y2
,
and
x2 =
y2 − 1
y2 + 1
.
Around the north pole p0 = (0, 1), we choose the following coordinates:
G(y) = (
2y
1 + y2
,
1− y2
y2 + 1
), |y| < 1.
In fact, for 0 < |y| < 1, G(y) = Φ−1(y/|y|2), and G(0) = p0.
Note that
dθ ⊗ dθ =
2∑
i=1
dx2i = (
2
1 + y2
)2dy ⊗ dy := ϕ−4g0,
where ϕ(y) =
√
(1 + y2)/2.
Let
w(y, t) = u(Φ−1(y), t) · ϕ(y).
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Then w(y, t) satisfies
(3.3) − 1
3
(w−3)t = wyy − 1
4
Rgw
−3 in (−∞,+∞)× [0,+∞).
We denote a0(t) = u(G(0), t) = u(p0, t), a1 = u
′(G(0), t), and a11(t) = u
′′(G(0), t).
Then direct computations yield the uniformly (for any given time T > 0) asymp-
totic behavior of w(y, t) near infinity on R:
Lemma 4. As y → ±∞,
w(y, t) =
|y|√
2
· (a0(t)− 2a1(t)y
y2
+ (
a0(t)
2
+ 2a11(t)) · 1
y2
+O(
1
|y|3 )
)
,
and
dw
dy
(y, t) =
y√
2|y| · a0(t)− (
a0
2
√
2
+
√
2a11(t)) · y|y|3 +O(
1
|y|3 ).
Let
yc(t) =
2a1(t)
a0(t)
.
To complete the proof of Proposition 4, we need to prove that yc(t) is uniformly
(in t) bounded. We shall achieve this via the method of moving planes.
For a given λ > 0, let yλ = 2λ − y and wλ(y, t) = w(yλ, t). For t = 0, we know
from Lemma 4 and the standard moving plane procedure (See, for example, [5])
that there is a λ0 > 0 such that for all λ ≥ λ0, w(y, 0) ≥ wλ(y, 0) whenever y ≥ λ.
Similarly, for any given T > 0, there is a uniform constant λ1(T ) ≥ λ0 such that
for each λ ≥ λ1,
(3.4) w(y, t) ≥ wλ(y, t) for t ∈ [0, T ] and y ≥ λ.
Define
I := {λ : λ ≥ λ0, λ > max
0≤t≤T
yc(t), w(y, t) ≥ wλ(y, t)}.
From (3.4), we immediately know that I is not empty. Our goal is to show that I
is open and closed in (λ0,+∞).
To show that I is open, we first observe from Lemma 4 that w(y, t) ≡ wλ(y, t)
can never happen for any λ ≥ λ0.
Suppose that λ ∈ I. It follows from the strong maximum principle that
(3.5) w(y, t) > wλ(y, t) for t ∈ [0, T ] and y > λ,
and from the Hopf Lemma that
(3.6) dw(y, t)/dy(λ) > 0 for t ∈ [0, T ].
For fixed t, we shift the origin to yc(t). The expansion of w(y, t) in the new coor-
dinates will be
(3.7) w(y, t) =
|y|√
2
· (a0(t) + (a0
2
+ 2a11(t)) · 1
y2
+O(
1
|y|3 )
)
,
and
(3.8)
dw
dy
(y, t) =
y√
2|y| · a0(t) +O(
1
|y|2 ).
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The plane y = λ becomes the plane y = λ − yc(t) in the new coordinates. Since
λ ∈ I, the standard moving plane procedure yields that there is a ǫ(t) such that for
λ˜ ∈ (λ− ǫ(t), λ+ ǫ(t)),
w(y, t) > wλ˜(y, t).
Note (3.7) and (3.8) are uniformly in time t ∈ [0, T ], we know that there is a uniform
ǫ > 0 such that (λ− ǫ, λ+ ǫ) ⊂ I, thus I is open.
Next we show that I is closed. Let λ > λ0 be in the closure of I. By continuity
we know that
w(y, t) ≥ wλ(y, t) and λ ≥ max
0≤t≤T
yc(t).
We claim that λ > max0≤t≤T yc(t), thus λ ∈ I, and we know that I is closed.
To verify our claim, we argue by contradiction. If λ = max0≤t≤T yc(t), then
λ = yc(t0) for some t0 ∈ [0, T ]. Now, we choose yc(t0) as the new origin, and
consider the stereographic projection Φ : S1 → R. Let z(θ, t) and zλ(θ, t) be given
by
Φ∗(w−3gR) = z
−3gS1 , Φ
∗(w−3λ gR) = z
−3
λ gS1 .
Then z and zλ are defined on S
1
+ × [0, T ], where S1+ = {θ : −π/2 < θ < π/2}.
And both z and zλ satisfy (3.1), z ≥ zλ and z(π/2, t) = zλ(π/2, t), z(−π/2, t) =
zλ(−π/2, t) for all t ∈ [0, T ]. It follows from the expansion (3.8) that
dz
dθ
(
π
2
, t0) =
dzλ
dθ
(
π
2
, t0).
Thus, due to the Hopf Lemma, we know that z(θ, t) ≡ zλ(θ, t). But z(θ, 0) ≡ zλ(θ, 0)
can not happen since λ > λ0. Contradiction.
We have thus shown that I = (λ0,+∞), which yields that u′/u ≤ λ0 uniformly
in t at the north pole of S1. Similarly, if we move the line from the negative side
of the y-axis, we can obtain that u′/u ≥ −λ1 for some universal positive constant
λ1 uniformly in t at the north pole. Since we can arbitrarily choose the north pole,
we complete the proof of Proposition 4. 
Since
∫
u−2dσ0 = 1, Proposition 4 implies
(3.9)
1
C
≤ u ≤ C, for any (σ, t) ∈ [0, 2π]× [0,∞).
For p ≥ 2, we define
(3.10) Fp(t) =
∫ 2π
0
|R− R|pdσ.
Direct computation yields
∂tFp =− 4(p− 1)
p
∫ 2π
0
|∇(|R−R|p/2)|2dσ + (p− 1
2
)
∫ 2π
0
|R−R|p(R−R)dσ
(3.11)
+ pR
∫ 2π
0
|R −R|pdσ − p
4π
∫ 2π
0
|R −R|p−2(R−R)dσ ·
∫ 2π
0
|R−R|2dσ.
Thus, for any fixed p ≥ 2, there is a constant C1(p) such that
∂tFp ≤ C1(p)(Fp+1 + Fp + F 1+
1
p
p )− 4(p− 1)
p
∫ 2π
0
|∇(|R −R|p/2)|2dσ.
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It then follows from (3.9) and Sobolev inequality that for any k > 1, there is a
constant C2(p, k) > 0(independent of g(t)) such that
∂tFp ≤ C1(p)(Fp+1 + Fp + F 1+
1
p
p )− C2(p, k)F
1
k
kp.
Note that
Fp+1 ≤ Fλ·
p+1
p
p · F (1−λ)·
p+1
3p
3p ,
where λ = (2p−1)/(2p+2). We have, via Young’s inequality, that for some positive
constants C3(p) and C4(p),
(3.12) ∂tFp ≤ C3(p)(Fp + F βp + F
1+ 1
p
p )− C4(p)F
1
3
3p,
where β = (2p− 1)/(2p− 3) > 1.
Lemma 5. For any p ≥ 2,
Fp(t)→ 0 as t→ +∞ and
∫ ∞
0
Fp(t)dt <∞.
Proof. We first claim that
∫∞
0 Fp(t)
δdt < ∞ for some p ≥ 2 and some 0 < δ ≤ 1,
implies Fp(t)→ 0 as t→ +∞, and
∫∞
0 F3p(t)
1
3 dt <∞.
To prove the claim, we note that for any ǫ > 0, we may choose a tǫ > 0 such
that
(3.13) Fp(tǫ) < ǫ and
∫ ∞
tǫ
Fp(t)
δdt < ǫ.
If ǫ < ǫ0 = 1/(3C3(p) + 1), we must have Fp(t) ≤ 1 for t > tǫ. In fact, if this is not
the case, let t0 > tǫ be the first time such that Fp(t0) = 1. It follows from (3.12)
that
Fp(t0)− Fp(tǫ) ≤ C3(p)
∫ t0
tǫ
(Fp + F
β
p + F
p+1
p
p )dt
≤ C3(p)
∫ t0
tǫ
(F δp + F
δ
p + F
δ
p )dt ≤ 3C3(p)ǫ.
Hence ǫ ≥ 1/(3C3(p) + 1), contradiction. Now for ǫ < ǫ0, from (3.12) and (3.13)
we have for t > tǫ,
Fp(t) ≤ Fp(tǫ) + 3C3(p)ǫ < (3C3(p) + 1)ǫ,
which implies Fp(t)→ 0 as t→ +∞. Furthermore, it follows from (3.12) that
C4(p)
∫ ∞
tǫ
F
1
3
3p ≤ Fp(tǫ) + 3C3(p)ǫ <∞,
which implies
∫∞
0 F
1
3
3p <∞.
From Lemma 2 and Theorem 1 in [9](Theorem A in the appendix), we know
that ∫ ∞
0
F2(t)dt < +∞.
Then the lemma follows from the claim by induction and Ho¨lder’s inequality. 
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From Lemma 1 and 2, we know that
(3.14) ∂t(R−R) = ∆(R−R) +R(R−R)− 1
4π
∫ 2π
0
(R−R)2dσ.
It then follows from (3.9), Lemma 5 and the standard estimates for parabolic equa-
tion that
(3.15) ||R−R||L∞ → 0 as t→ +∞.
Next, we shall obtain exponential convergence. Note that
∂t
∫ 2π
0
|R−R|2dσ =− 2
∫ 2π
0
|∇(R −R)|2dσ + 3
2
∫ 2π
0
|R−R|2 · (R−R)dσ
(3.16)
+ 2R
∫ 2π
0
|R−R|2dσ.
Since R(t) is increasing and bounded above by 1, we may assume that
lim
t→∞
R(t) = r∞.
Then ||R − r∞||L∞ → 0 as t → +∞. It follows from (2.7) and (3.9) that there
is a subsequence tn → ∞, such that u(tn) → u∞ in Cα(S1); It then follows from
the classical theorem of Simon [10] that u(tn) → u∞ in Cα(S1) as t → +∞ for
all t, where the scalar curvature of metric g∞ = u
−4
∞ dθ ⊗ dθ is constant r∞. Since∫ 2π
0
u−2∞ dθ = 1, from Theorem 2 in [9] (Theorem B in the appendix), we obtain
that r∞ = 1.
Let γ(θ) =
∫ θ
0
u−2∞ (θ)dθ, u˜(γ, t) = u(θ(γ), t)/u∞(θ(γ), t) and R˜(γ, t) = R(θ(γ), t).
From the conformal covariance of R, we have
R˜(γ, t) = u˜(γ, t)3(4Dγγu˜(γ, t)) + u˜(γ, t)).
Furthermore,
u˜(γ, t)→ 1, as t→∞,
u˜t(γ, t) =
1
4
(
R˜(γ, t)− R˜(γ, t)
)
u˜(γ, t),
R˜t(γ, t) = DγγR˜(γ, t) + R˜(γ, t)
(
R˜(γ, t)− R˜(γ, t)
)
,
where R˜(γ, t) = 12π
∫ 2π
0 R˜(γ, t)u˜(γ, t)
−2dγ = R(θ(γ), t).
Therefore, without loss of generality (up to a changing of variable), we can
assume that u∞ = 1, that is g∞ = gs = dθ ⊗ dθ. To obtain the exponential
convergence, we shall follow Chen [6] (see also Struwe [11] for more detailed com-
putations). Let {φi(θ)}+∞i=0 be a L2-orthonormal basis of eigenfunctions for −∆s on
(S1, gs) with eigenvalue µi for i = 0, 1, 2, 3, .... We can expand R−C =
∑∞
i=1 R
iφi.
Thus
−∆s(R −R) =
∞∑
i=1
µiR
iφi.
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It follows from (3.11) that
∂tF2 =− 2
∫ 2π
0
|∇(R −R)|2dσ + 3
2
∫ 2π
0
|R −R|2(R−R)dσ + 2R
∫ 2π
0
|R−R|2dσ
(3.17)
=− 2
∫ 2π
0
|∇0(R−R)|2u2dθ + 2
∫ 2π
0
|R− R|2dθ + ot(1)
∫ 2π
0
|∇0(R −R)|2dθ
=(−2 + ot(1))
∫ 2π
0
|∇0(R −R)|2dθ + 2
∞∑
i=1
(Ri)2,
where ot(1)→ 0 as t→∞, and we use the fact u = 1 + ot(1) in the third identity.
On the other hand, from
(3.18) uθθ +
1
4
u =
R
4
u−3,
we have
(u · uθθ)θ + 1
4
(u2)θ =
1
4
Rθu
−2 − 1
2
Ru−3 · uθ.
Using (3.18) one more time, we have
(u · uθθ)θ + 1
4
(u2)θ + 2uθ · uθθ + 1
2
u · uθ = 1
4
Rθu
−2.
Thus we have a pointwise Kazdan-Warner type identity:
(u2)θθθ + (u
2)θ =
Rθ
2
u−2.
Hence for i = 1, 2,
∫ 2π
0
Rθ
2
u−2φidθ = (µ
3
i − µi)
∫ 2π
0
u−2φidθ = 0,
and
Ri =
∫ 2π
0
(R −R) · φidθ = − 1
µi
∫ 2π
0
(R −R) ·∆0φidθ =
∫ 2π
0
Rθ · (φi)θdθ
=
∫ 2π
0
Rθ · (φi)θu−2dθ +
∫ 2π
0
Rθ · (φi)θ(1− u−2)dθ
= 0 +
∫ 2π
0
Rθ · (φi)θ(1− u−2)dθ = ot(1)
∫ 2π
0
|∇0(R −R)|dθ
= ot(1)
(∫ 2π
0
|∇0(R −R)|2dθ
)1/2
.
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It follows from (3.17) that
∂t
∫ 2π
0
|R −R|2dσ = (−2 + o(1))
∫ 2π
0
|∇0(R−R)|2dθ
+ 2
∞∑
i=3
(Ri)2 + 2((R1)2 + (R2)2)
= (−2 + o(1))
∫ 2π
0
|∇0(R−R)|2dθ + 2
∞∑
i=3
(Ri)2
= (−2 + o(1))
∞∑
i=1
µi(R
i)2 + 2
∞∑
i=3
(Ri)2
≤ (−2 + o(1))
∞∑
i=1
(Ri)2.
Therefore, we have, for t sufficiently large,
∂t
∫ 2π
0
|R−R|2dσ ≤ −a
∫ 2π
0
|R−R|2dσ
for some positive constant a. This implies
(3.19)
∫ 2π
0
|R−R|2dσ ≤ Ce−at
for some positive constant C.
For any T > 0 and δ ∈ [0, 1], integrating (3.16) from T to T + δ and using (3.19)
we have ∫ T+δ
T
(∫ 2π
0
|∇(R −R)|2dσ
)
dt ≤ Ce−aT ,
which implies∫ T+δ
T
||R−R||L∞dt ≤
√
2π
∫ T+δ
T
(∫ 2π
0
|∇(R −R)|2dσ
) 1
2
dt
≤2π
(∫ T+δ
T
∫ 2π
0
|∇(R−R)|2dσdt
) 1
2
≤ Ce−aT/2.
Note that along the Yamabe flow (2.7), (lnu)t =
1
4 (R−R). Integrating from T to
T + δ we obtain that
| lnu(θ, T + δ)− lnu(θ, T )| ≤ Ce−aT/2,
for any θ ∈ [0, 2π], T > 0 and δ ∈ [0, 1]. Hence ||u(t) − u∞||L∞ ≤ Ce−at/2. We
hereby complete the proof of Theorem 1.
4. convergence for the affine flow
We shall focus on the proof of the exponential convergence for the affine flow in
this section. It is not clear to us whether one can obtain the L∞ estimate on the
metric via the method of moving plane. Instead, we first obtain the L∞ estimate on
the curvature via the integral estimates, then derive the exponential convergence
for the curvature along the same line as in [6]. The exponential convergence of the
metric follows immediately.
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Along the affine flow (2.8), u satisfies
(4.1) ut =
1
4
(κ− κ)u, on S1 × [0,∞),
and κg satisfies
(4.2) κt =
1
4
∆κ+ κ(κ− κ),
where and throughout this section, we use κ to replace κg and ∆ to replace ∆g. As
in the Yamabe flow case, we define: for p ≥ 2,
(4.3) Fp(t) =
∫ 2π
0
|κ− κ|pdσ.
Then Fp(t) satisfies
∂tFp =− p− 1
p
∫ 2π
0
(|κ− κ|p/2)2σdσ + (p−
1
2
)
∫ 2π
0
|κ− κ|p(κ− κ)dσ
(4.4)
+ pκ
∫ 2π
0
|κ− κ|pdσ − p
4π
∫ 2π
0
|κ− κ|p−2(κ− κ)dσ ·
∫ 2π
0
|κ− κ|2dσ
≤ C1(p)(Fp+1 + Fp + F1+
1
p
p )− p− 1
p
∫ 2π
0
|∇(|κ− κ|p/2)|2dσ.
Similar arguments to that in previous section imply that
Lemma 6. For any p ≥ 2,
Fp(t)→ 0 as t→ +∞ and
∫ ∞
0
Fp(t)dt <∞.
Next, we shall obtain L∞ convergence of κ. The argument is different to that
in previous section, since we do not know that u(θ, t) is uniformly bounded below
and above by positive constants.
Lemma 7.
||κ− κ||L∞ → 0 as t→∞.
Proof. Direct computation yields
∂t
∫ 2π
0
(κσ)
2dσ =− 1
2
∫ 2π
0
(κσσ)
2dσ +
1
2
∫ 2π
0
(κσ)
2(9κ− 5κ)dσ(4.5)
≤1
2
∫ 2π
0
(κσ)
2(9κ− 5κ)dσ.
Set p = 2 and p = 3 in (4.4), we obtain that∫ ∞
0
∫ 2π
0
κ2σdσdt <∞ and
∫ ∞
0
∫ 2π
0
|κ− κ|κ2σdσdt <∞.
Therefore, for any ǫ > 0, there exists tǫ > 0, such that∫ 2π
0
κ2σ(σ, tǫ)dσ < ǫ and
∫ ∞
tǫ
∫ 2π
0
(κσ)
2(9κ− 5κ)dσdt < ǫ.
Then for any t > tǫ, integrating (4.5) from tǫ to t we obtain that∫ 2π
0
κ2σ(σ, t)dσ <
∫ 2π
0
κ2σ(σ, tǫ)dσ + ǫ < 2ǫ.
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Hence
lim
t→∞
∫ 2π
0
(κσ)
2dσ = 0 and
∫ ∞
0
∫ 2π
0
κ2σσdσdt <∞.
For any t > 0, choose σ0 s.t. κ(σ0) = κ. Then we have
(4.6) |κ(σ) − κ| =
∣∣∣∣
∫ σ
σ0
(κ− κ)σdσ
∣∣∣∣ ≤
∫ 2π
0
|κσ|dσ ≤
(
2π
∫ 2π
0
(κσ)
2dσ
)1/2
→ 0.

Because of the correspondence between positive functions u satisfying the or-
thogonal condition (1.3) and convex simple closed curves Cu ⊂ R2, we may define
the Euclidean perimeter ℓ(g) of (S1, g), and the Euclidean area A(g) of (S1, g), to
be the Euclidean perimeter of Cu and the Euclidean area of Cu, respectively.
Proposition 5. Along the flow (2.8), the area A(g(t)) is a decreasing function.
To find the evolution equation for A(g(t)), the Euclidean area of g(t), we consider
the support function h(θ, t) of the corresponding curves x(θ, t).
In general, the support function h : S1 → R, of a compact convex set C ⊂ R2
is defined by
h(θ) = max
x∈C
{(cos θ, sin θ) · x},
where “ ·” is the usual dot product in R2. The support function of a convex simple
closed curve is defined to be the support function of the set enclosed by the curve.
And we define the support function of u to be the support function of corresponding
curve Cu. Thus the support function of Cu is given by
h(θ, t) = sin θ
∫ θ
0
u−3(φ, t) cosφdφ − cos θ
∫ θ
0
u−3(φ, t) sin φdφ,
and satisfies the following evolution equation:
∂th(θ, t) =
3
4
(κh(θ, t)− u(θ, t) + u(0, t) cos θ + uθ(0, t) sin θ).
Lemma 8. A(g(t)) satisfies the following evolution equation:
(4.7) ∂tA(g(t)) =
3
2
κ(t)A(g(t)) − 3
2
π.
Proof. Note that the Euclidean curvature of Cu(θ, t) is u
3(θ, t). We have
A(g(t)) =
1
2
∫ 2π
0
h(θ, t)u−3(θ, t)dθ.
It follows that
∂tA(g(t)) =
1
2
∫ 2π
0
3
4
(κh− u)u−3dθ + 1
2
∫ 2π
0
(−3
4
)hu−3(κ− κ)dθ
=
3
4
κ(t)
∫ 2π
0
hu−3dθ − 3
8
∫ 2π
0
u−2dθ − 3
8
∫ 2π
0
h(uθθ + u)dθ
=
3
2
κ(t)A(g(t)) − 3
4
π − 3
8
∫ 2π
0
u(hθθ + h)dθ
=
3
2
κ(t)A(g(t)) − 3
2
π,
where we used that
∫ 2π
0 u
−2dθ = 2π and hθθ + h = u
−3. 
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Note that κ is a strictly increasing function of t. If at some t0, κ(t0)A(g(t0)) ≥ π,
(4.7) immediately implies that A(g(t)) increases for t ≥ t0 and A(g(t)) → ∞ as
t→∞. On the other hand, it is known (see, e.g. [13] Theorem I, page 48)
π(minκ)−3/2 ≤ A(g(t)) ≤ π(maxκ)−3/2,
thus A(g(t)) is bounded as t→∞. Contradiction. Therefore
∂tA(g(t)) =
3
2
κ(t)A(g(t)) − 3
2
π < 0, for all t ≥ 0.
This completes the proof of Proposition 5.
For any t ≥ 0, as in Section 3 of [3], we may apply optimal special linear trans-
formations to Cu(t) so that its arc length is minimized. We denote the resultant
modified curve solution by C˜u(t) and the corresponding modified solution by g˜(t).
Proposition 6. The modified solution g˜(t)→ gs in L∞(S1) as t→∞.
For a positive function u(θ) defined on S1, λ > 0 and α ∈ [0, 2π], we consider
transformations (Tλ,αu)(θ) := u(σλ,α(θ))ψλ,α(θ), where
ψλ,α(θ) =
√
λ cos2(θ − α) + λ−1 sin2(θ − α),
and
σλ,α(θ) = α+
∫ θ
0
ψ−2λ,αdθ = α+


arctan(λ−1 tan(θ − α)), θ − α ∈ [0, π2 ]
arctan(λ−1 tan(θ − α)) + π, θ − α ∈ (π2 , 3π2 ]
arctan(λ−1 tan(θ − α)) + 2π, θ − α ∈ (3π2 , 2π).
If u satisfies the orthogonal condition (1.3), the corresponding curve Cu(θ) ⊂ R2
is a convex simple closed curve. Then the transformations T˜ on Cu corresponding
to T are special linear transformations. To modify the curve Cu so that its length
is minimized, is equivalent to find λ, α so that ℓ(Tλu,αuu) is minimized. Since as
λ → 0 or λ → ∞, ℓ(Tλ,αu) → ∞, we can always find a pair (λu, αu) so that
ℓ(Tλu,αuu) is minimized. For such a pair, we have
Lemma 9.
(4.8)
∫ 2π
0
cos 2θ
(Tλu,αuu)
3
dθ =
∫ 2π
0
sin 2θ
(Tλu,αuu)
3
dθ = 0.
Proof.
ℓ(Tλ,αu) =
∫ 2π
0
(Tλ,αu)
−3dθ =
∫ 2π
0
1
u3(σλ,α)(θ)ψ3λ,α(θ)
dθ
=
∫ 2π
0
√
λ sin2(φ − α) + λ−1 cos2(φ− α)
u3(φ)
dφ.
At (λu, αu), we have
∂
∂λ
ℓ(Tλ,αu) = 0 and
∂
∂α
ℓ(Tλ,αu) = 0,
which, by direct computation, imply (4.8). 
Write v = Tλu,αuu. Then the modified curve C˜u = Cv.
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Lemma 10. ∫ 2π
0
v−3(θ)dθ ≤ 2
√
6πA(v),
where A(v) is the area of the region enclosed by Cv.
Proof. Suppose the Fourier expansion of the support function hv of v is hv(θ) =
a0 +
∑∞
n=1 an cosn(θ − θn). Then (4.8) implies that a2 = 0, thus
v−3 = hv + (hv)θθ = a0 +
∞∑
n=3
an(1− n2) cosn(θ − θn).
By integrating nonnegative function v−3(θ)(1± cosn(θ− θn)) on [0, 2π], we obtain
that 2πa0 ± πan(1 − n2) ≥ 0. It follows that |an| ≤ 2a0/(n2 − 1) for all n ≥ 3.
A(v) =
1
2
∫ 2π
0
hv(θ)v
−3(θ)dθ = πa20 +
π
2
∞∑
n=3
(1 − n2)a2n
≥πa20
(
1− 1
2
∞∑
n=3
4
n2 − 1
)
=
1
6
πa20.
Therefore a0 ≤
√
6A(v)/π and∫ 2π
0
v−3dθ =
∫ 2π
0
(hv + (hv)θθ)dθ = 2πa0 ≤ 2
√
6πA(v).

Suppose that g(t) = u−4(θ, t)gs is a solution to the affine flow equation (1.4)
and Cu(t) is the corresponding curve solution. For each t > 0, write v(t) =
Tλu(t),αu(t)u(t). Then the modified curve solution C˜u(t) = Cv(t) and g˜ = v
−4gs.
Since special linear transformations does not chang the area, we have A(g(t)) =
A(g˜(t)). Denote the 1-scalar curvature of g˜ by κ˜. We have
(4.9) κ˜(θ, t) = v(θ, t)3(vθθ(θ, t) + v(θ, t)) = κ(σλu(t),αu(t)(θ), t).
The following lemma immediately implies Proposition 6.
Lemma 11.
lim
t→∞
v(θ, t) = 1.
Proof. It follows from Lemma 8 and Lemma 10 that∫ 2π
0
v−3(θ, t)dθ ≤ 2
√
6πA(g(t)) ≤ 2
√
6πA(g(0)).
It also follows from the fact that κ is bounded, thusA(t) is bounded, which yields the
boundedness for
∫ 2π
0 v
−3(θ, t)dθ. Since κ(t) is increasing and bounded above by 1,
we may assume that limt→∞ κ(t) = κ∞. It follows from (4.9) that limt→∞ κ˜(θ, t) =
κ∞. Therefore ∫ 2π
0
v−3(θ, t)κ˜(θ, t)(θ, t)dθ =
∫ 2π
0
v(θ, t)dθ
is bounded by some constant c = c(g(0)). Furthermore, for any α, β∫ β
α
v−3(θ, t)κ˜(θ, t)(θ, t)dθ =
∫ β
α
v(θ, t)dθ + vθ(β, t) − vθ(α, t).
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By choosing α being the critical point of v(θ, t) for any fixed t, we know from
the above that vθ(θ, t) is bounded by some constant c(g(0)). Therefore v(θ, t) is
uniformly bounded in H1(S1) for all t ≥ 0. Hence there exist a sequence tn →∞,
such that v(θ, tn) ⇀ v∞(θ) in H
1(S1). From Sobolev embedding theorem we have
v(θ, tn) → v∞(θ) in C0,α for any α ∈ (0, 12 ). Since
∫ 2π
0 v
−3(θ, t)dθ is bounded,
we obtain that v∞(θ) > 0 and v∞ satisfies v
3
∞((v∞)θθ + v∞) = κ∞. Note that∫ 2π
0
v−2(θ, t)dθ =
∫ 2π
0
u−2(θ, t)dθ = 1, it follows from Theorem 2 in [9] (Theorem B
in the appendix) that κ∞ = 1. Due to the orthogonal condition (4.8) we know that
v∞ = 1. Using the same argument we can prove that any convergent subsequence
of v(θ, t) converges to 1. Since Hence v(θ, t) is uniformly bounded in H1(S1), we
have limt→∞ v(θ, t) = 1. 
Now we are ready to prove the exponential convergence. For any given t, define
variable γ as the inverse of θ under map σλu(t) ,αu(t) , that is σλu(t),αu(t)(γ) = θ. Then
we have
dσ = u(θ)−2dθ = v(γ)−2dγ.
Since the curvature of metric dγ ⊗ dγ is 1, we know
κ(θ(γ)) = v(γ)3(v′′(γ) + v(γ)).
Suppose that
κ = κ+
∞∑
n=1
(an cos(nσ) + bn sin(nσ)) = c˜+
∞∑
n=1
(a˜n cos(nγ) + b˜n sin(nγ)).
Since v(t)→ 1 as t→∞(Lemma 11), we obtain that
(4.10) an = a˜n + o(1)F
1
2
2 , bn = b˜n + o(1)F
1
2
2 , n = 0, 1, 2, 3, · · · ,
where a0 = κ and a˜0 = c˜. And
a˜1 =
1
π
∫ 2π
0
κ cos γdγ =
1
π
∫ 2π
0
v3(γ)(v′′(γ) + v(γ)) cos γdγ
=
1
π
∫ 2π
0
(v3(γ)− 1)(v′′(γ) + v(γ)) cos γdγ
=
1
π
∫ 2π
0
(1− v−3(γ))κ cos γdγ
=
1
π
∫ 2π
0
(1− v−3(γ))(κ− κ) cos γdγ = o(1)F 122 ,
where we use the orthogonality of v. Similarly b˜1 = o(1)F
1
2
2 .
To estimate a˜2 and b˜2, we note that κ = v
3(γ)(v′′(γ) + v(γ)) implies 2κγv
−2 =
(v2)γγ + 4(v
2)γ . Hence∫ 2π
0
κγ sin(2γ)v
−2dγ =
∫ 2π
0
κγ cos(2γ)v
−2dγ = 0.
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It follows that
a˜2 =
1
π
∫ 2π
0
κ cos(2γ)dγ = − 1
2π
∫ 2π
0
κγ sin(2γ)dγ
=− 1
2π
∫ 2π
0
κγ sin(2γ)v
−2dγ − 1
2π
∫ 2π
0
κγ sin(2γ)(1− v−2)dγ
=o(1)
(∫ 2π
0
κ2γdγ
) 1
2
= o(1)
(∫ 2π
0
κ2σdσ
) 1
2
.
Similarly b˜2 = o(1)
(∫ 2π
0
κ2σdσ
) 1
2
. It follows from (4.10) that
a1, a2, b1, b2 = o(1)
(∫ 2π
0
κ2σdσ
) 1
2
.
Therefore, from (4.4) we have
∂tF2 =− 1
2
∫ 2π
0
κ2σdσ +
3
2
∫ 2π
0
(κ− κ)3dσ + 2κ
∫ 2π
0
(κ− κ)2dσ
=(−1
2
+ o(1))
∫ 2π
0
κ2σdσ + 2
∫ 2π
0
(κ− κ)2dσ
=(−1
2
+ o(1))
∫ 2π
0
κ2σdσ + 2
2∑
n=1
(a2n + b
2
n) + 2
∞∑
n=3
(a2n + b
2
n)
≤(−1
2
+ o(1))F2.
This implies
(4.11) F2 =
∫ 2π
0
(κ− κ)2dσ ≤ Ce−at,
for some positive constant a and C.
Using the same argument as in the proof of Theorem 1, we obtain that
| lnu(θ, T + δ)− lnu(θ, T )| ≤ Ce−aT/2,
for any θ ∈ [0, 2π], T > 0 and δ ∈ [0, 1]. Hence limt→∞ u(θ, t) = u∞(θ), with
||u(t)− u∞||L∞ ≤ Ce−at/2 and the 1-curvature of g∞ := u−4∞ gs is constant 1. This
completes the proof of Theorem 2.
5. appendix: Sobolev and Blaschke-Santalo´ inequality
For readers’ convenience, we list here the basic theorems on sharp embedding
inequalities used in the paper. The proofs of these theorems can be found in, e.g.
[9].
Theorem A (General Blaschke-Santalo´): For u(θ) ∈ H1(S1) and u > 0, if u
satisfies ∫ 2π
0
cos(θ + γ)
u3(θ)
dθ = 0
for all γ, then ∫ 2π
0
(u2θ − u2)dθ
∫ 2π
0
u−2(θ)dθ ≥ −4π2,
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and the equality holds if and only if
u(θ) = c
√
λ2 cos2(θ − α) + λ−2 sin2(θ − α),
for some λ, c > 0 and α ∈ [0, 2π).
Theorem B: For u(θ) ∈ H1(S1) and u > 0,∫ 2π
0
(u2θ −
1
4
u2)dθ
∫ 2π
0
u−2(θ)dθ ≥ −π2,
and the equality holds if and only if
u(θ) = c
√
λ2 cos2
θ − α
2
+ λ−2 sin2
θ − α
2
for some λ, c > 0 and α ∈ [0, 2π).
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