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ABSTRACT  
  
Speakers  break  their  otherwise  continuous  speech  stream  into  meaningful  
segments,  the  edges  of  which  are  marked  by  audible  cues  such  as  pauses,  rate  
changes  and  pitch  movement.  Prosodic  boundaries,  as  these  segment  edges  and  
the  cues  marking  them  are  known,  play  a  role  critical  to  language  processing  and  
spoken  language  acquisition.    
While  great  progress  has  been  made  in  quantifying  the  complicated  range  
of  acoustic  cues  that  mark  boundaries,  little  is  understood  about  the  cognitive  
processes  by  which  these  cues  guide  linguistic  interpretation.  Further,  while  
prosodic  boundary  measures  typically  treat  critical  cues  from  pitch  and  timing  
independently,  evidence  suggests  that  pitch  and  timing  are  perceptually  
interdependent.  In  fact,  pitch  factors  may  at  times  distort  perceived  duration.    
This  dissertation  presents  3  pairs  of  perception  experiments  investigating  
  ix 
pitch-­‐‑time  interaction,  including  putative  distortion  of  perceived  duration  from  
dynamic  pitch  and  cross-­‐‑silence  pitch  jumps  (i.e.,  the  kappa  effect).  Each  pair  
uses  the  same  set  of  stimuli,  resynthesized  with  crossed  continua  of  pitch  and  
timing  manipulations,  in  two  different  tasks:  one  psychoacoustic  judgment  of  
duration,  and  one  of  linguistic  interpretation.  Results  suggest  that  perceptual  
interaction  of  major  cues  from  timing  (preboundary  lengthening  and  pauses)  and  
pitch  (edge  tones  and  reset)  can  be  analyzed  as  reflecting  gestalt-­‐‑like  grouping  
principles  (proximity,  similarity  and  continuity)  that  have  been  shown  to  play  a  
role  in  perceptual  grouping  in  other  cognitive  domains,  including  vision  and  
non-­‐‑speech  auditory  perception.  In  addition  to  these  potentially  more  cognitive-­‐‑
general  principles,  a  new  role  is  introduced  for  learned  and  potentially  language-­‐‑
specific  patterns  to  prosodic  grouping,  in  particular  intonational  schemas,  i.e.,  
recognizable  cross-­‐‑phrase  pitch  patterns.  Beyond  this,  results  also  support  the  
hypothesis  that  perceived  grouping  is  the  driving  force  behind  several  types  of  
pitch-­‐‑based  auditory  illusions,  including  the  auditory  kappa  effect.    
This  dissertation  offers  insights  into  why  prosodic  boundaries  are  
expressed  with  the  particular  pitch  and  timing  cues  that  are  common  cross-­‐‑
linguistically.  While  much  language  form  is  arbitrary,  the  expression  of  grouping  
by  way  of  acoustic  cues  appears  to  be  much  less  so.  This  research  has  potential  to  
  x 
explain  the  perceptual  foundations  of  boundary  cues,  and  therefore  the  cross-­‐‑
linguistic  similarities  of  prosodic  grouping  cues.    
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1 
CHAPTER  1:  INTRODUCTION  
It  is  commonly  understood  that  speakers  break  the  otherwise  continuous  
stream  of  their  speech  into  smaller,  meaningful  segments  or  groups,  a  
phenomenon  known  generally  as  prosodic  grouping.  The  edges  of  these  smaller  
groups  are  marked  by  audible  cues  such  as  pauses,  rate  changes,  voice  quality  
changes  and  pitch  movement.  Prosodic  boundaries,  as  these  group  edges  and  the  
cues  that  mark  them  are  known,  play  a  role  critical  to  language  processing  
(Cutler  et  al.,  1997;  Frazier  et  al.,  2006)  and  spoken  language  acquisition  (Morgan  
&  Demuth,  1996;  inter  alia).    
While  great  progress  has  been  made  documenting  the  range  of  cues  that  
mark  prosodic  boundaries,  much  is  not  understood  about  listeners’  cognitive  
processes  for  making  sense  of  these  cues  in  linguistic  interpretation.  The  
signaling  of  a  boundary  is  known  to  be  complicated,  including  multiple  cues  
from  timing  and  pitch.  For  example,  past  work  on  the  contributions  of  pitch  and  
timing  cues  in  boundary  perception  in  a  variety  of  languages  has  supported  the  
hypothesis  that  these  cues  are  in  a  trading  relationship  (Cumming,  2010a;  Jeon  &  
Nolan,  2010,  2013;  Beach,  1991  and  Beach  et  al.,  1996).  While  pitch  cues  are  
widely  recognized  as  contributing  to  the  perception  of  boundaries,  acoustic  and  
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quantitative  measures  of  prosodic  boundaries  tend  to  rely  more  heavily  on  
timing  cues.  However,  duration  cues  are  not  always  reliable  in  naturally  
produced  communicative  speech.  For  example,  disfluencies  in  particular  lead  to  
silences  and  prolongations  that  are  not  in  the  service  of  a  boundary  (Shriberg,  
2001).    
Furthermore,  there  has  been  surprisingly  little  attention  given  to  the  ways  
in  which  the  different  acoustic  domains  of  pitch  and  timing  themselves  interact  
in  perception.  Research  on  human  perception  from  a  diverse  range  of  fields  has  
shown  that  perception  of  time  can  be  systematically  affected  by  a  range  of  
contextual  factors  (Brown,  2008),  many  from  the  auditory  domain  (Hirsh  et  al.,  
1990;  Hoopen,  2008),  including,  notably,  pitch.  In  fact,  pitch  factors  have  been  
shown  to  distort  perceived  duration,  in  both  speech  and  non-­‐‑speech  contexts  
(Cumming,  2011;  Yu,  2010;  Henry,  2011;  Shigeno,  1986;  inter  alia).  Research  
shows  that  a  complex  relationship  can  exist  in  the  perception  of  acoustic  cues  in  
the  interpretation  of  linguistic  events  (e.g.,  Kingston  et  al.,  2008),  and  acoustic  
cues  to  prosodic  boundaries  are  likely  to  have  a  similarly  complicated  
relationship  in  linguistic  interpretation.  While  measures  of  duration,  both  of  
segmental  duration  and  the  duration  of  silent  intervals,  have  been  so  central  to  
empirical  studies  of  the  acoustic  cues  to  prosodic  events,  there  has  been  relatively  
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little  focus  on  how  perception  of  duration  in  speech  can  be  affected  by  contextual  
factors  in  the  acoustic  signal.  If  patterns  of  pitch  and  patterns  of  duration  are  
both  known  to  play  key  roles  in  the  perception  of  prosodic  boundaries,  how  
might  their  interaction  in  perception  affect  linguistic  interpretation?  
1.1  Goals  of  the  dissertation    
This  dissertation  seeks  to  identify  ways  in  which  a  set  of  pitch  and  timing  
cues  which  have  been  recognized  as  major  acoustic  cues  to  prosodic  grouping  
interact  in  perception.  Specifically,  how  do  pitch  cues,  such  as  phrase-­‐‑edge  tonal  
movement  and  cross-­‐‑phrase  pitch  reset,  interact  with  the  timing  cues,  such  as  
preboundary  segmental  lengthening  and  between-­‐‑phrase  silent  intervals,  with  
which  they  co-­‐‑occur?  By  what  psychological  processes  does  this  interaction  
occur?  The  dissertation  presents  a  series  of  perception  experiments  that  explore  
the  interaction  in  perception  of  certain  pitch  and  timing  cues,  and  more  
specifically,  their  effects  on  perceived  duration  and  linguistic  interpretation.  
Certain  pitch  manipulations  have  previously  been  shown  to  modulate  perceived  
duration,  some  only  with  non-­‐‑speech  auditory  stimuli  and  others  with  speech  
stimuli  in  very  limited  and  isolated  contexts.  These  effects  are  here  explored  in  
more  depth  with  speech  materials,  and  in  the  novel  context  of  prosodic  
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boundaries.  (The  related  effects  of  timing  on  pitch  perception  will  not  be  
explored  in  this  work.)  Paired  experiments  use  stimuli  with  identical  pitch  and  
timing  manipulations  in  two  types  of  perception  tasks:  1)  psychoacoustic  tasks  
eliciting  responses  on  perceived  duration  and  2)  linguistic  judgment  tasks.    
Pitch  factors  were  expected  to  affect  perceived  duration  in  psychoacoustic  
tasks  using  speech  materials,  as  had  been  previously  demonstrated  with  non-­‐‑
speech  materials:  i.e.,  where  pitch  manipulations  have  been  found  to  lead  to  
increased  perceived  duration  in  psychoacoustic  tasks  with  non-­‐‑speech  stimuli,  
comparable/analogous  manipulations  were  expected  to  increase  perceived  
durations  in  speech  contexts.  These  same  manipulations  were  further  expected  to  
affect  perception  of  prosodic  grouping  in  the  direction  of  changes  to  perceived  
duration  (i.e.,  where  perceived  duration  differs  from  objective  duration  due  to  
pitch  manipulations,  such  differences  were  predicted  to  lead  to  judgments  of  
grouping  that  are  in  line  with  direct  manipulations  of  objective  duration).  Results  
indicate  that  the  pitch  manipulations  which  can  modulate  perceived  duration  
surpass  these  effects  on  perceived  grouping,  suggesting  that  effects  of  pitch  have  
a  role  in  grouping  beyond  what  would  be  expected  for  such  effects  to  be  due  to  
their  effects  on  perceived  duration  alone.    
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The  mechanisms  for  these  effects  are  explored  with  respect  to  cognitive  
grouping  principles  that  have  been  widely  discussed  in  the  literature  on  
perceptual  grouping  in  a  wide  range  of  perceptual  modalities,  including  music  
grouping  (Lerdahl  &  Jackendoff,  1983),  auditory  scene  analysis  (Bregman,  
1990/1994),  and  vision  perception  (Wagemans  et  al.,  2012).  In  particular,  the  role  
of  pitch  relations,  as  well  their  interaction  with  timing,  are  analyzed  as  potential  
reflections  of  gestalt-­‐‑like  grouping  principles,  such  as  pitch  continuity,  cross-­‐‑
silence  pitch  proximity,  and  pitch  contour  similarity.  In  addition,  
intonational/tonal  schemas  (i.e.,  recognizable  pitch  patterns)  are  also  
investigated.  The  results  of  the  experiments  discussed  in  this  dissertation  will  
also  be  evaluated  with  respect  to  models  of  cue  weighting  and  cue  trading  (as  
has  been  suggested  by  Beach,  1991).    
The  broader  goals  of  this  research  are  to  work  towards  the  development  of  
operational  and  quantitative  measures  of  boundary  strength  that  incorporate  
pitch  and  timing  cues  together.  Such  quantifications  of  pitch  and  timing  cue  
interaction  have  great  potential  to  influence  the  design  and  implementation  of  
speech  synthesis  of  longer  and  more  complex  linguistic  structures.  
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1.2  Research  Questions  
The  overarching  questions  of  this  dissertation  include:  1)  How  do  pitch  and  
timing  interact  in  the  perceived  timing  of  speech  materials,  and  how  do  these  
interactions  affect  linguistic  interpretation  and  perceived  prosodic  grouping?  2)  
How  might  we  model/characterize  this  interaction  in  terms  of  the  cognitive  
processes  of  cue  integration  and  cue  trading?  3)  What  other  cognitive  
mechanisms  are  at  play  in  the  interpretation  of  boundary  cues?  4)  Do  pitch  cues  
serve  to  primarily  enhance  the  effects  of  timing  cues,  or  do  they  function  
independently?  
In  the  service  of  examining  the  potential  for  pitch-­‐‑timing  interaction  in  
prosodic  boundary  perception,  this  dissertation  seeks  to  investigate  several  
psychoacoustic  phenomena  relating  to  pitch  and  timing  that  have  been  observed  
in  a  variety  of  contexts  (both  speech  and  non-­‐‑speech),  and  to  determine  what  role  
such  effects  have  on  the  perception  of  duration  in  speech  materials  and  the  
perception  of  prosodic  grouping  in  the  context  of  prosodic  phrase  boundaries.  In  
particular,  the  following  three  sets  of  questions  will  be  investigated:  
1a.  Does  the  auditory  kappa  effect  (Cohen  et  al.,  1953,  1954;  Shigeno,  1986,  
1993),  by  which  pitch  changes  across  silent  intervals  distort  the  perceived  
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duration  of  those  silent  intervals,  obtain  in  speech  as  it  does  in  non-­‐‑speech  
psychoacoustic  tasks?  
1b.  Do  these  reset-­‐‑like  pitch  changes  across  silent  intervals  affect  
perception  of  prosodic  grouping?  Do  such  manipulations  serve  to  
strengthen  timing  effects,  or  do  they  have  a  role  in  prosodic  grouping  
independent  of  timing?  
2a.  Can  the  effects  of  dynamic  pitch  on  perceived  duration  that  have  been  
recognized  in  the  literature  (Henry,  2011;  Cumming,  2011;  Yu,  2010)  be  
replicated  with  dynamic  f0  realized  over  a  word  in  a  boundary-­‐‑tone-­‐‑like  
context?  How  does  this  effect  interact  with  changes  in  pitch  scaling?  
2b.  How  do  dynamic  pitch  manipulations  interact  with  scaling  and  timing  
manipulations  in  the  perception  of  prosodic  grouping?  
3a.  Do  intonational  schemas,  i.e.,  tonal  patterns  that  reflect  cues  that  are  
not  reducible  to  continuity  and  proximity,  play  a  role  in  prosodic  
grouping?    
3b.  If  so,  do  such  patterns  affect  perceived  duration  in  ways  comparable  to  
the  kappa  effect?  What  might  this  suggest  about  grouping  and  timing  
perception?  
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This  work  makes  a  unique  contribution  in  that  it  builds  on  insights  from  both  
linguistic  and  non-­‐‑speech  psychoacoustic  research  to  strengthen  our  
understanding  of  how  listeners  perceive  prosodic  boundaries.  
1.3  Structure  of  the  dissertation  
Chapter  1  (this  chapter)  presents  an  introduction  to  the  questions  under  
discussion,  and  an  overview  of  the  dissertation  structure.  Chapter  2  provides  an  
extensive  literature  overview  of  the  study  of  prosodic  boundaries  and  grouping  
from  a  variety  of  academic  disciplines,  with  a  particular  focus  on  the  role  of  
timing  and  pitch  cues  to  grouping  perception.  Chapters  3,  4,  and  5  will  discuss  a  
series  of  perception  experiments  involving  pitch  and  timing  manipulations.  Each  
of  these  chapters  will  discuss  a  pair  of  experiments  using  the  same  set  of  acoustic  
manipulations,  one  based  on  a  psychoacoustic  task  of  duration  perception,  and  
the  other  based  on  linguistic  judgments  of  prosodic  grouping.  This  structure  is  
designed  to  facilitate  direct  comparison  of  the  effects  of  the  target  acoustic  
manipulations  in  non-­‐‑linguistic  and  linguistic  tasks.  Chapter  6  will  summarize  
and  discuss  the  results  of  the  experiments  of  the  preceding  3  chapters,  as  well  as  
explore  their  implications  for  boundary  strength  measures  and  future  directions  
of  research.  
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CHAPTER  2:  BACKGROUND  
Prosodic  grouping  plays  an  important  role  in  language  processing,  as  it  not  
only  divides  the  stream  of  speech  into  smaller  and  typically  meaningful  units,  
but  also  gives  cues  as  to  how  those  meanings  relate  to  one  another.  (See  Cutler  et  
al.,  1997,  for  an  overview.)  It  has  been  identified  as  playing  an  important  role  in  
language  processing  for  adults  (Frazier  et  al.,  2006),  as  well  as  in  language  
acquisition  (Morgan  &  Demuth,  1996;  inter  alia).  Prosodic  grouping  can  reflect  
the  intentions  of  the  speaker,  and  guide  the  interpretations  of  the  listener  (de  
Pijper  &  Sanderman,  1994;  Carlson  et  al.,  2009;  inter  alia).  The  structure  of  
prosodic  grouping  is  realized  via  acoustic  cues,  including  critical  cues  from  the  
domains  of  pitch  and  timing.  
This  chapter  will  discuss  the  literature  on  prosodic  grouping  from  several  
viewpoints.  Following  an  overview  of  the  linguistic  investigations  of  prosodic  
structure  and  its  interface  with  other  aspects  of  linguistic  structure,  the  focus  of  
this  background  chapter  will  be  on  the  nature  of  the  phonetic  cues  to  grouping,  
with  particular  emphasis  on  the  role  of  pitch  and  timing  cues.  There  will  also  be  
sections  on  grouping  as  a  cognitive  mechanism  beyond  prosodic  grouping,  with  
pointers  to  the  similarities  among  lines  of  grouping  research  across  fields.  
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Finally,  a  brief  introduction  to  the  interdependence  of  pitch  and  timing  in  
perception  will  lead  into  the  chapters  that  discuss  these  perceptual  interrelations  
in  more  depth,  and  their  potential  for  affecting  prosodic  grouping  perception.  
2.1  Prosody  
Prosody  refers  most  generally  the  set  of  features  of  spoken  language  that  are  
considered  to  be  suprasegmental,  i.e.,  aspects  of  the  sound  system  at  a  level  
above  the  segments.  These  features  include  those  relating  to  timing,  intensity  and  
voice  quality  and  pitch1,  The  term  prosody  can  refer  both  to  the  abstract  
organization  of  spoken  language  (i.e.,  Selkirk,  1984,  see  Section  2.1.1),  as  well  as  
to  the  phonetic  reflection  of  that  structure.    
Prosody  signals  important  linguistic  information,  as  well  as  information  
more  frequently  considered  to  be  paralinguistic,  such  as  details  about  the  
speaker’s  age,  gender,  attitude  and  emotion.  The  reflection  of  prominence  and  
grouping  are  considered  to  be  two  of  the  primary  linguistic  functions  of  prosodic  
variation.  In  phonetic  terms,  prominence  refers  to  the  acoustic  marking  of  certain  
elements  (i.e.,  words  or  syllables)  as  more  salient  than  others,  and  grouping  refers  
to  the  division  and  organization  of  the  speech  stream  into  distinguishable  units.  
                                                
1  The  term  pitch  will  be  used  primarily  to  stand  in  for  the  perceptual  properties  of  the  
fundamental  frequency,  or  f0,  of  the  signal.  While  the  terms  are  often  used  
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Both  prominence  and  grouping  have  important  roles  in  linguistic  interpretation,  
reflecting  both  syntactic  and  discourse  structure.  The  following  sections  will  
focus  on  prosodic  grouping.  
2.1.1  Prosodic  structure  
Phrase-­‐‑sized  prosodic  units  have  been  recognized  by  prosody  researchers  
for  many  decades,  as  discussed  in  Ladd  (1986).  Such  prosodic  phrases  are  most  
commonly  are  thought  to  correspond  to  a  sentence,  or  a  clause,  though  they  can  
be  smaller  (even  a  single  word),  as  well.  The  edges  of  prosodic  phrases  are  
known  as  prosodic  boundaries  (in  this  dissertation,  boundaries),  and  are  marked  in  
the  speech  signal  by  means  phonetic  cues  including  duration  changes  to  the  
segments,  pauses  and  pitch  changes,  which  will  be  discussed  in  more  detail  in  
Section  2.2.    
The  boundaries  between  phrases  demarcated  via  prosodic  grouping  in  
spoken  language  are  often  analogously  marked  in  written  versions  of  language  
by  way  of  punctuation  (e.g.,  Cohen  et  al.,  2001),  as  when  a  period  occurs  at  the  
end  of  a  sentence,  or  a  comma  separates  two  clauses.  The  example  in  1  shows  a  
pair  of  sentences  with  standard  punctuation  (in  this  case,  sentence-­‐‑final  periods)  
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in  1a,  and  vertical  bars  to  indicate  the  expected  corresponding  location  of  a  
prosodic  phrase  boundaries  in  1b.  
1.     a.  Phoebe  thought  it  was  time  to  get  a  dog.  Theo  agreed.  
     b.  Phoebe  thought  it  was  time  to  get  a  dog  |  Theo  agreed  |  
  
There  is  variation  in  the  size  of  prosodic  phrases,  not  only  in  the  length  in  
terms  of  number  of  words  or  syllables,  but  also  in  what  is  known  as  boundary  
strength.  That  is  to  say,  some  prosodic  phrase  boundaries  are  perceived  as  
stronger  than  others,  and  such  stronger  boundaries  are  believed  to  reflect  a  
greater  disjuncture  between  neighboring  phrases.  For  example,  in  a  multi-­‐‑clause  
sequence,  some  clauses  or  phrases  will  form  part  of  the  same  sentence.  In  written  
language,  such  differences  are  often  reflected  in  the  punctuation  choice  between  
comma  and  period.  The  example  in  2a  shows  a  pair  sentences  written  with  
sentence-­‐‑final  periods,  and  sentence-­‐‑internal  commas.  2b  shows  a  hypothetical  
version  in  spoken  language  with  stronger  phrase  boundaries  marked  with  two  
vertical  bars,  and  weaker  phrase  boundaries  marked  with  a  single  vertical  bar.  
2.     a.  Phoebe  thought  it  was  time  to  get  a  dog,  and  Theo  agreed.    
     However,  their  parents  were  not  quite  ready.  
  b.  Phoebe  thought  it  was  time  to  get  a  dog  |  and  Theo  agreed  ||  
However  |  their  parents  were  not  quite  ready  ||  
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This  variation  in  boundary  strength  is  widely  accepted  to  reflect  
hierarchical  prosodic  structure,  with  larger  stretches  of  spoken  language  
structured  into  smaller  units  accordingly  (e.g.,  Selkirk,  1984;  Nespor  &  Vogel,  
1986).  The  precise  nature  of  the  structures  involved,  however,  is  still  under  
debate  and  development,  and  questions  as  to  both  the  number  of  levels  in  the  
hierarchy,  and  the  extent  to  which  such  levels  are  universal  vs.  language  
dependent  are  still  being  explored  in  the  literature.2  
In  spite  of  this  ongoing  debate,  there  has  been  fairly  wide  agreement  that  
spoken  utterances,  considered  by  most  to  be  the  highest  level  of  the  prosodic  
hierarchy,  are  broken  into  prosodically  demarcated  phrasal-­‐‑sized  units,  which  in  
turn  are  analyzed  as  being  composed  of  smaller  prosodic  constituents,  including  
prosodic  words,  feet,  syllables  and  down  to  moras.  Figure  2.1  shows  the  
structure  of  the  prosodic  hierarchy  as  described  in  Selkirk,  1986.  
Utterance  
Intonation  phrase  
Phonological  Phrase    
Prosodic  Word  
Foot  
Syllable  
Mora  
Figure  2.1  The  prosodic  hierarchy  as  described  in  Selkirk  (1986).  
                                                
2 There  is  also  more  minor  disagreement  about  the  labels  for  some  of  the  levels,  which  
sometimes  leads  to  confusion  in  discussion,  see  Shattuck-­‐‑Hufnagel  and  Turk,  1996  for  an  
overview.  
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In  ToBI  (for  Tones  and  Break  Indices,  Beckman  &  Elam,  1993/1997;  
Beckman  et  al.,  2005),  a  prosodic  annotation  system  that  reflects  the  theory  of  the  
Autosegmental-­‐‑Metrical  tradition  (Pierrehumbert,  1980),  the  level  below  the  
Utterance  is  called  the  Full  Intonational  Phrase,  (abbreviated  IP,  corresponding  to  
“Intonation  Phrase”  in  Selkirk’s  hierarchy),  and  the  level  below  the  IP  is  the  
Intermediate  Phrase  (abbreviated  ip,  and  corresponding  to  the  Phonological  
Phrase).  Considering  the  hierarchy  from  the  bottom  up,  and  at  the  word  level  
and  above,  the  grouping  function  of  prosody  is  more  apparent:  one  or  more  
words  group  into  Intermediate  Phrases,  one  or  more  of  which  group  into  Full  
Intonational  Phrases.  An  utterance  can  then  consist  of  one  or  more  Full  
Intonational  Phrases.  Figure  2.2  shows  a  diagram  of  a  possible  structuring  of  the  
hypothetical  utterance  from  example  2.  
  
Figure   2.2   A   diagram   showing   the   hierarchical   structure   of   a  
hypothetical  utterance.  This  sample  utterance  consists  of  two  sentences,  
which  corresponds  here  to  2  IPs,  each  of  which  consists  of  2  ips.    
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In  ToBI  and  AM  theory,  an  IP  minimally  contains  one  pitch  accent  (a  
prosodically  marked  prominence),  and  ends  with  a  phrase  accent  and  finally  a  
boundary  tone  (phrase-­‐‑final  tonal  markers),  and  the  ip  minimally  contains  a  pitch  
accent  and  a  phrase  accent.  Both  of  these  levels  are  marked  by  preboundary  
lengthening,  with  IPs  showing  more  lengthening  than  ips  (Wightman  et  al.,  
1992).  Section  2.2  will  elaborate  more  on  these  cues.    
Other  traditions  have  analyzed  the  structure  of  such  phrases  differently,  
ascribing  tonal  movements  or  changes  to  different  phonological  categories.  (cf.  
Nuclear  pitch  accents  and  tone  groups  in  the  British  traditions,  see  Lecumberri,  1997  
for  an  overview.)  However,  what  these  analyses  have  in  common  is  that  the  
edges  and  prominences  together  form  the  structure  of  these  phrase-­‐‑sized  
prosodically-­‐‑demarcated  groups.  
2.1.2  Prosodic  grouping  and  interfaces  with  linguistic  structure  
Much  of  the  linguistic  research  into  the  realization  of  prosodic  grouping  has  been  
driven  by  the  search  for  evidence  in  the  speech  signal  of  underlying  linguistic  
structure  in  the  two  largely  separate  linguistic  subfields  of  syntax  and  discourse.    
It  has  been  widely  accepted  that  hierarchical  structure  is  evident  in  both  the  
syntax  (e.g.,  Chomsky,  1965)  and  discourse  structure  (e.g.,  Grosz  &  Sidner,  1986)  
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of  languages.  It  has  further  been  widely  acknowledged  that  prosody  gives  cues  
to  this  structure  in  spoken  language  (e.g.,  Chomsky  &  Halle,  1968;  Grosz  &  
Hirschberg,  1992),  though  there  remains  considerable  disagreement  over  the  
directness  of  these  relationships  (see,  for  example,  Shattuck-­‐‑Hufnagel  &  Turk,  
1996  for  a  discussion).  
2.1.2.1  Prosodic  grouping  and  syntax-­‐‑prosody  interface  
Investigations  of  the  syntax-­‐‑prosody  interface  have  tended  to  focus  on  
phrasing,  the  division  of  the  speech  stream  into  perceptually  distinguishable  
chunks,  i.e.,  phrases.  The  study  of  phrasing  predominantly  features  the  
exploration  of  the  factors  which  drive  the  location  and  strength  of  prosodic  
phrase  boundaries,  in  particular  those  factors  relating  to  syntactic  structure.  The  
location  of  these  phrase  boundaries,  while  not  always  isomorphic  with  the  edges  
of  syntactic  constituents,  nevertheless  is  strongly  influenced  by  the  syntactic  
composition  of  the  utterance  (Selkirk,  1984;  Truckenbrodt,  2007;  inter  alia).3  
                                                
3 However,  the  prosodic  realization  of  a  sentence,  including  its  phrasing,  is  also  subject  
to  a  variety  of  other  linguistic  and  non-­‐‑linguistic  factors  beyond  its  syntactic:  speech  
rate,  the  length  of  the  sentence  in  words  or  syllables,  the  relative  length  of  particular  
constituents,  pragmatics  and  information  structure,  as  well  as  performance  or  stylistic  
factors.  While  factors  such  as  the  length  of  an  utterance  and  its  constituents  play  a  role  in  
determining  the  number  of  phrases  into  which  a  sentence  is  likely  to  be  broken  (Watson  
&  Gibson,  2004;  Watson  and  Gibson,  2005),  the  location  of  the  boundaries  typically  
reflects  the  semantic  relations  of  the  sentence.  (Frazier  et  al.,  2004;  Breen  et  al.,  2011).  
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That  prosodic  grouping  gives  cues  to  interpretation  is  especially  apparent  
in  cases  of  structural  ambiguity  (i.e.,  when  more  than  one  syntactic  structure  is  
possible  for  the  identical  string  of  words).  In  such  cases,  differing  placement  of  
prosodic  boundaries  can  correspond  to  different  syntactic  interpretations  (Price  
et  al.,  1991;  Allbritton  et  al.,  1996;  Snedeker  &  Trueswell,  2003;  inter  alia).  While  it  
has  been  suggested  that  speakers  do  not  always  reliably  produce  prosodic  cues  
to  disambiguation,  a  range  of  studies  have  shown  that  listeners  are  able  to  use  
such  cues,  when  present,  in  their  interpretation  (Allbritton  et  al.,  1996;  Snedeker  
&  Trueswell,  2003).  
The  example  in  4,  below,  is  a  sentence  with  an  ambiguous  structure  based  
on  the  combination  of  the  coordinating  conjunctions  and  and  or.  In  4.a.,  the  color  
words  blue  and  green  are  grouped,  meaning  that  the  paint  of  the  room  will  be  
either  a  combination  of  blue  and  green,  or  purple  alone.  In  4.b.,  by  contrast,  the  
room  color  will  definitely  involve  blue  paint,  as  well  as  either  green  or  purple.  
These  two  interpretations  are  indicated  in  the  text  by  punctuation  in  example  4,  
with  the  grouped  words  together  in  parentheses.    
  
   4.     a.  Phoebe  will  paint  her  room  (blue  and  green)  or  purple.  
            b.  Phoebe  will  paint  her  room  blue  and  (green  or  purple).  
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Figure  2.3,  below,  shows  a  diagram  of  the  bracketing  of  the  example  in  4,  
reflecting  the  grouping  of  4.a  at  left,  and  4.b  at  right.  
  
Figure   2.3   Schematic   diagrams   of   the   structure   of   the   two  
interpretations   of   the   phrase  blue   and   green   or   purple.  At   left,   the  
structure  of  a.  shows  a  tighter  grouping  of  blue  and  green,  and  at  right,  b.  
shows  tighter  grouping  of  green  or  purple.  
  
In  spoken  language,  the  two  interpretations  shown  in  4  and  Figure  2.3  can  
be  distinguished  by  the  location  of  a  prosodic  boundary,  i.e.,  the  demarcation  of  
the  edges  neighboring  prosodic  groups.  In  example  5.a.,  the  grouping  shown  in  
example  4.a.  (and  Figure  2.3  a)  can  be  conveyed  by  a  prosodic  boundary  between  
the  words  green  and  or.  In  example  5.b.,  the  grouping  shown  in  4.b.  (and  Figure  
2.3  b)  can  be  conveyed  by  a  boundary  between  the  words  blue  and  and.    
   5.     a.  Phoebe  will  paint  her  room  blue  and  green  |  or  purple.  
              b.  Phoebe  will  paint  her  room  blue  |  and  green  or  purple.  
  
It  has  further  been  argued  that  it  is  not  just  the  location,  but  the  relative  
size,  of  prosodic  boundaries  that  can  affect  interpretation.  This  notion  has  been  
observed  at  least  as  early  as  Price  et  al.  (1991),  and  been  extensively  discussed  in  
research  by  Carlson,  Clifton  and  Frazier  (Clifton,  Carlson  &  Frazier,  2002;  
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Frazier,  Frazier,  Clifton  &  Carlson,  2004;  Clifton,  Carlson  &  Frazier  2006;  and  
more),  and  has  been  supported  by  research  by  many  others  (Jun,  2003;  Wagner,  
2005;  Wagner  &  Crivellaro,  2010;  inter  alia)4.  Cases  of  attachment  ambiguity,  i.e.,  
where  a  modifying  phrase  such  as  a  prepositional  phrase  can  be  interpreted  at  
different  points  in  the  syntactic  structure,  have  frequently  been  used  to  illustrate  
the  effect  of  varying  relative  boundary  sizes  in  interpretation.  For  example,  the  
sentence  in  6,  contains  the  prepositional  phrase  (“with  a  sword”)  which  can  be  
interpreted  in  two  different  ways.  In  one  interpretation,  the  phrase  can  attach  to  
the  verb  phrase,  such  that  the  action  of  pointing  was  done  with  a  sword  (high  
attachment).  In  the  other  interpretation,  the  item  pointed  to  could  be  identified  as  
having  a  sword  (low  attachment).    
  
   6.     Theo  pointed  to  the  shield  with  a  sword.  
  
Having  a  prosodic  phrase  boundary  (whether  an  ip  or  an  IP)  following  
shield  tends  to  push  people  to  the  high  attachment  interpretation,  whereas  having  
that  boundary  earlier,  after  pointed,  leads  to  more  low  attachment  interpretations.  
These  options  are  shown  in  7.  
  
                                                
4 Though  Snedeker  &  Casserly  (2010)  find  support  for  the  importance  of  absolute  
boundary  size,  and  not  just  relative  boundary  size,  influencing  interpretation.  
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   7   a.  Theo  pointed  to  the  shield  |  with  a  sword.  
      b.  Theo  pointed  |  to  the  shield  with  a  sword.  
  
However,  it  is  also  possible  to  cue  these  interpretations  with  a  boundary  in  
both  locations,  as  shown  in  8.  Having  a  larger  boundary  after  shield  (i.e.,  an  IP)  
and  a  smaller  boundary  after  pointed  (i.e.,  an  ip)  as  in  8.a.  cues  high  attachment,  
and  having  the  IP  after  pointed  and  the  ip  after  shield  as  in  8.b.  cues  low  
attachment.    
   8.     a.  Theo  pointed  |  to  the  shield  ||  with  a  sword.  
      b.  Theo  pointed  ||  to  the  shield  |  with  a  sword.  
  
2.1.2.2  Prosodic  grouping  and  the  discourse-­‐‑prosody  interface  
Prosodic  grouping  has  also  been  investigated  for  its  role  in  spoken  
discourse  structure.  While  prosodic  prominences  also  play  a  role  in  discourse  
interpretation  (especially  with  respect  to  information  structure,  see  Hirschberg,  
2004,  for  an  overview),  there  is  a  strong  correspondence  between  discourse  
boundaries  and  prosodic  boundaries.    
Researchers  have  looked  at  the  interface  of  discourse  structure  with  
prosodic  structure  through  specific  investigations  of  the  relation  of  prosodic  cues  
for  topic  structure  &  discourse  segmentation  (e.g.,  Gee  &  Grosjean,  1984;  Grosz  &  
Hirschberg,  1992;  Bannert,  1994,  1995;  Oliveira,  2003;  Wang  &  Fon,  2012;  Zellers  
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&  Post,  2009;  Swerts,  1997;  Nakatani  et  al.,  1995;  inter  alia).  These  investigations  
highlight  the  overlap  of  the  hierarchy  of  discourse  structure,  and  that  of  prosodic  
structure.  As  with  the  study  of  the  prosody-­‐‑syntax  interface,  investigations  into  
ambiguities  in  discourse  structure  have  also  shown  that  differences  in  prosodic  
boundaries  can  influence  interpretation  (Silverman,  1987;  Mayer  et  al.,  2006;  
Tyler,  2012).  
Rather  than  focusing  on  the  ways  in  which  a  sentence  is  broken  into  
prosodic  phrases,  and  the  correspondence  of  this  prosodic  grouping  pattern  to  its  
syntactic  structure,  studies  of  the  discourse-­‐‑prosody  interface  typically  examine  
the  ways  in  which  prosodic  phrases  are  related  to  one  another,  both  within  and  
across  sentence  boundaries  to  produce  coherent  discourse  segments  or  larger  
groupings  of  speech  (e.g.  Wichmann,  2000).  
While  specific  research  questions  have  tended  to  focus  on  either  the  syntax-­‐‑
prosody  interface  or  the  discourse-­‐‑prosody  interface  (Though  see  Fon  &  Johnson,  
2004  for  a  study  that  looks  at  both),  there  is  a  large  amount  of  overlap  with  
respect  to  the  prosodic  phenomena  studied,  especially  in  the  domains  of  pitch  
and  timing.  Both  areas  of  study  have  found  durational  properties  of  the  
segments,  such  as  speech  rate  and  boundary-­‐‑related  duration  changes;  the  
location  and  duration  of  pauses;  and  pitch  features  such  as  edge-­‐‑tone  related  
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pitch  movement,  pitch  range,  and  pitch  scaling  relations  among  pitch-­‐‑accented  
syllables.    
Phonetic  cues  to  prosodic  boundaries  are  frequently  categorized  as  either  
being  cues  to  disjuncture,  that  is,  cues  to  indicate  that  a  boundary  between  groups  
has  occurred,  or  cues  to  coherence,  which  serve  to  indicate  that  elements  should  
together  be  interpreted  as  part  of  some  larger  whole.  Much  of  the  investigation  of  
the  syntax-­‐‑prosody  interface  has  been  directed  towards  investigation  of  how  
prosody  divides,  whereas  much  of  the  discourse-­‐‑prosody  interface  has  
investigated  how  prosody  connects.  While  such  cues  to  phrasing  and  coherence  
are  frequently  investigated  separately,  it  is  worth  noting  that  degrees  of  both  
coherence  and  disjuncture  coexist  simultaneously.  These  aspects  of  grouping  are  
effectively  opposite  sides  of  the  same  coin,  and  while  they  can  be  described  
separately,  they  always  function  together.  Indeed,  grouping  can  always  be  
characterized  as  varying  degrees  of  both  cohering  and  dividing  (Hirst,  1993;  
Wichmann,  2000;  Bannert,  1994),  which  is  especially  evident  in  cases  where  there  
are  sequences  of  related  prosodic  phrases,  such  as  in  discourse  segments,  or  
productions  multi-­‐‑clause  sentences.  
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2.1.3  Groupings  of  prosodic  phrases  
A  principle  that  has  guided  much  research  into  the  surface-­‐‑level  realization  
of  the  prosodic  hierarchy,  and  especially  its  interface  with  syntactic  structure,  is  
the  Strict  Layer  Hypothesis.  The  Strict  Layer  Hypothesis  (Selkirk,1984;  Nespor  &  
Vogel,  1986)  stipulates  that  all  utterances  must  be  parsed  exhaustively  into  a  
sequence  of  one  or  more  units  of  the  level  immediately  below  it.  That  is  to  say,  an  
utterance  must  be  parsed  into  one  or  more  intonational  phrases,  which  in  turn  
are  each  parsed  into  one  or  more  phonological  phrases,  and  on  down  the  
hierarchy.  An  implication  of  this  strict  layering  is  that  there  should  be  no  
prosodic  recursion:  an  intonational  phrase  should  not,  therefore,  contain  another  
intonational  phrase.  The  limited  number  of  levels  of  the  prosodic  hierarchy,  
along  with  this  injunction  against  recursion,  has  led  to  the  description  of  
prosodic  structure  as  being  flat  as  compared  to  the  more  richly  layered  structure  
of  syntax,  which  permits  recursion  at  multiple  levels.    
However,  the  strictness  of  the  Strict  Layer  Hypothesis  has  been  called  into  
question  by  many  prosody  researchers,  including  a  variety  of  suggestions  that  
prosodic  structure  does  indeed  reflect  at  least  some  amount  of  recursion  
(Wagner,  2005;  Ladd,  1986,  1992;  Kentner  &  Féry,  2013;  Elfner,  2015;  Schreuder,  
2006;  Ito  &  Mester,  2009).  Data  from  both  human  perception  and  acoustic  
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measurements  of  the  speech  signal  provide  evidence  that  there  are  systematic  
non-­‐‑local  prosodic  relations,  challenging  the  presumed  flatness  of  prosody  (van  
den  Berg  et  al.,  1992;  Ladd,  1988,  1992;  Féry  &  Truckenbrodt,  2005).  
  For  example,  in  experiments  with  British  speakers,  Ladd  (1986,  1988)  
showed  that  in  multi-­‐‑clause  utterances,  the  degree  of  partial  reset  (measured  via  
the  f0-­‐‑scaling  of  clause-­‐‑initial  accent  peaks)  was  sensitive  to  whether  clauses  
were  grouped  more  tightly,  via  the  coordinating  conjunction  and,  or  less  tightly,  
as  set  off  by  but.  Féry  &  Truckenbrodt  (2005)  found  similar  results  for  German,  
and  Brugos  (2009)  for  American  English.  Figure  2.4  shows  a  schematic  of  the  
relation  between  coordinated  phrase  structure  and  degree  of  pitch  accent  scaling  
reset.  The  amount  of  f0  reset  of  the  first  pitch  accent  peak  of  the  last  phrase  in  
each  example  reflects  the  relative  tightness  of  the  grouping  of  the  elements  B  and  
C.  At  right,  B  and  C  are  conjoined  by  the  conjunction  but,  and  the  amount  of  reset  
of  the  first  pitch  accent  peak  of  C  is  greater  than  at  left,  where  B  and  C  are  
conjoined  by  and,  and  therefore  more  tightly  grouped.  
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Figure   2.4   A   schematic   of   syntactic   structures   of   clauses  
coordinated  with  conjunctions.  The  varying  amount  of   f0   reset  of   the  
pitch   accent-­‐‑related   peaks   of   the   third   clause   reflects   the   difference   in  
structure  due  to  the  conjunctions  and  and  but.  The  orange  bar  provides  a  
reference  to  compare  relative  scaling:  at  right,  the  first  peak  of  C  is  scaled  
higher  than  the  first  peak  of  C  at  left.    
  
The  status  of  groupings  of  prosodic  phrases,  and  whether  they  reflect  
recursive  phrases  at  the  IP  level  or  the  need  for  additional  levels  in  the  hierarchy,  
has  not  yet  been  agreed  upon.  Ladd  (1992)  has  proposed  that  such  related  groups  
of  IPs  be  analyzed  as  compound  IPs,  and  Féry  (2010)  that  they  be  considered  
recursive  p-­‐‑phrases,  i.e.,  prosodic  phrases  that  dominate  other  prosodic  phrases.  
While  the  Autosegmental-­‐‑Metrical  model  does  not  differentiate  prosodic  units  
beyond  the  Full  Intonational  phrase  (IP),  there  is  mounting  evidence  that  
speakers  produce  groups  of  phrases  above  the  IP  level  in  a  variety  of  languages  
(Ladd,  1988  for  British  English;  de  Pijper  and  Sanderman,  1994  and  Swerts,  1997  
for  Dutch;  Féry  &  Truckenbrodt,  2005  and  Kentner  &  Féry,  2013  for  German;  inter  
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alia).  The  phonetic  cues  by  which  prosodic  grouping  are  realized  and  perceived,  
both  at  the  phrase  level  and  above,  will  be  discussed  in  the  following  sections.  
2.2  Prosodic  boundaries:  Edges  of  prosodic  domains  
Prosodic  boundaries  are  realized  via  a  range  of  phonetic  properties  of  the  
segmental  stream,  including  localized  increases  in  segmental  duration,  silent  
intervals  between  segments,  variation  intensity  and  loudness  of  the  segments,  
changes  to  the  f0  in  which  the  segments  are  produced,  and  voice  quality  and  
spectral  changes.  Boundaries  are  therefore  indicated  most  generally  by  changes  in  
the  patterns  of  the  phonetic  signal.  These  cues  appear  variably  in  spoken  
language  samples,  and  both  the  quantity  of  different  possible  cues  and  the  
magnitude  of  the  cues  present  combine  to  give  the  percept  of  prosodic  groups  of  
varying  sizes,  which  are  marked  by  boundaries  of  varying  strength.    
In  the  domains  of  time  and  pitch  (the  focus  of  this  dissertation),  there  are  
four  boundary  cues  that  have  been  the  focus  of  many  investigations,  two  from  
the  domain  of  timing,  and  two  from  pitch.  In  the  time  domain,  the  two  cues  are  
pausing  (Gee  &  Grosjean,  1983;  Krivokapic,  2007b;  inter  alia)  and  preboundary  
lengthening  (Wightman  et  al.,  1992;  Scott,  1982).  In  the  pitch  domain,  the  cues  
investigated  are  edge  tones  (phrase  accents  and  boundary  tones  in  the  terms  of  
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the  Autosegmental-­‐‑Metrical  theory  (Pierrehumbert,  1980;  Ladd,  1996/2008)  and  
reset  (Ladd  1988;  Féry  &  Truckenbrodt,  2005;  inter  alia).  Each  of  these  cues  will  be  
discussed  in  more  depth  in  the  sections  below.  As  this  dissertation  introduces  
novel  experimental  manipulations  to  boundary-­‐‑related  pitch  cues,  particular  
attention  will  be  given  below  to  the  role  of  pitch  boundary  cues  as  they  have  
been  discussed  in  the  literature.  
2.2.1  Boundary  cues  in  the  time  domain  
2.2.1.1  Pauses  
Possibly  the  most  straightforward  cue  to  a  prosodic  boundary  is  the  silent  
pause,  with  the  lack  of  speech  material  at  the  end  of  an  utterance  being  a  clear  
indication  that  a  stretch  of  speech  has  stopped.5  In  addition  to  occurring  
utterance-­‐‑finally,  pauses  can  happen  within  utterances,  as  part  of  the  signal  to  
phrase  boundary  in  production  (Grosjean  et  al.,  1979;  Collier  et  al.,  1993;  de  
Pijper  &  Sanderman,  1994;  Hansson,  2003;  Zhang,  2012).  While  not  always  
present  at  phrase  boundaries,  and  not  always  a  signal  of  a  structural  boundary,  
                                                
5  That  being  said,  pauses  can  happen  in  speech  for  reasons  other  than  intentional  
chunking.  Speakers  can  be  cut  off,  whether  by  an  external  stimulus  (another  speaker  or  a  
loud  noise,  for  example)  or  by  internal  factors  (a  difficulty  in  retrieving  a  word,  or  a  
cough,  for  example).  However,  when  listening  to  recordings,  listeners  (even  infants)  can  
perceive  the  difference  between  the  pause  at  the  end  of  a  naturally  produced  utterance,  
and  one  that  has  been  inserted  artificially  (e.g.  Hirsh-­‐‑Pasek  at  al,  1987). 
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pauses  are  among  the  prosodic  boundary  cues  that  can  be  used  in  
disambiguation  (Streeter,  1978;  Price  et  al.,  1991;  Mayer  et  al.,  2006;  Castellucci  &  
Goldenberg  2014;  See  Zhang,  2012  for  more  references  and  discussion.)  
2.2.1.2  Preboundary  lengthening  
A  second  widely  acknowledged  boundary  cue  from  the  timing  domain  is  
preboundary  segmental  lengthening,  also  known  as  phrase-­‐‑final  lengthening,  a  
phenomenon  by  which  the  segments  of  the  last  word  of  a  phrase  tend  to  be  
produced  with  longer  duration  than  those  that  are  phrase-­‐‑medial.6    
Variability  in  degree  of  preboundary  lengthening  has  been  found  to  be  
correlated  with  perceived  boundary  strength,  both  in  terms  of  what  has  been  
analyzed  in  terms  of  phonological  category  of  boundary  size  (e.g.,  Wightman  et  
al.,  1992  and  Kim  et  al.,  2006,  for  English;  Jun  &  Fougeron,  2000,  for  French),  and  
also  for  perceptually  salient  gradient  levels  of  boundary  strength  in  English  
(Wagner  &  Crivellaro,  2010;  Krivokapic,  2007a).  
                                                
6 Note  that  Byrd  and  colleagues  (e.g.,  Byrd  &  Salzman,  2003;  Byrd  et  al.,  2006)  present  
evidence  from  articulatory  phonology  that  boundary-­‐‑related  lengthening  effects  also  can  
appear  following  prosodic  boundaries  as  well  as  preceding  them,  and  use  the  term  
boundary-­‐‑adjacent  segmental  lengthening.  Interestingly,  other  researchers  have  also  
described  anacrusis,  a  post-­‐‑boundary  temporal  compression  of  unstressed  syllables  
(Cruttenden,  1997).  Neither  of  these  phenomena  will  be  further  addressed  in  this  work.  
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2.2.1.3  Pause  and  preboundary  lengthening  together  
The  duration  and  distribution  of  pauses  and  preboundary  lengthening,  
however,  are  not  believed  to  be  independent.  Researchers  have  found  that  it  is  
their  combined  durations  that  function  together  as  an  indicator  of  boundary  size  
(Lehiste  et  al.  1976;  Scott,  1982;  Ladd,  1988;  Fon  &  Johnson,  2004)  or  the  degree  to  
which  neighboring  constituents  cohere  (Xu,  2009;  Xu  and  Wang,  2009).  Fant  &  
Kruckenberg  (1989  et  seq.)  found  evidence  from  Swedish  production  data  that  
the  duration  of  pauses  and  preboundary  lengthening  tend  to  combine  such  that  
their  sum  total  approaches  an  average  for  equivalently-­‐‑sized  boundary  related  
timings.  In  other  words,  cases  of  shorter  preboundary  lengthening  tend  to  be  
followed  by  longer  pauses,  and  vice  versa.  This  tendency  is  described  by  Fant  &  
Kruckenberg  (1994,  p.  127)  as  “a  quantised  timing  of  the  sum  of  pause  duration  
plus  prepause  lengthening  to  adhere  to  an  integer  of  sentence  average  stress  
group  duration.”  Ferreira  (1993)  found  evidence  from  production  data  from  
English  that  the  duration  of  both  boundary-­‐‑related  pauses  and  preboundary  
lengthening  are  together  affected  by  the  segmental  make-­‐‑up  of  the  boundary-­‐‑
final  syllable:  syllables  with  phonologically  short  vowels  tended  to  be  followed  
by  longer  silent  intervals  than  syllables  with  phonologically  long  vowels  at  
boundaries  of  the  same  size.    
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2.2.2  Pitch  markers  of  boundaries  
The  contributions  of  tonal  cues  to  boundaries  have  also  been  widely  
observed,  though  perhaps  less  widely  quantified  than  timing  cues.  There  are  two  
widely  recognized  families  of  boundary  cues  in  the  pitch  domain.  The  first  is  that  
of  edge  tones,  a  cover  term  that  includes  phrase  accents  (sometimes  also  called  
phrase  tones),  and  boundary  tones,  referring  to  local  changes  in  f0  realized  across  
the  final  segmental  material  of  a  prosodic  groups  of  different  sizes.  The  second  
tonal  cue  relates  to  changes  in  pitch  that  occur  between  one  prosodic  group  and  
another,  that  is,  a  change  in  pitch  across  two  neighboring  groups,  typically  
described  in  terms  of  pitch  reset.  The  term  melodic  discontinuities  has  been  used  to  
apply  to  both  of  these  types  of  tonal  cues  (Collier  et  al.,  1993;  de  Pijper  &  
Sanderman,  1994  in  reference  to  edge  tones;  Oliveira,  2003,  with  respect  to  reset.)  
2.2.2.1  Edge  tones  
Perhaps  the  most  widely  recognized  type  of  pitch  event  relating  to  
boundary  in  intonation  languages  are  in  the  f0  movements  that  happen  at  the  
right  edges/ends  of  prosodic  domains:  falls,  rises,  or  combinations  of  the  two.  In  
the  AM  tradition,  such  phrase-­‐‑final  pitch  movements  are  analyzed  as  the  results  
of  the  presence  of  certain  types  of  phrase  accents  and  boundary  tones:  falls  and  rises  
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are  analyzed  as  the  transitions  between  tone  target  levels  that  are  High  (H)  or  
Low  (L).  In  other  intonational  analyses,  such  as  British  traditions  (see  
Lecumberri,  1997  for  an  overview),  tones  are  described  primarily  by  their  
movements,  such  as  rise,  high  fall,  mid  fall,  etc.,  and  edge  tones  are  often  
described  together  with  the  final  prominence-­‐‑lending  pitch  event  (i.e.,  Pitch  
accent  in  AM  terms)  of  the  phrase  (the  “tails”  of  “nuclear  tones”).  
As  this  dissertation  focuses  mainly  on  the  phonetic  implementation  of  
boundaries,  I  will  remain  somewhat  agnostic  about  the  correct  phonological  
analysis  of  the  tones,  but  will  use  AM-­‐‑related  ToBI  notation  in  addition  to  
description  of  the  f0  contour.  
2.2.2.2  Reset  &  pitch  range  relations  
Prosody  researchers  coming  from  a  number  of  traditions  and  looking  at  a  
variety  of  languages  have  found  evidence  for  the  role  of  cross-­‐‑phrase  pitch  
relations,  generally  characterized  as  range  relations  or  reset  in  the  production  
and  perception  of  phrasal  boundaries  of  different  sizes.  The  term  reset  has  been  
used  in  at  least  two  related,  but  distinctly  different,  ways.  The  first  describes  the  
pitch  relations  between  prominence-­‐‑related  f0  peaks  across  two  or  more  phrases.  
The  second  describes  the  pitch  relations  between  the  end  pitch  of  one  phrase  (i.e.,  
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the  phonetic  realization  of  the  end  of  the  edge  tone)  and  the  pitch  with  which  the  
next  phrase  begins.    
Both  of  these,  and  the  differences  between  them,  will  be  explained  via  
schematic  figures  below.  Figures  2.5  through  2.11  schematically  illustrate  several  
types  of  reset  that  have  been  observed  in  the  literature.  Each  figure  shows  a  
sequence  of  3  Intonational  Phrases  (phrase  1,  2  and  3),  each  separated  by  a  short  
silent  interval.  Each  individual  phrase  contains  two  pitch  peaks  representing  
High  pitch  accents,  which  are  in  a  phrase-­‐‑internal  downstepping  relation  (i.e.,  
the  2nd  peak  in  each  phrase  is  realized  at  a  slightly  lower  f0  than  the  first).  
2.2.2.2.1  Pitch  accent  scaling  reset  
Reset  is  most  frequently  described  with  respect  to  pitch  accent  scaling.  As  
was  discussed  in  Section  2.2.2,  number  of  studies  have  looked  in  particular  at  
pitch  accent  peak  scaling,  comparing  the  relative  f0  of  pitch-­‐‑accent  related  f0  
maxima  across  phrase  boundaries  (Ladd,  1988  for  English;  Féry  &  Truckenbrodt,  
2005  for  German;  van  den  Berg  et  al.,  1992  for  Dutch).  This  type  of  reset  is  also  
known  as  declination  reset,  making  reference  for  the  tendency  of  speech  to  
gradually  decline  in  pitch  (i.e.,  general  “downtrends”,  Pierrehumbert,  1980;  
Truckenbrodt,  2004).  In  Figure  2.5,  there  is  no  pitch-­‐‑accent  scaling  reset  across  
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phrases,  and  the  general  downward  trend  of  the  pitch  peaks  continues  across  
each  of  the  three  phrase.  Likewise,  there  is  no  phrase-­‐‑initial  reset,  as  phrase  2  
begins  at  the  same  f0  level  as  the  final  f0  of  phrase  1.  
  
Figure  2.5  An  example  of  three  phrases  with  no  reset.    
  
  
Figure  2.6  An  example  of  full  reset.  There  is  both  reset  with  respect  to  
pitch  accent  peaks,  and  with  respect  to  phrase  edges.  
  
Figure  2.7  Schematic  of  partial  declination  reset.  The  first  peak  of  the  
2nd  and  3rd  phrase  are  each  lower  than  the  first  peak  of  the  preceding  phrase.    
  
  
34 
Figure  2.6  shows  an  example  of  “full  reset,”  in  which  the  scaling  of  all  
comparable  pitch  points  in  phrases  2  and  3  are  identical  to  those  of  phrase  1.  The  
initial  pitch-­‐‑accent  peak  of  each  phrase  is  identically  scaled.  Further,  there  is  also  
phrase-­‐‑initial  reset  in  that  the  phrase-­‐‑initial  pitch  of  phrase  2  is  higher  than  the  
low  phrase-­‐‑final  pitch  of  phrase  1,  and  likewise  with  the  start  of  phrase  3  with  
respect  to  the  end  of  phrase  2.  Figure  2.7  shows  an  example  of  partial  declination  
reset,  where  pitch  accent  scaling  is  reset,  but  not  to  a  level  that  is  as  high  as  the  
first  peak  of  phrase  1.  
In  hierarchically  structured  groups  of  full  Intonational  Phrases,  cues  to  
this  hierarchical  structure  can  be  found  in  the  scaling  of  pitch  accents  in  those  
phrases;  a  bigger  shift  upward  in  the  phrase-­‐‑initial  High  pitch  accent  typically  
corresponds  to  a  larger  syntactic  juncture  (Ladd  1988,  1992;  Féry  &  
Truckenbrodt,  2005;  Kentner  &  Féry,  2013).  (See  Figure  2.4  in  Section  2.2.2  for  
another  schematic  example.)  This  type  of  reset  can  be  described  as  differential  
partial  reset,  and  is  demonstrated  in  the  schematic  in  Figure  2.8.  In  this  case,  
phrase  3  is  reset  to  a  level  that  such  that  its  first  peak  is  higher  than  the  first  peak  
of  phrase  2,  but  not  as  high  as  the  first  peak  of  phrase  1.  
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Figure   2.8   Schematic   of   differential   partial   declination   reset.  The  
first  peak  of  both  the  2nd  and  3rd  phrase  are  lower  than  that  of  the  1st,  but  the  
peak  of  the  3rd  phrase  is  higher  than  that  of  the  2nd.  
  
2.2.2.2.2  Phrase-­‐‑initial  reset  
In  contrast  to  the  use  of  the  term  reset  as  applied  to  the  scaling  of  pitch-­‐‑
accent  related  f0  peaks,  phrase-­‐‑initial  reset  makes  reference  to  the  initial  f0  of  the  
phrase.  Typically  observed  as  a  shift  upward  after  a  phrase-­‐‑final  f0  lowering,  
phrase-­‐‑initial  reset  has  been  identified  as  an  important  cue  to  the  presence  of  
boundaries  in  Korean  (Jun,  2006)  and  Mandarin  (Lin  &  Fon,  2010).  Fon  (2002)  
found  that  pitch  reset  was  a  robust  cue  to  boundary  size  in  Japanese  and  2  
dialects  of  Mandarin  (though  notably  not  in  English).  However,  F0  reset  is  
considered  a  cue  to  the  beginning  of  a  new  phrase  after  the  interruption  of  a  
preceding  phrase  by  a  disfluency  in  American  English  (Beckman  &  Elam,  
1993/1997).    
In  each  of  the  schematic  examples  above,  there  was  evidence  of  phrase-­‐‑
initial  reset  in  addition  to  pitch  accent  scaling  reset.  However,  the  two  need  not  
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necessarily  co-­‐‑occur.  Figures  2.9  and  2.10  show  schematic  examples  of  how  the  
reset  of  pitch-­‐‑accent  scaling  and  phrase-­‐‑initial  pitch  can  be  separated.  In  2.9,  the  
first  pitch-­‐‑accent  peaks  of  phrases  2  and  3  are  reset  to  the  same  height  as  phrase  
1.  However,  the  phrase-­‐‑initial  pitch  of  phrases  2  and  3  are  at  the  same  f0  level  as  
the  ends  of  the  preceding  phrases.  Conversely,  Figure  2.10  shows  phrase-­‐‑initial  
reset  without  pitch-­‐‑accent  scaling  reset.  
  
Figure   2.9   Declination   reset   (affecting   pitch   accent   scaling)  
without  phrase-­‐‑initial  reset.  
  
Figure   2.10   Declination,   without   pitch   accent   scaling   reset,   but  
with  phrase-­‐‑initial  reset.  
  
Whereas  these  two  types  of  reset  may  seem  hard  to  distinguish,  and  indeed  
may  frequently  overlap,  the  differences  between  them  become  more  apparent  
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when  the  pitch  patterns  are  not  simple  repetitions  of  phrases  that  can  be  
characterized  by  pitch-­‐‑accent  related  peaks  and  boundary-­‐‑related  falling  f0.  The  
schematic  in  Figure  2.11  shows  how  the  introduction  of  a  rising  edge  tone  can  
lead  to  a  large  amount  of  phrase-­‐‑initial  reset  in  an  example  where  there  is  no  
pitch-­‐‑accent  scaling  reset.  
  
Figure  2.11  Phrase-­‐‑initial   reset  without  pitch  accent  scaling   reset.  
A  large  discontinuity  is  introduced  following  the  rising  edge  tone  of  the  1st  
phrase  and  the  beginning  of  the  2nd  phrase.  
  
While  phrase-­‐‑initial  reset  is  most  often  described  in  terms  of  declination  
reset,  involving  a  reset  upward  after  a  downward  trend  in  f0  (cf.  Gussenhoven  
(2004):  reset  is  an  “interruption  of  the  downtrend”  p.  113,  2004),  pitch  change  
downward  after  an  upward-­‐‑moving  edge  tone  has  also  been  observed.  A  step  
down  in  pitch  across  phrase  boundaries  has  long  been  recognized  as  boundary  
cue  in  parentheticals  (Price  et  al.,  1991;  Dehé,  2009).  Cruttenden  (1997)  further  
observed  that  following  rising  boundary  tones  in  English,  phrase-­‐‑initial  
unaccented  syllables  are  tend  to  be  realized  in  a  lower  pitch  level.  Hansson  
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(2003)  similarly  observed  downward  shifting  of  f0  as  a  boundary  cue  in  Swedish  
discourse.  
Both  (upward)  declination  reset  and  a  shift  downward  in  pitch  at  the  start  
of  a  phrase  have  in  common  that  there  is  a  change  in  pitch  across  a  boundary.    
2.2.2.2.3  Global  pitch  relations  
Researchers  have  long  observed  that  longer  stretches  of  speech,  that  is,  
longer  than  sentences,  have  a  tonal  organization  that  is  perceptible  to  listeners.  
Speakers  tend  to  start  discourse  segments  with  higher  f0,  and  end  with  lower,  a  
phenomenon  that  Lehiste  (1975)  described  as  paragraph  intonation,  and  other  
researchers  described  the  “paratone,”  the  tonal  patterns  of  a  paragraph  
(discussed  in  Cruttenden,  1997).  Pitch  range  relations  have  been  found  to  play  a  
role  in  discourse  segmentation,  connecting  phrases  into  coherent  segments  in  
discourses  (Hirschberg,  2004;  Carlson  et  al.,  2005;  Lin  &  Fon,  2011;  Hirst,  1993;  
Wichmann,  2000;  Hansson,  2003).  Cross-­‐‑phrase  pitch  range  relations,  such  as  
systematically  lowered  peaks  (Bruce  et  al.,  1997;  Beckman,  1993)  or  sequences  of  
up-­‐‑stepped  phrases  (Pršir,  2010),  have  been  found  to  signal  coherence  and  
continuation.  
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2.2.3  Cue  weighting:  Timing  vs.  Pitch  cues  
The  ways  in  which  the  different  cues  contribute  to  prosodic  grouping  are  
known  to  be  complicated.  There  has  been  great  progress  in  documenting  
systematic  variation  in  the  phonetic  manifestation  of  prosodic  grouping,  
including  articulation  (e.g.,  Krivokapic,  2007a;  Krivokapic  &  Byrd,  2012;  Cho,  
2005),  voice  quality  (Zellers  &  Post,  2010;  Dilley  et  al.,  1996),  as  well  as  the  f0  and  
timing  cues  discussed  above.  The  varying  sets  of  boundary  cues  interact  in  
complex  ways:  there  can  be  cues  to  coherence  at  the  same  time  as  cues  to  
disjuncture.  For  example  the  lack  of  reset  and  lack  of  clear  edge  tone  can  signal  
that  the  group  in  question  is  still  closely  related  to  the  following  material,  even  
while  duration  cues  may  strongly  signal  a  boundary.  It  is  through  the  
interaction/combination  of  chunking  and  binding  cues  that  larger  groups  of  
prosodic  phrases  are  signalled.  
Of  the  large  set  of  boundary  cues,  there  has  been  a  fair  amount  of  
discussion  over  which  cues  are  the  primary  cues  to  grouping,  and  which  
secondary  (i.e.,  cue  weighting).  Timing  cues,  including  pauses  and  in  particular  
preboundary  lengthening,  have  been  shown  to  be  particularly  robust  cues  to  
boundary  size  (Wightman  et  al.,  1992;  Allbritton  et  al.,  1996;  Price  et  al.,  1991;  
inter  alia)  suggesting  that  the  contributions  of  pitch  might  be  to  merely  support  
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timing  cues.  Indeed,  in  a  number  of  studies  where  the  relative  importance  of  
timing  vs.  f0  cues  has  been  examined  for  the  perception  of  boundaries,  f0  cues  
have  been  found  to  be  secondary  to  timing  (Hansson,  2003  for  Swedish;  Michelas  
&  D’Imperio,  2012  for  French;  Jeon  &  Nolan,  2013  for  Korean;  Zhang,  2012  for  
English;  Gollrad  et  al.,  2010;  inter  alia).    
However,  the  ways  in  which  all  of  the  cues  to  grouping  interact  are  still  not  
well  understood,  and  many  studies  have  had  apparently  noisy  or  contradictory  
results  about  the  relative  importance  of  pitch  and  timing  cues,  even  within  data  
from  a  single  language.  Jeon  &  Nolan  found  different  roles  for  pitch  and  timing  
in  their  2010  vs.  2013  experiments,  both  looking  at  cues  to  the  accentual  phrase  in  
Korean.  In  her  dissertation  comparing  boundary  cues  of  several  languages,  Fon  
(2002),  found  that  the  presence  of  declination  reset  was  not  an  indicator  of  
boundary  size  in  English,  at  least  with  respect  to  correspondence  to  different  
sizes  of  discourse  boundaries.  Zhang  (2012)  likewise  found  that  reset  was  not  a  
reliable  cue  for  the  presence  of  a  phrase  boundary  in  production  data  from  
American  English  speakers.  Ladd  (1986,  1988),  however,  showed  evidence  from  
production  studies  that  declination  reset  (and  partial  reset)  was  an  indicator  of  
hierarchical  level  with  British  English  speakers,  and  Brugos  (2009)  similarly  
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found  evidence  of  differential  partial  reset  in  a  production  study  with  American  
English  speakers.  
Some  such  apparent  discrepancies  might  conceivably  be  explained  by  the  
specifics  of  the  particular  phonetic  cues  examined  in  each  study,  as  well  as  the  
nature  of  the  measures  used.  It  is  possible,  for  example,  that  the  particular  f0  cues  
examined  in  some  such  studies  were  weaker  than  the  particular  duration  cues  
used,  i.e.,  that  the  particular  pitch  cues  were  not  strong  enough  in  relation  to  the  
strength  of  the  timing  cues  used.  This  explanation  was  suggested  in  Jeon  &  
Nolan  (2013),  with  respect  to  their  own  previous  different  results  (from  Jeon  &  
Nolan,  2010).    
It  is  also  likely  that  the  specific  types  of  f0-­‐‑related  measurements  used  in  
some  studies  may  have  masked  systematic  f0  cues.  For  example,  the  averaging  of  
pitch  change  across  predicted  boundary  locations  has  the  potential  to  sum  
positive  measures  based  on  upward  reset  with  negative  numbers  reflecting  
downward  reset  (a  direction  of  reset  not  widely  recognized  in  the  literature),  
leading  to  an  apparent  null  result  of  Fon  (2002)  or  Zhang  (2012).  Likewise  
measurements  using  the  average  f0  of  a  syllable  would  not  capture  abrupt  
discontinuities,  such  as  phrase  initial  reset  occurring  across  a  boundary  in  which  
there  is  dynamic  pitch  on  both  preboundary  syllable  and  post-­‐‑boundary  syllable.  
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Figures  2.12  and  2.13  show  schematic  examples  of  how  some  types  of  f0  
measures  might  mask  the  effects  of  reset.  
  
Figure  2.12  Schematic  example  of  how  f0  change  measures  across  a  
boundary   might   mask   reset.   Measuring   f0   change   in   the   second  
example   would   give   a   positive   number,   and   a   third   a   negative   number.  
Averaging  the  two  would  give  the  appearance  of  no  pitch  change.  
  
  
  
Figure  2.13  A  schematic  showing  how  a  measure  of  average  f0  of  a  
syllable  could  mask  boundary-­‐‑related  pitch  change.  Both   examples,  
left  and  right,  show  a  pair  of  hypothetical  syllables  with  equal  average  pitch.  
At  left,  there  is  no  reset  between  them,  but  at  right,  there  is.  
  
Similarly,  if  a  study  looking  at  reset  only  considered  aspects  relating  to  pitch  
accent  scaling  of  High-­‐‑tone  bearing  pitch  accents,  phrase-­‐‑initial  reset  affecting  
primarily  unstressed  phrase-­‐‑final  and/or  phrase-­‐‑initial  syllables  may  have  been  
overlooked.  
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2.2.4  Cue  trading:  Pitch  cues  together  with  timing  cues    
It  is  widely  agreed  that  the  recognized  phonetic  cues  to  boundary  appear  
variably  in  any  given  boundary  (Grosz  &  Hirschberg,  1992;  Swerts,  1997;  Price  et  
al.,  1991;  inter  alia):  sometimes  a  given  cue  to  boundary  is  strong,  sometimes  
weak,  sometimes  absent  altogether.  Past  work  on  the  contributions  of  pitch  and  
timing  cues  in  boundary  perception  has  supported  the  hypothesis  that  these  cues  
are  in  trading  relationships  (Beach,  1991  and  Beach  et  al.,  1996;  Cumming,  2010b  
for  varieties  of  French  and  German;  Jeon  &  Nolan,  2010,  2013  for  Korean).  
Phonetic  trading  relations,  examined  most  often  for  segmental  category  
identification,  arise  when  multiple  cues  contribute  to  the  percept  of  a  phonetic  
category.  This  type  of  perceptual  interaction  occurs  when  “a  change  in  the  
setting  of  one  cue  (which,  by  itself,  would  have  led  to  a  change  in  the  phonetic  
percept)  can  be  offset  by  an  opposed  change  in  the  setting  of  another  cue  so  as  to  
maintain  the  original  percept.”  (Repp,  1982,p.  87).  Further,  “Neither  cue  is  
perceived  in  isolation;  rather,  they  are  perceived  together  and  integrated  into  a  
unitary  phonetic  percept.”  (Repp,  1982,p.  87).  
Generally  speaking,  studies  that  have  explored  the  nature  of  the  
relationship  between  pitch  and  timing  cues  to  boundary  (i.e.,  Beach,  1991;  
Cumming,  2010b;  Jeon  &  Nolan,  2010,  2013)  show  that  pitch  provides  a  stronger  
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cue  when  timing  cues  are  ambiguous  and  vice  versa.  Indeed,  when  timing  cues  
are  neutral,  pitch  cues  alone  can  be  sufficient  to  trigger  perception  of  boundaries  
(House,  1990;  Lin  &  Fon,  2010;  Beach,  1991).  Similarly,  timing  manipulations  
alone  can  cue  a  boundary  when  pitch  is  kept  neutral  (Scott,  1982;  Wagner  &  
Crivellaro,  2010).  However,  the  range  of  pitch  patterns  that  are  involved  in  
boundary  perception  in  each  language  studied,  as  well  as  the  relative  cue  
strength  of  the  pitch  and  timing  cues,  have  not  been  fully  explored.  
If  pitch  and  timing  cues  are  indeed  in  a  trading  relationship  for  prosodic  
boundaries  in  American  English,  this  may  be  another  reason  why  evidence  for  
the  role  of  pitch  (especially  reset)  has  proved  hard  to  quantify  in  looking  at  
production  studies,  since  it  would  require  other  cues  to  be  stringently  controlled.    
An  implication  of  this  complicated  set  of  facts  is  that  there  is  no  simple  
single  acoustic  measure  of  prosodic  grouping:  the  perception  of  boundary  
location  and  boundary  strength  likely  comes  from  an  integrated  percept  of  
boundary  cues  from  multiple  domains.  Cues  from  pitch  and  timing,  along  with  
other  acoustic  cues,  such  as  those  relating  to  intensity  and  voice  quality,  likely  
function  together.  This  dissertation  will  explore  how  specific  pitch  and  timing  
cues  function  together  to  cue  prosodic  grouping  in  controlled  experimental  
  
45 
contexts,  with  the  goal  of  shedding  light  on  how  the  resulting  percept  of  
grouping  might  be  characterized.  
2.3  Grouping  in  language  and  beyond  
Language  is  far  from  the  only  cognitive  domain  in  which  grouping  plays  a  
key  role,  and  it  has  been  suggested  that  prosodic  grouping  is  closely  related  to  
more  cognitive-­‐‑general  grouping  processes  (Hunyadi,  2006).  Grouping  is  central  
to  auditory  processing,  both  in  terms  of  making  sense  of  the  landscape  of  sound  
and  noise  in  which  humans  live  (i.e.,  the  field  of  Auditory  Scene  Analysis,  
Bregman,  1990/1994),  and  in  terms  of  sequential  auditory  processing.  
Music  is  another  field  in  the  auditory  domain  in  which  grouping  has  been  
studied  extensively,  and  it  should  be  noted  that  aspects  of  pitch  and  timing  are  
also  critical  in  this  area.  There  are  indeed  many  parallels  that  have  been  observed  
with  respect  to  the  cues  used  for  grouping  in  music,  and  those  used  in  spoken  
language  (Lerdahl  &  Jackendoff,  1983;  Patel  et  al.,  1998;  Hatfield,  2005;  Jeon  &  
Nolan,  2013;  Schreuder,  2006).  Both  language  and  music  have  hierarchical  
structure,  and  there  is  much  overlap  in  the  terms  used  across  the  two  domains  of  
music  and  linguistic  prosody  (phrases,  meter,  rhythm).  Grouping  perception  is  
an  active  area  of  research  in  music  perception  (See  Deutsch,  1999,  for  an  
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overview),  and  studies  looking  at  phrasing  in  music  have  focused  on  aspects  of  
pitch  and  timing  as  cues.  
Beyond  grouping  of  auditorily  perceived  events,  grouping  is  likewise  an  
important  part  of  research  in  the  domain  of  vision,  and  many  insights  into  the  
processes  of  auditory  grouping  have  grown  from  comparisons  to  visual  
grouping  processes.  We  use  spatial  metaphors  for  both  pitch  and  time,  and  these  
metaphors  have  been  shown  to  have  a  basis  in  perceptual  reality.  (See  Henry,  
2011  for  an  overview  of  pitch  and  spatial  metaphors,  and  Casasanto  &  
Boroditsky,  2008  for  an  overview  and  recent  experimental  evidence  of  time  and  
space  perceptual  interactions).  For  pitch,  the  spatial  dimensions  used  are  high  
and  low,  and  for  time  metaphors  typically  refer  to  distance  behind  or  ahead  of  
reference  points.  Tellingly,  when  displays  of  sound  sequences  are  shown  
graphically,  time  is  conventionally  displayed  on  the  horizontal  axis,  and  pitch  on  
the  vertical  axis.  This  applies  both  to  acoustic-­‐‑based  displays  of  sounds,  such  as  
pitch  tracks  and  spectrograms,  and  to  musical  notation.  Further,  our  visual  
perception  of  the  patterns  of  such  displays  often  corresponds  to  the  patterns  of  
sound  that  we  hear:  “We  often  see  the  same  groupings  in  the  visual  diagrams  of  
patterns  of  sounds  as  we  hear  in  the  sounds  themselves."ʺ  (Bregman,  1994,  p.  
652,).  
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Many  researchers  have  made  comparisons  and  analogies  between  prosodic  
grouping  of  speech  to  grouping  in  other  domains,  such  as  written  language.  In  
written  language,  physical  spacing  stands  in  for  temporal  organization  of  speech:  
spaces  between  words,  punctuation,  and  paragraph  spacing  provide  a  visual  cue  
to  grouping  that  is  realized  prosodically  in  speech  (Hirst,  1993).  
2.3.1  Cognitive  grouping  principles  
Grouping  principles  from  the  Gestalt  psychology  tradition  (Wertheimer,  
1938)  have  been  widely  discussed  in  the  literature  on  perceptual  grouping  in  a  
range  of  perceptual  modalities,  including  vision  perception  (Wagemans,  et  al.,  
2012),  tactile  perception  (Gallace  &  Spence,  2011)  as  well  as  auditory  perception  
for  auditory  scene  analysis  (Bregman,  1990/1994).  Graphic  examples  below  will  
illustrate  several  of  these  principles  as  they  apply  to  visual  grouping,  and  then  as  
they  have  been  extended  to  auditory  grouping  as  well.  
The  two  most  frequently  evoked  Gestalt  principles  are  those  of  proximity  
and  similarity.  In  vision,  proximity  refers  to  the  tendency  to  perceptually  
organize  elements  into  groups  based  on  spatial  closeness  (or  proximity).  
Similarity  as  applied  to  visual  grouping  is  the  tendency  for  elements  to  be  
grouped  by  likeness  of  some  feature,  such  as  size,  color  or  shape.  Figures  2.14  
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through  2.16  show  grids  of  shapes  to  illustrate  the  principles  of  proximity  and  
similarity.  Figure  2.14  shows  an  ungrouped  grid  of  dots,  of  equal  size,  color  and  
spacing.  Figure  2.15  shows  similar  grids  of  dots  and  shapes  to  illustrate  grouping  
by  similarity  of  shape  (left),  size  (center)  and  color  (right).    
  
  
  
Figure  2.14  An  ungrouped  grid  of  dots.  Dots   are   evenly   spaced,   and  
are  of  the  same  shape,  size,  and  color.  
  
  
  
Figure  2.15  Schematics  to  show  grouping  in  grids  of  shapes  by  the  
principle  of  similarity.  At  left  similarity  of  shape,  at  center  similarity  of  
size,  and  at  right  similarity  of  color.   In  each  case,   the  viewer   tends   to  see  
the  grids  as  organized  into  smaller  groups  of  similarly-­‐‑featured  objects.      
  
Figure  2.16  shows  grouping  by  spatial  proximity.  At  left,  a  larger  distance  
between  the  two  middle  rows  leads  to  a  perception  of  two  groups  of  horizontally  
arranged  dots.  At  center,  a  larger  distance  between  the  two  middle  columns  
leads  to  a  perception  of  two  groups  of  vertically  arranged  dots.  At  right,  spacing    
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Figure   2.16   Schematic   to   show   grouping   by   proximity   in   two  
dimensional   space.  At   left,   a   larger   distance   between   the   two   middle  
rows  leads  to  a  perception  of  two  groups  of  horizontally  arranged  dots.  At  
center,   a   larger   distance   between   the   two   middle   columns   leads   to   a  
perception   of   two   groups   of   vertically   arranged   dots.   At   right,   spacing  
between  both  middle  columns  and  middle  rows,  with  extra  spacing  in  both  
vertical  and  horizontal  dimensions,  divides  the  dots  into  four  groups  of  four  
dots  in  the  corners  of  the  array.  
  
between  both  middle  columns  and  middle  rows,  with  extra  spacing  in  both  
vertical  and  horizontal  dimensions,  divides  the  dots  into  four  groups  of  four  dots  
in  the  corners  of  the  array.  
The  principles  of  similarity  and  proximity  have  been  widely  applied  to  
auditory  perception  as  well.  A  sequence  of  sound  events,  for  example,  can  be  
graphed  as  a  one-­‐‑dimensional  sequence  of  lines,  with  white  space  between  lines  
indicating  silent  intervals  between  them.  Figure  2.17  shows  such  a  display,  with  
an  ungrouped  sequence  of  four  sound  events  of  equal  duration.  Figure  2.18  
shows  a  similar  sequence  of  sounds,  but  now  with  a  longer  silence  between  the  
2nd  and  3rd  sound  event.  By  the  principle  of  proximity,  applied  in  auditory  
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processing  most  frequently  to  temporal  rather  than  spatial  closeness,  a  group  
boundary  would  be  perceived  at  this  larger  silent  interval7.  
  
Figure   2.17  A   schematic   of   a   sequence   of   events   in   time,   shown  
with  only  one  dimension  (time).  The  bars  could  represent  sound  events  
in  time,  but  without  reference  to  any  internal  structure  of  the  sounds.  
  
Figure  2.18  Example  of  sequential  auditory  grouping  by  temporal  
proximity.   Listeners   tend   to   hear   a   group   division   at   longer   silent  
intervals.  
 
Figure  2.19  shows  how  the  principle  of  similarity  can  be  applied  to  describe  
grouping  that  might  occur  by  the  similarity  of  still  equally-­‐‑timed  but  
perceptually  distinct  sound  events.  For  illustrative  purposes,  some  of  the  lines  
are  shown  as  thicker  (left)  or  of  a  different  color  (right).  These  differences  could  
represent  differences  in  loudness  or  timbre  or  some  other  auditorily  distinct  
property,  including  pitch.    
 
  
                                                
7 Though  note  that  in  auditory  scene  analysis  and  stream  segregation,  spatial  relations  of  
sound  sources  are  also  at  play.  
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Figure   2.19   Examples   of   sequential   auditory   grouping   by  
similarity.  Differences  in  bar  thickness  or  bar  color  could  be  analogous  to  
differences  in  loudness,  pitch  or  timbre.  
  
It  is  more  common,  however,  to  represent  pitch  as  an  additional  spatial  
dimension  in  such  displays,  and  pitch  is  typically  displayed  on  the  vertical  axis.  
Figure  2.20  shows  a  schematic  of  a  sequence  of  four  equally  timed  sound  events,  
the  first  two  of  which  are  produced  at  a  higher  pitch  than  the  second  two.  In  
music  perception  studies,  listeners  will  tend  to  perceive  a  group  boundary  such  
that  elements  of  closer  (or  identical)  pitch  are  grouped  together  (e.g.,  Hamaoui  &  
Deutsch,  2010;  Lerdahl  &  Jackendoff,  1983).  This  is  sometimes  referred  to  as  
grouping  by  pitch  proximity  (though  the  term  “pitch  similarity”  is  also  used  in  
the  literature).  Pitch  proximity  likewise  has  been  shown  to  be  a  factor  in  
grouping  in  auditory  scene  analysis  (Bregman,  1990/1994).  
  
Figure   2.20   Example   of   sequential   grouping   by   time   with   the  
added  dimension   of   pitch.  Here,   the   time   intervals   are   the   same,   but  
hypothetical  listeners  would  group  by  pitch  proximity.  
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Figure  2.21  represents  a  sequence  in  which  proximity  in  two  dimensions  
(pitch  and  temporal  proximity)  affects  perceived  grouping.  In  this  case  pitch  
proximity  and  temporal  proximity  conspire  to  cue  group  separation  between  the  
2nd  and  3rd  sound  events.  
  
Figure  2.21  Example  of  sequential  auditory  grouping  by  time  and    
pitch.  Here,  pitch  proximity  and  temporal  proximity  conspire  to  cue  group  
separation.  
 
In  their  book  looking  at  the  hierarchical  structure  of  music  Lerdahl  &  
Jackendoff  (1983)  discuss  grouping  principles  (similarity  and  proximity,  in  
particular)  that  are  based  on  the  gestalt  grouping  principles.  In  an  unfamiliar  
tune,  listeners  are  likely  to  group  the  music  (i.e.,  perceive  music  phrase  
boundaries)  according  to  both  pitch  and  timing  properties.  If  there  are  silent  
intervals  (rests)  or  other  duration  cues,  such  as  long  notes,  these  will  likely  attract  
perceived  group  boundaries.  If  there  are  pitch  jumps,  these  may  also  cue  group  
boundaries.  Further,  if  the  timing  and  pitch  cues  coincide,  the  chances  of  a  
boundary  being  perceived  are  much  higher  (Hamaoui  &  Deutsch,  2010).    
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2.3.2  Cognitive  grouping  principles  in  prosody  
While  it  has  not  always  been  described  in  terms  of  proximity  (a  term  tightly  
associated  with  the  gestalt  principle  of  proximity),  the  role  in  prosodic  grouping  
of  temporal  proximity,  expressed  variously  in  terms  of  preboundary  
lengthening,  silent  pauses,  and  combinations  of  the  two,  has  been  widely  
acknowledged  in  the  literature.  The  tendency  of  silence  and  preboundary  
lengthening  to  act  together  in  perception  and  production  has  lead  to  the  
development  of  measures  of  boundary  strength  that  include  both  preboundary  
lengthening  and  silent  pause  together,  such  as  Ladd’s  (1988)  “boundary  
duration,”  and  SOI,  or  Syllable  Onset  Interval,  developed  by  Fon  &  Johnson  
(2004)  and  Fon  (2002).  Xu  (2009)  noted  that  timing  cues  of  grouping,  in  particular  
phrase-­‐‑final  lengthening  and  inter-­‐‑phrase  silent  intervals,  effectively  increase  the  
temporal  distance  between  elements  of  different  phrases,  and  proposes  an  affinity  
index,  a  measure  of  closeness  of  constituents.  
This  observed  tendency  of  preboundary  segmental  lengthening  and  
boundary-­‐‑related  silences  to  work  together  in  the  service  of  a  prosodic  boundary  
bears  a  strong  similarity  to  music  grouping  principles  proposed  by  Lerdahl  &  
Jackendoff  (1983),  as  noted  in  Jeon  &  Nolan  (2013).  The  grouping  principles  of  
Lerdahl  &  Jackendoff  were  developed  with  direct  reference  to  the  gestalt  
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principles.  By  their  principal  of  proximity,  a  musical  group  boundary  is  
perceived  when  the  temporal  interval  between  the  onset  of  a  given  note  and  the  
following  note  is  greater  than  that  between  that  note  and  the  preceding  note,  
whether  the  difference  in  distance  is  due  to  lengthening  of  that  note  or  to  an  
intervening  rest.  
Along  these  lines,  Kentner  &  Féry  (2013)  have  developed  the  principles  of  
Proximity  &  Anti-­‐‑proximity  (along  with  the  principle  of  Similarity)  to  describe  
and  explain  phonetic  reflection  of  the  syntax-­‐‑phonology  interface.  By  Proximity,  
phonetic  boundary  cues  are  weakened  between  items  at  the  same  level  of  
syntactic  embedding,  and  by  Anti-­‐‑Proximity,  boundary  cues  tend  to  be  
strengthened  between  items  at  different  levels  of  syntactic  embedding.  In  paired  
production  and  perception  experiments,  they  found  evidence  of  these  effects  on  
boundary  strength  in  both  the  timing  and  pitch  domains:  stronger  boundaries  
show  longer  durational  cues  (combined  segmental  lengthening  and  silence)  as  
well  as  greater  pitch  excursion  for  the  boundary  tone.    
The  parallels  between  pitch-­‐‑proximity  based  grouping  in  music  and  
sequential  auditory  grouping  on  the  one  hand,  and  boundary  strength  cued  by  
the  cross-­‐‑phrase  pitch  change  known  as  reset,  suggests  that  there  may  likewise  
be  a  role  in  prosodic  grouping  for  something  akin  to  pitch  proximity.  In  both  
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cases,  a  bigger  pitch  change  more  strongly  cues  a  group  boundary  than  a  smaller  
pitch  change.  Figures  2.22  and  2.23  show  a  pair  of  schematics  illustrating  the  
similarity  between  group  boundary  cued  by  cross-­‐‑phrase  reset  in  speech  (in  
Figure  2.22)  and  group  boundary  cued  by  pitch  proximity  in  auditory  sequential  
grouping  (Figure  2.23).  Other  gestalt-­‐‑like  principles  that  have  been  applied  to  
pitch  factors  in  auditory  sequential  grouping,  such  as  pitch  similarity  and  pitch  
continuity,  may  also  be  applicable  in  prosodic  grouping.8  
  
Figure   2.22   A   schematic   showing   reset   that   is   suggestive   of  
grouping   by   pitch   proximity.  The   3   curved   shapes   represent   phrases  
with  a  general  rise-­‐‑fall  shape,  equally  spaced  in  time.  The  larger  change  in  
pitch  between  the  2nd  and  3rd  phrase  (relative  to  that  between  the  1st  and  2nd  
phrase)  cues  a  group  boundary.  
  
  
Figure   2.23   A   schematic   showing   sequential   grouping   by   pitch  
proximity  that  is  analogous  to  the  example  in  Figure  2.22.  The  three  
bars  represent  equally-­‐‑timed  tones,  and  the  larger  pitch  change  between  the  
2nd  and  3rd  tone  (relative  to  that  between  the  1st  and  2nd  tone)  would  cue  a  
group  boundary.    
                                                
8 Kentner  and  Féry  (2013)  do  mention  a  role  for  similarity  of  pitch  in  prosodic  grouping,  
but  do  not  elaborate  on  how  it  might  be  implemented. 
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The  role  of  Gestalt-­‐‑like  grouping  principles  has  been  proposed  by  
researchers  investigating  prosodic  grouping  in  a  number  of  different  languages:  
Kentner  &  Féry  (2013),  for  German;  Jeon  &  Nolan  (2013),  for  Korean;  and  
Hunyadi  (2006)  for  Hungarian.  In  each  case,  the  authors  have  suggested  the  
likelihood  that  such  grouping  principles,  as  reflecting  more  cognitive-­‐‑general  
grouping  principles,  are  likely  to  operate  cross-­‐‑linguistically.  These  independent  
observations  that  prosodic  grouping  reflects  principles  that  are  gestalt-­‐‑like  is  
highly  suggestive  that  such  cognitive  general  principles  may  be  at  work  in  the  
processing  of  boundary  cues.  
2.4  Pitch-­‐‑time  interaction  
While  there  has  been  general  agreement  that  both  pitch  and  timing  cues  
contribute  to  the  perception  of  prosodic  boundaries  and  other  prosodic  events,  
there  has  been  little  acknowledgement  of  their  interaction  in  perception  in  these  
contexts.  Timing  aspects  of  speech  prosody  have  generally  been  investigated  
using  objective  measures  of  time,  such  as  duration  in  milliseconds  of  segments,  
syllables,  or  silent  intervals,  without  reference  to  the  f0  context  of  these  events.  
Likewise,  aspects  relating  to  pitch  are  typically  investigated  using  local  measures  
of  f0  at  specific  events,  with  little  attention  given  to  the  temporal  context  in  
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which  they  occur.  Measuring  cues  independently  of  each  other,  however,  doesn’t  
take  into  account  the  systematic  ways  in  which  they  have  been  shown  to  interact,  
and  indeed  is  unlikely  to  accurately  capture  boundary  strength  as  it  is  perceived.  
This  is  because,  as  noted  earlier,  a  substantial  body  of  work  from  both  speech  
and  non-­‐‑speech  research  suggests  that  pitch  and  timing  interact  in  perception.  
One  body  of  non-­‐‑speech  research  examines  the  effects  of  pitch  on  timing  
perception  in  sequences  of  level  tones  and  silent  intervals,  with  a  phenomenon  
known  as  the  auditory  kappa  effect,  which  describes  the  influence  of  pitch  
proximity  on  perception  of  time  intervals.  (Cohen  et  al.,  1953,  1954;  MacKenzie,  
2007;  Shigeno,  1986,  1993;  inter  alia).  Specifically,  the  perception  of  duration  of  
silent  intervals  between  tones  of  varying  pitch  can  be  systematically  distorted  
such  that  silent  intervals  bounded  by  tones  closer  in  pitch  will  be  perceived  as  
shorter  in  duration  than  silent  intervals  of  the  same  objective  duration  bounded  
by  tones  of  a  bigger  pitch  distance.  In  spite  of  the  known  importance  of  both  
silent  pauses  and  pitch  change  in  speech  perception,  their  potential  perceptual  
interaction  via  a  phenomenon  like  the  kappa  effect  has  not  previously  been  
investigated  with  speech  materials.    
A  related  of  work  on  pitch-­‐‑timing  interaction  has  examined  pitch  effects  on  
the  perception  of  filled  intervals,  in  both  speech  and  non-­‐‑speech.  Several  studies  
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(Lehiste  1976;  Yu,  2010;  Cumming,  2011;  inter  alia,  see  Cumming,  2011  for  
overview)  have  found  evidence  that  listeners  perceive  vowels  with  dynamic  f0  as  
longer  than  those  with  static  f0.  Similarly,  research  in  the  perception  of  (non-­‐‑
speech)  tone  glides  has  shown  that  the  velocity  of  pitch  change  in  the  glide  
(relative  to  standards  with  differing  pitch  velocity)  influences  listeners’  
perception  of  the  duration  of  the  glide  (Henry  2011).    
Greater  background  detail  about  these  pitch-­‐‑timing  interactions  will  be  
presented  in  the  next  2  chapters.  Each  presents  a  pair  of  experiments  
reproducing  the  contexts  of  pitch-­‐‑based  distortion  of  perceived  duration  in  
speech  contexts,  and  investigates  the  potential  role  of  this  perceptual  interaction  
in  the  perception  of  prosodic  boundaries.  Chapter  5  investigates  a  novel  pitch-­‐‑
based  distortion  of  perceived  duration,  using  pitch  patterns  that  have  not  yet  
been  investigated  in  non-­‐‑speech  research,  based  on  the  hypothesis  that  perceived  
grouping  is  the  mechanism  by  which  distortions  of  perceived  duration  occur.  
If  perceived  duration  can  be  distorted  by  pitch  factors  in  speech  and  
prosodic  boundary  contexts,  there  is  great  potential  for  such  distortion  to  affect  
perceived  prosodic  boundaries.  Pitch  and  timing  are  both  recognized  as  
providing  key  cues  to  prosodic  grouping,  yet  their  perceptual  interactions  have  
been  largely  overlooked  in  prosodic  research.  Thus,  this  dissertation  address  a  
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gap  in  the  literature  by  directly  investigating  several  known  psychoacoustic  
pitch-­‐‑timing  interactions  in  the  novel  context  of  prosodic  boundaries.  
Much  progress  has  been  made  in  identifying  the  phonetic  cues  to  boundary,  
but  not  the  perceptual  foundations  of  these  cues.  If  known  psychoacoustic  
phenomena  affecting  perception  of  timing  are  shown  to  be  at  play  in  speech  
perception  and  prosodic  grouping,  this  has  potential  to  explain  the  perceptual  
foundations  of  boundary  cues,  and  therefore  the  cross-­‐‑linguistic  similarities  of  
prosodic  grouping  cues.  This  research  offers  insights  into  understanding  why  
prosodic  boundaries  are  expressed  with  the  particular  pitch  and  timing  cues  that  
are  so  common  cross-­‐‑linguistically.  While  much  in  language  form  is  arbitrary  
(such  as  the  particular  string  of  segments  used  to  represent  a  given  lexical  item),  
the  expression  of  hierarchical  structure  by  way  of  acoustic  cues  appears  to  be  
much  less  so.  The  experiments  described  in  this  dissertation  test  the  hypothesis  
that  an  account  of  this  cross-­‐‑language  similarity  can  be  found  in  the  workings  of  
the  cognitive  mechanisms  underlying  perception.    
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CHAPTER  3:  PITCH  RELATIONS  ACROSS  SILENCE  
3.1  Introduction  
Many  researchers  have  noted,  especially  when  investigating  the  prosody  of  
spontaneous  speech  and  larger  discourses,  that  there  is  often  a  change  in  f0  
between  the  end  of  one  prosodic  phrase  and  the  beginning  of  the  next  
(Cruttenden,  1997;  Frota  et  al.,  2007;  Collier  et  al.,  1993;  Hansson,  2003;  Bannert,  
1995;  inter  alia).  Such  a  pitch  change,  often  described  in  terms  of  phrase-­‐‑initial  
pitch  reset,  has  been  considered  a  cue  to  the  presence  and  perceived  strength  of  
prosodic  boundaries.  Further,  cross-­‐‑phrase  pitch  reset  has  a  high  rate  of  co-­‐‑
occurrence  with  pauses  (Collier  et  al.,  1993).  Pauses  themselves  have  a  well-­‐‑
recognized  role  in  the  production  and  perception  of  boundaries:  It  is  well  known  
that  there  is  a  correlation  between  the  presence  and  duration  of  silent  intervals  
between  phrases  and  perceived  boundary  strength  (Collier  et  al.,  1993;  Hansson,  
2003;  Fon,  2002;  inter  alia).    
There  is  a  logical  connection  to  be  made  between  the  co-­‐‑occurrence  of  
pause  and  pitch  reset  at  boundaries  and  the  auditory  kappa  effect,  a  well-­‐‑known  
psychoacoustic  phenomenon.  As  noted  briefly  in  Chapter  2,  the  auditory  kappa  
effect  describes  an  auditory  illusion  whereby  the  perceived  duration  of  silent  
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intervals  can  be  influenced  by  the  relative  pitch  proximity  of  tones  bounding  
those  intervals  (Cohen  et  al.,  1953,  1954;  MacKenzie,  2007;  Shigeno,  1986,  1993;  
inter  alia).  Specifically,  the  perceived  duration  of  silent  intervals  intervening  
between  tones  of  varying  pitch  can  be  systematically  distorted,  such  that  silent  
intervals  bounded  by  tones  closer  in  pitch  will  be  perceived  as  shorter  in  
duration  than  silent  intervals  of  the  same  objective  duration  bounded  by  tones  
separated  by  a  larger  pitch  distance.  Until  recently,  however,  the  potential  
influence  of  the  auditory  kappa  effect  relating  to  f0  and  timing  perception  had  
not  been  explored  using  speech  materials.9  
  This  chapter  discusses  the  results  of  two  perception  experiments  exploring  
the  interaction  of  pitch  and  timing,  in  particular  the  manipulation  of  f0  distance  
across  silent  intervals,  in  a  speech  context  using  American  English.  The  first  
experiment  is  designed  to  find  evidence  that  the  auditory  kappa  effect  obtains  in  
speech  materials,  with  subjects  being  asked  to  make  judgments  about  the  
perceived  duration  of  specified  intervals.  Results  suggest  that  the  auditory  kappa  
effect  does  indeed  obtain  with  speech  stimuli  in  a  comparable  way  to  what  has  
been  demonstrated  in  the  psychoacoustic  literature.  The  second  experiment  uses  
                                                
9  Prior  to  the  experiments  presented  here,  first  described  by  Brugos  &  Barnes  (2012a,  
2012b),  there  appear  to  be  no  studies  looking  at  the  kappa  effect  with  respect  to  f0  and  
speech  timing  perception.  Shigeno  (1986)  did  look  at  the  kappa  effect  in  speech  
materials,  but  using  f1  and  vowel  perception.  
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the  identical  set  of  stimuli  to  investigate  how  these  same  manipulations  might  
affect  perception  of  prosodic  grouping  in  a  linguistic  task.    
3.2  Background  
3.2.1  The  kappa  effect:  time  and  space  
The  kappa  effect  refers  most  generally  to  a  phenomenon  whereby  the  perception  
of  time  intervals  is  distorted  based  on  the  perception  of  events  in  the  spatial  
dimension.  Specifically,  the  distribution  in  space  of  a  sequence  of  three  events  
can  affect  the  perceiver’s  estimate  of  the  time  between  each  of  the  three  events.  
The  kappa  effect  has  been  demonstrated  in  diverse  perceptual  domains,  
involving  distances  between  objects  or  events  presented  visually  (Cohen  et  al.,  
1953),  auditorily  (Sarrazin  et  al.  2005),  and  haptically  (Grondin  et  al.,  2011).  In  all  
these  cases,  variation  in  the  distances  between  lights,  sounds,  or  touches  on  the  
skin  presented  to  subjects  in  succession  has  led  to  systematic  differences  in  the  
perception  of  the  time  intervals  separating  them  as  well.  Under  certain  
conditions,  individuals  perceive  stimuli  that  occur  farther  apart  in  space  (e.g.,  
flashes  of  light,  or  bursts  of  sound)  as  occurring  farther  apart  in  time  than  those  
occurring  closer  together  spatially.  In  short,  it  would  seem  that  the  mind  expects  
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that  a  greater  distance  will  take  longer  to  traverse  than  a  shorter  distance,  and  
adjusts  perception  accordingly.  
3.2.2  The  kappa  effect  in  auditory  perception:  time  and  the  frequency  domain  
In  the  domain  of  auditory  perception,  a  primary  direction  of  research  has  
tested  whether  the  kappa  effect  can  be  observed  not  just  in  the  influence  on  
temporal  perception  of  distances  across  intervals  in  physical  space,  but  also  in  
the  influence  on  temporal  perception  of  distances  across  analogous  intervals  in  
pitch  space.    
A  body  of  research  has  suggested  that  the  use  of  spatial  metaphors  (e.g.,  
high  and  low)  to  describe  the  frequency  domain  is  based  on  commonalities  in  the  
perception  of  space  and  frequency  (see  Henry  2011  for  an  overview).  Consistent  
with  this  assumption,  Cohen  et  al.  (1953,  1954)  hypothesized  that  in  a  sequence  
of  tones,  the  frequency  of  the  tones  would  distort  the  perception  of  time  between  
tones,  and  called  this  predicted  result  the  auditory  kappa  effect.  While  initial  
results  were  inconclusive,  subsequent  studies  (Shigeno  1986,  1993;  Crowder  &  
Neath  1995;  MacKenzie  2007;  Henry  &  McAuley  2009;  inter  alia)  found  significant  
effects  from  pitch  on  timing  perception,  supporting  the  existence  of  the  auditory  
kappa  effect.  Figure  3.1,  below,  illustrates  this  effect,  whereby  relative  frequency  
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affects  timing  perception.  The  tone  sequences  represented  are  each  sets  of  3  tones  
of  equal  duration,  separated  by  2  silent  intervals  (t1  and  t2)  also  of  equal  
duration  to  each  other.  In  the  left-­‐‑hand  sequence,  where  the  middle  tone  is  closer  
in  pitch  to  the  first  tone  than  to  the  third,  subjects  tend  to  perceive  relative  timing  
as  shifted  such  that  t1  is  shorter  than  t2.  Similarly,  in  the  sequence  on  the  right,  
the  large  change  in  pitch  between  the  first  and  middle  tones  and  the  relative  
pitch  proximity  of  the  middle  tone  to  the  last  influences  subjects  to  indicate  that  
t1  is  longer  than  t2.  
  
Figure   3.1   A   schematic   example   of   the   auditory   kappa   effect,  
whereby   relative   tone  height   affects   timing  perception.  The   silent  
intervals  (t1  and  t2)  are  of  equal  duration,  but  t1  is  perceived  as  shorter  at  
left,  longer  at  right.  
  
Shigeno  (1986,  1993)  devised  a  method  for  testing  the  kappa  effect  dubbed  
the  kappa  cell  by  MacKenzie  (2007).  A  kappa  cell  consists  of  a  three-­‐‑tone  sequence  
of  the  type  AXB  in  which  the  A  and  B  tones  are  fixed  in  f0  space  and  in  time  
relative  to  each  other,  but  both  timing  of  inter-­‐‑tone  pauses  and  pitch  of  the  X  
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tone  are  systematically  varied.  (See  Figure  3.2.)  Subjects  are  asked  to  listen  to  the  
sequence,  and  judge  whether  the  middle  tone  is  closer  in  time  to  A  or  B.  
  
Figure   3.2  A   schematic  of   the  kappa   cell  paradigm.  This   paradigm  
was   used   for   testing   the   auditory   kappa   effect   for   two   pitch   change  
directions:   ascending   (left)   and   descending   (right).   In   each   frame,   sound  
events  A  and  B  are  fixed  in  pitch  space,  and  in  time  relative  to  each  other.  
Only   the   intermediate   event  X   changes,   and   it   does   so   in   both   time   and  
pitch  space.    
  
  Given  that  objective  measures  of  timing,  including  pause  duration,  final  
lengthening,  etc.,  are  regularly  used  to  experimentally  operationalize  relative  
boundary  size  (e.g.,  Clifton  et  al.,  2002;  Wagner,  2005;  inter  alia),  the  potential  for  
f0  interference  with  the  perception  of  duration  suggests  that  reliance  on  raw  
duration  measures  as  reflections  of  prosodic  structure  may  be  missing  important  
aspects  of  the  perception  of  speech  timing.  
In  order  to  explore  the  effect  of  pitch  change  across  silent  intervals  
occurring  at  phrase  boundaries  on  the  perception  of  both  timing  and  grouping,  
two  perception  experiments  were  undertaken.  The  first  experiment  tests  whether  
the  auditory  kappa  effect,  by  which  pitch  steps  across  silent  intervals  affect  
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perception  of  those  intervals’  durations,  obtains  in  spoken  language  materials.  
The  second  experiment  looks  at  the  same  factors,  namely,  pitch  steps  across  
silent  pauses,  as  they  apply  to  grouping  perception.  
3.3  Experiment  1  
To  determine  whether  the  auditory  kappa  effect  can  play  a  role  in  the  
perception  of  duration  of  silent  intervals  in  speech  material,  an  experiment  based  
on  the  AXB  kappa  cell  paradigm  (Shigeno,  1986,  MacKenzie  2007,  see  Figure  3.2,  
above)  was  constructed.  Subjects  judged  whether  X  was  closer  in  time  to  A  or  B  
in  70  target  stimuli  in  which  the  timing  and  pitch  of  X  in  AXB  sequences  was  
systematically  varied.  This  experiment  was  intended  as  a  first  step  in  the  
direction  of  determining  what  role,  if  any,  the  auditory  kappa  effect  might  have  
in  the  perception  of  speech  timing.  
3.3.1  Methods  
The  experimental  design  was  modelled  closely  after  that  of  Shigeno  (1986,  
1993)  and  subsequent  modifications  by  MacKenzie  (2007),  using  the  AXB  kappa  
cell  paradigm.  Whereas  both  Shigeno  and  MacKenzie  used  sequences  of  pure  
tones  and  silent  intervals,  this  experiment  uses  sequences  of  a  single  spoken  
word,  separated  by  silent  intervals,  as  the  sound  stimuli.  In  order  to  move  away  
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from  pure  tone  and  music  perception,  and  to  decrease  the  likelihood  of  the  
stimulus  items  sounding  like  sung  musical  notes  (Falk  &  Rathcke,  2010),  this  
study  used  f0  manipulations  on  a  word  with  a  dynamic  f0  contour  typical  of  
spoken  language,  the  rise-­‐‑fall.    
3.3.1.1  Creation  of  stimuli  
A  single  production  of  the  word  one  was  spoken  in  isolation  by  a  female  
native  speaker  of  American  English  (the  author)  in  citation  form  (ToBI  H*  L-­‐‑L%)  
in  a  moderately  low  range  for  that  speaker.  A  monosyllable  with  relatively  short  
duration  was  chosen  to  best  offer  comparison  to  results  from  MacKenzie  (2007),  
who  used  tones  of  200  ms  duration.  The  token  of  the  word  one  chosen  for  
resynthesis  was  306  ms.  That  production  was  resynthesized  using  Praat  such  that  
the  f0  formed  a  symmetrical  rise-­‐‑fall  shape,  with  initial  and  final  minimum  f0  at  
150  Hz.  and  the  maximum  at  200  Hz.  (These  values  were  chosen  arbitrarily  based  
on  their  similarity  to  those  of  the  natural  productions.)  A  series  of  new  tokens  
was  then  resynthesized  such  that  the  same  rise-­‐‑fall  shape  was  shifted  upwards  in  
1-­‐‑semitone  steps,  with  the  highest  of  the  series  8  semitones  higher  than  the  base  
token.  Accordingly,  the  highest  of  the  series  had  a  maximum  f0  of  315  Hz.,  a  
height  within  the  speaker’s  natural  range  as  seen  in  previous  elicitations.  
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Kappa  cells  were  constructed  for  2  directions  of  pitch  movement:  ascending  and  
descending.  For  the  ascending  condition,  the  base  one  was  chosen  as  A,  and  the  
highest  one  as  B,  and  for  the  descending  condition,  this  order  was  reversed.  Files  
were  concatenated  such  that  X  was  selected  from  among  the  7  intermediate  Pitch  
Steps  of  1  semitone  each.  The  silence  between  A  and  X  (t1)  and  X  and  B  (t2)  
ranged  between  410  and  590  ms,  in  steps  of  20  ms,  such  that  the  sum  of  t1  and  t2  
always  equaled  1  second,  giving  10  Time  Steps  for  the  location  of  X.  In  all,  there  
were  70  unique  stimuli  (10  Time  Steps  x  7  Pitch  Steps)  for  each  of  2  orders.  Figure  
3.3  shows  a  sample  stimulus  file,  with  schematics  superimposed  on  the  
spectrogram  to  show  the  pitch  and  temporal  manipulations  of  that  token.  
  
Figure   3.3   A   sample   stimulus   file,   showing   a   sequence   of   the  
spoken  word   one,   in   the  Descending  Direction   condition.  The   f0  
contour  of  (A)  is  8  semitones  above  the  f0  contour  of  (B).  In  this  example,  
the  middle  one   (X)   is   set   to   2   st.   below  A   (i.e.   Pitch   Step   2).   The   silent  
interval   between   A   and   X   (t1)   is   here   set   to   590   ms,   and   the   interval  
between  X  and  B  (t2)  to  410  ms.  
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3.3.1.2  Subjects,  presentation  and  task  
Thirty-­‐‑six  native  speakers  of  American  English,  ranging  in  age  from  18  to  26  
years,  participated  in  the  study  for  a  payment  of  $20.  Subjects  reported  no  
hearing  or  speech  deficits.  
Stimuli  were  presented  in  4  blocks,  each  containing  all  70  manipulations,  
with  items  randomized  within  each  block,  giving  280  trials.  Subjects  were  
assigned  arbitrarily  to  one  of  2  Pitch  Change  Directions:  the  first  17  subjects  were  
assigned  ascending  order,  and  the  next  19  the  descending  order.  The  training  
and  experimental  sections  took  about  30  minutes,  and  subjects  were  given  
regular  opportunities  for  breaks.  
Subjects  were  seated  in  a  quiet  room  facing  a  laptop,  wearing  headphones,  
and  indicated  responses  using  a  Cedrus  530  response  pad,  a  device  with  push  
buttons.  Subjects  were  asked  to  indicate  whether  the  middle  one  was  closer  in  
time  to  the  first  one  or  to  the  last  by  pressing  the  indicated  button  for  one  of  the  
two  of  options.  Subjects  were  explicitly  instructed  to  base  responses  on  temporal  
proximity  alone,  and  to  ignore  the  changes  in  pitch.  
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3.3.1.3  Training  and  Screening  
Before  beginning  the  experiment,  subjects  read  a  brief  written  introduction  
to  the  study.  They  heard  several  recorded  examples  of  sequences  of  words  with  
varying  intervening  pauses  while  being  presented  with  schematics  showing  
differences  in  time  and  pitch  level.  To  ensure  that  subjects  were  able  to  
understand  the  task,  and  produce  accurate  responses  based  on  perceived  timing,  
the  experimental  session  included  a  brief  training  period  using  only  the  largest  
time  differences  (where  t1  was  equal  to  410,  430,  570  and  590)  and  with  only  a  
subset  of  Pitch  Steps  (Steps  1,  2,  4,  6,  and  7).  Subjects  proceeded  to  the  
experimental  phase  when  their  cumulative  correct  score  reached  75%  (with  at  
least  10  training  trials  presented),  or  upon  completing  40  training  trials.  Most  
subjects  (N=27)  proceeded  to  the  experimental  section  after  11  or  12  training  
trials.  
To  ensure  that  subjects  were  in  fact  able  to  perceive  the  timing  differences  
at  hand  sufficiently  well  to  provide  a  reliable  reference  for  the  additional  effects  
of  pitch  on  timing  perception,  a  subset  of  the  data  collected,  involving  only  the  
largest  of  the  timing  differences,  was  used  to  screen  subjects  for  inclusion  in  the  
study.  Responses  for  trials  with  the  2  smallest  and  the  2  largest  t1  values  (giving  
the  4  least  ambiguous  ratios  of  pause  duration  between  t1  and  t2)  and  for  all  7  
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Pitch  Steps  (4  Time  Steps  x  7  Pitch  Steps  x  4  repetitions=112  trials)  were  
examined.  Only  subjects  who  correctly  discriminated  75%  or  above  of  this  subset  
were  included.  Only  4  subjects  were  excluded  for  not  reaching  this  criterion.  One  
additional  subject  was  excluded  due  to  equipment  malfunction.  The  data  from  31  
subjects  were  included  in  the  analysis  (15  subjects  from  the  ascending  pitch  
condition,  and  16  from  the  descending).  
3.3.2  Results  and  analysis  
Results  presented  here  are  from  responses  to  8533  of  the  8680  experimental  
trials  for  31  subjects.  Trials  with  no  response  or  where  the  subject  pushed  a  non-­‐‑
designated  button  were  excluded  from  analysis.  These  results  were  analyzed  
using  mixed-­‐‑effects  logistic  regression,  implemented  through  the  lme4  package  
(Bates  &  Maechler,  2009)  in  R  (R  Core  Team,  2012),  with  response  ("ʺX  closer  to  A”  
or  "ʺX  closer  to  B"ʺ)  as  the  dependent  variable,  and  Time  Step  (where  Time  Step  
was  coded  in  number  of  20-­‐‑ms  Time  Steps,  starting  from  the  smallest  value  of  t1),  
Pitch  Step  (coded  in  number  of  semitones  between  A  and  X)  and  Pitch  Change  
Direction  as  fixed  factors,  as  well  as  interaction  between  Time  Step  and  Pitch  
Step.  No  interaction  between  Time  Step  and  Pitch  Change  Direction,  Pitch  Step  
and  Pitch  Change  Direction  or  three-­‐‑way  interactions  for  Time  Step,  Pitch  Step  
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and  Pitch  Change  Direction  were  found,  and  these  interactions  were  removed  
from  the  model.  Subject  intercept  was  included  as  a  random  effect  (Baayen  et  al.,  
2008),  as  well  as  by-­‐‑subject  random  slopes  for  the  effect  of  Pitch  Change  
Direction,  Pitch  Step,  Time  Step  and  Time  Step  x  Pitch  Step  interaction  (Barr  et  
al.,  2013;  Winter,  2013).  The  result  was  a  model  (N  =  8533,  log-­‐‑likelihood  =  -­‐‑4123)  
showing  significant  main  effects  of  Time  Step  (Wald  z  =  11.836,  p  <  .001),  Pitch  
Step  (Wald  z  =  3.611,  p  <  .001),  as  well  as  a  significant  interaction  between  Time  
Step  and  Pitch  Step  (Wald  z  =  2.505,  p  <  .05).  No  significant  effect  of  Pitch  Change  
Direction  was  found  with  this  model  (Wald  z  =  -­‐‑1.914,  p  =  0.0556).  The  fixed  
effects  of  the  resulting  model  are  shown  in  Table  3.1.  
Table   3.1  Summary  of   fixed  effects   from  Experiment   1,   resulting  
from  mixed  model  logistic  regression.    
  
Fixed  effects:   Wald  z   p  value  
(Intercept)   -­‐‑12.495         p  <  0.001  
Time  Step   11.836   p  <  0.001  
Pitch  Step   3.611   p  <  0.001  
Pitch  Change  Direction   -­‐‑1.914     (n.s.)  
Time  Step  x  Pitch  Step   2.505   p  <  0.05  
  
Figure  3.4  displays  the  proportion  of  responses  indicating  that  X  was  closer  
in  time  to  B  as  a  function  of  t1,  the  duration  of  the  silent  interval  between  A  and  
X.  As  t1  gets  larger,  responses  that  X  is  closer  in  time  to  B  increase.  (Recall  that  
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larger  t1  values  correspond  to  smaller  t2  values,  with  shorter  silent  intervals  
between  X  and  B.)  This  reflects  that  subjects  were  sensitive  to  the  changes  in  
objective  duration,  and  is  reflected  in  the  significant  effect  of  Time  Step  (Wald    
z  =  11.836,  p  <  .001)  .    
  
Figure  3.4  Results   shown  by  Time  Step  only.  Time  Steps   along   the  
horizontal   axis   indicate   distance   in   ms   from   A   to   X,   and   are   graphed  
against  mean  responses  that  X  is  closer  to  B.    
  
Figure  3.5  displays  the  proportion  of  responses  that  X  was  closer  in  time  to  
B  as  a  function  of  Pitch  Step,  the  distance  in  semitones  between  the  tones  of  A  
and  X.  Even  though  the  task  was  to  respond  according  to  timing,  the  gradual  
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upward  trend  of  the  bars  reflects  that  subjects  were  influenced  by  relative  pitch  
of  the  sequential  tones,  as  shown  also  by  the  significant  effect  of  Pitch  Step  (Wald  
z  =  3.611,  p  <  .001).  Pitch  Steps  have  been  coded  such  that  the  Step  size  always  
indicates  reference  from  tone  A.  This  means  that  for  the  ascending  order,  Step  1  
is  1  semitone  above  the  baseline,  and  for  the  descending  order,  Step  1  is  1  
semitone  below  the  highest  one.  
  
Figure   3.5  Results   shown  by  Pitch  Step  only,   for  both   ascending  
and  descending  conditions.  Pitch  Steps  1  through  7  indicate  distance  in  
absolute  number  of  semitones  from  A  to  X,  and  are  graphed  against  mean  
responses  that  X  is  closer  to  B.    
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Figure  3.6  displays  the  proportion  of  responses  that  X  is  closer  in  time  to  B  
as  a  function  of  Time  Step,  this  time  with  separate  lines  for  pitch  patterns.  
Separate  lines  represent  different  Pitch  Steps  indicating  the  amount  of  shift  (in  
number  of  semitones)  from  tone  A.  (Pitch  Steps  have  been  coded  such  that  the  
Step  size  always  indicates  reference  from  tone  A.  This  means  that  for  the  
ascending  order,  Step  1  is  1  semitone  above  the  baseline,  and  for  the  descending  
order,  Step  1  is  1  semitone  below  the  highest  one.)  
The  general  upward  diagonal  trend  of  the  lines  reflects  that  the  subjects  
were  responding  primarily  based  on  time  (as  seen  in  Figure  3.4,  and  in  the  
significant  effect  of  Time  Step  in  Table  3.1):  smaller  pause  durations  between  A  
and  X  (t1)  result  in  fewer  responses  that  X  is  closer  to  B,  while  larger  t1  values  
result  in  more  responses  that  X  is  closer  to  B.  In  addition,  there  appears  to  be  an  
effect  of  pitch  at  all  time  values,  as  reflected  in  the  separation  of  the  Pitch  Step  
lines  (as  seen  also  in  the  stair-­‐‑like  upward  trend  of  the  bars  in  Figure  3.5,  and  also  
in  the  significant  effect  of  Pitch  Step  in  Table  3.1).  For  Steps  when  X  is  closer  in  
pitch  to  A,  there  are  proportionately  fewer  responses  that  X  is  closer  in  time  to  B.  
For  pitch  values  that  are  closer  in  pitch  to  B  (those  that  have  the  largest  distance  
from  the  pitch  of  A),  subjects  responded  in  greater  proportion  that  X  is  closer  in  
time  to  B,  even  at  the  same  T1  values.  
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Figure  3.6  Results  graph  for  pitch  and  time  together.  Proportion  of  
responses  that  X  is  closer   in  time  to  B  for  all  31  subjects  as  a   function  of  
time   between  A   and  X.  Lines   represent  Pitch  Steps   between  A   and  X   in  
semitones.   The   separation   of   pitch   lines   reflects   the   effect   of   pitch   on  
discrimination  of   timing:  when  X  is  closest   in  pitch  to  B  (e.g.,   lines   for  6  
and   7   semitone   Steps),   responses   that   X   is   closer   in   time   to   B   are  more  
frequent  than  for  Steps  when  X  is  closer  to  A  (e.g.,  Steps  1  and  2)  for  each  
Time  Step.    
  
3.3.3  Discussion  (Experiment  1)  
These  results  suggest  that  the  kappa  effect  was  indeed  obtained  in  this  
experiment  using  speech  materials.  Much  like  in  previous  experiments  using  
simple  tones  to  produce  the  auditory  illusion  known  as  the  kappa  effect,  the  
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pitch  changes  across  sequences  of  words  with  a  rise-­‐‑fall  contour  and  intervening  
silent  intervals  led  to  systematic  distortions  in  the  reported  perception  of  silent  
interval  duration.  
The  results  further  suggest,  though  not  conclusively,  that  the  direction  of  
pitch  movement  may  play  a  role  in  the  strength  of  the  kappa  effect,  with  the  
effect  being  intensified  in  the  descending  order.  A  previous  analysis  of  this  data  
(as  reported  in  Brugos  &  Barnes,  2012b)  resulted  in  a  significant  effect  of  Pitch  
Change  Direction,  as  well  as  a  significant  interaction  between  Pitch  Change  
Direction  and  Pitch  Step,  however,  this  result  was  not  supported  by  a  model  
including  by-­‐‑subject  random  slopes  for  Pitch  Change  Direction.  Figure  3.7  shows  
results  from  Experiment  1,  separated  by  direction  of  pitch  movement.  An  
interaction  of  Pitch  Step  and  Direction  would  potentially  reflect  the  greater  
influence  in  the  descending  condition  of  pitch  on  time  perception  for  trials  in  
which  the  pitch  of  X  is  closest  to  that  of  A  (e.g.,  Steps  1  and  2).  (See  Fig.  3.7,  right,  
where  the  lines  for  Pitch  Steps  1  and  2  appear  shifted  lower  in  the  graph,  as  
compared  to  the  larger  Steps,  e.g.,  6  and  7,  which  stay  high  in  both  conditions.)  
While  this  interaction  did  not  reach  significance  in  the  statistical  model  used,  the  
fact  that  by-­‐‑subject  random  slopes  led  to  the  non-­‐‑significant  result  suggest  that  
individual  subjects  may  be  variably  sensitive  to  pitch  manipulations  based  on  the  
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direction  of  pitch  change.  Additional  experimental  work,  perhaps  testing  the  
same  subjects  with  both  ascending  and  descending  pitch  change  conditions,  
could  shed  light  on  this  question.    
  
Figure  3.7  Results  separated  by  Pitch  Change  Direction.  The  Pitch  
Step   lines   for   the   descending   order   (right)   show   greater   separation   than  
those   of   ascending   (left).   Greater   separation   of   lines   indicates   stronger  
effects   of   pitch  manipulations   on   responses.   However,   this   difference   did  
not   reach   significance   in   a  mixed  model   logistic   regression   that   included  
by-­‐‑subject  random  slope  for  Pitch  Change  Direction.    
  
While  MacKenzie  (2007)  found  no  effect  of  pitch  change  direction,  Henry  &  
McAuley  (2009),  who  varied  the  velocity  of  the  pitch  change,  found  that  the  
kappa  effect  could  be  intensified  in  downward  pitch  changes  (relative  to  results  
for  ascending  pitch  change)  with  slower  pitch  change  velocities  (though  there  
was  no  effect  of  direction  with  greater  pitch  change  velocities).  The  variation  in  
this  result  across  studies  could  also,  therefore,  be  due  to  pitch  velocity  differences  
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across  the  stimuli  used  in  past  studies.  Thus,  in  future  work,  it  may  prove  fruitful  
to  vary  both  the  length  of  pauses  and  the  length  of  the  spoken  items  (e.g.,  by  
using  longer  words  or  phrases)  to  explore  the  strength  of  the  kappa  effect  in  
speech.  It  is  also  interesting  to  note  that,  while  not  invoking  the  kappa  effect  
explicitly,  Cumming  (2011),  in  a  study  showing  that  vowels  with  dynamic  pitch  
are  perceived  as  longer  than  those  with  level  pitch  of  the  same  objective  
duration,  also  found  a  difference  in  the  magnitude  of  her  results  based  on  
direction:  descending  tone  movements  showed  greater  effects  than  ascending  
movements  on  the  perception  of  vowel  duration.    
While  not  yet  a  linguistic  task,  the  results  of  this  experiment  suggest  that  
listeners’  judgments  of  time  intervals  are  influenced  by  the  magnitude  of  pitch  
changes  across  these  intervals.  It  therefore  appears  that  the  auditory  kappa  effect  
obtains  in  speech  perception.  Further  investigation  is  warranted  to  determine  the  
extent  to  which  phenomena  such  as  the  kappa  effect,  involving  a  degree  of  time-­‐‑
pitch  interdependence  in  perception,  affect  judgments  of  linguistic  prosody  as  
well.  
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3.4  Experiment  2:  Perception  of  linguistic  grouping  
While  the  experiment  described  above  demonstrates  that  the  kappa  effect  
can  obtain  in  speech  materials,  the  results,  being  based  on  a  non-­‐‑linguistic  task,  
do  not  yet  shed  light  on  the  extent  to  which  the  effect  might  transfer  to  meaning-­‐‑
based  processing.  A  follow-­‐‑up  study  was  therefore  conducted  exploring  how  the  
same  types  of  time  and  pitch  variation  affect  judgments  of  phrasing  or  boundary  
strength.  
As  a  first  step  in  this  direction,  and  to  make  the  results  most  directly  
comparable  to  the  timing  perception  task  of  Experiment  1,  the  same  experimental  
materials  were  used  as  in  the  timing  study.  As  the  kappa  effect  was  more  
strongly  in  evidence  for  the  descending  order  stimuli,  the  follow-­‐‑up  experiment  
used  only  those  stimuli.  In  addition,  these  stimuli  were  judged  by  the  
experimenters,  as  well  as  by  incidental  feedback  from  subjects,  as  sounding  more  
natural  than  the  ascending  order.  (A  downstepping  pattern  is  more  of  a  
commonly  attested  pattern  (Ohala  et  al.,  2004;  inter  alia),  than  an  analogous  shift  
upward  in  pitch  range,  which  sounded  unnatural  or  alarmed)10.    
                                                
10  This  perceived  intensified  affect  of  the  ascending  pitch  condition  may  be  related  to  the  
greater  physical  effort  required  to  produce  upward  pitch  changes  relative  to  downward  
pitch  changes  (Cruttenden,  1997).  
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3.4.1  Methods  
The  methods  for  this  experiment  were  nearly  identical  to  those  of  the  
timing  perception  experiment  described  above,  save  for  the  following  changes:  1)  
subjects  were  asked  to  indicate  whether  X  was  “grouped”  with  A  or  B  and  2)  no  
instructions  were  given  concerning  the  signal  itself.    
3.4.1.1  Creation  of  stimuli  
These  were  the  identical  stimuli  used  from  the  descending  condition  of  the  
timing  experiment.  As  such,  Kappa  cells  were  used  for  only  1  direction  of  pitch  
movement:  descending.  
3.4.1.2  Subjects,  presentation  and  task  
Nineteen  native  speakers  of  American  English,  ranging  in  age  from  18  to  22  
years,  participated  in  the  study  for  a  payment  of  $20.  Subjects  were  naïve  to  the  
purpose  of  the  study.  Given  that  we  did  not  want  to  direct  their  attention  to  any  
particular  acoustic  cues  and  potentially  influence  their  weighting  of  cues,  
subjects  were  chose  who  did  not  participate  in  the  earlier  timing  task.  Subjects  
reported  no  hearing  or  speech  deficits.    
Stimuli   were   presented   identically   to   the   timing   experiment:   in   4   blocks,  
each  containing  all  70  manipulations,  with  items  randomized  within  each  block,  
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giving  280  trials.  The  training  and  experimental  sections  took  about  30  minutes,  
and  subjects  were  given  regular  opportunities  for  breaks.  
Subjects  were  seated  in  a  quiet  room  facing  a  laptop,  wearing  headphones,  
and  indicated  responses  using  a  Cedrus  530  response  pad.  Subjects  were  asked  to  
indicate   whether   the   middle  one  was   “grouped   with”   the   first   one   or   the   last.  
Subjects  were  not  explicitly  directed  to  attend  to  any  aspect  of  the  signal.  
3.4.1.3  Training  and  Screening  
As  with  the  timing  perception  study,  subjects  were  introduced  to  the  study  
with  a  written  introduction  displayed  on  the  computer  screen,  which  addressed  
the  question  of  “grouping”  by  giving  the  example  of  phone  numbers:  “When  
speakers  read  or  recite  a  sequence  of  numbers,  it  is  generally  clear  to  the  listener  how  the  
digits  should  be  grouped.  One  everyday  example  of  this  is  with  phone  numbers.”  Unlike  
in  the  introduction  for  the  timing  perception  experiment,  no  explicit  mention  was  
made  of  what  aspects  of  the  signal  are  used  (e.g.,  pitch  or  timing),  nor  were  there  
any  recorded  examples  at  this  stage.  (See  Appendix  1  for  the  full  introductory  
text  used  in  the  experiment.)  
Unlike  in  the  timing  perception  study,  where  there  was  a  correct  answer  
relating  to  objective  duration,  there  was  no  objective  correct  answer  about  
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perceived  grouping  for  these  synthetic  stimuli.  As  the  training  materials  for  the  
timing  perception  task  were  designed  to  highlight  and  test  for  ability  to  discern  
differences  in  duration,  using  these  same  training  stimuli  could  potentially  have  
directed  subjects  to  give  preferential  weight  to  timing  cues  over  f0  cues.  
However,  it  was  also  desirable  to  ensure  that  subjects  were  able  to  understand  
the  task,  and  that  they  were  able  to  perceive  and  indicate  groupings  with  a  less  
potentially  ambiguous  signal  than  with  artificial  stimuli.  (If  subjects  are  not  able  
to  identify  naturally  produced  groupings,  a  lack  of  pattern  in  response  to  the  
artificial  stimuli  would  not  be  conclusive.)  To  meet  this  goal,  natural  productions  
were  used  as  the  basis  for  the  training  task.    
New  recordings  of  a  male  native  speaker  of  American  English  were  made  
of  groupings  of  3  identical  digits,  of  the  type  NN-­‐‑N  or  N-­‐‑NN.  The  reader  was  
naïve  to  the  specifics  of  the  experiment,  and  was  asked  only  to  read  the  numbers  
in  a  way  that  reflected  the  grouping.  These  naturally  produced  items  were  very  
different  from  the  experimental  stimuli  in  a  number  of  respects  (see  Appendix  2  
for  detailed  summary),  but  critically,  did  not  have  the  same  pitch  patterns11.    
                                                
11  It  is  possible  that  the  strong  temporal  cues  of  the  training  tokens  might  prime  subjects  
to  attend  strongly  to  temporal  cues  in  the  experimental  section.  However,  results  
suggest  that  this  was  not  the  case.  
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Training  stimuli  were  presented  in  randomized  order  from  a  set  of  20  
natural  productions,  10  each  of  the  two  intended  groupings  (N-­‐‑NN  and  NN-­‐‑N),  
comprising  2  different  natural  productions  for  each  grouping  of  each  of  5  sets  of  
3  identical  digits  (the  spoken  digits  used  were  two,  four,  five,  six  or  seven).  Subjects  
were  asked  to  indicate  whether  the  middle  digit  was  “grouped  with”  the  first  
digit  or  the  last.  Subjects  proceeded  to  the  experimental  phase  when  their  
cumulative  correct  score  reached  75%  (with  at  least  10  training  trials  presented),  
or  upon  completing  40  training  trials.  Most  subjects  (N=14)  proceeded  to  the  
experimental  section  with  no  errors  on  training  trials.  Another  3  subjects  made  
only  1  error  in  training,  and  1  subject  made  13  errors  out  of  40  training  trials.  The  
remaining  subject  made  33  errors  in  40  training  trials,  and  was  excluded  from  the  
analysis  based  on  achieving  a  correct  rate  of  well  under  50%  of  training  trials.  
3.4.2  Results  and  analysis:  Experiment  2  
Results  presented  here  are  from  responses  to  4926  trials  for  18  subjects.  
Trials  with  no  response  or  where  the  subject  pushed  a  non-­‐‑designated  button  
were  excluded  from  analysis.  These  results  were  analyzed  using  mixed-­‐‑effects  
logistic  regression,  implemented  through  the  lme4  package  (Bates  &  Maechler,  
2009)  in  R  (R  Core  Team,  2012),  with  response  ("ʺX  grouped  with  A”  or  "ʺX  
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grouped  with  B"ʺ)  as  the  dependent  variable,  and  Time  Step  (where  Time  Step  
was  coded  in  number  of  20-­‐‑ms  Time  Steps  from  the  smallest  value  of  t1),  Pitch  
Step  (coded  in  Steps  of  semitones  between  A  and  X)  as  fixed  factors,  as  well  as  
interaction  between  Time  Step  and  Pitch  Step.  Subject  intercept  was  included  as  a  
random  effect  (Baayen  et  al.,  2008),  as  well  as  by-­‐‑subject  random  slopes  for  the  
effect  of  Pitch  Step,  Time  Step  and  Time  Step  x  Pitch  Step  interaction  (Barr  et  al.,  
2013;  Winter,  2013).  The  result  was  a  model  (N  =  4926,  log-­‐‑likelihood  =  -­‐‑2054)  
showing  significant  main  effects  of  Time  Step  (Wald  z  =  3.587,  p  <  .001)  and  Pitch  
Step  (Wald  z  =  9.337,  p  <  .001).  No  interaction  between  Time  Step  and  Pitch  Step  
was  found.    
Table   3.2  Summary  of   fixed  effects   from  Experiment   1,   resulting  
from  mixed  model  logistic  regression.  
  
Fixed  effects:   Wald  z   p  value  
(Intercept)      -­‐‑9.193         p  <  0.001  
Time  Step   3.587   p  <  0.001  
Pitch  Step   9.337   p  <  0.001  
Time  Step  x  Pitch  Step   -­‐‑1.545     (n.s.)  
  
Figure  3.8  displays  the  proportion  of  responses  “X  is  grouped  with  B”  as  a  
function  of  t1,  the  duration  of  the  silent  interval  between  A  and  X.  (Note  that  the  
format  of  the  graphs  below  is  comparable  to  those  of  Figures  3.4  through  3.6,  
with  results  from  Experiment  1.  The  only  difference  is  that  the  vertical  axes  now  
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reflect  the  answer  “grouped  with  B”  instead  of  “closer  in  time  to  B”.)As  t1  gets  
larger,  responses  that  X  is  closer  in  time  to  B  increase  gradually.  (Larger  t1  values  
correspond  to  smaller  t2  values,  with  shorter  silent  intervals  between  X  and  B.)  
This  reflects  that  subject  responses  of  grouping  were  influenced  at  least  in  part  
by  changes  in  objective  duration.    
  
Figure   3.8   Experiment   2  Results   shown  by  Time  Step   only.  Time  
Steps  along   the  horizontal   axis   indicate  distance   in  ms   from  A   to  X,  and  
are  graphed  against  mean  responses  that  X  is  “grouped  with”  B.    
  
Figure  3.9  displays  the  proportion  of  responses  “X  is  grouped  with  B”  as  a  
function  of  Pitch  Step,  the  distance  in  semitones  between  the  tones  of  A  and  X.  
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The  steep  upward  trend  of  the  bars  reflects  that  subjects  were  heavily  influenced  
by  relative  pitch  of  the  sequential  tones,  and  the  relative  steepness  of  this  graph  
compared  to  the  timing  graph  suggest  a  much  stronger  influence  of  pitch  than  
timing  on  responses  of  perceived  grouping.    
  
Figure   3.9   Results   for   Experiment   2   shown   by   Pitch   Step   only.  
Pitch  Steps  1  through  7  indicate  distance  in  semitones  from  A  to  X,  and  are  
graphed  against  mean  responses  that  X  is  “grouped  with”  B.    
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Figure  3.10  Proportion  of  responses  “X  is  grouped  with  B”  for  all  
subjects   as   a   function   of   time   between   A   and   X.   Lines   represent  
Pitch  Steps   between  A   and  X   in   semitones.  The   separation   of   pitch   lines  
reflects  the  effect  of  pitch  on  grouping  perception:  when  X  is  closest  in  pitch  
to  B  (e.g.,  lines  for  6  and  7  semitone  Steps),  responses  that  “X  is  grouped  
with  B”  are  more  frequent  than  for  Steps  when  X  is  closer  to  A  (e.g.,  Steps  
1   and   2)   for   every   Time   Step.   The   effect   of   relative   pause   duration,   by  
contrast,  is  more  subtle,  reflected  by  the  slight  horizontal  trend  of  the  lines.  
  
Figure  3.10  displays  the  proportion  of  responses  “X  is  grouped  with  B”  as  a  
function  of  Time  Step.  Separate  lines  represent  different  Pitch  Steps  indicating  
the  amount  of  shift  (in  number  of  semitones)  from  tone  A.  (As  all  stimuli  were  
from  the  descending  order,  Step  1  is  1  semitone  below  the  highest  one.)    
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The  slight  upward  diagonal  trend  of  the  lines  reflects  the  moderate  role  of  
timing  in  subjects’  judgments  of  grouping:  smaller  pause  durations  between  A  
and  X  (t1)  result  in  comparatively  fewer  overall  responses  that  X  groups  with  B,  
while  larger  t1  values  result  in  more  responses  that  X  groups  with  B.  However,  
the  separation  of  Pitch  Step  lines  is  now  much  more  strongly  pronounced  than  in  
the  Experiment  1  results.  For  Steps  when  X  is  closer  in  pitch  to  A,  there  are  
proportionately  fewer  responses  that  X  groups  with  B.  For  pitch  values  that  are  
closest  in  pitch  to  B  (those  that  have  the  largest  distance  from  the  pitch  of  A),  
subjects  responded  overwhelmingly  that  X  is  grouped  with  B,  even  with  the  
lowest  T1  values.  Timing  affected  responses  most  strongly  for  intermediate  (i.e.,  
ambiguous)  Pitch  Steps:  the  lines  for  Pitch  Steps  3,  4  and  5,  in  particular,  have  a  
somewhat  steeper  slope  than  those  closest  in  pitch  to  either  A  or  B.  
3.5  Discussion  
The  results  of  the  grouping  judgment  task  look  strikingly  different  from  
those  of  the  time  judgment  task.  While  there  is  an  effect  of  time  in  the  grouping  
experiment,  it  is  clear  that  Pitch  Step  has  a  stronger  effect.    
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Figure   3.11   Results   of   Experiments   1   and   2   side   by   side.  At   left,  
results  for  only  the  subjects  from  the  descending  order  condition  of  
Experiment   1   (timing   task)   are   shown.   At   right,   results   from  
Experiment   2   (grouping   task)   includes   all   subjects   from   that  
experiment,   all   of   whom   heard   stimuli   in   the   descending   order  
condition.    
 
Figure  3.12,  below,  shows  responses  for  both  experiments  graphed  together  
(timing  and  grouping  perception),  with  “B”  responses:  either  that  X  (the  middle  
instance  of  the  spoken  word  one)  is  “closer  in  time  to  B”  (the  third  instance  of  the  
spoken  word  one)  for  the  timing  experiment,  and  that  X  is  “grouped  with  B”  for  
the  grouping  experiment.  Both  are  shown  as  a  function  of  Time  Step  for  t1  (the  
duration  of  the  silent  interval  between  A,  the  first  one,  and  X,  the  middle  one).  
While  results  of  both  experiments  show  an  effect  of  time,  with  lower  values  of  t1  
showing  fewer  proportionate  responses  of  “B”,  the  relative  steepness  of  the  
slopes  for  the  2  tasks  reflects  the  difference  in  relative  contribution  of  this  cue  to  
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responses.  The  slope  of  the  line  for  the  timing  experiment  (the  green  solid  line)  is  
far  steeper  than  that  for  the  grouping  experiment  (the  blue  dashed  line),  where  
steepness  indicates  greater  contribution  of  timing  to  responses  in  the  timing  
experiment.  
  
Figure   3.12   Data   from   both   the   grouping   (Experiment   2)   and  
timing   (Experiment   1)   studies   together.  The   proportion   of   responses  
that  X  is  either  “closer  to”  or  “grouped  with”  B  is  graphed  as  a  function  of  
Time   Step   (the   duration   of   t1,   the   silent   interval   between   A   and   X,   in  
milliseconds.)  
  
Similarly,  Figure  3.13  shows  responses  from  both  the  grouping  and  timing  
studies  together  graphed  as  a  function  of  Pitch  Step:  The  proportion  of  responses  
that  X  is  either  “closer  to”  or  “grouped  with”  B  is  graphed  as  a  function  of  Pitch  
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Step  (the  pitch  distance  between  A  and  X  in  semitones).  The  relative  steepness  of  
the  slopes  for  the  2  tasks  is  here  reversed.  The  slope  of  the  line  for  the  grouping  
experiment  (the  blue  dashed  line)  is  in  this  display  far  steeper  than  that  of  the  
timing  experiment  (the  green  solid  line).  
  
Figure  3.13  Data  from  both  the  grouping  (Experiment  2  and  timing  
studies   (Experiment   1)   together.   The   proportion   of   “B”   responses  
(responses  that  X  is  either  “closer  to”  or  “grouped  with”  B)  is  graphed  as  a  
function  of  Pitch  Step  (the  pitch  distance  between  A  and  X  in  semitones).    
  
To  confirm  that  differences  in  response  patterns  between  the  two  experiments  
were  significantly  different,  data  from  all  18  subjects  from  Experiment  2  
(grouping)  were  combined  with  data  from  the  16  subjects  of  Experiment  1  
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(timing)  who  heard  stimuli  from  the  descending  pitch  condition.  (Remember  that  
all  stimuli  in  Experiment  2  were  descending  pitch  kappa  cells.)  The  resulting  
9327  tokens  from  34  subjects  were  analyzed  in  a  mixed  model  logistic  regression  
in  R,  with  Time  Step,  Pitch  Step  and  Experiment  (timing  or  grouping),  as  well  as  
all  2-­‐‑way  and  3-­‐‑way  interactions  of  those  factors.  The  data  supported  a  maximal  
model  (Barr  et  al.,  2013;  Winter,  2013),  with  subject  intercepts  and  by-­‐‑subject  
random  slopes  for  all  listed  fixed  factors  (Time  Step,  Pitch  Step  and  Experiment)  
and  their  interactions  as  random  effects.  The  result  was  a  model  (N  =  9327,  log-­‐‑
likelihood  =  -­‐‑4225)  showing  significant  main  effects  of  Time  Step  (Wald  z  =  3.587,  
p  <  .001),  Pitch  Step  (Wald  z  =  9.337,  p  <  .001)  and  Experiment  (Wald  z  =  3.335,  p  <  
.001).,  as  well  as  a  significant  interaction  between  Time  Step  and  Experiment  
(Wald  z  =  2.458,  p  <  .05),  Pitch  Step  and  Experiment  (Wald  z  =  -­‐‑7.407,  p  <  .001),  
and  a  significant  three-­‐‑way  interaction  among  Time  Step,  Pitch  Step  and  
Experiment  (Wald  z  =  2.805,  p  <  0.01).  Results  of  this  model  are  summarized  in  
Table  3.3.  
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Table   3.3   Summary   of   fixed   effects   for   a  model   combining   data  
from  Experiment  2  and  the  descending  condition  of  Experiment  1.  
  
Fixed  effects:   Wald  z   p  value  
(Intercept)   -­‐‑9.193         p  <  0.001  
Time  Step   3.587   p  <  0.001  
Pitch  Step   9.337         p  <  0.001  
Experiment   3.335   p  <  0.001  
Time  Step  x  Pitch  Step   -­‐‑1.545     (n.s.)  
Time  Step  x  Experiment   2.458   p  <  0.05  
Pitch  Step  x  Experiment   -­‐‑7.407         p  <  0.001  
Time  Step  x  Pitch  Step  x  Experiment   2.805   p  <  0.01  
  
These  results  show  that  the  strength  of  the  effect  of  reset-­‐‑like  pitch  
differences  on  reported  perception  of  grouping  is  far  greater  than  might  have  
been  predicted  based  on  the  duration  perception  results  from  Experiment  1  
alone.  If  indeed  the  auditory  kappa  effect  plays  a  role  in  speech  perception,  the  
strength  of  this  effect  itself  is  not  sufficient  to  explain  the  results  of  the  grouping  
perception  task.  If  the  main  role  of  pitch  distance  in  grouping  was  to  affect  
timing  perception  (via  the  kappa  effect),  the  results  of  the  grouping  experiment  
would  have  looked  equivalent  to  those  of  the  timing  perception  study.  Instead,  
the  effects  of  the  pitch  manipulations  on  the  perception  of  grouping  exceeded  
that  of  their  effect  on  timing  alone,  suggesting  that  pitch  distance  had  an  even  
stronger  effect  on  grouping  judgments  than  timing  for  the  stimuli  presented  in  
this  experiment.    
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The  results  of  these  two  experiments  together  suggest  that  while  there  may  
be  a  link  between  the  auditory  kappa  effect  and  the  perceptual  foundation  for  the  
effect  of  pitch  reset,  the  kappa  effect  alone  cannot  explain  the  strength  of  the  
effect  on  prosodic  grouping.  The  role  of  pitch  proximity  in  signalling  boundary  
strength  may  be  grammaticalized,  at  least  in  certain  languages,  in  a  way  that  
goes  well  beyond  what  the  auditory  kappa  effect  alone  should  deliver.    
It  should  be  noted,  though,  that  the  pitch  change  across  phrases  in  this  
study  is  qualitatively  different  from  reset  as  described  in  most  of  the  prosodic  
literature:  typically  reset  has  been  considered  in  terms  of  a  shift  upward  in  pitch  
after  a  descent,  and  (less  frequently)  as  a  shift  downward  after  a  high  tone,  i.e.,  a  
change  in  pitch  direction.  In  the  experiments  of  this  study,  however,  there  is  a  
continuation  of  pitch  movement  direction,  but  it  is  a  bigger  Pitch  Step,  relative  to  
a  nearby  boundary  with  a  smaller  Pitch  Step,  which  cues  the  bigger  boundary.  
What  both  of  these  types  of  cross-­‐‑phrase  pitch  change  (reversals  in  direction  or  
change  in  relative  step  size)  have  in  common  is  a  difference  in  pitch  proximity  
between  the  phases:  bigger  jumps  signal  stronger  boundaries.  Pitch  distance  may  
well  operate  in  a  way  that  is  similar  to  temporal  distance,  with  bigger  pitch  
distances  signalling  larger  boundaries  much  as  bigger  temporal  distances  do.  
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The  results  of  these  experiments  highlight  that  while  measurements  of  
boundary  or  pitch  alone  have  been  fruitful  for  the  understanding  of  prosodic  
phrasing,  neither  alone  is  sufficient  capture  the  complexities  of  the  acoustic  cues  
to  boundary  and  their  interaction.  The  effects  of  pitch  change  across  silent  
intervals  on  both  duration  perception  and  grouping  perception  suggest  that  both  
of  these  factors  that  should  be  taken  into  account  for  the  development  of  a  
measure  of  boundary  strength  that  takes  into  account  acoustic  cues  from  
multiple  domains.  For  example,  while  a  jump  in  pitch  across  a  pause  may  signal  
a  stronger  boundary,  steady  pitch  across  an  equivalent  pause  may  signal  weaker  
boundary  than  duration  only  indicates.  That  is,  level  pitch  at  a  phrase-­‐‑end  may  
suggest  that  the  boundary  of  a  larger  group  is  not  signalled,  and  that  subsequent  
material  should  be  analyzed  with  respect  to  the  current  group.  It  is  possible  that  
such  an  effect  is  exploited  by  speakers  to  signal  the  relatedness  of  phrases  under  
conditions  when  timing  is  less  reliable,  as  is  the  case  with  disfluencies.  
Disfluencies  are  often  marked  by  flat  f0,  but  with  durational  cues  (segmental  
lengthening  &  pause)  that  might  otherwise  signal  boundary.  It  has  been  standard  
practice  in  psycholinguistic  studies  to  remove  disfluent  productions  (cf  Arnold  et  
al.,  2003)  and  for  practical  and  methodological  reasons,  many  researchers  
investigating  prosodic  boundaries  in  production  elect  to  remove  disfluencies  
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(e.g.  Fon  2002;  Watson  et  al,  2006;  D’Imperio  &  Cangemi,  2009;  Holsinger  et  al,  
2010;  Breen  et  al,  2011;  inter  alia.  However,  see  Hansson,  2003,  for  a  discussion  of  
disfluencies  and  prosodic  grouping.).  Therefore  the  potential  contributions  of  
disfluencies  to  our  understanding  of  pitch/timing  interactions  in  grouping  may  
be  underdeveloped.  
3.6  Chapter  summary  
These  two  experiments  demonstrate  the  influence  of  tonal  change  across  
silent  intervals  in  speech  material.  Experiment  1  showed  that  such  pitch  changes  
could  affect  subjects’  perceived  duration  (i.e.,  the  auditory  kappa  effect),  and  
showed  that,  as  in  non-­‐‑speech  studies,  listeners  are  sensitive  to  F0,  even  when  
judging  time.  Experiment  2  showed  that  the  amount  of  change  of  pitch  across  a  
boundary  influenced  the  perception  of  the  duration  of  silent  intervals  between  
phrases:  the  perceived  duration  of  a  pause  is  shortened  when  bounding  pitches  
are  of  closer  proximity,  and  lengthened  when  the  bounding  pitches  are  distant.  
As  such,  perceived  time  is  subject  to  F0-­‐‑based  distortions,  a  finding  that  should  
not  be  overlooked  when  investigating  the  role  of  timing  in  speech  perception.  
The  second  experiment  showed  that  the  same  manipulations  (pitch  changes  
across  silent  intervals)  also  affect  perception  of  prosodic  grouping  in  a  way  that  
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surpassed   what   might   have   been   predicted   for   pitch’s   influence   on   perceived  
timing   alone.   These   results   are   surprising   given   the   importance   attributed   to  
timing  cues  in  prosodic  grouping.    
The  perceptual  motivation  for  phrase-­‐‑initial  pitch  reset  may  lie  in  the  
influence  of  pitch  on  the  perception  of  duration,  as  is  seen  in  the  case  of  the  
auditory  kappa  effect.  However,  the  influence  of  pitch  cues  on  grouping  
perception  appear  to  exceed  what  would  be  expected  for  this  influence  to  be  
primarily  via  distortions  of  timing  perception.  These  results  suggest  a  stronger  
potential  role  for  pitch,  and  highlight  the  role  of  pitch  in  complex/nuanced  
hierarchical  prosodic  structure.  The  experiments  of  the  following  two  chapters  
investigate  additional  ways  in  which  pitch  patterns  may  influence  both  
perceived  grouping  and  perceived  duration.  
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CHAPTER  4:  THE  INTERACTION  OF  DYNAMIC  PITCH  AND  
PREBOUNDARY  LENGTHENING  
4.1  Introduction    
Dynamic  pitch  has  previously  been  shown  to  distort  the  perception  of  
duration  of  filled  intervals  in  both  speech  and  non-­‐‑speech.  Given  that  dynamic  
pitch  is  a  frequent  marker  of  prosodic  boundaries,  with  localized  rises  and  falls  
commonly  marking  the  edges  of  various  constituents  in  English  and  other  
languages,  there  is  the  potential  that  dynamic  pitch  might  influence  perceived  
degree  of  preboundary  lengthening,  an  important  cue  to  prosodic  boundary  
strength.  At  the  same  time,  relative  pitch  scaling  of  filled  intervals  has  been  
shown  to  affect  perceived  duration  of  those  intervals.  This  chapter  examines  how  
dynamic  pitch,  relative  scaling  and  duration  can  interact  in  the  perception  of  
duration  and  grouping  perception  in  American  English.    
A  pair  of  experiments  was  designed  to  explore  the  potential  effects  of  
dynamic  pitch  and  scaling  on  perceived  segmental  duration  in  a  boundary-­‐‑like  
context,  as  well  as  on  perceived  grouping.  As  with  the  previous  2  experiments  
(described  in  Chapter  3),  this  pair  of  experiments  used  the  same  set  of  stimuli  in  
two  different  tasks:  a  linguistic  judgment  of  grouping  in  an  ambiguous  phrase  
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based  on  cue  interpretation  (Experiment  3)  and  a  psychoacoustic  judgment  of  
perceived  duration  (Experiment  4)12.    
4.2  Background  
4.2.1  Dynamic  pitch  and  perceived  interval  duration  
Lehiste  (1976)  showed  that  listeners  perceived  vowels  realized  with  
dynamic  f0  as  longer  in  duration  than  static-­‐‑f0  vowels  of  the  same  objective  
duration.  Since  that  study,  many  researchers  have  tried  to  replicate  this  finding,  
with  varying  results  (see  Cumming,  2011  for  an  overview).  Two  of  these  studies  
are  presented  in  Cumming  (2010a,  2011)  and  Yu  (2010),  both  of  which  
reproduced  this  effect,  doing  so  using  differing  methodologies  and  examining  
the  effects  with  speakers  of  different  languages.    
Cumming  (2010a,  2011)  conducted  a  series  of  experiments  with  listeners  of  
varieties  of  French  and  German,  using  both  word  stimuli  (the  syllable  si,  a  word  
in  both  languages)  and  non-­‐‑speech  stimuli  (described  in  more  detail  below).  
Subjects  were  asked  to  compare  the  perceived  durations  of  2  presented  tokens,  
with  experimental  stimuli  chosen  from  among  a  range  of  dynamic  f0  patterns  
(rises,  falls  and  rise-­‐‑fall  and  fall-­‐‑rise  contours)  paired  with  level-­‐‑f0  standards  of  
                                                
12  Partial  results  from  the  experiments  in  this  chapter  were  presented  in  Brugos  &  Barnes  
(2014a  and  2014b).  
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the  matching  duration,  for  a  set  of  durations  (250,  375  and  500  ms).  Subjects  were  
asked  to  indicate  which  sounded  longer  in  a  forced  choice  task.    
By  contrast,  the  stimuli  in  Yu’s  study  with  American  English  speakers  were  
single  tokens.  Speakers  rated  the  duration  of  an  individual  token  using  a  7-­‐‑point  
scale.  Stimuli  were  the  syllable  pa  with  a  range  of  5  f0  manipulations  (level  high,  
level  mid,  level  low,  rise  and  fall)  and  3  durations  (100,  200  and  300  ms).  
In  both  studies  by  Cumming  (2010a,  2011)  and  Yu  (2010),  as  well  as  in  
others  (including,  of  course,  Lehiste,  1976)  subjects  reported  that  dynamic-­‐‑f0  
speech  tokens  sounded  longer  than  level-­‐‑f0  tokens  of  comparable  duration.  
Cumming  (2010a,  2011)  also  compared  non-­‐‑speech  “buzzes”  of  dynamic  pitch,  
using  the  same  manipulations  and  methodology  as  with  the  speech  stimuli,  and  
found  that  dynamic  f0  buzzes  were  perceived  as  longer  than  level-­‐‑f0  buzzes.  This  
result  is  congruent  with  results  of  research  from  outside  of  speech  and  language.  
Henry  (2011)  showed  that  perception  of  duration  of  non-­‐‑speech  tone  glides  
can  be  modulated  by  the  pitch  change  velocity  of  the  target  glide  and  of  the  
standards:  glides  with  greater  pitch  change  velocity  (steeper  pitch  slope)  are  
perceived  as  longer  than  those  with  lesser  pitch  change  velocity  (shallower  pitch  
slope).  
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4.2.2  Scaling  and  perceived  duration  of  filled  intervals.  
Some  studies  (e.g.,  Yu,  2010;  Brigner  1988,  as  cited  in  Yu)  have  also  
presented  results  showing  that  vowels  with  higher  f0  are  perceived  as  longer  
than  lower-­‐‑f0  vowels.  However,  Cumming  (2011)  found  that  while  higher  pitch  
tokens  were  perceived  as  longer  for  non-­‐‑speech  buzzes,  this  result  was  not  
reproduced  with  speech  tokens.  These  varying  results  hint  at  additional  
complexities  in  the  effects  of  relative  pitch  on  perceived  duration.13    
4.2.3  Summary  of  pitch  effects  on  perceived  duration  of  filled  intervals  
In  sum,  a  body  of  literature  from  both  speech  and  non-­‐‑speech  research  
suggests  that  listeners  systematically  perceive  duration  differences  of  filled  
intervals  based  on  the  f0  properties  of  those  intervals.  Dynamic  pitch  appears  to  
lead  to  increases  in  perceived  duration  over  level  pitch,  and  this  effect  increases  
with  increased  dynamicity.  High  pitched  level  intervals  are  also  perceived  as  
longer  than  lower  pitch  level  intervals.  Figure  4.1  summarizes  these  previous  
findings.  
                                                
13  Additional  recent  discussion  on  the  effect  of  pitch  on  timing  perceiption  can  be  found  
in  Hove  et  al.  (2104),  whose  results  from  neurolinguistic  tasks  reflect  that  listeners  have  
more  accurate  time  perception  of  lower-­‐‑pitched  tones.  
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Figure   4.1   Schematic   of   dynamic   pitch   &   scaling   effects   on  
perceived  duration  of  filled  intervals.  The  intervals  (T1,  T2,  T3  &  T4)  
are   objectively   equal   in   duration;   those  with   dynamic   pitch   sound   longer  
than  level,  and  more  so  with  steeper  pitch.  Higher  pitch  intervals  are  also  
perceived  as  longer  than  those  with  lower  pitch.  
  
Given  that  manipulations  to  the  dynamicity  of  pitch  across  a  vowel  will  
also  change  its  perceived  scaling,  this  presents  a  confound  to  any  study  
attempting  to  determine  the  effects  of  f0  dynamicity  on  perceived  duration  in  
any  speech-­‐‑like  sequence  of  sounds.    
With  prosodic  boundaries,  especially,  where  phrase  tones  are  often  realized  
via  dynamic  pitch,  dynamic  pitch  necessarily  introduces  some  sort  of  change  in  
pitch  relative  to  the  surrounding  materials.  For  example,  the  segments  over  
which  a  rise  is  realized  will  be  perceived  as  being  higher  in  scaling  than  
comparable  segments  produced  at  level  f0  corresponding  to  the  initial  f0  of  the  
rise.  Further,  if  there  is  a  discontinuity  following  a  dynamic-­‐‑pitch  interval  (such  
as  a  return  to  a  lower  f0  level  following  a  rise),  any  silent  interval  between  these  
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intervals  is  likely  to  be  perceived  as  longer  due  to  the  auditory  kappa  effect  (see  
Chapter  3),  and  this  will  further  increase  perceived  boundary  strength.  
As  the  schematic  examples  in  Figure  4.2  show,  any  attempt  to  introduce  
dynamic  pitch  tokens  (in  this  case  an  f0  rise)  into  a  pair  or  sequence  of  intervals  
necessarily  alters  some  aspect  of  the  relative  scaling  across  the  boundary  
between  them.  In  A,  B  and  C,  each  pair  represents  tokens  of  equal  duration,  with  
identical  silent  intervals  between  each  pair.  In  A,  phrases  A1  and  A2  are  realized  
with  equal  and  level  pitch.  In  B,  B1  is  realized  with  a  rise,  leading  to  a  pitch  
difference  between  the  end  of  B1  and  the  beginning  of  B2,  as  well  as  a  scaling  
difference  between  B1  and  B2.  In  C,  C2  has  been  shifted  upwards  to  eradicate  the  
pitch  difference  between  the  end  of  the  first  phrase  and  the  beginning  of  the  
second,  but  now  C2  is  likely  to  be  perceived  at  a  higher  scaling  than  C1.  It  is  
known  that  for  a  tone  glide,  the  reported  perceived  pitch  endpoint  is  roughly  
equivalent  to  a  point  2/3  of  the  way  through  the  glide  (Rossi’s  “2/3  rule,”  Rossi,  
1971).    
Similarly,  in  that  perceived  scaling  of  a  token  is  not  always  equivalent  to  its  
f0  maximum,  Knight  (2008)  found  that  subjects  perceived  scaling  differences  
between  f0  peaks  and  plateaux,  with  plateaux  tokens  being  reported  as  sounding  
higher  than  sharp-­‐‑peaked  tokens  of  the  same  f0  maximum.  This  finding  suggests  
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that  listeners  better  perceive  the  maximum  f0  of  a  contour  when  that  maximum  
is  maintained  for  more  than  a  few  pitch  periods.  Further,  as  higher-­‐‑pitch  vowels  
are  heard  as  longer  than  lower-­‐‑pitch  vowels  of  the  same  duration,  relative  
perceived  pitch  likewise  has  the  potential  to  influence  the  perceived  duration  of  
the  stimuli.  Combined  with  the  results  of  Experiments  1  (showing  the  kappa  
effect),  there  is  potential  for  the  effects  of  dynamicity  to  be  confounded  with  the  
relative  scaling  effects.    
  
Figure  4.2  Schematic  showing  how  dynamic  f0  can  introduce  pitch  
differences  across  phrases.  In  the  pairs  of  tokens  in  A,  B  and  C,  each  of  
the  pairs  of  filled  intervals  is  of  equal  duration,  as  are  the  intervening  silent  
intervals.   In  A,  A1  and  A2  are   level-­‐‑pitch  tokens,  at  the  same  pitch  level.  
Introducing  dynamic  pitch,  in  this  case  a  rise,  to  the  first  token  in  B  means  
that  B1  is  now  at  a  higher  perceived  scaling  than  B2.  In  C,  where  C2  has  
been   raised   to   the   end   level   of   the   rise   in   C1,   C1  would   be   perceived   as  
lower  pitch  than  C.  
  
Effectively,  dynamic  pitch  cannot  be  introduced  into  a  sequence  without  
also  introducing  some  sort  of  difference  on  pitch  scaling  relationships  that  may  
also  affect  perceived  duration.  This  situation  turns  out  to  be  a  serious  potential  
confound  for  any  investigation  of  the  effects  of  dynamic  pitch  on  perceived  
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duration,  especially  in  a  prosodic  grouping  context,  and  will  be  further  
addressed  in  the  experimental  methods.    
4.2.4  Dynamic  pitch  and  grouping  perception  
  Cumming  (2010a,  2011)  followed  up  her  duration  perception  study  with  a  
set  of  experiments  (2010a,  2010b)  looking  at  the  effects  of  dynamic  pitch  on  
perceived  phrasal  grouping,  again  with  varieties  of  German  and  French.  
Following  the  methodology  of  House  (1990),  who  used  concatenated  sequences  
consisting  of  5  repetitions  of  the  Swedish  word  “five”  with  varying  f0  properties,  
Cumming  concatenated  sequences  of  letters  and  digits.  Unlike  House,  however,  
she  used  both  single-­‐‑word  repetitions  and  mixed  item  sequences  with  words  for  
letters  and  digits,  and  differing  segmental  properties.  Whereas  timing  cues  in  
House  (1990)  were  kept  stable  and  neutral,  Cumming  manipulated  timing  and  
dynamic  pitch  together.  
While  Cumming  carefully  controlled  for  intrinsic  duration  differences  of  
the  segments  used  in  her  experiment,  with  specific  durations  determined  
separately  for  each  syllable  type  based  on  averages  of  natural  productions  for  
those  syllables,  the  timing  manipulations  intended  to  cue  grouping  were  limited  
to  2  levels  (short,  320-­‐‑370  ms;  long,  445-­‐‑535  ms).  For  each  sequence  of  5  items,  3  
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types  of  timing  patterns  were  crossed  with  f0  patterns:  1)  2-­‐‑3  timing,  where  the  
2nd  item  was  lengthened;  2)  3-­‐‑2  timing,  where  the  3rd  item  was  lengthened  and  3)  
control,  where  all  items  were  long  or  all  were  short.  These  timing  manipulations  
were  combined  with  a  set  of  pitch  manipulations  including  combinations  of  rises  
and  level  tones  such  that  the  2nd  or  3rd  item  was  realized  with  a  rising  pitch  (2  
levels),  but  other  items  were  level-­‐‑pitch.  (Note  that  the  5th  item  in  Cumming’s  
stimuli  was  always  lengthened,  and  with  falling  pitch,  and  there  were  no  pauses  
between  letters/digits.)  Rising  pitch  was  combined  with  both  neutral  timing  (all  
items  equal  length)  or  with  timing  cues  predicted  to  cue  grouping  such  that  pitch  
and  timing  cues  were  either  “accordant”  (rising  pitch  and  increased  duration  
occurring  on  the  same  item)  or  “conflicting”  (e.g.,  rising  pitch  on  2nd  item,  but  
increased  duration  on  the  3rd).    
While  Cumming’s  study  used  both  pitch  and  dynamic  duration  cues  
together,  the  effects  of  dynamic  pitch  on  perceived  duration  of  the  stimuli  used  
in  the  grouping  perception  experiment  were  not  investigated:  the  stimuli  were  
quite  different  across  the  two  experiments.  Whereas  in  the  duration  perception  
experiment,  all  linguistic  tokens  were  manipulations  of  the  syllable  si,  in  the  
grouping  task,  there  was  a  range  of  syllable  types  (but  not  including  si)  
representing  words  for  letters  or  digits.  Further,  the  f0  excursions  in  the  duration  
  
108 
task  were  generally  larger  than  those  in  the  grouping  task.  For  example,  in  the  
duration  study,  dynamic  pitch  rise  tokens  were  realized  with  a  12-­‐‑semitone  rise  
(100  to  200  Hz)  over  a  250,  375  or  500-­‐‑ms  syllable.  However,  rises  in  the  grouping  
study  were  either  1.4  st  (120  to  130  Hz)  or  4  st  (120  to  150  Hz),  realized  over  
syllables  of  comparable  durations,  and  therefore  of  a  much  shallower  slope  
overall.  It  was  not  known,  therefore,  to  what  extent  the  dynamic  pitch  of  the  
syllables  in  the  grouping  experiment  affected  perceived  duration  of  those  
syllables.  
Crucially,  moreover,  Cumming  did  not  control  for  the  effects  of  relative  
pitch  scaling  and  pitch  discontinuities  introduced  by  the  rising  pitch,  a  serious  
confound  described  in  Section  4.2.4,  above.  
4.3  Methods:  A  new  pair  of  experiments  
In  order  to  explore  the  potential  effects  of  dynamic  pitch,  along  with  effects  
of  relative  scaling,  on  both  perceived  duration  and  perceived  grouping  in  a  
boundary-­‐‑like  context,  a  new  pair  of  experiments  was  designed.  As  with  the  
previous  2  experiments  (described  in  Chapter  3),  this  pair  of  experiments  used  
the  same  stimuli  across  two  different  tasks:  a  linguistic  judgment  of  grouping  in  
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an  ambiguous  phrase  based  on  cue  interpretation  (Experiment  3)  and  a  
psychoacoustic  judgment  of  perceived  duration  (Experiment  4).)  
The  context  chosen  for  the  linguistic  task  was  an  ambiguous  phrase  which  
could  be  disambiguated  by  prosody,  and  further  one  for  which  a  single-­‐‑syllable  
word  could  be  perceived  as  a  full  prosodic  phrase.  The  carrier  phrase  chosen  was  
a  string  of  color  terms,  blue  and  green  and  purple,  following  the  methodology  of  
Beach  et  al.  (1996),  as  they  can  be  depicted  visually.  Also,  as  in  Beach  et  al.  (1996),  
colors  were  chosen  that  were  not  likely  to  have  an  expected  pairwise  grouping  
(cf.  “black  and  blue”  or  “black  and  white”)  that  could  potentially  bias  responses.  
The  phrase  blue  and  green  and  purple  can  be  parsed  variously:    
   1)  an  ungrouped  list  of  3  colors  or    
   2)  two  groups,  with  one  pair  of  colors  and  a  third  color  separate,  i.e.:    
         a)  blue  and  (green  and  purple)  (B-­‐‑GP)  or    
         b)  (blue  and  green)  and  purple  (BG-­‐‑P).    
  
Figure  4.3  Diagram  showing   the  3  possible   interpretations  of   the  
phrase  blue  and  green  and  purple.  
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Color  terms  beginning  with  obstruents  were  chosen  for  easier  splicing  (due  
to  less  segmental  overlap),  and  a  word  with  an  open  syllable  (blue)  was  chosen  
such  that  target  f0  manipulations  could  be  realized  over  a  vowel.  The  word  blue  
was  then  used  in  the  2  separate  contexts  for  the  2  experiments:  1)  in  a  meaningful  
linguistic  phrase  (Experiment  3)  and  2)  in  direct  comparison  with  manipulations  
of  the  same  word  (Experiment  4).  Both  experiments  are  described  in  greater  
detail  below.  
4.3.1  Hypotheses  
It  was  predicted  that  dynamic  pitch  would  lead  to  increases  in  perceived  
duration,  and  that  these  effects  would  be  correlated  with  degree  of  dynamicity  
(i.e.,  Greater  slope/more  dynamicity  would  lead  to  greater  increases  in  perceived  
duration).  It  was  further  predicted  that  such  effects  on  perceived  duration  would  
carry  over  to  the  linguistic  task  such  that  increases  in  perceived  duration  due  to  
f0  dynamicity  would  be  in  line  with  responses  triggered  by  direct  manipulation  
of  duration.  Assuming  that  blue  having  greater  duration  cues  than  green  would  
cue  more  B-­‐‑GP  responses  (cf.  Wagner  &  Crivellaro,  2010),  and  that  dynamic  f0  
cues  longer  perceived  duration  (cf.  Cumming,  2011;  Yu,  2010),  then  we  would  
predict  dynamic  F0  in  blue  likewise  to  cue  more  B-­‐‑GP  responses  in  Experiment  3.  
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In  other  words,  if  the  effects  of  pitch  on  perceived  duration  are  primarily  to  
increaser  perceived  duration,  results  of  duration  and  grouping  perception  tasks  
should  be  largely  overlapping.  However,  if,  like  in  Experiments  1  and  2,  the  
effects  of  pitch  go  beyond  their  modulation  of  perceived  duration,  results  from  
the  two  tasks  are  expected  to  differ.  
4.3.2  Stimuli  
Manipulations  of  pitch  and  duration  were  performed  to  a  single  base  
recording  of  blue,  and  these  same  resultant  resyntheses  were  used  in  both  the  
grouping  perception  (Experiment  3)  and  duration  perception  (Experiment  4)  
tasks  as  described  below.  A  single  version  of  the  complete  phrase  was  used  as  a  
base  file  for  additional  manipulations  of  f0,  intensity/loudness  and  duration  
(described  below)  to  produce  stimuli  in  the  experiments.  All  duration  and  f0  
manipulations  as  well  as  concatenations  were  carried  out  in  Praat  (Boersma  &  
Weenink,  2001).    
A  female  native  speaker  of  American  English  (the  author)  produced  
multiple  versions  of  the  phrase  blue  and  green  and  purple,  in  a  variety  of  groupings  
as  well  as  with  the  words  in  isolation.  Recordings  were  made  in  Audacity  on  a  
Mac  laptop  using  a  head-­‐‑mounted  microphone,  in  sound-­‐‑attenuated  room.  In  
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order  to  minimize  the  segmental  cues  of  coarticulation  (i.e.,  cues  suggestive  that  
no  boundary  or  a  weaker  boundary  has  occurred  between  two  sequential  
words),  tokens  of  the  words  were  selected  from  productions  that  were  bounded  
by  silent  intervals  for  each  of  the  three  color  terms.  A  single  token  of  the  
conjunction  and  was  chosen,  and  trimmed  of  the  initial  glottal  pulses  to  reduce  
cues  to  the  beginning  of  a  prosodic  group  (cf.  Dilley  et  al.,  1996).  This  token  of  
and  was  duplicated  and  used  in  concatenations  to  precede  both  green  and  purple.  
In  order  to  see  whether  pitch  manipulations  modulate  grouping  perception  
by  way  of  timing  perception,  it  was  necessary  first  to  create  a  neutral  condition  in  
which  timing  manipulations  alone  might  shift  perceived  grouping.  The  base  file  
token  was  selected  through  an  extensive  process  of  evaluation,  resynthesis,  and  
concatenation  of  the  naturally  spoken  words.  Durations  and  loudness  of  each  of  
the  words  were  selected  and  adjusted  to  produce  a  natural-­‐‑sounding  
concatenation  that  did  not  strongly  cue  either  B-­‐‑GP  or  BG-­‐‑P  grouping.  (For  
example,  a  “stronger-­‐‑sounding”  production  of  the  word  purple,  with  higher  
intensity  and  stronger  onset  consonant  cued  the  BG-­‐‑P  interpretation,  as  these  
suggested  the  beginning  of  a  new  phrase.)  An  intensity  contour  that  was  found  
to  cue  neither  the  B-­‐‑GP  nor  the  BG-­‐‑P  interpretation  was  one  where  there  was  a  
gradual  decrease  in  amplitude  peaks  across  the  three  color  words,  and  where  the  
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first  and  was  slightly  higher-­‐‑intensity  (peak  202  dB)  than  the  second  (180  dB).  
Intensity  was  manipulated  indirectly  through  use  of  the  “multiply”  function  of  
Praat,  making  individual  word  tokens  louder  or  quieter,  and  through  
concatenation  of  the  resulting  files.    
  
Figure  4.4  The  intensity  contour  of  the  base  file  for  Experiment  3.  
  
  
Figure  4.5  The  Neutral  stimulus  file.  Here,  the  words  blue  and  green  
are  ~400  ms  long.  The  f0  contour  of  blue  here  is  a  plateau  with  a  2-­‐‑st  rise,  
and   then   level   f0.   The   phrase   and   green   is   always   level   f0   at   202   Hz,  
which  in  this  case  is  2  st  below  the  max  f0  of  blue.  The  phrase  and  purple  
always  starts  another  2  st  lower,  and  ends  in  a  4-­‐‑st  fall.  
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The  f0  pattern  of  the  neutral  phrase  as  a  whole  is  a  declination-­‐‑like  
sequence  of  levels  decreasing  in  pitch,  ending  in  a  final  fall.  The  f0  contour  of  
blue  in  the  neutral  condition  is  a  plateau  with  a  2-­‐‑st  rise,  and  then  level  f0.  The  
phrase  and  green  is  always  level  f0  at  202  Hz,  which  in  this  case  is  2  st  below  the  
max  f0  of  blue.  The  phrase  and  purple  always  starts  another  2  st  lower,  and  ends  
in  a  4-­‐‑st  fall.  
4.3.2.1  Norming  study  
As  relative  duration  has  been  shown  to  cue  relative  boundary  strength  
(Wagner  &  Crivellaro,  2010),  more  B-­‐‑GP  responses  were  expected  when  duration  
cues  for  blue  were  greater  than  those  of  green,  and  more  BG-­‐‑P  responses  when  
green  was  perceived  as  longer.  A  pilot  study  with  neutral  f0  cues  was  run  with  12  
subjects  via  web  form  to  confirm  that  duration  manipulations  alone  would  thus  
cue  grouping  for  these  stimuli.  Results  of  this  norming  study  were  used  to  
determine  the  range  for  the  timing  manipulation  continuum.    
A  series  of  resynthesized  files  was  created  with  the  concatenated  phrase  
blue  and  green  and  purple,  varying  the  duration  of  the  word  blue  only  (between  
~290  ms  and  ~530  ms,  and  only  changing  the  duration  of  the  vowel  portion  of  the  
word),  and  keeping  pitch  cues  neutral,  and  durations  of  the  rest  of  the  phrase  
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(and  green  and  purple)  stable.  The  duration  of  green  in  these  files  was  ~420  ms,  
giving  a  range  of  duration  ratios  between  blue  and  green,  and  the  pitch  pattern  of  
and  green  did  not  vary.  The  duration  of  and  purple  was  ~500  ms,  and  likewise  did  
not  vary  (though  2  pitch  patterns  were  included  on  and  purple  in  this  norming  
study:  a  level  f0  stretch  across  and  and  the  first  syllable  of  purple  followed  by  a  
fall,  shown  in  Figure  4.6,  and  a  steady  fall  from  the  beginning  of  and  to  the  end  of  
the  file).  Files  had  no  silent  intervals  inserted.  
  
Figure  4.6  A  file   from  the  norming  study.  This   file  has   the  duration  
(~470  ms)  of  the  base  token  of  blue.  The  duration  of  blue  was  varied  over  
this  study;  the  duration  of  other  words  in  the  sequence  did  not  vary.    
  
15   subjects   (13   who   were   naïve   to   the   purpose   of   the   study,   and   2   who  
knew   the   aims   of   the   study,   but   did   not   know   the   details   of   the   phonetic  
manipulations   under   consideration)   were   presented   with   candidate   soundfiles  
via  a  web  form,  and  asked  to  judge  whether  each  recording  1)  strongly  cued  B-­‐‑
GP,     2)  weakly  cued  B-­‐‑GP,  3)  sounded  ungrouped,  4)  weakly  cued  BG-­‐‑P  or  5)  
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strongly  cued  BG-­‐‑P.  Files  were  presented  in  a  random  order,  but  the  same  order  
for   all   subjects.  Responses  were   coded  numerically   on   a   scale   of   1   to   5,  with   1  
representing  “strongly  cued  B-­‐‑GP”  and  5  representing  “strongly  cued  BG-­‐‑P.”    
  Figure  4.7  shows  results  of  the  norming  study.  Average  responses,  based  on  
scores  of  1  to  5  (where  1  is  strongly  BG-­‐‑P  and  5  is  strongly  B-­‐‑GP)  are  graphed  by  
time  manipulation.  Time  manipulation  numbers  on  the  x-­‐‑axis  represent  
percentage  duration  of  the  vowel  portion  of  the  base  file  of  blue  used,  which  had  
a  duration  of  approximately  470  ms  (The  duration  of  green  was  stable  at  ~420  ms  
in  the  norming  study.)  The  orange  arrow  indicates  the  approximate  crossover  
point  where  the  duration  did  not  cue  grouping  in  either  direction.  This  point  
corresponded  to  a  file  with  a  vowel  duration  of  roughly  80%  of  the  base  token,  or  
420  ms.    
While  one  subject  tended  to  interpret  the  phrase  as  ungrouped  regardless  of  
duration,  duration  changes  of  blue  cued  both  B-­‐‑GP  and  BG-­‐‑P  groupings  for  all  
other  subjects.  Importantly  for  the  purpose  of  this  study,  segmental  and  intensity  
cues  in  the  base  file  did  not  appear  to  cue  either  the  B-­‐‑GP  or  the  BG-­‐‑P  reading,  as  
subjects  as  a  whole  responded  with  the  full  range  of  possible  responses.  No  
difference  in  responses  was  found  between  the  two  pitch  patterns  presented  for  
and  purple.  
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Responses  to  these  stimuli  were  then  used  to  select  the  durations  of  blue  
and  green  to  be  used  for  the  neutral  condition,  as  well  as  to  inform  the  decision  of  
where  to  place  the  endpoints  of  the  duration  continuum.  
  
Figure  4.7  Norming  study  results.  Average  responses,  based  on  scores  of  
1   to   5   (where   1   is   strongly   BG-­‐‑P   and   5   is   strongly   B-­‐‑GP)   are   graphed  
against   the   time   manipulation.   The   x-­‐‑axis   represents   the   percentage  
duration  of  the  base  file  of  blue.  The  orange  arrow  indicates  the  approximate  
crossover  point  where  the  duration  did  not  cue  grouping  in  either  direction.  
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4.3.2.2  Pitch  and  timing  manipulations    
The  base  recording  of  blue  was  resynthesized  to  create  3  f0  Contour  shapes  
at  5  durations,  and  at  3  Pitch  Steps  affecting  f0  range,  as  described  below.  The  f0  
pattern  of  base  recordings  of  blue  was  manipulated  to  include  both  rising  
(dynamic  f0)  and  plateau  contours,  and  crossed  with  a  continuum  of  duration  
manipulations  leading  to  changes  in  relative  duration  of  the  words  blue  and  
green.    
All  tokens  of  blue  began  with  a  rise  similar  to  what  was  seen  in  natural  
productions:  this  2-­‐‑st  rise  began  at  the  onset  of  voicing,  through  the  [l]  and  into  
the  beginning  of  the  vowel  [u].  In  order  to  reduce  segmental  variation  in  the  
onset  that  might  cue  differences  in  perceived  prominence  and  grouping,  all  
manipulations  for  duration  and  contour  were  performed  only  to  the  /u/  portion  
of  the  word  following  this  pivot  point  (at  158  milliseconds  into  the  word).  From  
this  point,  the  f0  was  manipulated  to  do  one  of  3  things:    
   1)  stay  level  to  the  end  of  the  word  (“Plateau”),    
   2)  rise  an  additional  2  st  to  the  end  of  the  word  (“2-­‐‑st-­‐‑rise”)  or    
   3)  rise  4  st  from  the  pivot  (“4-­‐‑st-­‐‑rise”).    
Five  duration  manipulations  were  performed  on  this  same  post-­‐‑pivot  
interval  such  that  the  total  duration  of  the  word  equalled  300  ms,  350  ms,  400  ms,  
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450  ms,  or  500  ms,  creating  15  time-­‐‑by-­‐‑contour  manipulations.  A  schematic  of  
these  manipulations  is  shown  in  Figure  4.8.    
  
Figure  4.8  Schematic  of  timing  and  contour  manipulations.  The  
base   file   blue   was   resynthesized   to   create   3   contour   shapes   at   5  
durations.  Duration  of  the  initial  2-­‐‑st  rise  was  held  constant.  
  
In  the  files  used  for  the  pilot/norming,  only  the  duration  of  blue  had  
changed;  green  was  always  ~400  ms.  In  post-­‐‑trial  debriefing  sessions,  some  pilot  
subjects  reported  an  illusory  change  in  perceived  duration  of  green,  suggesting  
that  the  change  in  relative  duration  between  the  two  words  blue  and  green  could  
influence  some  listeners  to  believe  that  the  duration  of  both  words  was  changing.  
However,  others  did  not  hear  this  illusory  change  to  the  duration  of  green.  
Indeed,  some  subjects  commented  that  they  felt  that  the  duration  of  green  needed  
to  change  for  them  to  hear  different  groupings.  Because  of  this,  stimuli  for  
Experiment  3  included  variation  in  the  duration  of  green  in  addition  to  the  pitch  
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and  timing  manipulations  of  blue.  The  base/neutral  token  of  green  was  
approximately  400  ms  in  duration,  and  additional  manipulations  yielded  green  at  
350  and  450  ms.  All  tokens  of  green  were  completely  level  at  202  Hz,  and  
preceded  by  a  token  of  and  at  the  same  level  f0.    
Files  from  the  norming  study  had  no  silence  between  words,  and  some  
subjects  reported  that  the  word  boundaries  sounded  unnatural.  As  the  base  files  
for  tokens  of  blue,  green  and  and  were  each  originally  produced  in  isolation,  this  
reported  unnaturalness  may  have  resulted  from  the  lack  of  co-­‐‑articulation  that  
tends  to  occur  between  words  produced  with  no  intervening  silence.  Therefore,  
experimental  files  were  concatenated  with  50  ms  of  silence  preceding  each  and.    
4.3.2.3  Control  of  relative  scaling  confound  
In  order  to  control  for  the  confound  described  above  in  section  4.2.4,  and  to  
better  separate  the  effects  of  dynamic  pitch  and  relative  scaling  on  perceived  
duration,  Pitch  Step  was  actively  manipulated  orthogonally  to  the  manipulations  
of  dynamic  pitch.  Each  resulting  contour/time  combination  was  resynthesized  at  
3  different  f0  ranges  (“Pitch  Steps”)  based  on  the  pitch  relationship  between  the  
end  point  of  blue  and  the  f0  of  the  immediately  following  words  in  the  grouping  
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experiment  (and  green),  which  were  always  level  at  202  Hz.  Three  Pitch  Steps  
were  chosen:    
1)  ending  2  st  above  green,  “2-­‐‑st-­‐‑above”  (the  level  of  the  neutral  condition  
for  the  Plateau  Contour  shown  in  Figure  4.5,  above),    
2)  ending  4  st  above  green,  “4-­‐‑st-­‐‑above”,  and    
3)  ending  level  to  green  “0-­‐‑level”.    
In  each  case,  the  entire  Contour  was  shifted  up  or  down  in  pitch  space.  Figure  4.9  
shows  a  schematic  for  these  manipulations.  
  
Figure   4.9   Schematic   showing   the   set   of   “Pitch   Step”  
manipulations.  Each  Pitch  Contour  (Plateau,  2-­‐‑st  rise  and  4-­‐‑st  rise)  was  
resynthesized  at  3  different  heights:  1)  ending  level  to  and  green  2)  ending  
2  st   above  and  green   or   3)   ending  4  st   above  and  green.  Each   contour  
and   Step   was   further   resynthesized   for   each   step   of   the   duration  
continuum.    
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4.3.3  Experiment  3  presentation  and  task  (Grouping  perception)  
Subjects  sat  facing  a  laptop  and  wore  headphones.  The  screen  displayed  2  images  
representing  two  grouping  choices:  1)  One  solid  blue  ball,  and  another  purple  
with  green  spots  (B-­‐‑GP)  and  2)  one  blue  ball  with  green  spots,  and  another  solid  
purple  (BG-­‐‑P).  The  text  “blue  and  green  &  purple”  and  “blue  &  green  and  
purple”  accompanied  each  image.  To  control  for  any  bias  due  to  subjects  being  
drawn  to  choose  the  button  corresponding  to  position  on  the  screen  (e.g.,  always  
choosing  the  top  left  image),  two  versions  of  the  screen  display  were  created.  In  
the  first  version  (“B-­‐‑GP-­‐‑left”),  the  two  balls  at  top  left  were  solid  blue  and  purple  
with  green  spots  (B-­‐‑GP)  and  at  bottom  right  blue  with  green  spots  and  solid  
purple  (BG-­‐‑P).  In  the  second  (“B-­‐‑GP-­‐‑right”),  the  two  balls  at  top  left  were  blue  
with  green  spots  and  solid  purple  (BG-­‐‑P),  and  at  bottom  right  were  solid  blue  
and  purple  with  green  spots  (B-­‐‑GP).  Individual  subjects  saw  either  only  “B-­‐‑GP-­‐‑
left”  or  only  “B-­‐‑GP-­‐‑right.”  Figure  4.10  shows  both  of  these  screen  images.  
For  each  trial,  subjects  heard  the  complete  phrase,  and  were  asked  to  choose  
a  button  corresponding  to  either  blue  and  (green  and  purple)  (B-­‐‑GP)  (blue  and  green)  
and  purple  (BG-­‐‑P).  They  were  not  instructed  to  attend  to  any  specific  aspect  of  the  
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A.   
B.     
Figure  4.10  Images  presented  to  subjects  for  Experiment  3.  Images  
appeared  with  text  suggesting  the  2  groupings.  Subjects  either  saw  only  A  
(“B-­‐‑GP-­‐‑left”,  shown  at  top),  or  only  B  (“B-­‐‑GP-­‐‑right”,  shown  at  bottom).  
  
signal.  Trials  included  phrases  with  the  45  blue  manipulations  (3  Contours  x  5  
durations  x  3  Pitch  Steps),  paired  with  the  phrase  completion,  including  3  
durations  of  green  (350,  400,  and  450  ms):  4  repetitions  with  400-­‐‑ms  green,  and  2  
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repetitions  each  for  the  other  2.  These  360  trials  were  randomized  for  each  
subject.  
Subjects  indicated  responses  via  designated  keys  on  a  button  box,  or  on  the  
laptop  keyboard.  The  left-­‐‑right  orientation  of  the  designated  keys  always  
corresponded  to  the  left-­‐‑right  orientation  of  the  images  on  the  screen.  (i.e.,  When  
B-­‐‑GP  was  displayed  on  the  left  side  of  the  screen,  the  key  to  choose  this  
interpretation  was  the  left-­‐‑hand  key  of  the  pair.)  
4.3.3.1  Experiment  3  training  
Subjects  read  a  brief  introduction  to  the  study,  including  descriptions  of  
prosodic  grouping  using  the  example  of  phone  numbers,  with  no  audio  files,  
then  proceeded  to  the  training  section.  In  order  to  ensure  that  subjects  were  able  
to  understand  the  task,  they  were  presented  with  a  training  task  using  naturally  
produced  examples  of  prosodic  grouping  with  sequences  of  repeated  digits  (the  
same  used  in  the  training  for  Experiment  2).  Subjects  listened  to  natural  
productions  of  3-­‐‑digit-­‐‑sequences  read  by  a  male  speaker,  naïve  to  the  specifics  of  
the  experiment,  who  had  been  asked  to  read  the  numbers  as  sequences  of  N-­‐‑NN  
and  NN-­‐‑N.  Subjects  proceeded  to  the  experimental  phase  after  answering  at  least  
75%  correct  of  at  least  10  training  trials,  or  completing  a  total  of  20  training  trials.    
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4.3.4  Experiment  4  (Duration  perception):  Stimuli,  presentation  and  task  
  Target  versions  of  the  word  blue  identical  to  those  in  Experiment  3  (with  all  
5  duration,  3  Contour  and  3  Pitch  Step  manipulations)  were  compared  to  level-­‐‑f0  
standards  of  the  same  base  file  blue.  The  same  files  for  blue  used  in  Experiment  3  
were  concatenated  this  time  with  level  standards.  Standards  were  completely  
level-­‐‑f0  versions  of  blue,  again  generated  from  the  same  base  file  token,  at  202  Hz  
(the  level  of  and  green  in  the  grouping  experiment/Experiment  3),  and  presented  
in  the  same  5  durations  of  the  targets  (300,  350,  400,  450  and  500  ms).  Trials  
consisted  of  a  target  followed  by  a  standard,  with  200  ms  of  silence  in  between.  
Each  pairing  was  also  presented  in  the  opposite  order,  that  is,  standard  followed  
by  target  (45  targets  x  5  standards  x  2  orders  =  450  trials).  Figure  4.11  shows  a  
spectrogram  of  a  pair  of  blue  tokens,  with  schematics  superimposed  for  Pitch  
Contour  and  duration  manipulations.  The  example  shown  is  from  the  Target-­‐‑
Standard  order.  Figure  4.12  shows  a  schematic  of  the  f0  manipulations  (Contour  
and  Step)  in  the  Target-­‐‑Standard  condition,  and  Figure  4.13  and  the  Standard-­‐‑
Target  condition.  
  
126 
  
Figure  4.11  A  schematic  shows  Contour  and  timing  manipulations  
of   the   two   tokens   of   blue,   superimposed   on   a   spectrogram.   The  
target  blue  (left)  was  resynthesized  in  3  shapes  as  in  Experiment  4,  and  in  5  
durations.   The   completely   level-­‐‑f0   Standard   blue   (right)   was   kept   at   a  
constant   202   Hz,   and   was   resynthesized   at   the   same   5   durations   as   the  
targets.  
  
  
Figure   4.12   Schematic   showing   the   Target-­‐‑Standard  
presentation  order.  
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Figure   4.13   Schematic   showing   the   Standard-­‐‑Target  
presentation  order.    
  
An  additional  repetition  of  each  of  the  2  rising  Contours  in  the  Target-­‐‑
Standard  order  was  included  to  maximize  repetitions  of  the  comparisons  of  
greatest  interest  (i.e.,  those  with  pitch  relations  modeled  after  the  stimuli  in  
Experiment  3),  for  a  total  of  600  trials,  randomized  for  each  subject.  Subjects  sat  
facing  laptop  and  wore  high-­‐‑quality  headphones.  Subjects  were  asked  to  indicate  
which  of  the  two  repetitions  of  the  word  blue  sounded  longer  by  pressing  
designated  keys  on  the  laptop.  The  left-­‐‑hand  designated  key  of  the  keyboard  
always  corresponded  to  the  first  item  presented,  and  the  right-­‐‑hand  key  to  the  
second  item  presented.  
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4.3.4.1  Experiment  4  training  
Subjects  read  a  brief  written  introduction  to  the  study,  then  proceeded  to  
the  training  section.  To  ensure  that  subjects  were  able  to  understand  the  task,  a  
brief  training  period  using  only  Plateau  tokens  of  differing  durations  was  
included,  using  only  duration  differences  of  100  ms  or  greater.  Subjects  
proceeded  to  the  experimental  phase  upon  answering  5  training  trials  in  a  row.    
4.3.5  Subjects  
38  native  speakers  of  American  English  (aged  18  to  22  years)  participated  in  
Experiments  3  and  4  for  a  payment  for  each  experimental  session  ($10  for  
subjects  run  in  2013  and  2014;  $20  for  those  run  in  2015).14  Subjects  were  naïve  to  
the  purpose  of  the  experiment,  and  reported  no  speech  or  hearing  deficits.    
Of  the  38  total  subjects,  21  subjects  participated  in  both  Experiments  3  and  
4.  All  subjects  were  invited  to  participate  in  both  experiments,  but  17  opted  to  
only  come  for  one  experimental  session.  9  subjects  completed  Experiment  3  
alone,  and  8  subjects  completed  Experiment  4  alone,  giving  a  total  of  30  subjects  
for  Experiment  3,  and  29  for  Experiment  4.    
                                                
14  An  additional  13  subjects  participated  in  different  version  of  the  experiment,  with  
slightly  different  pitch  manipulations.  In  the  interest  of  saving  space,  those  results  are  
not  presented  here.  However,  they  were  included  in  Brugos  &  Barnes  2014a.  
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Of  subjects  who  participated  in  both  experiments,  11  subjects  completed  
Experiment  3  first,  and  the  other  10  Experiment  4  first.  The  two  experiments  
were  completed  in  separate  experimental  sessions,  usually  with  at  least  one  day  
elapsing  between  sessions.  Initial  assignment  of  subjects  to  experiments  was  
arbitrary,  based  on  schedule  and  order  of  arrival.  
4.4  Results  &  Analysis  
Results  are  presented  below  for  the  38  total  individual  subjects.  (21  who  did  
both  experiments,  as  well  as  9  subjects  who  did  only  Experiment  3,  and  8  subjects  
did  only  Experiment  4.)  
4.4.1  Experiment  3  (grouping  perception)  results  &  analysis    
Results  below  are  for  the  10,800  experimental  trials  from  the  30  subjects  
who  participated  in  Experiment  3  (including  both  subjects  who  also  completed  
Experiment  4,  and  those  who  did  not).  Of  these  30,  16  subjects  saw  the  “B-­‐‑GP-­‐‑
left”  display,  and  14  the  “B-­‐‑GP-­‐‑right”.    
Most  subjects  (N=28)  proceeded  to  the  experimental  section  after  11  or  12  
training  trials.  (One  subject  after  16  training  trials,  and  one  after  20.)  15  subjects  
made  no  errors  in  the  Experiment  3  training.  No  subjects  were  excluded  based  on  
training  performance.    
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Results  from  10,473  trials  were  analyzed  (with  trials  excluded  with  no  
response,  or  with  a  non-­‐‑designated  button  pressed),  using  mixed-­‐‑effects  logistic  
regression,  implemented  through  the  lme4  package  (Bates  &  Maechler,  2009)  in  R  
with  response  ("ʺB-­‐‑GP”  or  "ʺBG-­‐‑P"ʺ)  as  the  dependent  variable,  and  Time  Step,  
Pitch  Step  and  f0  Contour  of  blue  as  fixed  factors.  Interactions  between  Time  
Step,  Pitch  Step  and  Contour  were  also  tested.  Subject  intercept,  as  well  as  by-­‐‑
subject  random  slopes  for  Time  Step,  Pitch  Step,  and  Contour  were  included  as  
random  effects  (Barr  et  al.,  2013),  the  maximal  random  effects  structure  
supported  by  the  data.    
The  result  was  a  model  (N  =  10,473,  log-­‐‑likelihood  =  -­‐‑6057)  showing  an  
expected  significant  main  effect  of  Time  Step  (Wald  z  =  8.201  ,  p  <  .001),  as  well  as  
main  effects  for  Pitch  Step,  with  0-­‐‑level  (but  not  4-­‐‑st-­‐‑above)  differing  from  the  2-­‐‑
st-­‐‑above  (the  neutral  pitch  condition)  in  the  direction  of  more  BG-­‐‑P  (and  fewer  B-­‐‑
GP)  responses  (0-­‐‑level:  Wald  z  =  -­‐‑5.404,  p  <  .001;  4-­‐‑st-­‐‑above,  Wald  z  =  1.074,  p  =  
0.18).  There  was  a  weak  main  effect  of  Contour  with  2-­‐‑st-­‐‑rise  differing  from  
Plateau  (Wald  z  =  -­‐‑2.366,  p  <  0.05),  also  in  the  direction  of  more  BG-­‐‑P  responses,  
but  no  difference  between  4-­‐‑st-­‐‑rise  and  Plateau  (Wald  z  =  -­‐‑1.567,  p=0.27).  There  
were  also  significant  interactions  for  both  the  2-­‐‑st-­‐‑rise  and  4-­‐‑st-­‐‑rise  Contours  
with  the  0-­‐‑level  Step.  (2-­‐‑st-­‐‑rise&0-­‐‑level:  Wald  z  =  3.59,  p  <  0.001;  4-­‐‑rise&0-­‐‑level:  
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Wald  z  =  3.688,  p  <  0.01).  These  somewhat  complicated  interactions  and  
unexpected  inconsistencies  suggest  that  Pitch  Contour,  and  therefore  Pitch  
Dynamicity,  did  not  straightforwardly  cue  group  boundaries  in  the  predicted  
direction.  The  implications  of  this  will  be  discussed  further  in  Section  4.5,  below.  
(The  full  fixed  effects  of  the  model  are  shown  below,  in  Table.  4.1)  
Table   4.1   Fixed   effects   of   mixed   model   logistic   regression   for  
Experiment  3.    
  
Fixed  effects:   Wald  z   p  value  
(Intercept)   1.962   p  <  0.05  
Time  Step   8.201   p  <  0.001  
Pitch  Step  (4-­‐‑st-­‐‑above)   1.074   (n.s.)  
Pitch  Step  (0,  level)   -­‐‑5.404   p  <  0.001  
Contour  (2-­‐‑st-­‐‑rise  vs.  Plateau)   -­‐‑2.366   p  <  0.05  
Contour  (4-­‐‑st-­‐‑rise  vs.  Plateau)   -­‐‑1.567     (n.s.)  
Time  Step  x  Pitch  Step  (4-­‐‑st-­‐‑above)   -­‐‑1.832     (n.s.)  
Time  Step  x  Pitch  Step  (0,  level)   -­‐‑1.06     (n.s.)  
Time  Step  x  Contour  (2-­‐‑st-­‐‑rise)   -­‐‑0.374     (n.s.)  
Time  Step  x  Contour  (4-­‐‑st-­‐‑rise)   -­‐‑0.984     (n.s.)    
Pitch  Step  (4-­‐‑st-­‐‑above)  x  Contour  (2-­‐‑st-­‐‑rise)   0.448     (n.s.)  
Pitch  Step  (0,  level)  x  Contour  (2-­‐‑st-­‐‑rise)   3.59   p  <  0.001  
Pitch  Step  (4-­‐‑st-­‐‑above)  x  Contour  (4-­‐‑st-­‐‑rise)   0.037     (n.s.)  
Pitch  Step  (0,  level)  x  Contour  (4-­‐‑st-­‐‑rise)   3.688   p  <  0.001  
Time  Step  x  Pitch  Step  (4-­‐‑st-­‐‑above)  x  Contour  (2-­‐‑st-­‐‑rise)   0.895     (n.s.)  
Time  Step  x  Pitch  Step  (0,  level)  x  Contour  (2-­‐‑st-­‐‑rise)   0.382     (n.s.)  
Time  Step  x  Pitch  Step  (4-­‐‑st-­‐‑above)  x  Contour  (4-­‐‑st-­‐‑rise)   1.482     (n.s.)  
Time  Step  x  Pitch  Step  (0,  level)  x  Contour  (4-­‐‑st-­‐‑rise)   0.77     (n.s.)  
  
Figure  4.14  displays  the  proportion  of  B-­‐‑GP  responses  as  a  function  of  
duration  difference  between  the  words  blue  and  green  (durations  of  the  words  and  
and  purple  remain  constant  for  all  conditions),  across  responses  for  all  pitch  
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manipulations.  Positive  time  values  indicate  that  blue  is  longer  than  green,  and  
negative  that  blue  is  shorter.  Where  time  equals  zero,  the  durations  of  blue  and  
green  were  approximately  equal.  The  general  upward  diagonal  trend  of  the  line  
reflects  subjects’  sensitivity  to  the  duration  differences  between  blue  and  green;  
blue  being  longer  than  green  leads  to  more  responses  that  blue  is  a  separate  phrase  
(B-­‐‑GP),  and  blue  being  shorter  than  green  leads  to  more  responses  that  blue  is  
grouped  with  green  (BG-­‐‑P).    
  
Figure   4.14   Results   of   Experiment   3   by   time.   The   proportion   of  
responses   B-­‐‑GP   is   graphed   as   a   function   of   duration   difference   between  
blue  and  green.  
  
133 
  
Figure  4.15  shows  proportion  responses  B-­‐‑GP  with  lines  separated  by  
Contour,  again  graphed  by  blue-­‐‑green  duration  difference:  individual  lines  
represent  the  3  Contours  (Plateau,  2-­‐‑st-­‐‑rise,  4-­‐‑st-­‐‑rise).  The  three  lines  by  Contour  
show  virtually  no  separation.  Where  there  is  some  slight  separation  of  the  lines,  
where  time  difference  is  equal  to  zero  (i.e.,  when  blue  and  green  are  of  roughly    
  
Figure   4.15   Results   of   Experiment   3   by   time   and   Pitch   Contour.  
Proportion   responses   B-­‐‑GP   with   individual   lines   for   the   3   Contours  
(Plateau,  2-­‐‑st-­‐‑rise,  4-­‐‑st-­‐‑rise),  graphed  by  blue-­‐‑green  duration  difference.  
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equal  duration),  the  line  that  separates  from  the  other  2  is  for  the  2-­‐‑st  rise,  
reflecting  fewer  responses  (proportionately)  of  B-­‐‑GP;  the  lines  for  4-­‐‑st  rise  and  
Plateau,  the  Contours  with  the  highest  and  lowest  degree  of  dynamicity,  overlap.  
This  suggests  that  degree  of  dynamicity  is  not  driving  differences  in  perceived  
grouping.  
By  contrast,  Figure  4.16,  which  displays  responses  by  Pitch  Step,  shows  
separation  between  the  lines.  Figure  4.16  shows  proportion  responses  B-­‐‑GP,    
  
Figure   4.16   Experiment   4   results   by   time   and   Pitch   Step.  Mean  
responses  B-­‐‑GP  grouping  by  time,  with  lines  by  Pitch  Step  (right).  Lines  
by  Pitch  Step  show  separation.  
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again  graphed  by  blue-­‐‑green  duration  difference,  with  lines  this  time  indicating  
Pitch  Step:  individual  lines  represent  the  3  Pitch  Steps  (level,  2-­‐‑st-­‐‑above,  4-­‐‑st-­‐‑
above).  The  lines  by  Pitch  Step  show  clear  separation  at  all  Time  Steps,  such  that  
trials  where  the  pitch  of  blue  ends  level  with  the  following  words  show  
proportionately  greater  responses  that  blue  grouped  with  green  (BG-­‐‑P),  and  
higher  Pitch  Steps  show  increasingly  more  responses  that  blue  is  grouped  
separately  (B-­‐‑GP).    
The  upward  diagonal  trend  of  the  lines  in  all  graphs  shows  that  responses  
are  strongly  correlated  with  duration  difference  between  blue  and  green,  as  
expected.  Bigger  time  values  show  more  responses  that  blue  is  grouped  
separately  (B-­‐‑GP),  and  smaller  time  values  more  responses  that  blue  is  grouped  
with  green  (BG-­‐‑P).  Whereas  pitch  contour  does  not  appear  to  impact  perceived  
grouping  responses,  Pitch  Step  does.  
4.4.2  Experiment  4  results  &  analysis    
Results  are  presented  for  29  subjects  (21  of  whom  also  participated  in  
Experiment  3)  for  17,399  trials.  Results  were  analyzed  using  mixed-­‐‑effects  logistic  
regression,  implemented  through  the  lme4  package  (Bates  &  Maechler,  2009)  in  R  
with  response  ("ʺTarget  longer”  or  "ʺStandard  longer"ʺ)  as  the  dependent  
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variable,  and  Time  Step,  Pitch  Step,  f0  Contour  of  the  Target  blue,  and  
Presentation  Order  (Standard-­‐‑Target  or  Target-­‐‑Standard)  as  fixed  factors.  All  
two-­‐‑way,  three-­‐‑way  and  four-­‐‑way  interactions  between  these  variables  were  also  
tested.  Subject  intercept,  as  well  as  by-­‐‑subject  random  slopes  for  Time  Step,  Pitch  
Step,  and  Contour  were  included  as  random  effects  (Barr  et  al.,  2013),  the  
maximal  random  effects  structure  supported  by  the  data.    
The  result  was  a  model  (N  =  17,399,  log-­‐‑likelihood  =  -­‐‑8556)  showing  an  expected  
significant  main  effect  of  Time  Step  (Wald  z  =  9.048,  p  <  .001).  The  full  resulting  
fixed  effects  are  shown  in  Table  4.2.  Unlike  with  Experiment  3,  there  was  no  
main  effect  for  Pitch  Step,  but  there  were  significant  interactions  among  Pitch  
Step  and  Presentation  Order,  and  the  4-­‐‑st-­‐‑rise  Pitch  Step  and  Contour.  There  was  
a  weak  main  effect  of  Contour  with  only  2-­‐‑st-­‐‑rise  differing  from  Plateau  (Wald  z  
=  -­‐‑2.306,  p  <  .05),  but  in  the  direction  of  fewer  “Target  longer”  responses,  but  no  
difference  between  4-­‐‑st-­‐‑rise  and  Plateau.  There  was  a  significant  effect  of  
Presentation  Order  (Wald  z  =  -­‐‑11.953,  p  <  .001),  with  fewer    overall  responses  of  
“Target  longer”  in  the  Standard-­‐‑Target  order.  These  rather  complicated  and  
unexpected  results  will  be  discussed  in  greater  detail  below.  
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Table  4.2  Summary  of  fixed  effects  from  the  mixed  model  logistic  
regression  analysis  of  Experiment  4  results.  
  
Fixed  effects   Wald  z   p  value  
(Intercept)   7.534   p  <  0.001  
Time  Step   9.048   p  <  0.001  
Pitch  Step  (2-­‐‑st-­‐‑above)   1.597   (n.s.)  
Pitch  Step  (4-­‐‑st-­‐‑above)   -­‐‑0.879   (n.s.)  
Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)   -­‐‑2.306   p  <  0.05  
Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)   -­‐‑1.955   (n.s.)  
Order  (standard-­‐‑target)   -­‐‑11.953   p  <  0.001  
Time  Step  x  Pitch  Step  (2-­‐‑st-­‐‑above)   0.875   (n.s.)  
Time  Step  x  Pitch  Step  (4-­‐‑st-­‐‑above)   2.267   p  <  0.05  
Time  Step  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)   -­‐‑0.34     (n.s.)  
Time  Step  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)   0.026     (n.s.)  
Pitch  Step  (2-­‐‑st-­‐‑above)  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)   0.921   (n.s.)  
Pitch  Step  (4-­‐‑st-­‐‑above)  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)   3.315   p  <  0.001  
Pitch  Step  (2-­‐‑st-­‐‑above)  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)   -­‐‑0.386   (n.s.)  
Pitch  Step  (4-­‐‑st-­‐‑above)  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)   3.04   p  <  0.01  
Time  Step  x  Order  (standard-­‐‑target)   -­‐‑0.423   (n.s.)  
Pitch  Step  (2-­‐‑st)  x  Order  (standard-­‐‑target)   2.76   p  <  0.01  
Pitch  Step  (4-­‐‑st)  x  Order  (standard-­‐‑target)   5.178   p  <  0.001  
Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)  x  Order  (standard-­‐‑target)   3.123   p  <  0.01  
Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)  x  Order  (standard-­‐‑target)   5.603   p  <  0.001  
Time  Step  x  Pitch  Step  (2-­‐‑st)  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)   0.175     (n.s.)  
Time  Step  x  Pitch  Step  (4-­‐‑st)  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)   -­‐‑0.071     (n.s.)  
Time  Step  x  Pitch  Step  (2-­‐‑st)  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)   -­‐‑0.385     (n.s.)  
Time  Step  x  Pitch  Step  (4-­‐‑st)  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)   -­‐‑0.99     (n.s.)  
Time  Step  x  Pitch  Step  (2-­‐‑st)  x  Order   1.109     (n.s.)  
Time  Step  x  Pitch  Step  (4-­‐‑st)  x  Order   -­‐‑1.703     (n.s.)  
Time  Step  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)  x  Order   1.869     (n.s.)  
Time  Step  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)  x  Order     0.321     (n.s.)  
Pitch  Step  (2-­‐‑st)  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)  x  Order     -­‐‑0.911     (n.s.)  
Pitch  Step  (4-­‐‑st)  x  Contour  (2-­‐‑st-­‐‑rise  vs.  plat.)  x  Order     -­‐‑2.234   p  <  0.05  
Pitch  Step  (2-­‐‑st)  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)  x  Order   -­‐‑2.629   p  <  0.01  
Pitch  Step  (4-­‐‑st)  x  Contour  (4-­‐‑st-­‐‑rise  vs.  plat.)  x  Order   -­‐‑4.316   p  <  0.001  
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Figure  4.17  shows  proportion  of  responses  that  the  Target  version  of  blue  
sounded  longer  than  the  level-­‐‑pitch  Standard  version  of  blue  with  which  it  was  
paired  (“Target  longer”)  as  a  function  of  duration  difference  between  Target  and  
Standard.  Bigger  numbers  on  the  x-­‐‑axis  indicate  that  the  Target  was  longer  than  
the  Standard,  and  smaller  numbers  that  the  Standard  was  longer  than  the  Target.  
Where  time  is  equal  to  zero,  the  Target  and  Standard  were  of  identical  duration  
(having  been  generated  from  the  same  base  token).  The  upward  diagonal  trend  
  
Figure   4.17   Experiment   4   results   by   time.   Responses   of   “Target  
longer”  are  graphed  by  time  difference  between  Target  and  Standard.  
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of  the  line  indicates  that  subjects  were  generally  able  to  correctly  distinguish  
duration  differences:  when  the  Target  was  longer  than  the  Standard,  there  were  
higher  proportions  of  responses  that  the  Target  was  longer,  and  when  the  Target  
was  shorter  than  the  Standard,  there  were  fewer  responses  that  the  Target  was  
longer.  (This  is  supported  by  the  significant  main  effect  of  Time  Step  shown  in  
Table  4.2.)  Figures  4.18  and  4.19  show  responses  of  “Target  longer”  graphed  by  
Target-­‐‑Standard  time  difference,  this  time  with  separate  lines  to  indicate  the  
pitch  manipulations  for  all  trials.  4.18  shows  Pitch  Contour,  and  4.19  shows  Pitch  
Step.  Unlike  in  Experiment  3,  it  appears  that  there  is  some  effect  of  pitch  
dynamicity,  as  Figure  4.18  shows  the  line  for  Plateau  separating  from  the  two  
rising-­‐‑pitch  Contours,  such  that  the  rises  are  getting  proportionately  more  
“Target  longer”  responses  than  the  Plateau.  Figure  4.19  shows  a  similar  trend,  
this  time  with  the  “level”  Step  separating  from  both  the  2-­‐‑st-­‐‑above  and  4-­‐‑st-­‐‑
above  lines,  such  that  a  pitch  difference  across  the  two  tokens  appears  to  lead  to  
more  responses  of  “Target  longer”.  However,  these  differences  are  not  reflected  
in  the  statistical  model.  
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Figure   4.18   Experiment   4   results   by   time   and   Pitch   Contour.  
Responses   of   “Target   longer”   graphed   by   time   difference   between   Target  
and  Standard,  this  time  with  separate  lines  for  Pitch  Contour  (Plateau,  2-­‐‑st  
rise,  and  4-­‐‑st  rise).  
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Figure  4.19  Experiment  4  results  by  time  and  Pitch  Step.  Responses  
of   “Target   longer”   are   graphed   by   time   difference   between   Target   and  
Standard,  this  time  with  separate  lines  for  Pitch  Step  (level,  2  st  above,  and  
4  st  above).  
  
The  results  by  Contour  appear  quite  different  from  the  results  of  
Experiment  3.  It  should  be  remembered,  however,  that  the  stimuli  in  Experiment  
4  consisted  of  2  Presentation  Orders,  “Target-­‐‑Standard”  and  “Standard-­‐‑Target.”  
(Figures  4.20  and  4.21  show  stimuli  schematics  for  Experiments  3  and  4,  repeated  
from  Figures  4.9,  4.12  and  4.13)  The  “Target-­‐‑Standard”  order  (Figure  4.20,  left)  
was  designed  to  be  most  directly  comparable  with  Experiment  3,  as  the  pitch    
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Figure  4.20  Stimuli  schematics   from  Experiment  4,   repeated  from  
Figures  4.12  and  4.13.  At   left,   the  Target  precedes   the  Standard,  and  at  
right  the  Standard  precedes  the  Target.  
     
  
Figure   4.21   Stimuli   schematics   for   Experiment   3.   The   local   pitch  
relations  between  blue  and  the  following  phrase  and  green  are  comparable  
to  the  local  pitch  relations  of  the  Target-­‐‑Standard  condition  of  Experiment  
4,  but  not  those  of  the  Standard-­‐‑Target  order.  
 
relations  between  Target  and  Standard  are  virtually  the  same  as  those  between  
blue  and  and  green  in  Experiment  3.  
Breaking  down  responses  by  presentation  order,  with  10,875  responses  for  
the  Target-­‐‑Standard  order  and  6525  for  the  Standard-­‐‑Target  order,  we  see  that  
the  order  of  presented  tokens  did  indeed  affect  responses.  Figure  4.22  shows  
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results  by  time,  with  separate  lines  for  presentation  order,  “Target-­‐‑Standard”  
and  “Standard-­‐‑Target”.  The  lines  do  not  overlap,  indicating  that  responses  as  to  
whether  a  Target  was  heard  as  longer  were  strongly  influenced  by  presentation  
order.  This  was  also  reflected  in  the  significant  main  effect  of  Presentation  Order  
(Wald  z  =  -­‐‑11.953,  p  <  0.001)  in  the  statistical  model  described  above.  
  
Figure   4.22   Results   of   Experiment   3   by   time   and   presentation  
order.   Proportion   responses   “Target   longer”   graphed   by   duration  
difference   between   Target   and   Standard   for   the   two   presentation   orders.  
Separate   lines   show   responses   for   each   of   the   two   presentation   orders,  
“Target-­‐‑Standard”  in  solid  black  and  “Standard-­‐‑Target”  in  dashed  black.  
 
The  higher  position  of  the  “Target-­‐‑Standard”  order  line  reflects  a  tendency  
for  the  Target  to  be  perceived  as  longer  when  it  is  heard  before  the  Standard.  The  
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lower  position  of  the  “Standard-­‐‑Target”  order  line  indicates  that  the  Target  is  
less  likely  to  be  heard  as  longer  when  it  follows  the  Standard.  In  all,  these  
differences  reflected  a  bias  to  report  that  the  first  item  in  a  pair  was  longer,  in  
spite  of  equal  numbers  of  each  duration  being  presented  in  each  position.  (Note  
that  there  were  not  equal  numbers  of  trials  between  the  “Target-­‐‑Standard”  and  
“Standard-­‐‑Target”  presentation  orders;  more  presentations  of  “Target-­‐‑Standard”  
were  included,  in  order  to  provide  more  points  of  comparison  with  Experiment  
3.  However,  within  each  presentation  order  of  Standard  and  Target,  the  time  
differences  between  items  of  a  pair  were  balanced;  as  many  longer  first  items  
were  included  as  longer  second  items.  Therefore,  this  perceived  difference  in  
duration  based  on  presentation  order,  wherein  the  first  item  was  reported  as  
longer,  is  not  due  to  real  differences  in  objective  order  across  conditions.)  
Figures  4.23  and  4.24  show  results  by  Pitch  Contour  with  data  separated  by  
presentation  order.  For  the  “Target-­‐‑Standard”  order,  all  three  lines  by  Contour  
now  overlap  almost  completely;  the  line  for  Plateau  no  longer  separates  from  the  
contours  with  more  pitch  dynamicity.  For  the  “Standard-­‐‑Target”  order,  the  
Plateau  line  still  separates,  suggesting  that  the  difference  shown  in  Figure  4.18  
above,  was  entirely  from  this  presentation  order.  
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Figure  4.23  Experiment  4  results  by  time  and  Pitch  Contour  for  the  
Target-­‐‑Standard   order.  Proportion   responses   “Target   longer”   graphed  
by   duration   difference   between   Target   and   Standard   for   the   “Target-­‐‑
Standard”  order.  Separate   lines  show  responses   for  each  of  the  three  pitch  
Contours.  
  
  
Figure  4.24  Experiment  4  results  by  time  and  Pitch  Contour  for  the  
Standard-­‐‑Target  order.  Axes  and  lines  are  as  in  Figure  4.23.  
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Figures  4.25  and  4.26  show  results  by  Pitch  Step  with  data  again  separated  
by  presentation  order.  For  the  “Target-­‐‑Standard”  order  (Figure  4.25),  there  is  still  
some  separation  between  the  “level”  Step  and  the  other  two  Pitch  Steps  (2-­‐‑st-­‐‑
above  and  4-­‐‑st-­‐‑above),  such  that  a  pitch  drop  between  Target  and  Standard  
appears  to  lead  to  more  responses  of  “Target  longer.”  It  does  not  appear  that  
there  is  any  difference  between  the  Steps  2-­‐‑st-­‐‑above  and  4-­‐‑st-­‐‑above.  For  the  
“Standard-­‐‑Target”  order,  in  Figure  4.26,  the  separation  of  the  line  for  “level”  
from  the  other  two  Steps  is  even  more  pronounced.  
  
Figure   4.25   Experiment   4   results   by   time   and   Pitch   Step   for   the  
Target-­‐‑Standard   order.  Proportion   responses   “Target   longer”   graphed  
by   duration   difference   between   Target   and   Standard   for   the   “Target-­‐‑
Standard”  order.  Separate  lines  show  responses  for  each  of  the  three  Time  
Steps.  
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Figure   4.26   Experiment   4   results   by   time   and   Pitch   Step   for   the  
Standard-­‐‑Target   order.  Proportion   responses   “Target   longer”   graphed  
by   duration   difference   between   Target   and   Standard   for   the   “Standard-­‐‑
Target”  order.  Axes  and  lines  are  as  in  Figure  4.25.  
 
4.5  Discussion  
Unexpectedly,  degree  of  dynamicity  (as  manipulated  through  the  variable  
Pitch  Contour,  with  rising  pitch  vs.  plateau)  did  not  strongly  influence  results  in  
either  the  grouping  perception  or  the  duration  perception  experiment.  Where  
dynamicity  did  appear  to  have  an  effect  in  Experiment  4  (the  duration  perception  
experiment  ),  it  was  only  in  the  “Standard-­‐‑Target”  presentation  order.  On  the  
other  hand,  pitch  scaling  (as  manipulated  directly  through  the  variable  Pitch  
Step)  appears  to  have  influenced  responses  in  both  experiments,  but  potentially  
in  complicated  ways.  Both  of  these  effects  will  be  discussed  in  more  detail  below.  
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4.5.1  Effects  of  pitch  manipulations  on  perceived  grouping  
While  no  difference  of  dynamicity  shows  transparently  in  the  response  
graphs  in  Section  4.4.2  from  Experiment  3,  above,  the  statistical  analyses  show  a  
somewhat  more  complicated  story,  including  interactions  between  Pitch  Step  
and  Pitch  Contour.  One  possible  interpretation  of  this  is  that  the  dynamic  pitch  
contours  affected  perceived  grouping  variably,  depending  on  the  Pitch  Step  at  
which  they  were  realized.  Figures  4.27,  4.28  and  4.29  show  the  results  for  Pitch  
Contour  broken  down  by  each  of  the  three  Pitch  Steps.    
  
Figure   4.27   Experiment   3   results   showing   separate   lines   for  
Contour  at  the  “level”  Pitch  Step.    
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Figure   4.28   Experiment   3   results   showing   separate   lines   for  
Contour  at  the  “2-­‐‑st  above”  Pitch  Step.    
 
  
Figure  4.29  Experiment  3  results  showing  separate  lines  for  
Contour  at  the  “2-­‐‑st  above”  Pitch  Step.    
  
  
150 
A  possible  explanation  for  these  differences  may  lie  in  the  perceived  scaling  
of  the  contours  relative  to  that  of  the  following  context.  While  Pitch  Step  was  
defined  in  this  experiment  in  terms  of  pitch  distance  between  the  end  of  blue  and  
the  following  phrase  or  token,  this  likely  reflects  the  perceived  scaling  relation  
only  for  Plateau  tokens.  As  was  mentioned  in  Section  4.2.4,  the  reported  
perceived  pitch  endpoint  of  a  tone  glide  is  roughly  equivalent  to  a  point  2/3  of  
the  way  through  a  glide  over  a  vowel  (Rossi’s  “2/3  rule,”  Rossi,  1971).  The  
contours  in  the  present  experiment  are  neither  produced  solely  over  a  vowel,  nor  
are  they  monotonic  rises.  Each  begins  with  a  short  2-­‐‑st  rise,  which  begins  at  the  
onset  of  voicing  in  the  obstruent-­‐‑lateral  cluster  onset.  It  is  unclear,  then,  whether  
a  2/3  estimate  should  be  based  on  2/3  through  the  duration  of  the  glide,  or  2/3  up  
through  the  height,  or  based  on  some  other  point  considering  the  vowel  portion  
only.  These  decisions  will  lead  to  some  variation  among  estimates.  For  example,  
for  a  4-­‐‑st-­‐‑rise  token  of  blue  at  the  4-­‐‑st-­‐‑above  Step  that  is  300  ms  long,  the  pitch  200  
ms  into  the  word  is  13.387  st  (st  re  100  Hz)  or  about  217  Hz,  or  approximately  1.2  
st  above  green.  However,  2/3  of  scaling  distance  of  the  whole  6-­‐‑st  rise  (including  
the  initial  2-­‐‑st  rise)  would  be  simply  2  st  above  green,  or  14.17  st,  about  226  Hz.  
Additional  experimental  work  would  be  required  to  determine  the  actual  
perceived  scaling  of  these  tokens.  However,  it  is  possible  to  calculate  a  rough  
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estimate.  As  each  duration  of  blue  will  have  a  slightly  different  f0  at  2/3  that  
duration  for  each  rise,  the  simpler  scaling  estimate  for  the  rises  is  to  base  the  
scaling  on  2/3  of  total  pitch  rise  for  the  “rise”  tokens,  but  for  the  maximum  f0  of  
the  “Plateau”  tokens.  (There  is  no  reason  to  believe  that  the  perceived  scaling  of  
the  plateaux  would  be  lower  due  to  the  initial  2-­‐‑st  rise,  since  the  maximum  f0  is  
sustained  for  a  substantial  duration  in  all  such  tokens).  Figure  4.30  repeats  the  
stimuli  schematics  for  Experiment  3,  with  markers  added  to  indicate  the  
estimated  perceived  scaling  of  blue.  
  
Figure   4.30   Schematics  with   estimated  perceived   scaling   for  
Experiment   3   stimuli.   An   orange   bar   indicates   the   approximate  
height  of  perceived  scaling  for  each  pitch  pattern  of  blue  compared  to  
and  green.    
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Table  4.3  shows  the  estimated  scaling  difference  between  blue  and  green  for  
each  Pitch  Contour  at  each  Pitch  Step.  Scaling  is  shown  in  semitones.  Positive  
numbers  reflect  that  the  estimated  perceived  scaling  of  blue  is  higher  than  green,  
negative  numbers  that  blue  is  lower  than  green.  The  right-­‐‑hand  column  shows  the  
percentage  responses  B-­‐‑GP  across  all  Time  Steps  for  each  Contour  at  each  Step.  
Table   4.3  The  estimated  perceived   scaling  differences  of   stimuli.  
The  table  shows  the  difference  in  st  between  estimated  perceived  scaling  of  
blue  tokens  and  green  tokens  for  each  Contour  and  Pitch  Step,  and  mean  
responses  B-­‐‑GP  across  all  Time  Steps  for  each  Contour-­‐‑Step  combination.  
Lower   response   proportions   are   shown   in   green,   reflecting   more   BG-­‐‑P  
responses   for   those   items.  Higher   response   proportions   are   shown   in   red,  
reflecting  more  B-­‐‑GP  responses  for  those  items.  
  
Pitch  
Contour  
Pitch  Step   (Est.)  scaling  
difference  to  
green  
%  B-­‐‑GP,  
across  all  
Time  Steps  
4-­‐‑st-­‐‑rise   4-­‐‑st-­‐‑above   +2  st   .53  
   2-­‐‑st  above   0  st   .50  
   0  level   -­‐‑2  st   .46  
2-­‐‑st-­‐‑rise   4-­‐‑st-­‐‑above   +2.67  st   .53  
   2-­‐‑st  above   +0.67  st   .49  
   0  level   -­‐‑1.33  st   .44  
Plateau   4-­‐‑st-­‐‑above   +4  st   .56  
   2-­‐‑st  above   +2  st   .54  
   0  level   0  st   .40  
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Figure  4.31  shows  a  scatterplot  of  the  proportion  of  responses  B-­‐‑GP  
graphed  by  estimated  scaling  difference  between  blue  and  green.  The  high  r2  of  
0.65  suggests  a  very  strong  correlation  between  these  measures.  
  
Figure   4.31   Scatterplot   of   response   proportions   by   estimated  
perceived   scaling   differences   for   stimuli   in   Experiment   4.  Mean  
responses  B-­‐‑GP  graphed  by  estimated  perceived  scaling  difference,  showing  
a  strong  apparent  correlation.    
  
Figure  4.32  shows  a  scatterplot  of  the  proportion  of  responses  B-­‐‑GP  
graphed  this  time  by  Pitch  Step,  i.e.,  the  difference  in  f0  between  the  end  of  blue  
and  (the  start  of)  green.  The  high  r2  of  0.775  likewise  suggests  a  very  strong  
correlation  between  these  measures.  There  appears  to  be  a  strong  correlation  
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between  estimated  perceived  scaling  difference  (between  blue  and  green)  and  
proportion  responses  B-­‐‑GP.  However,  the  comparable  scatterplot  for  responses  
B-­‐‑GP  graphed  by  f0  difference  from  the  max  f0  of  blue  to  green  (i.e.,  the  pitch  
“Step”)  likewise  shows  a  strong  correlation.  
  
Figure   4.32   Scatterplot   of   response   proportions   by   phrase-­‐‑edge  
scaling  differences  for  stimuli  in  Experiment  4.  Mean  responses  B-­‐‑GP  
graphed   by   Pitch   Step   difference,   also   showing   a   strong   apparent  
correlation.    
  
It  is  interesting  to  see  that  lower  estimated-­‐‑scaling  tokens  appear  to  lead  to  
lower  proportions  of  B-­‐‑GP,  or  higher  proportions  of  BG-­‐‑P.  However,  it  is  likely  
that  having  more  extreme  scaling  differences,  i.e.,  making  blue  much  lower,  
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would  not  lead  to  greater  increases  in  BG-­‐‑P  responses,  as  pitch  proximity  would  
likely  lead  listeners  to  hear  much  lower  blue  as  distinct  and  therefore  separate.  It  
should  also  be  noted  that  both  categories  of  items  with  a  negative  estimated  
perceived  scaling  difference  also  have  a  maximum  f0  that  is  level  to  green:  these  
are  the  2-­‐‑st-­‐‑rise  and  the  4-­‐‑st-­‐‑rise  at  Step  0.  These  local  pitch  relations  may  well  
increase  perceived  continuity,  as  suggested  by  the  schematic  in  Figure  4.33,  
which  shows  orange  markers  at  neighboring  segments  that  have  the  same  f0  at  
the  end  of  the  first  phrase,  and  the  beginning  of  the  subsequent  phrase.  
Additional  experimental  work  would  be  needed  to  separate  the  potential  effects  
of  pitch  scaling  proximity  and  continuity.    
  
Figure  4.33  The  stimuli  from  Experiment  3  with  continuity  of  pitch  
highlighted.  The  pitch  at  the  end  of  blue  tokens  at  the  0-­‐‑level  Step  for  all  
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three  Pitch  Contours  likely  sounds  continuous  with  following  pitch  of  and  
green.  The  relevant  pitch  sections  are  highlighted  in  orange.    
  
Closer  pitch  across  the  boundary  may  influence  perceived  tonal  continuity,  
and  such  relative  proximity  or  similarity  of  pitch  may  suggest  a  weaker  
boundary.  Large  pitch  changes  across  a  boundary,  conversely,  create  a  greater  
discontinuity,  and  cue  a  stronger  boundary.  Such  an  observation  is  in  keeping  
with  proposals  of  prosodic  grouping  that  make  reference  to  gestalt-­‐‑like  
principles,  such  as  proposed  by  Kentner  &  Féry  (2013),  and  similar  to  principles  
proposed  for  music  grouping  by  Lerdahl  &  Jackendoff  (1983).  As  was  discussed  
in  Section  2.2.2  pitch  is  recognized  as  playing  a  role  in  connecting  phrases  into  
coherent  segments  in  discourses  (e.g.,  Wichmann,  2000;  Hansson,  2003;  Hirst,  
1993),  though  such  effects  have  not  been  as  thoroughly  explored  in  intonational  
phonology  traditions  such  as  AM/ToBI  (Beckman  &  Elam,  1993/1997).  
Overall,  these  results  strongly  suggest  that  both  perceived  pitch  continuity  
and  overall  contour  scaling  differences  play  a  role  in  grouping.  Dynamicity  does  
not  appear  to  independently  cue  group  boundary,  but  rather  does  so  variably,  
based  on  aspects  of  relative  scaling  with  respect  to  neighboring  phrases.  
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4.5.2  Effects  of  pitch  on  perceived  duration  
In  Experiment  4,  the  lack  of  effect  of  pitch  dynamicity  in  the  Target-­‐‑
Standard  presentation  order,  the  order  designed  to  have  pitch  relations  directly  
comparable  to  the  stimuli  in  Experiment  3,  suggests  that  dynamic  pitch  does  not  
straightforwardly  modulate  perceived  duration  in  this  context.  Interestingly,  
there  were  apparent  effects  of  dynamicity  when  the  presentation  order  had  the  
level  standard  preceding  the  Target.  As  with  Experiment  3,  these  varied  results  
are  likely  due  to  the  orthogonal  manipulation  of  pitch  range.  Figures  4.34  
through  4.36  show  results  graphs  by  Contour,  but  with  individual  graphs  for  
each  Pitch  Step  and  presentation  order.  In  each  case,  the  Target-­‐‑Standard  
presentation  order  is  shown  on  the  left,  and  the  Standard-­‐‑Target  on  the  right.  A  
diagonal  line  is  shown  in  each  of  the  6  graphs  to  provide  a  reference  to  compare  
across  the  graphs.    
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Figure  4.34  Responses  “Target  longer”  by  time  and  Contour  at  the  
“level”   Pitch   Step   for   the   Target-­‐‑Standard   order   (left)   and  
Standard-­‐‑Target  order  (right).    
    
     
Figure  4.35  Responses  “Target  longer”  by  time  and  Contour  at  the  
“2-­‐‑st-­‐‑above”  Pitch  Step  for  the  Target-­‐‑Standard  order  (left)  and  the  
Standard-­‐‑Target  order  (right).  
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Figure  4.36  Responses  “Target  longer”  by  time  and  Contour  at  the  
“4-­‐‑st-­‐‑above”  Pitch  Step  for  the  Target-­‐‑Standard  order  (left)  and  the  
Standard-­‐‑Target  order  (right).  
  
For  each  of  the  3  graphs  from  the  Target-­‐‑Standard  order  (left-­‐‑side),  response  
lines  for  the  3  Contours  are  positioned  above  the  diagonal  line,  reflecting  the  
tendency  for  the  Target  item  (of  any  pitch  pattern)  to  be  reported  as  sounding  
longer  when  it  was  presented  before  the  Standard.  By  contrast,  the  lines  for  the  
Standard-­‐‑Target  order  cluster  around  the  diagonal  reference  line,  in  2  out  of  3  of  
these  graphs  (for  the  2-­‐‑st-­‐‑above  and  4-­‐‑st-­‐‑above  Pitch  Steps).  Of  the  6  graphs  
above,  only  one  shows  separation  of  lines  by  dynamicity  in  the  predicted  
direction:  Figure  4.34,  right,  the  graph  for  “level”  Pitch  Step  in  the  Standard-­‐‑
Target  presentation  order.  Interestingly,  though,  it  is  still  not  the  case  that  the  
dynamic-­‐‑pitch  stimuli  were  reported  as  sounding  longer  than  the  level  Standard;  
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instead  there  were  varying  degrees  in  how  much  shorter  they  sounded  than  the  
Standard:  the  line  for  the  Plateau  is  the  lowest  of  the  three,  reflecting  a  higher  
proportion  of  responses  that  the  Target  sounded  shorter  than  the  Standard.  The  
lines  for  the  2-­‐‑st  rise  and  the  4-­‐‑st  rise  are  each  positioned  higher,  with  the  line  for  
the  4-­‐‑st  rise  being  highest  (but  still  not  rising  much  above  the  diagonal  reference  
line  of  the  graph).    
Figures  4.37  through  4.39  show  results  graphs  this  time  by  Pitch  Step,  but  
with  individual  graphs  for  each  Pitch  Contour  and  presentation  order.  Again,  in  
each  case,  the  Target-­‐‑Standard  presentation  order  is  shown  on  the  left,  and  the  
Standard-­‐‑Target  on  the  right.  A  diagonal  line  is  again  shown  in  each  of  the  6  
graphs  to  provide  a  reference  to  compare  across  the  graphs.  
  
Figure   4.37   Responses   “Target   longer”   by   time   and   Step   for   the  
Plateau   Contour,   for   the   Target-­‐‑Standard   order   (left)   and   the  
Standard-­‐‑Target  order  (right).  
  
161 
  
  
Figure  4.38  Responses  “Target  longer”  by  time  and  Step  for  the  2-­‐‑
st-­‐‑rise   Contour,   for   the   Target-­‐‑Standard   order   (left)   and   the  
Standard-­‐‑Target  order  (right).  
  
  
Figure  4.39  Responses  “Target  longer”  by  time  and  Step  for  the  4-­‐‑
st-­‐‑rise   Contour,   for   the   Target-­‐‑Standard   order   (left)   and   the  
Standard-­‐‑Target  order  (right).  
  
There  were  moderate  effects  of  Pitch  Step  on  perceived  duration  in  both  
presentation  orders,  in  that  Target  tokens  from  the  “level”  Pitch  Step  were  
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overall  less  likely  to  be  heard  as  longer  than  those  at  the  “2-­‐‑st-­‐‑above”  and  “4-­‐‑st-­‐‑
above”  Steps.  However,  this  effect  is  only  apparent  in  a  subset  of  the  graphs,  i.e.,  
the  effect  does  not  hold  across  all  Contours.  For  the  Target-­‐‑Standard  order  (left-­‐‑
side  graphs),  the  “level”  Step  lines  (dotted)  separate  somewhat  from  the  others  
for  both  the  2-­‐‑st-­‐‑rise  (Figure  4.38)  and  4-­‐‑st-­‐‑rise  (Figure  4.39)  Contours,  but  not  for  
the  Plateau  (Figure  4.37).  For  the  Standard-­‐‑Target  order  (right-­‐‑side  graphs),  the  
“level”  Step  lines  separate  from  the  other  Step  lines  for  the  Plateau  (Figure  4.37)  
and  the  2-­‐‑st-­‐‑rise  (Figure  4.38),  but  not  for  the  4-­‐‑st-­‐‑rise  (Figure  4.39).    
Overall,  the  distortions  to  perceived  duration  in  Experiment  4  were  not  
strong.  Where  such  distortions  occurred,  the  results  suggest  that  rather  than  
pitch  dynamicity,  it  was  the  pitch  relations  between  compared  tokens  of  a  pair  
(i.e.,  relative  overall  scaling  and  whether  or  not  a  large  pitch  jump  occurred  
across  the  silent  interval)  that  triggered  the  distortions.  Something  like  the  kappa  
effect  may  be  influencing  listeners  to  hear  the  silent  interval  itself  as  longer  when  
there  is  a  large  pitch  change  across  the  pair.  Indeed,  it  may  be  the  case  that  
subjects  are  not  clearly  distinguishing  between  the  durations  of  the  filled  
intervals  vs.  the  silent  intervals.  This  could  account  for  the  overall  tendency  of  
listeners  to  indicate  that  the  first  pair  of  a  token  sounds  longer.  Additional  
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experimentation  including  additional  manipulations  to  the  duration  of  the  silent  
interval  could  shed  light  on  this  possibility.  
It  is  possible  that  at  least  some  of  the  previously  reported  effects  of  dynamic  
pitch  on  perceived  duration  are  due  to  a  confound  of  dynamic  pitch  introducing  
pitch  scaling  differences  across  compared  tokens.  Under  certain  circumstances  
dynamic  pitch  may  have  an  effect,  but  circumstances  may  need  to  be  just  right,  
and  such  effects  may  be  overridden  by  other  effects,  such  as  relative  scaling.  It  is  
also  conceivable  that  while  the  psychoacoustic  effect  of  dynamic  pitch  on  
perceived  duration  is  real,  it  may  not  transfer  straightforwardly  to  speech.  
4.5.3  Comparing  results  of  Experiment  3  and  4  
The  effects  of  f0  manipulations  on  grouping  perception  and  duration  
perception  are  not  identical.  Figure  4.40  shows  results  on  the  same  graph  by  
Time  Step  across  all  pitch  manipulations  for  both  Experiments  3  and  4,  though  
only  including  the  Target-­‐‑Standard  order  for  Experiment  4.  Results  for  
Experiment  3  are  shown  in  solid  black,  and  for  Experiment  4  in  dashed  black.  On  
the  x-­‐‑axis,  the  Time  Steps  represent  the  difference  between  blue  and  green  
duration  for  Experiment  3,  and  between  Target  and  Standard  for  Experiment  4.  
Note  that  the  values  for  x-­‐‑axis  include  -­‐‑200  ms  and  200  ms,  for  which  there  were  
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comparisons  only  in  Experiment  4.  (Experiment  3  included  only  3  durations  of  
green,  whereas  Experiment  4  had  comparisons  across  all  5  Time  Steps.)  The  y-­‐‑axis  
shows  proportion  of  responses  “B-­‐‑GP”  for  Experiment  3  and  “Target  longer”  for  
Experiment  4,  i.e.,  the  responses  that  were  expected  to  be  correlated  across  
experiments.  (Longer  perceived  blue  tokens  were  predicted  to  cue  greater  
proportions  of  “B-­‐‑GP”  responses.).    
Both  lines  in  Figure  4.40  show  a  strong  diagonal,  reflecting  the  strong  
influence  of  time  difference  on  responses.  Both  lines  also  show  a  sigmoid  shape,    
  
Figure  4.40  Results  by   time  for  Experiments  3  and  4  on   the  same  
graph.   Results   for   Experiment   3   are   shown   with   a   solid   line,   and   for  
Experiment  4  with  a  dashed  line.    
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with  responses  appearing  to  level  off.  Interestingly,  the  line  for  Experiment  3  
(solid)  shows  this  leveling  at  smaller  relative  Time  Steps  (at  around  -­‐‑100  and  100  
ms  difference  between  compared  tokens)  than  the  line  for  Experiment  4,  which  
extends  to  higher  and  lower  extremes  of  the  y-­‐‑axis,  and  does  not  level  off  until  
around  -­‐‑150  ms  and  150  ms.  The  line  for  Experiment  3  (dashed)  is  also  positioned  
higher  on  the  graph,  reflecting  the  tendency  for  all  Target  times  to  be  reported  as  
sounding  longer  in  the  Target-­‐‑Standard  order.  This  difference  could  in  part  be  
due  to  the  difference  in  silence  interval  duration  between  the  two  experiments:  in  
Experiment  3,  there  was  a  50  ms  pause  between  blue  and  the  next  filled  interval,  
while  there  was  a  200  ms  silence  between  compared  tokens  in  Experiment  4.  
However,  Experiment  3  does  not  involve  a  simple  direct  comparison  of  the  
durations  of  blue  and  green,  but  a  linguistic  judgment  based  on  their  overall  
acoustic  properties.  Further,  the  temporal  distance  between  blue  and  green  in  
Experiment  3  is  additionally  increased  by  the  presence  of  the  word  and,  which  is  
approximately  120  ms  long.  
Figures  4.41  and  4.42  show  response  graphs  side  by  side  for  the  two  
experiments.  Experiment  3  graphs  are  at  left,  and  Experiment  4  are  at  right.  
Again,  only  the  Target-­‐‑Standard  presentation  order  results  are  shown  for  
Experiment  4,  as  the  pitch  relations  for  those  stimuli  were  designed  to  be  
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comparable  to  those  of  the  stimuli  from  Experiment  3.  The  vertical  axes  for  
Experiment  3  graphs  are  proportion  responses  “B-­‐‑GP”,  and  for  Experiment  4,  
proportion  responses  of  “Target  longer.”  The  horizontal  axes  show  time  
difference  for  both  experiments:  between  blue  and  green  for  Experiment  3,  and  
between  Target  and  Standard  for  Experiment  4.  (Note  the  slight  difference  
between  x-­‐‑axes:  Experiment  3  (left)  has  a  range  of  time  values  from  -­‐‑150  ms  to  
150  ms,  and  Experiment  4  (right)  has  a  range  of  time  values  from  -­‐‑200  ms  to  200  
ms.)  The  top  two  graphs  show  lines  for  the  3  Pitch  Contours,  and  the  bottom  two  
graphs  show  lines  for  Pitch  Step.  The  steeper  slope  of  the  lines  for  Experiment  4  
relative  those  of  Experiment  3  indicates  that  time  difference  played  a  more  direct    
  
Figure  4.41  Results  graphs  for  Experiments  3  and  4  side  by  side  for  
time   and   Pitch   Contour.   For   Experiment   3   (left),   responses   B-­‐‑GP   are  
graphed  by  duration  difference  between  blue   and  green.  For  Experiment  4  
(right),  responses  “Target  longer”  are  graphed  by  Target-­‐‑Standard  duration  
difference.  Individual  lines  represent  the  3  Pitch  Contour  patterns.  
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Figure   4.42   Results   graphs   for   Experiments   3   (left)   and   4   (right)  
side  by  side  for  time  and  Pitch  Step.  For  Experiment  3,  responses  B-­‐‑
GP   are   graphed   by   duration   difference   between   blue   and   green.   For  
Experiment   4   (right),   responses   “Target   longer”   are   graphed   by   time  
difference   between   the   duration   of   Target   blue   and   Standard   blue.  
Individual  lines  represent  the  3  Pitch  Steps.    
 
role  in  Experiment  4  than  in  Experiment  3,  suggesting  that  other  factors  beyond  
duration  influenced  grouping  perception.  It  is  plausible,  therefore,  that  pitch  had  
more  of  an  influence  on  grouping  perception  than  it  did  on  time  perception.  
Likewise,  the  greater  separation  of  the  lines  for  Pitch  Step  in  the  results  of  
Experiment  3  suggest  that  this  particular  pitch  difference  had  a  greater  effect  on  
grouping  perception  than  on  duration  perception.  As  in  the  results  described  in  
Chapter  3,  this  strongly  suggests  that  the  effects  of  pitch  on  perceived  duration  
are  not  the  driving  force  in  perceived  grouping.  Pitch  appears  to  affect  grouping  
perception  in  ways  above  and  beyond  duration  perception.  
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4.6  Summary  
Dynamic  pitch  was  expected  to  lead  to  increases  in  perceived  duration,  and  
these  effects  were  expected  to  be  correlated  with  degree  of  dynamicity.  However,  
results  showed  that  with  pitch  range  controlled  for,  dynamicity  did  not  have  a  
straightforward  effect  on  either  perceived  duration  or  grouping.  Instead,  Pitch  
Step  had  a  stronger  effect  than  Pitch  Contour.  
While  timing  cues  were  the  strongest  predictor,  pitch  range  relations  across  
the  neighboring  phrases  also  had  an  effect  on  grouping  perception:  phrases  that  
sounded  closer  in  pitch  scaling,  or  those  for  which  the  pitch  sounded  continuous  
across  the  boundary  were  more  likely  to  be  perceived  as  grouped  together.  By  
contrast,  when  the  pitch  of  the  target  sounded  higher  than  the  following  context,  
it  was  more  likely  to  be  heard  as  grouped  separately.  (It  may  also  be  the  case  that  
targets  sounding  dramatically  lower  will  also  sound  separate,  but  lower  Pitch  
Steps  were  not  included  in  this  study.)  
These  results  are  suggestive  that  tonal  movement  at  phrase  edges  does  not  
always  increase  boundary  strength,  but  may  instead  cue  cohesion:  when  pitch  
sounds  continuous  across  phrases,  the  phrases  are  more  likely  to  be  perceived  as  
part  of  the  same  group.  Likewise,  when  there  is  a  scaling  difference  such  that  
pitch  sounds  discontinuous  across  phrases,  a  group  boundary  is  more  likely  to  
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be  perceived.  This  observation  is  compatible  with  a  role  for  something  akin  to  the  
gestalt  principle  of  continuity  when  evaluating  the  role  of  pitch  in  prosodic  
grouping.  (This  idea  will  be  revisited  in  Chapter  6.)    
Further,  the  Pitch  Step  effects  on  perceived  grouping  were  greater  in  the  
grouping  task  than  in  the  perceived  duration  task,  as  in  the  first  pair  of  
experiments  (described  in  Chapter  3),  albeit  less  dramatically  so.  As  with  the  
difference  between  Experiments  1  (kappa  timing  perception)  and  2  (kappa  
grouping  perception),  where  the  effects  of  pitch  manipulations  on  grouping  
perception  results  were  more  pronounced  than  on  timing  perception  results,  it  
seems  unlikely  that  the  effects  of  pitch  manipulations  on  perceived  grouping  are  
occurring  by  way  of  their  effects  on  perceived  duration.  This  observation  will  be  
investigated  in  more  depth  in  Chapter  5.  
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CHAPTER  5:  EXPLORATION  OF  INTONATIONAL  SCHEMAS  IN  
GROUPING  AND  TIMING  PERCEPTION  
5.1  Introduction  
Results  of  previously  completed  experiments  in  this  dissertation  have  
suggested  that  several  types  of  cross-­‐‑phrase  tone  relations  by  which  perceived  
grouping  can  occur  can  be  characterized  by  cognitive  grouping  principles  that  
are  gestalt-­‐‑like  (Wertheimer,  1938),  and  in  particular  proximity  and  continuity.  
Such  grouping  principles  have  been  identified  as  playing  an  important  role  in  
auditory  perception  for  auditory  scene  analysis  (Bregman,  1990/1994)  and  music  
grouping  (Lerdahl  &  Jackendoff,  1983).  While  results  of  the  experiments  in  
Chapters  3  &  4  suggest  that  tone  proximity  and  continuity  (e.g.,  pitch  range  
relations  and  degree  of  phrase-­‐‑initial  reset)  play  a  strong  role  in  the  perception  of  
grouping,  it  is  likely  that  not  all  tonal  contributions  to  grouping  perception  can  
be  reduced  to  these  gestalt-­‐‑like  principles.  This  chapter  seeks  to  explore  the  
interaction  with  duration  of  certain  cross-­‐‑phrase  tonal  patterns  that  are  
hypothesized  to  cue  grouping  without  referencing  these  previously  discussed  
pitch  relations,  and  their  effects  on  perceived  prosodic  grouping.    
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This  chapter  further  explores  the  hypothesis  that  certain  pitch-­‐‑based  
distortions  of  time  perception  are  in  fact  driven  by  perceived  grouping  effects,  
and  that  such  interactions  can  affect  speech  timing  perception.  It  has  long  been  
observed  that  rhythmic  grouping  can  affect  perceived  duration  such  that  
intervals  between  perceived  groups  are  inflated  in  perception  (e.g.,  Bolton,  1894).  
There  is  a  potential  connection  to  be  made  here  between  these  previous  findings  
on  rhythm  and  the  findings  relating  to  the  auditory  kappa  effect,  a  pitch-­‐‑based  
distortion  of  duration  explored  with  speech  materials  in  Chapter  3  of  this  
dissertation.  While  pitch  relations  have  been  shown  to  induce  rhythmic  grouping  
in  speech  (e.g.,  Cumming,  2010a,  2010b),  and  pitch  has  been  shown  to  distort  
perceived  duration  of  between-­‐‑tone  intervals  in  the  kappa  effect  (e.g.,  Shigeno,  
1993),  the  potential  connection  among  the  phenomena  of  pitch-­‐‑cued  grouping,  
grouping-­‐‑cued  temporal  distortion  and  pitch-­‐‑cued  temporal  distortion  has  not  
been  directly  discussed  in  the  literature.  Section  5.2.3  will  discuss  this  potential  
connection  in  greater  detail.  
This  chapter  examines  a  new  set  of  cross-­‐‑phrase  tonal  patterns  that  are  not  
easily  characterized  by  pitch  proximity  or  pitch  continuity,  and  asks  how  these  
pitch  patterns  affect  both  perceived  grouping  of  an  ambiguous  multi-­‐‑phrase  
utterance,  and  perception  of  pause  duration.  The  specific  work  undertaken  here  
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is  a  pair  of  perception  experiments  that  investigate  the  hypotheses  1)  that  these  
cross-­‐‑phrase  pitch  patterns  play  a  role  in  perceived  prosodic  grouping  and  2)  
that  perceived  timing  can  be  influenced  by  perceived  grouping  in  speech  
perception.  A  pair  of  perception  experiments  used  the  same  set  of  stimuli  elicited  
judgments  of  1)  perceived  grouping  and  2)  perceived  timing.    
5.2  Background  
5.2.1  Bregman’s  primitive  processes  vs.  schemas  
In  his  discussion  on  auditory  scene  analysis  and  stream  segregation,  
Bregman  (1990/1994)  maintains  a  distinction  among  mechanisms  by  which  
grouping  can  occur,  such  that  they  are  either  1)  “primitive,”  or  pre-­‐‑attentive,  
processes  of  auditory  grouping,  including  gestalt-­‐‑like  principles  or  2)  by  more  
effortful  or  attentive  recognition  of  learned  patterns,  i.e.,  schemas.    
In  stream  segregation,  qualities  such  as  pitch  and  timbre  help  the  listener  to  
determine  that  sounds  originate  from  the  same  source  and  form  part  of  the  same  
stream.  By  way  of  gestalt-­‐‑like  mechanisms,  similarity  of  timbre  or  continuity  of  
pitch  movement  can  help  to  identify  a  single  stream  out  of  a  complex  landscape  
of  acoustic  properties/frequencies,  such  as  a  single  person  talking  in  a  noisy  
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room,  or  a  musical  instrument  playing  in  an  ensemble.  Bregman  believes  that  
these  gestalt-­‐‑like  mechanisms  are  automatic  and  probably  innate.    
Schemas,  by  contrast,  are  based  on  memory  and  require  more  effortful  
attention.  As  such,  the  processing  of  a  sound  pattern  is  influenced  by  previous  
experience  with  sound  patterns.  Phoneme  restoration,  whereby  a  listener  can  
perceptually  fill  in  missing  sounds  from  a  recognized  word  when  sounds  are  
appropriately  masked  (Warren,  1970),  has  been  considered  as  an  example  of  
schema-­‐‑based  processing  (e.g.,  Bregman,  1990/1994;  Repp,  1991).  
Schemas,  in  the  form  of  learned  tonal  patterns,  may  likewise  play  a  role  in  
sequential  grouping  in  speech.  I  hypothesize  that  such  patterns,  which  are  
commonly  seen  within  a  single  prosodic  phrase,  will  also  be  recognized  across  
prosodic  phrases.  I  will  hereafter  refer  to  these  patterns  as  intonational  (or  tonal)  
schemas.  I  propose  that  such  schemas  play  a  role  in  perception  of  prosodic  
grouping,  and  are  likely  both  learned  and  potentially  language-­‐‑specific  (or  at  
least  variable  cross-­‐‑linguistically).  These  schemas  are  predicted  to  cue  prosodic  
grouping  without  making  direct  reference  to  the  gestalt-­‐‑like  principles  of  pitch  
proximity  and  pitch  continuity.  The  specific  candidate  pitch  patterns  will  be  
discussed  in  more  detail,  below.    
  
174 
5.2.2.  Motivation  for  intonational  schemas  from  House  (1990)  
House  (1990,  in  Chapter  5,  “Perception  of  Phrasing”)  conducted  a  series  of  
experiments  to  explore  pitch  cues  to  grouping  in  Swedish.  The  f0  of  sequences  of  
5  repetitions  of  the  Swedish  word  for  five  was  manipulated  to  create  a  range  of  
patterns,  leaving  timing  neutral.  Listeners  were  asked  to  indicate  whether  they  
heard  the  sequence  as  a  grouping  of  two  digits  followed  by  3  digits,  (55-­‐‑555,  
hereafter  the  “2-­‐‑3  grouping”)  or  as  a  grouping  of  3  digits  followed  by  2  digits,  
(555-­‐‑55,  the  “3-­‐‑2  grouping”).    
  
Figure   5.1  Some  patterns   from  House   (1990)   that   suggest   gestalt-­‐‑
like   phenomena.   Blue   lines   represent   pitch   patterns   realized   over   a  
sequence  of  5  repetitions  of  “5”.  In  each  pair,  a.  &  b.,  item  a.  cued  the  3-­‐‑2  
grouping   and   item   b.   the   2-­‐‑3   grouping.   Numbers   at   the   right   of   each  
pattern   reflect   percentage   of   3-­‐‑2   grouping   responses   for   that   item.   The  
larger   pitch   change   at   each   larger   perceived   group   boundary,   indicated  
above  with  orange  arrows,  suggests  that  something  like  pitch  proximity  or  
pitch  similarity  is  at  play.  
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Patterns  that  reliably  cued  grouping  included  several  that  can  be  attributed  
to  relative  pitch  scaling  (pitch  proximity  and/or  similarity)  and  larger  pitch  
discontinuities  (continuity).  In  these  patterns,  there  was  frequently  a  large  pitch  
change  between  two  digits  that  were  perceived  as  being  on  either  side  of  a  group  
boundary,  as  well  as  pitch  relations  suggesting  continuous  pitch  movement  
across  digits  within  a  perceived  group.  Figure  5.1  presents  a  schematic  based  on  
figures  from  House  (1990)  showing  several  pairs  of  patterns  that  cued  grouping  
for  listeners,  with  a  simplified  representation  of  pitch  (on  the  vertical  axis)  
varying  by  time  (on  the  horizontal).  Each  blue  line  segment  represents  the  f0  
contour  on  a  single  digit  five.  In  each  pair  of  stimuli  (marked  a.  for  the  top  item  of  
a  pair,  and  b.  for  the  bottom)  item  a.  cued  more  3-­‐‑2  grouping  responses,  and  item  
b.  cued  more  2-­‐‑3  grouping  responses.  The  numbers  at  right  of  the  sequences  
reflect  the  percentage  of  subject  responses  of  “3-­‐‑2  grouping”,  such  that  numbers  
above  50  reflect  a  preference  for  “3-­‐‑2  grouping”  and  numbers  below  50  reflect  a  
preference  for  “2-­‐‑3  grouping.”  House  interpreted  the  cue  strength  of  the  pitch  
patterns  in  a  pair  as  being  the  difference  between  responses  to  pattern  a.  and  
pattern  b.  for  each  pair.  While  he  did  not  make  direct  reference  to  gestalt-­‐‑like  
principles,  House  observed  that  similarity  of  pitch  within  grouped  items  
appeared  to  influence  subject  responses.    
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Several  patterns  from  House’s  experiments,  however,  that  proved  to  
strongly  cue  grouping,  have  characteristics  which  cannot  be  straightforwardly  
reduced  to  pitch  similarity,  proximity  or  continuity.  Figure  5.2  shows  tonal  
configurations  which  strongly  cued  grouping:  For  the  top  two  patterns,  subjects  
heard  a  3-­‐‑2  grouping,  and  for  the  bottom  two,  a  2-­‐‑3  grouping.  In  these  cases,  
perceived  groupings  appeared  to  have  been  demarcated  by  tonal  shapes  that  
formed  a  coherent  contour  across  the  component  units.  Patterns  at  left  have  in  
common  a  generally  domed  or  arched  shape  (i.e.,  rise-­‐‑fall)  across  each  of  the  
perceived  groups  of  digits.  Patterns  at  right  have  the  flipped  picture,  with  
scooped  shapes  over  the  groups  (i.e.,  fall-­‐‑rise).  House  did  not  describe  in  much  
detail  the  choice  of  the  particular  patterns  (and  did  not  make  reference  to  
schemas),  but  did  suggest  that  the  patterns  described  here  as  “Rise-­‐‑Fall”  made  an  
“overall  phrase  pattern  consisting  of  a  rising  first  element  and  a  falling  final  
element  for  each  phrase.”  (House  1990,  p.  89.)  House  described  the  “fall-­‐‑rise”  
patterns  as  inverted  versions  of  those  with  the  rise-­‐‑fall  shape.  
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Figure   5.2   Pitch   patterns   from   House   (1990)   that   cued   grouping  
that  are  not  reducible  to  pitch  proximity  or  continuity.  For  the  top  2  
patterns,   subjects   heard   a   3-­‐‑2   grouping,   and   for   the   bottom   2,   a   2-­‐‑3  
grouping.  Patterns  at  left  have  in  common  that  a  generally  domed  contour  
(rise-­‐‑fall)   encompasses   each   of   the   perceived   groups   of   digits.   Patterns   at  
right  have  the  flipped  picture,  with  scooped  shapes  (fall-­‐‑rise)  delineating  the  
groups.    
  
Such  cross-­‐‑phrase  tonal  shapes  in  the  stimuli  of  House  (1990)  can  be  
analyzed  as  intonational  schemas.  These  particular  patterns  cued  grouping  for  
Swedish  listeners,  and  these  same  or  similar  patterns  may  or  may  not  likewise  
cue  grouping  for  American  English  speakers.  Given  that  the  rise-­‐‑fall  and  fall-­‐‑rise  
are  also  both  attested  shapes  of  single  intonation  phrases  in  American  English  
(e.g.,  ToBI  L+H*  L-­‐‑L%  and  H+!H*  L-­‐‑H%),  these  are  seen  as  candidates  for  cross-­‐‑
phrase  tonal  schemas  in  American  English.  (However,  it  should  be  noted  that  the  
rise-­‐‑fall  pattern  is  a  far  more  frequent  single-­‐‑phrase  pattern  than  the  fall-­‐‑rise  in  
American  English,  so  the  domed  rise-­‐‑fall  pattern  may  be  a  more  powerful  cue  to  
grouping  for  American  English  listeners.)  
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In  addition  to  the  rise-­‐‑fall  and  the  fall-­‐‑rise,  other  contour  shapes  that  are  
common  to  single  English  intonation  phrases  might  be  candidates  for  cross-­‐‑
phrase  tonal  schemas  in  American  English,  such  as  the  rise-­‐‑fall-­‐‑rise  (e.g.,  L+H*  L-­‐‑
H%  in  a  single  phrase).  Indeed,  other  recognizable  or  learned  tonal  patterns  
might  be  seen  as  candidates  for  tonal  schemas,  including  those  prosodic  patterns  
recognizable  for  their  use  in  specific  pragmatic  contexts,  such  as  the  “calling  
contour”  (cf.  Ladd,  1996/2008  or  Beckman  &  Elam,  1993/1997).  The  extent  to  
which  such  patterns  might  serve  as  grouping  cues  when  they  occur  on  successive  
phrases  would  be  an  interesting  direction  of  future  research.  However,  for  their  
simplicity,  and  for  their  foundations  in  the  cross-­‐‑phrase  grouping  perception  of  
House  (1990),  the  two  proposed  schemas  chosen  for  this  study  are  the  rise-­‐‑fall  
and  the  fall-­‐‑rise.  These  two  patterns  further  bear  resemblance  to  patterns  that  
have  been  identified  as  playing  a  role  in  music  grouping,  namely  the  melodic  
arch  (i.e.,  a  sequence  of  notes  that  rise  and  then  fall,  Huron,  1996),  and  the  
inverted  melodic  arch  (i.e.,  the  inverse  of  the  melodic  arch,  a  sequence  of  notes  
that  fall  and  then  rise,  e.g.,  Spring  &  Hutcheson,  1995).    
In  the  experiments  conducted  here,  as  in  House  (1990),  the  contour  tonal  
movements  will  occur  across  phrase-­‐‑sized  intonational  units,  such  that  the  rise  
and  fall  are  realized  on  individual  phrase-­‐‑sized  units.  
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5.2.3  Grouping-­‐‑based  distortions  of  perceived  duration    
In  addition  to  exploring  the  role  of  hypothesized  intonational  schemas  as  
prosodic  grouping  cues,  a  further  goal  of  this  chapter  is  to  make  a  connection  
between  prosodic  grouping  cued  by  tonal  patterns  and  distortions  of  perceived  
duration.  Likely  the  most  well-­‐‑documented  pitch-­‐‑cued  distortion  of  perceived  
duration  is  the  auditory  kappa  effect.  As  discussed  in  Chapter  3,  this  effect  is  an  
auditory  illusion  by  which  perceived  duration  of  silent  intervals  is  distorted  via  
the  relative  pitch  of  filled  intervals  bounding  them.  (As  a  reminder:  pauses  
between  tonal  intervals  further  apart  in  pitch  sound  longer  than  those  of  equal  
duration  bounded  by  closer-­‐‑pitch  intervals.  See  Figure  5.3,  below,  repeated  from    
Chapter  3.)  
  
Figure   5.3   A   schematic   example   of   the   auditory   kappa   effect.  
Time  intervals  t1  and  t2  are  equal,  but  t2  is  perceived  as  longer  at  left,  
shorter  at  right.  
  
One  proposed  explanation  for  the  kappa  effect  is  the  auditory  motion  
hypothesis;  i.e.,  that  pitch-­‐‑based  distortions  to  perceived  duration  happen  via  
imputed  pitch  velocity,  based  on  analogies  to  perceived  motion  in  physical  space  
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(Henry  &  McAuley,  2009;  Mackenzie,  2007).  According  to  the  auditory  motion  
hypothesis,  expectancies  about  rate  of  pitch  change  are  developed  at  the  
beginning  of  a  sequence.  By  this  model,  if  the  end  of  the  sequence  does  not  
maintain  the  same  rate  of  pitch  change  as  the  beginning,  it  is  the  violation  of  the  
expectation  for  pitch  change  rate  that  leads  to  distortions  of  perceived  duration:  
the  mind  adjusts  the  memory  of  the  timing  of  events  to  better  fit  the  perceived  
pitch  change  velocity.  Henry  (2011)  shows  results  from  a  series  of  experiments  
that  support  the  auditory  motion  hypothesis  for  non-­‐‑speech  stimuli,  such  that  
regular  pitch-­‐‑time  trajectories  enhance  temporal  perception,  but  irregular  ones  
interfere  with  it.  While  imputed  movement  likely  explains  some  pitch-­‐‑based  time  
distortions,  e.g.,  changes  in  perceived  speed  of  downward  or  upward  pitch  
movement,  it  may  not  account  for  all  pitch-­‐‑based  distortions  of  perceived  
duration.  For  example,  the  experiments  reported  in  Crowder  and  Neath  (1995),  
the  stimuli  used  to  obtain  a  time  distortion  akin  to  the  kappa  effect  used  tone  
sequences  that  changed  direction:  for  example,  the  first  tone  lowest,  the  second  
tone  highest,  and  the  third  tone  at  a  level  between  tones  1  and  2.  Whereas  a  
temporal  distortion  still  occurred  with  these  stimuli,  it  is  less  clear  how  this  
reflects  a  perception  of  consistent  auditory  motion.  According  to  MacKenzie  
(2007),  “the  kappa  effect  depends  on  a  listener’s  attention  being  guided  through  
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an  auditory  pattern  in  a  consistent  motion-­‐‑like  fashion,  then  disrupting  the  pitch  
trajectory  of  an  auditory  pattern  (e.g.,  by  instantiating  a  pitch  trajectory  in  the  
serial  context  that  is  the  opposite  direction  from  the  pitch  trajectory  instantiated  
by  the  kappa  cell)  should  disrupt  the  kappa  effect.”  (p.  79)  Whereas  the  stimuli  in  
Crowder  and  Neath  (1995)  did  not  include  a  kappa  cell  context  (with  tones  
moving  in  a  single  direction,  and  only  the  middle  tone  changing  in  pitch),  the  
constant  pitch  direction  changes  of  their  stimuli  nonetheless  may  not  convey  the  
motion-­‐‑like  properties  that  are  central  to  the  auditory  motion  explanation  of  the  
temporal  distortion  that  occurs  in  the  kappa  effect.  
An  alternative  hypothesis  to  explain  the  kappa  effect  is  “the  auditory  
grouping  hypothesis,”  so-­‐‑called  by  MacKenzie  (2007)  and  attributed  to  Bregman  
(1990),  by  which  items  grouped  together  perceptually  (e.g.,  by  a  shared  feature,  
such  as  pitch)  will  be  perceived  as  closer  together  in  time.  This  hypothesis  is  
compatible  with  the  results  of  experiments  relating  to  the  kappa  effect  with  
speech  materials  described  Chapter  3;  not  only  did  pitch  manipulations  trigger  
perceived  duration  distortion  in  Experiment  1,  they  more  strongly  cued  prosodic  
grouping  in  Experiment  2.  
However,  MacKenzie  (2007)  more-­‐‑or-­‐‑less  rejects  the  auditory  grouping  
hypothesis  based  on  results  of  a  series  of  experiments  exploring  the  kappa  effect  
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with  simple  (non-­‐‑speech)  tones.  Whereas  he  reproduced  the  kappa  effect  in  
three-­‐‑tone  sequences  such  as  had  been  used  in  previous  work  (e.g.,  Shigeno,  
1986),  he  found  that  the  strength  of  the  effect  could  be  affected  by  preceding  the  
three-­‐‑tone  sequence  with  other  sequential  tone  contexts.  Figure  5.4  shows  a  
schematic  of  a  kappa  cell  such  as  was  used  in  MacKenzie’s  experiments  to  
successfully  reproduce  the  kappa  effect.  Tone  B  is  fixed  in  pitch  space  and  in  
time  relative  to  Tone  A,  while  Tone  X  moves  in  both  time  and  pitch  space  to  
create  a  continuum  of  AXB  stimuli.    
  
  
Figure  5.4  A  schematic  of  a  kappa  cell.  A,  X  and  B  represent  tones  of  
identical  duration.  A  and  B  are  fixed  in  time  and  pitch  space  with  respect  
to   each   other,   and   only   X   moves   in   both   time   and   pitch   space   across  
stimulus  tokens  to  be  closer  in  time  and/or  pitch  to  either  A  or  B.  
  
In  the  particular  experiment  with  which  he  argued  against  a  role  for  the  
auditory  grouping  hypothesis,  stimuli  consisted  of  a  kappa  cell  identical  to  those  
with  which  he  had  reproduced  the  kappa  effect,  but  preceded  by  a  serial  context  
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of  equally  spaced  tones.  Figure  5.5  shows  a  schematic  for  these  stimuli  based  on  
figures  and  descriptions  from  MacKenzie  (2007).    
  
  
Figure  5.5  A   schematic  based  on  an  experiment   from  MacKenzie  
(2007)  showing  a  kappa  cell  preceded  by  a  serial  context.  The  kappa  
cell,  which   consists   of   tones  A,  X  and  B,   is  preceded  by  3   equally   spaced  
tones  of   the   same   frequency  as   tone  A.  B   is   fixed   in   time  and  pitch  space  
with  respect  to  A,  and  X  moves  in  both  pitch  and  pitch  space  to  be  closer  
(in  time  and/or  pitch)  to  either  A  or  B.  
  
Whereas  this  same  configuration  of  the  kappa  cell  led  the  kappa  effect  
being  reproduced  without  the  preceding  serial  context,  the  kappa  effect  did  not  
occur  when  the  three  level  tones  preceded  the  kappa  cell.  The  fact  that  the  kappa  
effect  was  nullified  when  following  this  serial  context  was  interpreted  by  
MacKenzie  as  support  for  the  auditory  motion  hypothesis:  the  lack  of  pitch  
change  in  the  serial  context  did  not  set  up  expectations  of  pitch  motion,  and  
therefore  did  not  trigger  the  kappa  effect.  MacKenzie  argued  that  this  result,  by  
contrast,  did  not  support  the  auditory  grouping  hypothesis.  According  to  
MacKenzie,  had  the  auditory  grouping  hypothesis  been  responsible  for  inducing  
  
184 
the  auditory  kappa  effect,  grouping  by  pitch  proximity  would  have  led  to  the  
sequence  of  tones,  such  as  schematized  in  Figure  5.5,  as  being  perceived  as  two  
groups:  the  first  the  sequence  of  4  tones  of  equal  pitch  (1,  2,  3  and  A),  and  the  
second  a  group  formed  by  X  and  B,  which  are  distinct  from  the  other  tones.  
According  to  MacKenzie,  the  auditory  grouping  hypothesis  would  therefore  
predict  distortion  of  the  silent  interval  between  A  and  X,  as  it  was  predicted  to  be  
the  between-­‐‑group  interval.  However,  I  would  argue  that  his  results  did  not  rule  
out  a  role  for  the  auditory  grouping  hypothesis  for  several  reasons.  First,  
MacKenzie  did  not  establish  that  listeners  did  indeed  perceive  the  sequence  of  
tones  as  being  grouped  as  he  predicted,  and  only  had  data  from  responses  about  
their  temporal  perception.  There  may  have  been  other  factors  that  contributed  to  
the  null  results,  including  possibly  other  factors  affecting  perceived  grouping.    
Further  a  wider  literature  showing  grouping-­‐‑based  distortions  to  perceived  
duration  can  be  found  in  the  auditory  perception  and  psychology  literature.  In  
fact,  the  effects  of  rhythmic  grouping  on  perceived  duration  in  non-­‐‑speech  
stimuli  have  been  observed  at  least  since  the  turn  of  the  last  century  (Bolton,  
1894;  McDougall,  1903),  as  well  as  more  recently  (Geiser  &  Gabrieli,  2013).  This  
dilation  of  perceived  duration  of  between-­‐‑group  silence  is  a  phenomenon  called  
the  “duration  illusion”  by  Thorpe  &  Trehub  (2004),  who  show  evidence  that  this  
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illusion  may  occur  even  in  infancy.  Taken  all  together,  this  evidence  suggests  
that  the  auditory  grouping  hypothesis  bears  revisiting  with  respect  to  pitch-­‐‑
based  duration  distortions,  with  a  wider  range  of  stimuli,  including  speech  
materials.  
5.3  Methods:  Two  Experiments  
To  investigate  the  two  hypotheses  1)  that  intonational  schemas  can  cue  
prosodic  grouping,  and  2)  that  perceived  duration  of  silent  intervals  can  be  
distorted  by  means  of  pitch-­‐‑based  grouping  in  speech,  a  pair  of  experiments  was  
conducted  using  the  same  experimental  materials  with  2  different  tasks.  Using  
the  methodological  paradigm  of  the  previous  pairs  of  experiments  (described  in  
Chapters  3  and  4),  one  task  is  a  linguistic  judgment  of  grouping  in  an  ambiguous  
string  based  on  cue  interpretation  (Experiment  5)  and  the  other  a  psychoacoustic  
judgment  of  perceived  duration  (Experiment  6).  This  pair  of  experiments  builds  
on  the  4  previously  completed  experiments  of  this  dissertation  which  showed  
pitch-­‐‑time  interaction  in  prosodic  boundary  contexts.    
It  is  predicted  that  the  pitch  patterns  identified  as  potential  intonational  
schemas  based  on  results  from  House  (1990)  will  cue  prosodic  grouping.  It  is  also  
predicted  that,  as  with  the  kappa  effect,  silent  intervals  between  pitch-­‐‑delineated  
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groups  will  be  magnified  in  perception  compared  to  those  within  a  pitch-­‐‑
delineated  group.  This  work  continues  to  make  the  assumption  that  intonational  
phrases  can  be  prosodically  grouped  (Ladd,  1988,  1992;  van  den  Berg  et  al.,  1992;  
Féry  &  Truckenbrodt,  2005;  Kentner  &  Féry,  2005;  inter  alia),  but  will  not  commit  
to  the  phonological  status  of  such  groups,  i.e.,  whether  they  reflect  recursive  
phrasing  or  higher  prosodic  categories.  
These  experiments  used  forced-­‐‑choice  tasks  modeled  after  the  experiments  
in  House  (1990),  but  stimuli  included  timing  manipulations  in  addition  to  pitch  
manipulations.  Stimuli  consisted  of  repeated  digits  with  carefully  controlled  
(identical)  segmental  durations:  all  sequences  were  of  five  repetitions  of  the  word  
nine.  For  Experiment  5,  subjects  were  asked  to  indicate  whether  they  heard  the  
sequence  of  5  digits  as  2-­‐‑3  (i.e.,  99-­‐‑999)  or  3-­‐‑2  (i.e.,  999-­‐‑99),  and  for  Experiment  6  
they  were  asked  of  those  same  sequences  whether  the  pause  was  longer  after  the  
2nd  or  3rd  digit.  
The  experimental  stimuli  (described  in  greater  detail  in  Section  5.3.1,  below)  
consisted  of  4  pitch  patterns  combining  specific  pitch  manipulations  to  the  
component  digits,  which  were  resynthesized  and  concatenated.  Following  
House’s  (1990)  results  for  Swedish,  two  pitch  patterns  were  expected  to  cue  the  
3-­‐‑2  grouping,  and  the  other  two  the  2-­‐‑3  grouping.  Additionally,  a  fifth  pitch  
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pattern  designed  to  be  neutral  was  included  in  order  to  check  for  biases  in  
perceived  grouping  and  to  provide  a  baseline.  The  pitch  factors  of  continuity  and  
proximity  were  held  constant  in  that  there  were  no  pitch  jumps  across  the  silent  
intervals.  
In  order  to  see  how  these  hypothesized  schemas  interact  with  timing,  the  
pitch  manipulations  were  crossed  with  a  continuum  of  manipulations  to  pause  
durations  expected  to  influence  interpretations  as  follows:    
1)  6  timing  manipulations  supporting  the  3-­‐‑2  timing  perception,  
2)  6  timing  manipulations  supporting  the  2-­‐‑3  timing  perception  and    
3)  Neutral  timing.  
These  timing  manipulations,  the  specifics  of  which  are  given  in  more  detail  
in  Section  5.3.1.3  below,  were  intended  to  explore  the  strength  of  the  intonational  
schemas  as  grouping  cues.  
5.3.1  Stimulus  construction  
All  stimuli  used  manipulations  and  concatenations  of  the  same  base  file  of  a  
single  naturally  produced  token  of  the  word  nine,  produced  by  a  female  native  
speaker  of  American  English  (the  author).  The  natural  token  was  produced  as  an  
isolated  full  intonational  phrase,  with  roughly  level  pitch  at  a  comfortable  level  
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within  the  speaker’s  pitch  range  (H*  H-­‐‑L%  in  ToBI),  at  a  level  averaging  189  Hz,  
and  without  creak  (irregular  pitch  periods).  Silence  preceded  and  followed  this  
phrase  in  the  production.  
This  token  was  selected  from  a  range  of  similar  productions.  In  the  interest  
of  keeping  the  overall  time  of  the  experiment  shorter,  the  token  chosen  for  
resynthesis  was  one  that  was  relatively  short  in  duration,  approximately  520  ms.  
from  onset  of  voicing  to  end  of  voicing.  Whereas  many  productions  had  a  very  
short  onset  and  very  long  coda  /n/,  the  chosen  token  had  a  relatively  short  coda.  
This  choice  was  made  in  the  interest  of  having  the  pitch  contour  maximally  
perceptible  by  maximizing  the  vocalic  proportion  of  the  syllable,  as  f0  in  even  a  
sonorant  consonant  appears  to  contribute  less  to  overall  scaling  perception  than  
f0  in  the  vowel  (Barnes  et  al.,  2014).  The  shorter  coda  consonant  also  led  to  the  
token  having  coda  and  onset  /n/  durations  that  were  relatively  similar  to  each  
other,  and  thus  helped  to  keep  the  resynthesized  f0  contours  maximally  
symmetrical  and  perceptually  continuous  when  concatenated.  Having  a  much  
longer  coda  consonant  could  mean,  for  example,  that  the  scaling  of  the  maximum  
for  rises  would  be  perceived  as  substantially  lower  than  the  maximum  f0  of  a  
mirror-­‐‑image  fall  shape  where  more  of  the  high  would  be  realized  in  the  vowel  
following  the  onset.  Figure  5.6  shows  a  schematic  with  rise  and  fall  realized  
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across  a  syllable  with  a  long  coda  (top)  vs.  a  shorter  coda  (bottom).  The  dark  gray  
area  represents  the  vowel,  and  the  light  gray  the  consonants.  The  blue  line  
represents  the  f0  trajectory  across  the  syllable,  with  thinner  dotted  portions  of  the  
line  indicating  the  lower  perceptibility  of  f0  in  these  consonantal  regions.  
  
Figure   5.6  A   schematic   of   f0   shapes   realized   over   syllables  with  
long  vs.   short   coda   consonants.  At   top,   a   syllable  with   a   longer   coda  
than  onset  is  shown  at  left  with  an  f0  rise,  and  at  right  with  an  f0  fall  that  
is   the   mirror   image   of   the   rise.   Even   if   the   consonant   is   sonorant,   the  
maximum   perceived   f0   of   the   rising   contour   is   likely   to   be   perceived   as  
lower  than  the  maximum  f0  of  the  falling  contour.  At  bottom,  a  syllable  of  
the  same  duration  has  a  coda  consonant  duration  that  is  more  similar  to  the  
shorter  duration  of  the  onset,  such  that  more  of  the  f0  contour  is  realized  in  
the  vowel.  The  token  chosen  for  resynthesis  was  selected  to  more  closely  the  
schematic  at  bottom.  
  
Silences  from  before  and  after  the  target  word  nine  were  excised  from  the  
file,  so  that  silent  intervals  with  carefully  controlled  durations  could  be  
substituted  in  concatenations.  Again  to  maximize  the  pitch  perceptibility  at  the  
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beginning  and  end  of  the  word,  and  to  help  control  for  both  pitch  continuity  and  
perceived  duration  of  filled  vs.  silent  intervals,  several  weak  pitch  periods  were  
also  excised  at  the  beginning  and  end  of  the  word,  at  zero  crossings.  The  
resultant  base  file  had  a  duration  of  ~455  ms.  Figure  5.7  shows  a  spectrogram  
with  superimposed  waveform  and  pitch  track  for  the  original  untrimmed  base  
token  (left)  and  the  trimmed  version  of  the  base  token  (right).    
  
Figure  5.7  The  base  token  used  in  manipulations.  Spectrogram  with  
superimposed  waveform   and   pitch   track   for   the   original   untrimmed   base  
token  (left)  and  the  trimmed  version  of  the  base  token  (right).    
  
This   trimmed   file   of   the   base   token   was   used   to   create   files   of   4   Pitch  
Contours   to  be  used   in   the   stimuli   for   the   experimental   condition,   as  well   as   a  
neutral  pitch  condition,  as  described  below.  
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5.3.1.1  Experimental  stimuli:  f0  manipulations  
The  base  file  was  resynthesized  with  four  f0  contours:  high  level,  low  level,  
rise  and  fall.  All  resynthesis  was  conducted  in  Praat’s  (Boersma  &  Weenink,  2001)  
manipulation  editor.  The  high  f0  was  arbitrarily  chosen  to  be  200  Hz,  a  value  
within  range  of  the  speaker’s  natural  productions,  and  similar  to  that  of  the  
natural  production  (which  had  an  average  f0  of  approximately  189  Hz).  The  low  
level  f0  chosen  was  5  semitones  below  this,  or  approximately  150  Hz,  also  within  
the  speaker’s  natural  range.  The  rise  and  fall  each  had  f0  glides  of  5  st  between  
200  Hz  and  ~150  Hz.  (Figure  5.9  shows  the  4  pitch  shapes.)  
In  order  to  increase  perceived  continuity  across  digits  rise  and  fall  shapes  
were  actually  synthesized  with  a  sigmoid  shape,  as  shown  in  Figure  5.8.  Making  
the  f0  rise  and  fall  a  sigmoid  shape  entailed  that  the  maximum  and  minimum  f0  
are  realized,  at  least  in  part,  in  the  vowel.  This  decision  was  made  because  1)  
listeners  have  been  shown  to  underestimate  the  maximum  pitch  of  rising  
glissandos.  (Cf.  Rossi’s  2/3  rule,  by  which  listeners  estimate  the  pitch  of  a  
glissando  rise  at  about  2/3  of  the  way  up  (Rossi,  1971))  and  2)  as  the  beginning  
and  final  portion  of  the  chosen  word  was  a  consonant,  and  subjects  appear  to  
discount  pitch  in  less  sonorant  regions  when  making  judgments  of  perceived  
scaling  (cf.  Barnes  et  al.,  2014).  Thus,  when  the  high  and  low  level-­‐‑pitch  digits  
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were  manipulated  to  be  at  the  maximum  and  minimum  of  the  simple  straight-­‐‑
line  glissandos,  the  levels  sounded  like  a  step  up  and  down  (respectively)  rather  
than  sounding  as  if  they  were  realized  at  a  pitch  continuous  with  the  glides.  This  
problem  was  alleviated  by  using  a  sigmoid  shape  for  the  rises  and  falls.  
The  rise  contour  started  with  100  ms  of  level  pitch  at  149.8  Hz,  followed  by  
a  255  ms   rise  of  5   semitones   to  200  Hz  at  a  point  100  ms  before   the  end  of   the  
word,  and  then  continued  at  200  Hz  for  100  ms.  The  fall  contour  had  the  mirror  
image   shape   of   the   rise,   beginning  with   a   100  ms   flat   stretch   at   200   Hz,   then  
falling  for  5  st  across  255  ms  to  149.8  Hz,  then  continuing  at  149.8  Hz  through  the  
end  the  word.    
  
Figure   5.8   Sigmoid-­‐‑shaped   f0   contours   of   the   rise   and   fall.  
Spectrogram   and   overlaid   f0   contour   of   the   rise   (left)   and   fall   (fall)  
contours.  
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Figure   5.9   Individual   pitch   contours   used   in   concatenations.  The  
base   file  was   resynthesized  with  4  pitch  patterns:   rise,   fall,   low  and  high.  
Rise  and  fall  both  had  pitch  excursions  of  5  st,  and  the  level  f0  of  the  high  
and  low  patterns  corresponded  to  the  maximum  and  minimum  of  the  rise  
and  fall.    
 
5.3.1.2  Schema  patterns  
Copies  of  these  4  pitch-­‐‑manipulated  files  were  then  concatenated  with  
intervening  silences  to  construct  the  5-­‐‑digit  experimental  stimuli  with  the  
following  4  cross-­‐‑phrase  pitch  patterns:  
  
1)  “Rise-­‐‑Fall-­‐‑2-­‐‑3”:  rise-­‐‑fall-­‐‑rise-­‐‑high-­‐‑fall,  a  Rise-­‐‑Fall  schema  pattern  with  a  
predicted  2-­‐‑3  grouping  bias  
  
Figure  5.10  A  schematic  of  the  Rise-­‐‑Fall-­‐‑2-­‐‑3  Contour,  predicted  to  
cue  2-­‐‑3  grouping.  
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2)  “Rise-­‐‑Fall-­‐‑3-­‐‑2”:  rise-­‐‑high-­‐‑fall-­‐‑rise-­‐‑fall,  a  Rise-­‐‑Fall  schema  pattern  with  
predicted  3-­‐‑2  bias  
  
Figure  5.11  A  schematic  of  the  Rise-­‐‑Fall-­‐‑3-­‐‑2  Contour,  predicted  to  
cue  3-­‐‑2  grouping.  
 
3)  “Fall-­‐‑Rise-­‐‑2-­‐‑3”:  fall-­‐‑rise-­‐‑fall-­‐‑low-­‐‑rise,  a  Fall-­‐‑Rise  pattern  with  predicted  2-­‐‑3  
bias  
  
Figure  5.12  A  schematic  of  the  Fall-­‐‑Rise-­‐‑2-­‐‑3  Contour,  predicted  to  
cue  2-­‐‑3  grouping.  
  
4)  “Fall-­‐‑Rise-­‐‑3-­‐‑2”:  fall-­‐‑low-­‐‑rise-­‐‑fall-­‐‑rise,  a  Fall-­‐‑Rise  pattern  with  predicted  3-­‐‑2  
bias  
  
Figure  5.13  A  schematic  of  the  Fall-­‐‑Rise-­‐‑3-­‐‑2  Contour,  predicted  to  
cue  3-­‐‑2  grouping.  
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A  5th  cross-­‐‑phrase  pitch  pattern  (“Neutral”),  a  steady  5-­‐‑st  fall  across  all  5  
digits,  was  also  included  as  a  baseline,  and  will  be  described  in  more  detail  in  
Section  5.3.1.4,  below.  
5.3.1.3  Timing  manipulations  
The  base  timing  pattern,  which  also  served  as  the  neutral  timing  condition,  
had  200  ms  of  silence  between  each  of  the  five  digits,  for  four  equal-­‐‑duration  
silent  intervals.  For  other  timing  conditions,  the  duration  of  the  first  and  fourth  
silent  interval  was  always  200  ms.  Increased  silent  intervals  were  included  for  
either  the  2nd  or  3rd  interval,  and  never  for  both  at  the  same  time  (i.e.,  when  the  2nd  
silent  interval  was  increased,  the  3rd  silent  interval  remained  at  200  ms,  and  vice  
versa).  For  conditions  where  the  timing  was  expected  to  cue  a  2-­‐‑3  grouping,  the  
silence  between  the  2nd  and  3rd  digit  (Pause  2)  was  increased  in  steps  ranging  
from  25  ms  greater  (12.5%)  than  the  base  silence,  to  200  ms  greater  (100%).  
Likewise,  for  conditions  where  the  timing  was  expected  to  cue  a  3-­‐‑2  grouping,  
the  silence  between  the  3rd  and  4th  digit  (Pause  3)  was  increased  in  the  same  Time  
Steps.  Pause  2  and  3  were  each  increased  by  25  ms,  50  ms,  75  ms,  100  ms,  150  ms  
and  200  ms.  In  all,  13  timing  patterns,  including  the  neutral  timing  pattern  with  
all  pauses  of  equal  duration,  were  crossed  with  5  pitch  patterns.  See  Figure  5.15  
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for  schematic  of  all  stimulus  types,  and  Figure  5.16  for  a  sample  stimulus.  Sound  
files  additionally  included  short  (100  ms)  initial  and  final  silences.  
5.3.1.4  Construction  of  Neutral  pitch  stimuli  
House  (1990)  found  that  there  was  a  bias  toward  the  3-­‐‑2-­‐‑grouping  for  
Swedish  listeners,  which  he  attributed  to  the  pattern  of  phone  numbers  in  
Sweden,  which  include  groups  of  three  digits.  American  English  speakers  may  
likewise  have  such  a  bias,  as  US  phone  numbers  have  a  3-­‐‑digit  area  code,  and  a  
3-­‐‑digit  prefix.  To  test  for  this  potential  bias,  as  well  as  to  have  a  baseline  for  
responses,  a  set  of  tonally  Neutral  stimuli  were  included.    
The  Neutral  pitch  file  was  created  by  inserting  additional  silence  before  
doing  the  pitch  manipulations.  Copies  of  the  natural  f0  token  were  concatenated  
with  silent  intervals  according  to  the  timing  continuum  (described  in  Section  
5.3.1.3,  above).  Sound  files  additionally  included  short  (100  ms)  initial  and  final  
silences.  Each  resulting  5-­‐‑digit  sequence  was  then  resynthesized  in  Praat,  using  
the  “manipulation”  editor  (Boersma  &  Weenink,  2001).  A  pitch  specification  was  
added  after  the  initial  silent  interval  (i.e.,  at  100  ms  into  the  file)  at  200  Hz.  A  
corresponding  point  was  added  at  100  ms  before  the  end  of  the  file  at  a  point  5  
semitones  lower  than  the  initial  f0.  This  led  to  a  steadily  declining  f0  across  the  
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sequence  of  “nines”.  The  slope  of  the  Neutral  pitch  conditions  varied  slightly  
between  5  st  over  3.07  seconds  and  5  st  over  3.27  seconds.    
  
Figure  5.14  A  schematic  of  the  Neutral  Pitch  Contour,  predicted  to  
cue  neither  the  3-­‐‑2  grouping  nor  the  2-­‐‑3  grouping.  
  
  
  
Figure   5.15   Schematic   of   the   5   pitch   patterns   with   abstracted  
sample  timing  patterns.  The  left  column  has  longer  Pause  2;  The  middle  
column  shows  all  pauses  equal;  The  right  column  shows  longer  Pause  3.    
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Figure  5.16  A  sample  stimulus  from  Experiments  5  and  6.  This  token  
shows  the  “Fall-­‐‑Rise-­‐‑2-­‐‑3”  pitch  pattern  and  150-­‐‑ms  increase  to  Pause  2.  
  
5.3.2  Experimental  presentation:  
The  identical  set  of  stimulus  files  was  used  in  both  Experiment  5  and  
Experiment  6,  with  only  minor  differences  in  the  presentation  and  process.  Both  
experiments  were  forced-­‐‑choice  tasks,  with  responses  indicated  via  designated  
keys  on  the  laptop.  Subjects  faced  a  laptop  and  listened  to  stimuli  over  
headphones.    
Each  experimental  session  took  about  30  minutes,  including  breaks  and  
training.  Subjects  read  a  brief  introduction  to  the  study  on  a  computer  screen  (see  
Appendix  1),  then  proceeded  to  a  training  section  to  ensure  that  they  understood  
the  task.    
Experiment  5  training  used  recorded  examples  of  prosodic  grouping  of  3  
repeated  digits  produced  by  a  naïve  speaker  (the  same  training  materials  used  in  
Experiments  2  and  3,  and  presented  in  Appendix  2).  Subjects  indicated  
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groupings  of  two  digits  followed  by  one,  or  one  digit  followed  by  two  (e.g.,  44-­‐‑4  
or  4-­‐‑44).  Subjects  proceeded  to  the  experimental  phase  after  answering  at  least  
75%  correct  of  at  least  ten  training  trials.  For  Experiment  6,  the  training  used  only  
“Neutral”  pitch  versions  of  the  experimental  stimuli  (5  nines),  with  timing  
increases  of  100,  150  and  200  ms,  (i.e.,  the  largest  differences)  to  Pause  2  or  3.  
Subjects  indicated  whether  Pause  2  or  3  was  longer.  Subjects  proceeded  to  the  
experimental  phase  upon  correctly  answering  six  training  trials  in  a  row.  
Subjects  listened  to  260  randomized  trials  (4  repetitions  x  5  pitch  patterns  x  
13  time  patterns)  over  headphones  in  a  sound-­‐‑attenuated  room.  Experiments  
were  forced-­‐‑choice,  with  responses  indicated  via  designated  laptop  keys.  
5.3.2.1  Experiment  5:  
For  the  grouping  perception  task,  text  was  displayed  on  the  screen  with  
digits,  with  suggested  grouping  indicated  by  hyphens.  This  text  format  was  
chosen  to  be  reminiscent  of  phone  numbers,  which  were  used  in  the  introduction  
as  an  example  of  grouped  numbers.  
Two  versions  of  this  experiment  were  produced  with  different  text  display  
orders:  one  with  999-­‐‑99  (the  3-­‐‑2  grouping)  on  the  right  of  the  screen  and  99-­‐‑999  
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on  the  right,  and  the  other  with  999-­‐‑99  on  the  right  and  99-­‐‑999  on  the  left  (Figure  
5.17).    
  
Figure   5.17  The   two   screen  presentations   used   for   Experiment   5.  
Subjects  saw  only  the  version  at  left  (“3-­‐‑2-­‐‑left”)  or  the  version  at  right  (“3-­‐‑
2-­‐‑right”).  
  
Subjects  indicated  whether  each  string  was  “grouped”  as  99-­‐‑999  (“2-­‐‑3  
grouping”)  or  999-­‐‑99  (“3-­‐‑2  grouping”)  by  pressing  designated  keys  of  the  laptop.  
Left/right  position  of  text  on  the  screen  matched  the  orientation  of  designated  
response  keys.  
5.3.2.2  Experiment  6  
For  the  timing  perception  task,  text  was  displayed  on  screen  with  the  word  
nine  written  orthographically,  with  extra  white  space  between  words  to  indicate  
the  location  of  the  larger  pause.  Since  for  this  experiment,  subjects  were  not  
asked  to  attend  to  grouping,  and  as  digits  with  hyphens  were  thought  to  be  
reminiscent  of  phone  numbers  and  their  grouping  of  digits,  the  decision  was  
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made  to  use  the  orthographic  text  instead  of  numerals.  Again,  two  versions  of  
this  experiment  were  produced  with  different  text  display  orders:  longer  space  
after  the  third  nine  on  the  left  (the  3-­‐‑2  timing),  or  longer  space  after  the  third  nine  
on  the  right  (Figure  5.18).    
  
Figure   5.18  The   two   screen  presentations   used   for   Experiment   6.  
Subjects  saw  only  the  version  at  left  (“3-­‐‑2-­‐‑left”)  or  the  version  at  right    
(“3-­‐‑2-­‐‑right”).  
  
Subjects  indicated  whether  Pause  2  or  Pause  3  was  longer  by  pressing  
designated  keys  of  the  laptop.  Left/right  position  of  text  on  the  screen  matched  
the  orientation  of  designated  response  keys.  
5.3.3  Subjects    
Subjects  were  native  speakers  of  American  English  (including  one  
simultaneous  bilingual  English-­‐‑Mandarin  speaker)  and  reported  no  speech  or  
hearing  deficits.  Subjects  were  between  18  and  23  years  old,  and  most  were  
enrolled  in  linguistics  classes.  30  were  female,  10  male.    
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Subjects  were  given  the  option  of  attending  one  or  two  experimental  
sessions.  The  first  20  who  attended  were  assigned  the  “grouping  perception”  
experiment  first  (Experiment  5),  and  the  second  20  the  “timing  perception”  
experiment  first  (Experiment  6).  16  who  did  Experiment  5  first  came  back  for  a  
second  session  to  do  Experiment  6.  17  who  did  Experiment  6  first  came  back  to  
do  Experiment  5.  In  all,  33  subjects  (25  F,  8  M)  completed  both  experiments.  (4  
completed  only  Experiment  5,  and  3  only  Experiment  6.)  Subjects  were  paid  $20  
per  experimental  session.  
The  first  10  subjects  of  Experiment  5  were  assigned  32-­‐‑right  grouping  (8  
came  back  for  32-­‐‑right  timing),  the  next  10  were  assigned  32-­‐‑left  grouping  (8  
came  back  for  32-­‐‑left  timing).  10  subjects  who  first  came  for  Experiment  6  were  
assigned  3-­‐‑2-­‐‑right  timing  (7  came  back  for  32-­‐‑right  grouping,  1  for  3-­‐‑2-­‐‑left  
grouping15),  and  10  assigned  32-­‐‑left  timing  (9  came  back  for  32-­‐‑left  grouping).    
5.3.4  Hypotheses  
For  Experiment  5,  it  was  predicted  that  intonational  schema  patterns  would  
influence  responses  about  perceived  grouping.  It  was  further  predicted  that  these  
pitch  cues  would  be  in  a  trading  relationship  with  timing  cues  (pause  duration)  
                                                
15  This  subject  was  given  the  non-­‐‑matching  screen  presentation  order  of  the  2nd  
experiment  due  to  experimenter  error.  
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such  that:  1)  Tonal  cues  would  be  sufficient  to  cue  grouping  when  timing  was  
neutral  (reproducing  results  of  House,  1990,  but  with  English  speakers)  and  2)  
when  timing  cues  were  in  line  with  the  edges  of  proposed  schemas,  larger  
proportions  of  the  answers  would  be  in  line  with  the  schemas.  No  predictions  
were  made  as  to  the  relative  strength  of  the  timing  vs.  pitch  cues,  but  results  
were  expected  to  offer  insights  regarding  this  question.  The  timing  patterns,  with  
both  fine-­‐‑grained  and  broad  differences  were  chosen  to  help  provide  more  
insight.  
For  Experiment  6,  it  was  expected  that,  just  as  with  the  speech  materials  
used  in  Experiments  1  and  2  (testing  for  kappa  effect  and  the  effects  of  those  
pitch  manipulations  on  perceived  grouping),  silent  intervals  located  between  
pitch-­‐‑defined  groups  would  be  magnified  in  perception.  It  was  thus  
hypothesized  that  silences  occurring  between  schema-­‐‑delineated  groups  would  
sound  systematically  longer  than  those  occurring  between  items  within  those  
groups.    
5.4  Results  &  Analysis  
For  clarity  and  ease  of  comparison,  results  are  shown  only  for  the  33  
subjects  who  completed  both  Experiment  5  and  Experiment  6.    
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5.4.1  Experiment  5  results  &  Analysis  
Results  from  8484  trials  from  Experiment  5  (“grouping”)  were  analyzed  
with  mixed-­‐‑effects  logistic  regression,  implemented  in  R  (R  Core  Team,  2012)  
with  the  lme4  package  (Bates  and  Maechler,  2009)  with  response  “3-­‐‑2  
grouping”/“2-­‐‑3  grouping”)  as  dependent  variable,  and  Time  Step  and  Pitch  
Contour  as  fixed  factors,  as  well  as  interaction  between  Time  Step  and  Pitch  
Contour.  Subject  intercept  was  included  as  a  random  effect  as  well  as  by-­‐‑subject  
random  slopes  for  the  effects  of  Time  Step  and  Pitch  Contour  (Barr  et  al.,  2013),  
the  maximal  random  effect  structure  supported  by  the  data.  The  result  was  a  
model  (N=8484,  log-­‐‑likelihood=-­‐‑3662)  showing  an  expected  significant  main  
effect  of  Time  Step  (Wald  z  =  12.52,  p  <.001),  and  main  effects  for  Pitch  Contour,  
with  “Rise-­‐‑Fall-­‐‑2-­‐‑3”  and  “Rise-­‐‑Fall-­‐‑3-­‐‑2”  differing  from  “Neutral”  (Rise-­‐‑Fall-­‐‑2-­‐‑3,  
Wald  z  =  -­‐‑4.206,  p  <  .001;  Rise-­‐‑Fall-­‐‑3-­‐‑2,  Wald  z  =2.909,  p  <  .01).  There  were  also  
significant  interactions  between  Time  Step  and  all  Pitch  Contours.  The  full  fixed  
effects  of  the  model  are  shown  in  Table  5.1.  
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Table  5.1  Results  of  mixed  effects  logistic  regression  for  data  from  
Experiment  5.  
  
Fixed  effects:   Wald  z   p  value  
(Intercept)   1.60           (n.s.)  
Time  Step   12.52   p  <  0.001  
Contour:  Rise-­‐‑Fall-­‐‑2-­‐‑3   -­‐‑4.206      p  <  0.001  
Contour:  Fall-­‐‑Rise-­‐‑2-­‐‑3   -­‐‑0.346     (n.s.)  
Contour:  Fall-­‐‑Rise-­‐‑3-­‐‑2   -­‐‑0.354     (n.s.)  
Contour:  Rise-­‐‑Fall-­‐‑3-­‐‑2   2.909   p  <  0.01  
Time  Step  x  Contour:  Rise-­‐‑Fall-­‐‑2-­‐‑3   -­‐‑3.037         p  <  0.01  
Time  Step  x  Contour:  Fall-­‐‑Rise-­‐‑2-­‐‑3   -­‐‑0.347   p  <  0.001  
Time  Step  x  Contour:  Fall-­‐‑Rise-­‐‑3-­‐‑2   -­‐‑4.123   p  <  0.001  
Time  Step  x  Contour:  Rise-­‐‑Fall  3-­‐‑2   -­‐‑3.858   p  <  0.001  
  
Figure  5.19  shows  results  for  Experiment  5  (“grouping”),  from  8484  trials:  
proportion  of  responses  “3-­‐‑2  grouping”  is  graphed  by  Time  Step.  The  x-­‐‑axis  
shows  duration  difference  in  ms  between  pauses  2  and  3:  Positive  values  indicate  
that  Pause  3  is  longer  than  2;  negative  values  that  Pause  2  is  longer;  time  0  that  
pauses  2  and  3  were  equal.  The  increasing  diagonal  trend  of  the  line  reflects  that  
Time  Step  was  a  strong  cue  to  grouping  (Wald  z  =  12.52,  p  <  0.001):  longer  Pause  
3  cued  more  responses  of  “3-­‐‑2  grouping”;  longer  Pause  2  cued  more  of  “2-­‐‑3  
grouping”.    
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Figure  5.19  Results  of  Experiment  5  by  time.  Proportion  response  “3-­‐‑
2  grouping”  is  graphed  by  time  difference  between  Pause  3  and  Pause  2  for  
all  shapes.  
  
Figure  5.20  again  shows  results  for  Experiment  5  (“grouping”),  from  the  
same  8484  trials,  again  with  percent  responses  “3-­‐‑2  grouping”  graphed  by  Time  
Step,  but  this  time  with  lines  to  indicate  the  5  pitch  patterns.  The  general  
increasing  diagonal  trend  of  the  lines  again  reflects  that  Time  Step  was  a  strong  
cue  to  grouping:  longer  Pause  3  cued  more  responses  of  “3-­‐‑2  grouping”;  longer  
Pause  2  cued  more  “2-­‐‑3  grouping”  responses.  The  Neutral  pitch  line  (brown)  
runs  more-­‐‑or-­‐‑less  through  the  center  diagonal,  suggesting  no  strong  bias  to  
either  grouping.  Lines  for  both  Fall-­‐‑Rise  patterns  (green  and  orange)  overlap    
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Figure  5.20  Results  from  Experiment  5  by  time  and  pitch.  Responses  
“3-­‐‑2-­‐‑grouping”   by   time   difference   between  Pause   2   and   3,  with   separate  
lines  for  the  5  pitch  patterns.    
  
with  the  Neutral,  reflecting  that  they  did  not  differ  significantly  from  the  Neutral  
Contour  (Fall-­‐‑Rise-­‐‑3-­‐‑2,  Wald  z  =  -­‐‑0.354,  p  =  0.72;  Fall-­‐‑Rise-­‐‑2-­‐‑3,  Wald  z  =  -­‐‑0.346,    
p  =  0.73).  Therefore,  neither  Fall-­‐‑Rise  pattern  strongly  cued  grouping  for  the  data  
set  as  a  whole  (though  see  Section  5.5.1  for  further  discussion).  However,  both  
Rise-­‐‑Fall  patterns  show  lines  that  separate  distinctly  (red  and  blue),  both  from  
each  other  and  from  that  of  the  Neutral  pattern,  and  in  the  direction  predicted:  
The  “Rise-­‐‑Fall-­‐‑3-­‐‑2”  pattern  indeed  cued  more  “3-­‐‑2  grouping”  responses,  and  
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“Rise-­‐‑Fall-­‐‑2-­‐‑3”  cued  more  “2-­‐‑3-­‐‑grouping”,  at  all  Time  Steps.  This  is  supported  by  
the  statistical  model  (Rise-­‐‑Fall-­‐‑3-­‐‑2,  Wald  z  =  2.909,  p  <  0.01;  Rise-­‐‑Fall-­‐‑2-­‐‑3  Wald    
z  =  -­‐‑4.206,  p  <  0.001)    
5.4.2  Experiment  6  results  &  analysis  
Results  from  8527  trials  from  Experiment  6  (“timing”)  were  analyzed  with  
mixed-­‐‑effects  logistic  regression,  implemented  in  R  (R  Core  Team,  2012)  with  the  
lme4  package  (Bates  and  Maechler,  2009)  with  response  “Pause  3  longer”/“Pause  
2  longer”)  as  dependent  variable,  and  Time  Step  and  Pitch  Contour  as  fixed  
factors,  as  well  as  interaction  between  Time  Step  and  Pitch  Contour.  Subject  
intercept  was  included  as  a  random  effect  as  well  as  by-­‐‑subject  slopes  for  the    
  
Table  5.2  Results  of  mixed  effects  logistic  regression  for  data  from  
Experiment  6.  
  
Fixed  effects:   Wald  z   p  value  
(Intercept)   2.052         p  <  0.05  
Time  Step   11.918   p  <  0.001  
Contour:  Rise-­‐‑Fall-­‐‑2-­‐‑3   -­‐‑3.324      p  <  0.001  
Contour:  Fall-­‐‑Rise-­‐‑2-­‐‑3   -­‐‑0.761     (n.s.)  
Contour:  Fall-­‐‑Rise-­‐‑3-­‐‑2   -­‐‑0.675     (n.s.)  
Contour:  Rise-­‐‑Fall-­‐‑3-­‐‑2   3.121   p  <  0.01  
Time  Step  x  Contour:  Rise-­‐‑Fall-­‐‑2-­‐‑3   -­‐‑2.835         p  <  0.01  
Time  Step  x  Contour:  Fall-­‐‑Rise-­‐‑2-­‐‑3   -­‐‑4.009   p  <  0.001  
Time  Step  x  Contour:  Fall-­‐‑Rise-­‐‑3-­‐‑2   -­‐‑3.711   p  <  0.001  
Time  Step  x  Contour:  Rise-­‐‑Fall  3-­‐‑2   -­‐‑0.194     (n.s.)  
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effects  of  Time  Step  and  Pitch  Contour  (Barr  et  al.,  2013),  the  maximal  random  
effect  structure  supported  by  the  data.  The  fixed  effects  of  the  resulting  model  
are  shown  in  Table  5.2,  and  discussed  in  further  detail  below.  Figure  5.21  shows  
results  from  8527  trials  from  Experiment  6  (“timing”):  percent  responses  “Pause  
3  longer”  (“3-­‐‑2  timing”)  graphed  by  Time  Step.  The  increasing  diagonal  trend  of  
the  line  reflects  that  subjects  were  indeed  responding  to  changes  in  the  difference  
between  Pause  2  and  Pause  3  (Time  Step  Wald  z  =  11.918,  p  <  0.001).  
  
Figure  5.21  Results  of  Experiment  6  by  time.  Proportion  of  responses  
“Pause  3  longer”  is  graphed  by  time  difference  between  Pauses  3  and  2.  
  
Figure  5.22  again  shows  results  from  Experiment  6,  percentage  responses  
“Pause  3  longer”  (“3-­‐‑2  timing”)  graphed  by  Time  Step,  this  time  with  separate  
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lines  for  the  5  pitch  patterns.  Each  of  the  5  lines  still  reflects  the  increasing  
diagonal  trend  of  the  results  for  all  pitch  patterns  pooled.  Again,  both  Fall-­‐‑Rise  
pattern  lines  (green  and  orange)  largely  overlap  with  the  Neutral  (brown),  but  
both  Rise-­‐‑Fall  pattern  lines  (red  and  blue)  distinctly  separate  from  both  the  
Neutral  and  each  other  (Rise-­‐‑Fall-­‐‑3-­‐‑2  Wald  z  =  3.121,  p  <  0.01;  Rise-­‐‑Fall-­‐‑2-­‐‑3:  Wald  
z  =  -­‐‑3.324,  p  <  0.001).  This  separation  is  especially  for  middle  Time  Steps  (i.e.,  
where  Pause  2  and  3  have  a  difference  under  100  ms).    
  
Figure   5.22   Results   from   Experiment   6   by   time   and   pitch.  
Proportion  responses  “Pause  3   longer”  are  graphed  by  time  difference  
between  Pause  2  and  3,  with  separate  lines  for  the  5  pitch  patterns.  
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5.5  Discussion  
5.5.1  Tonal  patterns  as  grouping  cues  
Results  suggest  that  the  Rise-­‐‑Fall  schemas  provided  strong  tonal  cues  to  
grouping.  Listeners  had  a  strong  tendency  to  respond  that  the  “Rise-­‐‑Fall-­‐‑3-­‐‑2”  
pattern  had  a  3-­‐‑2  grouping:  The  predicted  3-­‐‑2  Rise-­‐‑Fall  pattern  indeed  cued  more  
responses  of  “3-­‐‑2  grouping”  (“999-­‐‑99”,  with  65%  over  all  Time  Steps)  than  the  
predicted  2-­‐‑3  Rise-­‐‑Fall  pattern  (37%).  This  effect  was  strongest  where  timing  cues  
were  ambiguous  (i.e.,  where  all  pauses  were  of  equal  or  very  similar  duration)  
yielding  76%  responses  “3-­‐‑2  grouping”  for  the  predicted  3-­‐‑2  pitch  pattern  at  
time=0,  to  only  31%  “3-­‐‑2  grouping”  responses  for  the  predicted  2-­‐‑3  Rise-­‐‑Fall  
pattern.  This  suggests  a  cue  trading  relationship  between  timing  and  pitch  
contour.  Further,  this  difference  persisted  even  when  timing  patterns  strongly  
cued  the  opposite  grouping  (e.g.,  Where  pause  durations  expected  to  cue  the  
opposite  grouping  were  longer  by  50%  or  100%).  
Results  for  the  Fall-­‐‑Rise  patterns  were  less  straightforward.  For  the  group  
as  a  whole,  neither  Fall-­‐‑Rise  pattern  cued  grouping  differently  from  the  Neutral  
pitch  condition  (54%  “3-­‐‑2  grouping”  responses  for  “Fall-­‐‑Rise-­‐‑2-­‐‑3”  and  53%  for  
“Fall-­‐‑Rise-­‐‑3-­‐‑2”,  vs.  54%  for  Neutral).  
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Looking  at  results  by  individual  subjects,  however,  revealed  a  more  
complicated  story.  At  least  a  few  subjects  did  appear  to  interpret  the  Fall-­‐‑Rise  
patterns  as  in  House  (1990),  while  some  others  responded  with  an  unpredicted  
and  opposite  pattern.  These  differences  were  most  apparent  where  timing  of  
stimuli  was  ambiguous  (i.e.,  where  the  difference  between  Pause  3  and  Pause  2  
was  50  ms  or  less),  and  pitch  had  the  largest  effect  on  results  (i.e.,  showing  the  
greatest  amount  of  line  separation  on  the  results  in  Figure  5.20).    
Using  only  the  central  Time  Step  differences  (i.e.,  Time  Steps  of  =  -­‐‑50  ms,  0,  
and  +50  ms),  a  rough  index  of  response  patterns  (a  “Difference  Index”)  was  
calculated  for  each  subject  based  on  the  difference  in  proportion  responses  for  
each  predicted  schema  pair:  the  proportion  of  responses  (of  “3-­‐‑2  grouping”)  for  
the  predicted  2-­‐‑3  pattern  was  subtracted  from  the  predicted  3-­‐‑2  pattern.  For  
subjects  where  the  “Fall-­‐‑Rise-­‐‑3-­‐‑2”  pattern  cued  more  “3-­‐‑2  grouping”  responses  
than  the  “Fall-­‐‑Rise-­‐‑2-­‐‑3”  pitch  pattern,  this  difference  was,  therefore,  a  positive  
number,  and  for  those  responding  in  an  opposite  way  of  that  predicted,  the  
difference  was  a  negative  number.  Placing  an  arbitrary  cut-­‐‑off  point  at  greater  
than  0.10  from  0  (in  either  direction)  the  group  of  all  subjects  was  coarsely  dived  
into  three  segments:  1)  13  subjects  with  a  positive  Difference  Index  (greater  than  
or  equal  to  0.1),  designated  “Subject  Subgroup  1”  2)  15  subjects  with  a  negative  
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Difference  Index  (less  than  or  equal  to  -­‐‑0.1,  and  designated  “Subject  Subgroup  2”  
3)  4  subjects  whose  Difference  Index  did  not  differ  from  0  in  either  direction  by  
more  than  0.1,  designated  “Subject  Subgroup  3”.  These  measures  were  chosen  to  
make  an  arbitrary  distinction  among  groups  for  the  sake  of  a  rough  comparison  
to  compare  those  who  responded  to  the  predicted  Fall-­‐‑Rise  patterns  as  predicted,  
and  those  who  did  not.    
Tables  5.3,  5.4  and  5.5  show  responses  for  the  “Fall-­‐‑Rise”  predicted  schemas  
for  all  33  subjects  who  completed  both  Experiment  5  and  6.  Subjects  are  listed  in  
order  of  value  of  their  mid-­‐‑time  Fall-­‐‑Rise  Difference  Index,  from  largest  to  
smallest,  and  divided  into  3  subgroups  by  size  of  Difference  Index.  Table  5.3  
shows  Subject  Subgroup  1,  Table  5.4  shows  Subject  Subgroup  2,  and  Table  5.5  
shows  Subject  Subgroup  3.  
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Table   5.3   Response  means   and  Difference   Indices   for   the   “Fall-­‐‑
Rise”   patterns   for   subjects   of   Subgroup   1,   with   a   positive  
Difference  Index.  
  
Subject  ID   Mean  3-­‐‑2  
response  
across  all  
types  
Mean  3-­‐‑2  
response  for  
(predicted)  
"ʺFall-­‐‑Rise-­‐‑3-­‐‑
2"ʺ  pattern  
Mean  3-­‐‑2    
responses  for  
(predicted)    
"ʺFall-­‐‑Rise-­‐‑2-­‐‑3"ʺ  
pattern  
Difference  
in  responses  
across  the  2  
predicted  
  Fall-­‐‑Rise  
patterns  
s29   0.62   1.0   0.15   0.85  
s01   0.39   0.70   0.11   0.59  
s28   0.55   0.70   0.35   0.35  
s24   0.62   0.95   0.60   0.35  
s21   0.50   0.50   0.25   0.25  
s13   0.59   0.80   0.60   0.20  
s02   0.69   0.80   0.60   0.20  
s20   0.49   0.50   0.30   0.20  
s30   0.52   0.50   0.30   0.20  
s33   0.41   0.45   0.25   0.20  
s10   0.44   0.68   0.50   0.18  
s36   0.61   0.70   0.55   0.15  
s39   0.59   0.80   0.65   0.15  
Means   0.54   0.70   0.40   0.30  
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Table  5.4  Response  means  and  Difference  Indices  for  “Fall-­‐‑Rise”  
patterns,   for   Subject   Subgroup   2,   with   a   negative   Difference  
Index.  
  
Subject  ID   Mean  3-­‐‑2  
response  
across  all  
types  
Mean  3-­‐‑2  
response  for  
"ʺFall-­‐‑Rise-­‐‑3-­‐‑
2"ʺ  pattern  
Mean  3-­‐‑2  
responses  for  
"ʺFall-­‐‑Rise-­‐‑2-­‐‑3"ʺ  
pattern  
Difference  
between  
Fall-­‐‑Rise  
patterns  
s34   0.42   0.30   0.40   -­‐‑0.10  
s16   0.63   0.58   0.70   -­‐‑0.12  
s11   0.44   0.45   0.58   -­‐‑0.13  
s05   0.63   0.45   0.60   -­‐‑0.15  
s40   0.64   0.55   0.70   -­‐‑0.15  
s18   0.52   0.35   0.50   -­‐‑0.15  
s35   0.49   0.30   0.47   -­‐‑0.17  
s38   0.59   0.50   0.75   -­‐‑0.25  
s22   0.56   0.50   0.75   -­‐‑0.25  
s07   0.77   0.68   1.00   -­‐‑0.32  
s37   0.45   0.40   0.85   -­‐‑0.45  
s15   0.60   0.35   0.85   -­‐‑0.50  
s04   0.45   0.10   0.60   -­‐‑0.50  
s08   0.56   0.35   0.90   -­‐‑0.55  
S14   0.68   0.35   0.90   -­‐‑0.55  
Means   0.56   0.41   0.70   -­‐‑0.29  
  
Table  5.5  Response  means  and  Difference  Indices  for  the  Fall-­‐‑Rise  
patterns   for   Subject   Subgroup   3,   the   remainder   of   the   subjects.  
These  subjects  had  Difference  Indices  between  -­‐‑0.05  and  0.05.  
  
Subject  ID   Mean  3-­‐‑2  
response  
across  all  
types  
Mean  3-­‐‑2  
response  for  
"ʺFall-­‐‑Rise-­‐‑3-­‐‑
2"ʺ  pattern  
Mean  3-­‐‑2  
responses  for  
"ʺFall-­‐‑Rise-­‐‑2-­‐‑3"ʺ  
pattern  
Difference  
between  
Fall-­‐‑Rise  
patterns  
s23   0.43   0.35   0.3   0.05  
s06   0.49   0.64   0.6   0.04  
s27   0.55   0.6   0.58   0.02  
s31   0.86   0.9   0.9   0.00  
s41   0.48   0.45   0.5   -­‐‑0.05  
Means   0.56   0.58   0.58   0.01  
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Looking  at  the  results  for  these  groups  separately  suggests  that  there  were  
differences  among  the  groups  of  subjects  in  how  they  interpreted  the  Fall-­‐‑Rise  
patterns.  Figures  5.23  through  5.25  show  results  broken  down  by  subgroup.  
Results  are  graphed  much  as  in  Figure  5.20,  but  Time  Steps  along  the  horizontal  
axis  have  been  compressed.  (-­‐‑75  and  75  ms  have  been  clustered  with  -­‐‑100  and  
100,  respectively,  and  -­‐‑25  and  20  with  -­‐‑50  and  -­‐‑50  ms.  This  allows  the  trends  to  
show  more  clearly,  as  there  are  more  responses  for  each  of  the  Time  Steps  in  
middle  of  the  graphs.  Additionally,  the  Time  Steps  on  the  vertical  axis  are  now  
equally  spaced.)  Figure  5.23  shows  Experiment  5  results  for  only  subjects  in  
Subgroup  1,  subjects  with  a  positive  Fall-­‐‑Rise  Difference  Index.  Looking  at  the  
results  graphs  for  this  subject  subgroup  suggests  that  the  Fall-­‐‑Rise-­‐‑3-­‐‑2  pitch  
pattern  (shown  in  orange)  cued  3-­‐‑2  grouping  similarly  to  the  Rise-­‐‑Fall-­‐‑3-­‐‑2  
grouping  (shown  in  red).  Similarly  the  Fall-­‐‑Rise-­‐‑2-­‐‑3  pitch  pattern  (shown  in  
green)  cued  grouping  similarly  to,  though  not  as  strongly  as,  the  Rise-­‐‑Fall-­‐‑2-­‐‑3  
grouping  (shown  in  blue).    
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Figure   5.23   Results   from   Experiment   5   for   the   subgroup   of  
subjects   with   a   positive   Difference   Index   for   the   Fall-­‐‑Rise  
Contours.   As   before,   responses   “3-­‐‑2-­‐‑grouping”   are   graphed   by   time  
difference   between   Pause   2   and   3,   with   separate   lines   for   the   5   pitch  
patterns.    
  
Figure  5.24  shows  Experiment  5  results  for  only  Subgroup  2,  the  subjects  
with  a  negative  Fall-­‐‑Rise  Difference  Index.  Looking  at  the  results  graphs  for  this  
subject  subgroup  suggests  that  the  Fall-­‐‑Rise-­‐‑3-­‐‑2  pitch  pattern  (shown  in  orange)  
rather  than  cueing  the  3-­‐‑2  grouping  similarly  to  the  Rise-­‐‑Fall-­‐‑3-­‐‑2  grouping  
(shown  in  red),  instead  cued  fewer  3-­‐‑2  grouping  responses,  and  therefore  more  
2-­‐‑3  grouping  responses,  and  patterned  similarly  to  the  Rise-­‐‑Fall-­‐‑2-­‐‑3  pattern  
(shown  in  blue).  Similarly  the  Fall-­‐‑Rise-­‐‑2-­‐‑3  pitch  pattern  (shown  in  green)  cued  
3-­‐‑2  grouping  similarly  to  the  Rise-­‐‑Fall-­‐‑3-­‐‑2  grouping  (shown  in  red).    
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Figure   5.24   Results   from   Experiment   5   for   the   subgroup   of  
subjects   with   a   negative   Difference   Index   for   the   Fall-­‐‑Rise  
Contours.   As   before,   responses   “3-­‐‑2-­‐‑grouping”   are   graphed   by   time  
difference   between   Pause   2   and   3,   with   separate   lines   for   the   5   pitch  
patterns.    
  
The  remaining  5  subjects  showed  no  tendencies  in  either  direction  for  Fall-­‐‑
Rises,  and  the  results  for  both  Fall-­‐‑Rise-­‐‑3-­‐‑2  and  Fall-­‐‑Rise-­‐‑2-­‐‑3  largely  overlap  with  
responses  for  the  Neutral  pitch  pattern.  Figure  5.25  shows  results  for  Subgroup  3.  
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Figure   5.25   Results   from   Experiment   5   for   the   subgroup   of  
subjects  with  marginal  Difference  Indices  for  Fall-­‐‑Rise  patterns.  
  
Overall,  these  variable  response  patterns  suggest  considerable  differences  
among  subjects  in  how  they  interpreted  pitch  cues.  A  possible  interpretation  of  
this  variability  is  that  listeners  have  at  their  disposal  more  than  one  strategy  for  
interpreting  these  pitch  cues  to  grouping.    
One  strategy  may  be  to  attend  to  long  distance  cues  and  global  contours,  
and  thus  to  respond  to  cross-­‐‑phrase  contours  such  as  the  Rise-­‐‑Fall  and  Fall-­‐‑Rise  
schemas.  By  this  strategy,  listeners  may  hear  an  overall  pattern  extending  over  
the  group  components,  such  as  a  dome  (arch)  or  scoop  (inverted  arch).  Figure  
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5.26  shows  a  schematic  of  the  stimuli  from  Experiments  5  and  6  with  
superimposed  dome  and  scoop  shapes  to  represent  this  possible  listener  strategy.  
  
Figure  5.26  Schema  patterns  with  superimposed  dome  and  scoop  
shapes   representing   possible   a   pitch   cue   interpretation   strategy.  
Subjects   in   Subgroup   1   may   have   heard   the   pitch   patterns   as   forming  
larger  scoop  or  dome  “shapes”  across  the  digits.  
  
A  second  strategy  may  be  to  respond  to  more  local  pitch  cues,  such  as  to  
identify  a  fall  or  a  low  pitch  as  marking  a  bigger  boundary.  For  listeners  who  
make  use  of  this  strategy,  a  fall  may  be  a  very  salient  cue  that  a  larger  boundary  
has  occurred.  In  three  out  of  the  four  experimental  patterns,  the  fall  occurred  at  
the  boundary  chosen  by  Subgroup  2  listeners:  in  the  two  Rise-­‐‑Fall  patterns,  and  
also  in  the  Fall-­‐‑Rise-­‐‑2-­‐‑3  pattern,  which  was  built  of  the  sequence  fall,  rise,  fall,  
low,  rise.  For  the  fourth  pattern,  the  Fall-­‐‑Rise-­‐‑3-­‐‑2  (fall,  low,  rise,  fall,  rise),  there  
was  not  a  fall  on  either  the  2nd  or  the  3rd  digit.  Instead,  these  subjects  chose  the  
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boundary  location  to  be  the  digit  that  had  the  steady  low  pitch.  It  is  worth  noting  
that  it  is  a  commonly  seen  pattern  in  a  single  phrase  for  a  low  boundary  tone  to  
be  realized  as  a  fall  earlier  in  a  phrase,  and  to  stay  at  a  low  level  pitch.  This  
percept  of  a  continued  low  boundary  may  have  been  reinforced  by  the  following  
rise,  the  change  in  pitch  direction  potentially  cueing  the  start  of  a  new  phrase  for  
these  listeners.    
  
Figure  5.27  A  thicker  line  indicates   the  digit  after  which  subjects  
from  Subset  2  indicated  they  heard  a  longer  boundary.    
  
Broadly  speaking,  the  association  of  low  or  falling  tones  with  bigger  
boundaries  may  itself  be  schema-­‐‑like,  in  the  sense  that  it  may  be  recognized  as  a  
cue  through  learned  patterns.  Ending  utterances  with  low  edge  tones  is  
considered  to  be  unmarked  (e.g.,  Pierrehumbert  &  Hirschberg,  1990),  and  
something  like  a  rise-­‐‑fall  (e.g.,  H*  L-­‐‑L%)  is  considered  to  be  the  default  
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declarative  contour  in  English.  Since  other  boundary  cues  (such  as  degree  of  
preboundary  lengthening,  segmental  and  intensity  cues,  as  well  as  pitch  reset)  
were  kept  unnaturally  neutral  in  these  experimental  stimuli,  subjects  may  have  
defaulted  to  choosing  the  most  frequent  tonal  cue  to  a  group-­‐‑final  boundary.    
It  is  likely  that,  while  a  few  subjects  exhibit  a  strong  tendency  to  use  one  
strategy  over  another,  listeners  have  both  strategies  available  to  them.  Subjects  
with  the  smaller  absolute  Fall-­‐‑Rise  Difference  Indices  may  well  alternate  between  
strategies,  rather  than  using  neither.  
The  division  of  these  subjects  into  subgroups  was  only  coarse-­‐‑grained,  and  
not  intended  to  provide  a  measure  of  the  strength  or  generalizability  of  these  
tendencies.  More  subjects  would  be  needed  to  determine  whether  individuals  
would  form  groups  based  on  a  clustering  analysis.    
Looking  closely  at  the  numbers  in  Tables  5.3  and  5.4,  it  could  be  argued  that  
the  major  differences  in  response  patterns  between  Subgroups  1  and  2  are  driven  
by  a  small  number  of  outliers.  To  explore  this  possibility  in  more  depth,  the  4  
subjects  with  the  largest  (subjects  s01  and  s29)  and  smallest  (s14  and  s08)  Fall-­‐‑
Rise  Difference  Indices  were  removed  from  the  dataset,  and  the  results  for  each  
subgroup  regraphed.  Figures  5.27  and  5.28  show  the  results  graphs  for  subsets  1  
and  2  with  their  respective  outliers  removed,  superimposed  on  the  previously    
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Figure  5.28  Results  for  Subgroup  1  with  and  without  the  outliers.  
Results   for  all   subjects   in   this   subgroup  are  shown   in  solid   lines,  and   for  
the  subgroup  with  outliers  removed  are  shown  in  dashed  lines.  
  
shown  graphs  from  Figures  5.24  and  5.25.  The  results  of  these  new  restricted  
subsets  are  shown  in  dashed  lines,  and  the  original  graphs  in  solid.  While  it  is  
clear  that  the  amount  of  line  separation  in  Figure  5.27  is  weakened  by  the  
removal  of  the  outliers,  the  same  trends  that  were  visible  for  the  group  as  a  
whole  continue  to  be  apparent  in  both  graphs.  In  Figure  5.27,  for  Subgroup  1,  the  
Fall-­‐‑Rise-­‐‑3-­‐‑2  lines  (orange)  still  pattern  with  the  Rise-­‐‑Fall-­‐‑3-­‐‑2  lines  (red),  and  the  
Fall-­‐‑Rise-­‐‑2-­‐‑3  lines  (green)  still  lie  in  the  direction  of  the  Rise-­‐‑Fall-­‐‑2-­‐‑3  lines  (blue).  
In  Figure  5.28,  for  Subgroup  2,  Fall-­‐‑Rise-­‐‑2-­‐‑3  (green)  and  Rise-­‐‑Fall-­‐‑3-­‐‑2  (red)  lines  
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still  overlap,  and  the  Fall-­‐‑Rise  3-­‐‑2  line  (orange)  still  overlaps  with  the  Rise-­‐‑Fall-­‐‑2-­‐‑
3  line  (blue).  
  
  
Figure  5.29  Results  for  Subgroup  2  with  and  without  the  outliers.  
Results   for  all   subjects   in   this   subgroup  are  shown   in  solid   lines,  and   for  
the  subgroup  with  outliers  removed  are  shown  in  dashed  lines.  
  
Substantial  variability  in  the  interpretation  of  the  Fall-­‐‑Rise  patterns  was  
discussed  above,  but  it  is  also  worth  noting  that  there  was  likewise  quite  a  bit  of  
variability  in  the  responses  to  Rise-­‐‑Fall  patterns.  A  Difference  Index  for  the  Rise-­‐‑
Fall  patterns  was  calculated  much  like  that  for  the  Fall-­‐‑Rise  patterns,  based  on  
difference  in  means  between  the  Rise-­‐‑Fall-­‐‑3-­‐‑2  and  the  Rise-­‐‑Fall-­‐‑2-­‐‑3  patterns  at  the  
middle-­‐‑range  Time  Steps  (between  -­‐‑50  ms  and  50  ms).  These  Rise-­‐‑Fall  Difference  
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Indices  are  shown  for  each  subject  in  Tables  5.6  and  5.7,  ordered  from  largest  to  
smallest  value.  (Subjects  are  split  into  two  tables  arbitrarily  to  better  fit  the  
space.)  This  value  ranged  from  the  largest  at  1,  where  subject  s01  interpreted  
every  Rise-­‐‑Fall-­‐‑3-­‐‑2  token  as  having  3-­‐‑2  grouping,  and  every  Rise-­‐‑Fall-­‐‑2-­‐‑3  as  
having  2-­‐‑3  grouping,  regardless  of  Time  Step.  (In  this  subject’s  case,  this  
tendency  extended  across  the  full  range  of  Time  Steps.)  A  small  number  of  
subjects  had  a  Rise-­‐‑Fall  Difference  Index  smaller  than  0.10  (N=6),  including  three  
with  negative  values.  For  these  subjects,  the  Rise-­‐‑Fall  schema  patterns  apparently  
did  not  cue  the  predicted  patterns.    
Table   5.6   Table   of   Difference   Indices   for   the   Rise-­‐‑Fall   schema  
patterns.   The   “Difference   Index”   is   the   difference   between   a   subject’s  
mean  response  for  the  3-­‐‑2  pattern  and  the  2-­‐‑3  pattern  for  a  given  schema.  
The  table  has  been  spit  into  two  sections  arbitrarily,  to  better  fit  the  page.  
  
Subject  
ID  
Mean  3-­‐‑2  
response  
across  all  
types  
Mean  3-­‐‑2  
responses  for  
"ʺRise-­‐‑Fall-­‐‑3-­‐‑2"ʺ  
pattern  
Mean  3-­‐‑2  
response  for  
"ʺRise-­‐‑Fall-­‐‑2-­‐‑
3"ʺ  pattern  
Difference  
between  
Rise-­‐‑Fall  
patterns  
s01   0.39   1   0   1.0  
s06   0.49   0.95   0.05   0.90  
s20   0.49   1   0.1   0.90  
s29   0.62   0.9   0.05   0.85  
s38   0.59   0.85   0.05   0.80  
s35   0.49   0.9   0.1   0.80  
s24   0.62   1   0.2   0.80  
s37   0.45   0.8   0.05   0.75  
s18   0.52   0.85   0.21   0.64  
s39   0.59   0.7   0.2   0.50  
s07   0.77   0.85   0.37   0.48  
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Table   5.7  Table   of  Difference   Indices   for   the  Rise-­‐‑Fall   patterns,  
part  2.  (See  also  Table  5.6)  
  
Subject  
ID  
Mean  3-­‐‑2  
response  
across  all  
types  
Mean  3-­‐‑2  
responses  for  
"ʺRise-­‐‑Fall-­‐‑3-­‐‑2"ʺ  
pattern  
Mean  3-­‐‑2  
response  for  
"ʺRise-­‐‑Fall-­‐‑2-­‐‑
3"ʺ  pattern  
Difference  
between  
Rise-­‐‑Fall  
patterns  
s21   0.5   0.7   0.25   0.45  
s31   0.86   1   0.65   0.35  
s08   0.56   0.65   0.35   0.30  
s16   0.63   0.6   0.3   0.30  
s04   0.45   0.7   0.42   0.28  
s05   0.63   0.8   0.55   0.25  
s30   0.52   0.75   0.5   0.25  
s11   0.44   0.55   0.35   0.20  
s27   0.55   0.6   0.4   0.20  
s23   0.43   0.6   0.4   0.20  
s36   0.61   0.7   0.5   0.20  
s10   0.44   0.45   0.25   0.20  
s34   0.42   0.55   0.4   0.15  
s13   0.59   0.5   0.35   0.15  
s33   0.41   0.55   0.4   0.15  
s41   0.48   0.55   0.45   0.10  
s02   0.69   0.75   0.68   0.07  
s15   0.6   0.5   0.45   0.05  
s28   0.55   0.55   0.5   0.05  
s40   0.64   0.7   0.75   -­‐‑0.05  
s14   0.68   0.74   0.8   -­‐‑0.06  
s22   0.56   0.4   0.7   -­‐‑0.30  
  
5.5.1  Cue  weighting  in  grouping  perception:  Results  for  all  subjects  
While  timing  cues  influenced  interpretations  strongly  across  all  subjects,  
reflected  in  the  diagonal  lines  of  the  results  graphs  for  Experiment  5,  pitch  still  
had  a  strong  influence  across  all  Time  Steps.  This  is  reflected  in  the  results  graph  
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in  that  the  lines  for  both  Rise-­‐‑Fall  patterns  separate  from  the  line  for  the  Neutral  
pitch  pattern  at  virtually  all  Time  Steps.  Figure  5.30  repeats  the  results  graph  for  
Experiment  5  (Figure  5.20),  but  displayed  with  the  compressed  x-­‐‑axis  scale  to  
reflect  evenly  sized  Time  Steps.  
  
Figure  5.30  Results  of  Experiment  5  for  all  subjects  repeated.  
  
  This  means  that  these  pitch  cues  had  an  effect,  even  when  timing  cues  
strongly  suggested  the  opposite  grouping  pattern.  (Recall  that  there  was  a  
significant  main  effect  of  Contour  for  both  the  Rise-­‐‑Fall-­‐‑2-­‐‑3  (Wald  z  =  -­‐‑3.324,    
p  <  0.001)  and  the  Rise-­‐‑Fall-­‐‑3-­‐‑2  (Wald  z  =  3.121,  p  <  0.01).).    
For  subjects  as  individuals,  however,  there  was  substantial  variability  in  the  
relative  weighting  of  these  cues.  For  some  subjects,  some  of  the  pitch  cues  greatly  
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outweighed  the  timing  cues.  For  example,  for  the  subject  shown  in  Figure  5.24  
left  (subject  s01),  responses  for  Rise-­‐‑Fall-­‐‑3-­‐‑2  and  Rise-­‐‑Fall-­‐‑2-­‐‑3  were  at  100%  and  
0%  respectively,  at  every  Time  Step.  Strength  of  the  Fall-­‐‑Rise  cues  was  also  
strong,  but  showed  more  variation  with  Time  Step.  For  the  subject  shown  at  5.24  
right  (subject  s02),  however,  pitch  cues  had  almost  no  effect:  there  was  very  little  
separation  between  any  of  the  lines.    
  
Figure   5.31   Results   for   two   individual   subjects   showing   very  
different   tendencies   for   weighting   pitch   vs.   timing   cues   to  
grouping.  Subject  s01  (left)  shows  a  very  strong  effect  of  pitch,  reflected  in  
the  wide  separation  of   the   lines  by  pitch  pattern.  Subject  s02,  by  contrast  
(right),  shows  only  minimal  separation  of  lines  by  pitch  pattern,  reflecting  
only  a  slight  effect  of  pitch,  and  a  very  strong  weighting  of  timing  cues.    
  
In  sum,  it  is  not  possible  to  describe  one  type  of  cue  (i.e.,  pitch  or  timing)  as  
being  inherently  stronger  than  the  other:  the  effect  of  a  given  pitch  cue  depends  
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on  the  specific  values  of  the  timing  cues  with  it  co-­‐‑occurs,  as  well  as  depending  
on  the  individual  listener.    
5.5.1  Perceived  grouping  and  time  distortion  
The  similarity  of  the  results  graphs  between  Experiments  5  and  6  
(reproduced  below  in  Figure  5.32)  supports  the  hypothesis  that  distortion  of  
perceived  pause  duration  occurred  between  perceived  groups:  subjects  tended  to  
hear  Rise-­‐‑Fall  patterns  as  delineating  groups,  and  they  likewise  tended  to  hear  
longer  pauses  at  the  locations  of  these  perceived  group  boundaries.    
  
Figure  5.32  Response  graphs  for  Experiments  5  and  6,  side  by  side.  
Results  for  Experiment  5  (grouping)  are  shown  at  left,  and  for  Experiment  
6  (timing)  at  right.  
  
It  is  also  the  case  that,  at  least  for  many  individual  subjects,  perception  of  
duration  appeared  to  overlap/correspond  with  their  individual  response  patterns  
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in  the  grouping  perception  task.  Subjects  for  whom  pitch  strongly  influenced  
their  grouping  responses  also  frequently  showed  a  strong  effect  of  pitch  on  their  
timing  responses,  and  those  for  whom  pitch  did  not  strongly  cue  grouping  
tended  to  show  little  effect  of  pitch  on  timing  responses.  For  example,  subjects  1  
and  2,  shown  as  examples  of  strong  and  weak  effects  of  pitch  in  Experiment  5  
(see  Figure  5.31),  showed  correspondingly  strong  and  weak  effects  of  pitch  on  
their  timing  responses  in  Experiment  6.  Figure  5.33  shows  results  for  Experiment  
5  (left)  and  Experiment  6  (right)  for  both  subject  s01  (top)  and  s02  (bottom).  
Graphs  for  subject  s01  show  wide  separation  of  lines  for  pitch  in  Experiment  5,  
and  also  marked  separation  in  Experiment  6.  By  contrast,  results  for  subject  s02  
show  only  slight  separation  of  lines  by  pitch  in  Experiment  5,  and  almost  no  
separation  in  Experiment  6.  
There  was,  however,  substantial  variability  in  the  degree  to  which  the  effect  
of  pitch  in  Experiment  5  could  predict  the  effect  of  pitch  in  Experiment  6.  In  
order  to  explore  potential  correlations  between  strength  of  pitch  effects  on  
responses  across  the  two  experiments,  a  coarse  measure  of  the  effects  of  pitch  in  
each  experiment  was  calculated.  For  each  subject  and  for  each  experiment,  this  
measure  was  calculated  by  summing  the  absolute  value  of  the  Rise-­‐‑Fall  
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Figure  5.33  Results  for  2  subjects  for  Experiments  5  and  6,  side  by  
side.   At   left   are   results   for   Experiment   5   (grouping)   and   at   right   for  
Experiment   6   (timing).  The   top   two  graphs   show   results   for   subject   s01,  
and  the  bottom  two  for  s02.  
  
Difference  Index  and  the  absolute  value  of  the  Fall-­‐‑Rise  Difference  Index.  This  
measure  was  meant  to  reflect  that  the  effects  of  pitch  could  be  strong  for  an  
individual  subject,  even  when  they  resulted  in  responses  that  were  the  opposite  
of  what  was  predicted  for  a  given  pattern.  (For  example,  subjects  in  Subgroup  2  
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had  negative  Fall-­‐‑Rise  Difference  Indices,  but  some  were  a  large  negative  value,  
reflecting  a  large  effect  in  the  opposite  direction  of  that  predicted.)  The  graph  in  
Figure  5.34  shows  the  correlation  between  pitch  strength  in  Experiment  5  and  
pitch  strength  in  Experiment  6.  Each  dot  in  Figure  5.34  represents  a  subject,  with  
Pitch  Strength  Index  for  Experiment  5  on  the  x-­‐‑axis,  and  for  Experiment  6  on  the  
y-­‐‑axis.  The  upward  diagonal  trend  of  the  regression  line  in  Figure  5.34  suggests  a  
strong  correlation  between  effect  of  pitch  pattern  on  grouping,  and  effect  of  pitch  
pattern  on  timing.  A  simple  linear  regression  was  calculated  to  predict  timing    
  
Figure   5.34  A   plot   of   an   index   for   the   strength   of   pitch   cues   for  
each  subject  for  Experiment  6  (y-­‐‑axis)  against  those  for  Experiment  
5  (x-­‐‑axis).    
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perception  pitch  strength  index  based  on  grouping  perception  pitch  strength  
index  by  subject.  A  significant  regression  equation  was  found  (F(1,31)=  14.35,  p  <  
.001),  with  an  r2  of  0.316.    
5.6  Conclusions  
Overall,  it  does  appear  that  pitch  can  cue  grouping  in  ways  that  are  not  
easily  characterized  by  proximity  and  continuity:  as  such,  results  support  a  role  
for  intonational  schemas  in  prosodic  grouping.  However,  results  also  suggested  
that  the  ways  in  which  the  pitch  patterns  cued  grouping  were  complicated,  and  
that  not  all  subjects  are  responding  to  the  same  tonal  cues  in  the  same  ways.  At  
least  some  subjects  appear  to  interpret  cross-­‐‑phrase  patterns  of  rise-­‐‑fall  and  fall-­‐‑
rise  as  delineating  larger  groups,  and  others  appear  to  respond  more  to  local  
pitch  cues  to  group  boundary,  and  in  particular  falling  or  low  pitch.    
Further,  grouping  cued  by  tonal  patterns  led  to  inflation  of  perceived  
duration  of  between-­‐‑group  pauses,  even  when  these  tonal  patterns  did  not  
include  abrupt  pitch  discontinuities.  Results  thus  support  the  auditory  grouping  
hypothesis.  While  the  auditory  motion  hypothesis  may  indeed  explain  some  
pitch-­‐‑based  distortions  to  perceived  duration,  it  is  less  likely  than  the  auditory  
grouping  hypothesis  to  explain  the  results  of  these  two  experiments.  
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Finally,  the  results  as  a  whole  suggest  not  only  that  pitch  and  timing  cues  
differ  in  weighting  depending  on  context,  but  also  that  individual  listeners  have  
differing  strategies  in  weighting  these  cues.  
Future  directions  of  this  research  could  investigate  the  combined  effects  of  
schema-­‐‑based  pitch  cues  and  continuity/proximity  based  pitch  cues.  Whereas  
Experiments  5  and  6  used  stimuli  constructed  in  an  attempt  to  minimize  
perceived  pitch  scaling  differences  across  digits,  the  effects  of  the  schema  
patterns  would  likely  be  strengthened  if  combined  with  other  pitch  cues.  For  
example,  adding  in  a  pitch  scaling  difference  across  schema-­‐‑delineated  groups,  
or  introducing  a  larger  pitch  excursion  at  the  predicted  group  boundary,  would  
be  expected  to  increase  the  weighting  of  the  pitch-­‐‑based  cues.  Indeed,  House’s  
(1990)  experiments  earlier  revealed  this  effect.  In  the  third  iteration  of  his  
grouping  experiments,  House  included  stimuli  that  had  a  large  pitch  excursion  at  
the  expected  group  boundary,  and  this  manipulation  also  introduced  a  pitch  
change  across  the  interval  between  the  digits  straddling  this  boundary.  Figure  
5.35  shows  a  schematic  based  on  those  in  House  (1990),  with  previously  
discussed  rise-­‐‑fall  and  fall-­‐‑rise  patterns  at  right  (the  same  as  shown  in  Section  
5.2.2),  and  similar  patterns  but  with  bigger  falls  in  the  rise-­‐‑fall  tokens,  and  bigger  
rises  in  the  fall-­‐‑rise  tokens.  In  each  pair  of  patterns,  item  a.  cued  3-­‐‑2  responses,  
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and  item  b.  cued  2-­‐‑3  responses.  The  number  at  right  of  each  pitch  pattern  is  the  
percentage  of  responses  3-­‐‑2  grouping  from  House’s  subjects  for  that  iteration  of  
the  experiment  (his  experiment  3).  Adding  in  the  greater  pitch  excursion  to  
group-­‐‑final  falls  (top  right  pair)  or  rises  (bottom  right  pair)  increased  responses  
in  the  predicted  direction.  
  
Figure  5.35  Schematic  based  on  rise-­‐‑fall  and  fall-­‐‑rise  stimuli  from  
House  (1990)  showing  additional  manipulations  to  pitch  excursion  
at  the  location  of  perceived  larger  boundary.  In  each  pair,  item  a  cued  
more   3-­‐‑2   responses   than   item   b.  Orange   arrows   indicate   the   larger   pitch  
difference   introduced   in   the   patterns   at   right,   as   compared   to   the   base  
patterns   at   left.   Numbers   to   the   right   of   each   pattern   represent   the  
percentage  of  3-­‐‑2  responses   for  each  pattern,  reflecting  a  strengthening  of  
the  grouping  cues  between  pairs  at  right  compared  to  those  at  left.    
  
An  additional  future  direction  of  this  research  would  be  to  examine  
perception  of  both  grouping  and  timing  in  strings  with  more  varied  segmental  
material.  With  strings  of  5  identical  segments,  it  may  have  been  very  transparent  
to  subjects  when  any  timing  differences  were  introduced.  Cumming  (2010b)  
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included  identical-­‐‑digit  sequences,  comparable  to  the  ones  used  in  Experiments  5  
and  6,  and  also  sequences  of  varying  digits  and  letters.  Her  results  showed  that  
both  pitch  and  timing  cues  had  a  greater  effect  in  identical-­‐‑digit  sequences  than  
those  same  cues  realized  over  a  more  varied  segmental  string.  It  would  also  be  
worthwhile  to  test  perception  of  schema-­‐‑like  pitch  patterns  of  longer  and  more  
linguistically  rich  phrases,  such  as  sentences  with  ambiguously-­‐‑bracketed  
clauses.  
It  would  also  be  fruitful  to  look  at  elicited  production  data  to  see  whether  
these  predicted  schemas  are  used  by  speakers  in  production.  Relatedly,  it  would  
be  interesting  to  examine  a  corpus  of  prosodically  labelled  speech  to  investigate  
the  frequency  of  fall-­‐‑rise  and  rise-­‐‑fall  patterns  occurring  both  within-­‐‑phrase  and  
cross-­‐‑phrasally.    
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CHAPTER  6:  SUMMARY  AND  SYNTHESIS  
Whereas  the  literature  on  prosodic  boundaries  includes  many  
investigations  of  cues  to  prosodic  boundaries  from  the  domains  of  pitch  and  
timing,  and  psychoacoustic  research  (from  both  speech  and  non-­‐‑speech)  shows  
many  and  varied  effects  of  pitch  on  the  perception  of  timing,  previous  research  
has  not  directly  compared  the  effects  of  the  same  pitch  manipulations  on  both  
perceived  duration  in  speech  and  perceived  prosodic  grouping.  This  dissertation  
addresses  that  gap  by  means  of  three  pairs  of  perception  experiments.  These  
experiment  pairs  used  identical  stimuli  in  two  separate  tasks  each:  one  linguistic,  
and  one  psychoacoustic.  Subjects  responded  in  forced-­‐‑choice  tasks  that  elicited  
judgments  about  1)  linguistic  interpretation,  via  perceived  prosodic  grouping,  or  
2)  perceived  duration.  
These  experiments  included  investigations  of  the  effects  of  pitch  
manipulations  that  had  previously  not  been  investigated  in  perception  
experiments  in  speech.  Previously  observed  distortions  to  perceived  duration  
due  to  pitch  factors  were  here  investigated  in  a  novel  context,  that  of  prosodic  
boundaries  in  speech.  The  auditory  kappa  effect  was,  for  the  first  time,  shown  to  
obtain  in  speech  materials.  Previously  documented  distortions  to  perceived  
duration,  however,  were  not  reproduced.  Additionally,  a  set  of  cross-­‐‑phrase  
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pitch  patterns  not  previously  identified  for  their  role  in  cueing  prosodic  
grouping  in  American  English,  were  investigated  in  a  pair  of  experiments.  These  
cross-­‐‑phrase  patterns,  here  called  Intonational  Schemas,  both  cued  perceived  
grouping,  and  also  induced  a  new  auditory  illusion:  silent  intervals  between  
schema-­‐‑delineated  groups  were  inflated  in  perception  relative  to  those  within  
schema-­‐‑delineated  groups.  
However,  while  the  pitch  cues  that  induced  this  illusion  were  novel,  the  
effect  of  perceived  grouping  on  interval  duration  has  been  long  documented.  It  is  
therefore  argued  that  at  least  some  distortions  to  perceived  duration  due  to  
pitch-­‐‑based  factors  that  have  been  treated  as  independent  phenomena,  the  
auditory  kappa  effect  in  particular,  may  actually  be  a  reflection  of  this  more  
general  effect.  
Further,  results  of  the  pairs  of  experiments  together  shed  light  on  the  
cognitive  processes  that  guide  grouping  perception.  The  pitch  relations  that  cued  
grouping  are  argued  to  reflect  cognitive  grouping  principles,  such  as  those  from  
the  Gestalt  tradition  (Wertheimer,  1938)  that  are  widely  recognized  for  their  role  
in  grouping  perception  in  many  domains,  including  the  related  auditory  fields  of  
auditory  scene  analysis  (Bregman,  1990/1994)  and  music  (Lerdahl  &  Jackendoff,  
1983).  Key  principles  that  have  been  identified  as  playing  a  role  in  auditory  
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grouping  include  proximity  (whereby  sounds  closer  along  a  given  dimension  are  
perceptually  grouped),  similarity  (whereby  sounds  similar  by  some  common  
feature  are  perceptually  grouped)  and  continuity  (whereby  sounds  perceived  as  
forming  a  continuous  pattern  are  heard  as  part  of  the  same  group).  Whereas  a  
role  for  gestalt-­‐‑like  or  cognitive-­‐‑general  grouping  principles  have  been  proposed  
by  several  researchers  investigating  prosody  (Hunyadi,  2008a,  2008b;  Jeon  &  
Nolan,  2013;  Kentner  &  Féry,  2013),  this  notion  is  not  widely  recognized  in  the  
broader  field.  Results  from  the  experiments  of  this  dissertation  suggest  a  role  for  
the  principles  of  proximity  and  continuity  with  respect  to  pitch  relations.  Both  of  
these  principles  will  be  revisited  in  more  detail  in  Section  6.4.  
6.1  Summary  of  Results  &  Findings    
The  major  findings  and  novel  contributions  of  this  dissertation  can  be  
summarized  as  follows:  
1)  Pitch  patterns  cue  grouping  via  gestalt-­‐‑like  principles,  such  as  pitch  
continuity  and  pitch  proximity.    
2)  Potentially  higher-­‐‑level  learned  patterns  also  play  a  role  in  
grouping.  Intonational  Schemas,  a  term  used  here  to  describe  cross-­‐‑phrase  global  
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pitch  patterns,  have  a  global  effect  that  appears  different  from  many  commonly  
studied  boundary  effects.    
3)  Perceived  grouping  can  lead  to  distortion  of  perceived  duration.  
6.1.1  Detailed  Results  Summary  
Chapters  3,  4  and  5  each  presented  a  pair  of  perceptual  experiments,  each  
pair  using  the  same  stimuli  in  two  different  tasks.  This  is  a  novel  paradigm  
designed  to  shed  light  on  the  relation  between  time-­‐‑pitch  interactions  in  
perceived  grouping,  and  time-­‐‑pitch  interactions  in  duration  perception.  The  
research  design  was  based  on  methods  and  insights  from  multiple  disciplines,  
including  music  processing  and  non-­‐‑speech  auditory  perception,  as  well  as  
linguistics.  
Chapter  3  investigated  the  potential  role  of  the  auditory  kappa  effect  in  the  
perception  of  speech,  and  successfully  created  conditions  to  distort  perceived  
silent  interval  duration  with  speech  materials,  which  no  previous  work  has  done.  
Previous  experimental  research  on  the  auditory  kappa  effect,  a  well  known  
auditory  illusion  by  which  pitch  factors  can  distort  perceived  duration,  has  
looked  primarily  at  the  effects  on  perceived  duration  of  silent  intervals  of  
sequences  of  simple  non-­‐‑speech  (sinusoidal)  tones  (Cohen  et  al.,  1953;  Shigeno,  
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1993;  MacKenzie,  2007;  inter  alia).  Whereas  Shigeno  (1986,  1987)  investigated  
potential  kappa  effect  in  contrasts  of  segmental  perception  through  
manipulations  of  formant  transitions  in  synthetic  speech  tokens,  no  previous  
work  has  looked  at  the  potential  effects  of  f0  on  silent  pause  perception  with  
speech  materials.    
The  same  manipulations  (indeed,  the  identical  stimuli)  were  then  used  in  
Experiment  2,  in  which  subjects  were  asked  to  indicate  perceived  linguistic  
grouping.  Results  of  Experiment  2  suggested  that  the  pitch  manipulations  
strongly  cued  prosodic  grouping,  and  further  that  the  effects  of  the  same  pitch  
manipulations  on  grouping  were  greater  than  for  the  distortion  of  perceived  
duration  shown  in  Experiment  1.  
Given  that  cross-­‐‑phrase  pitch  reset  and  silent  pause  are  widely  
acknowledged  critical  cues  to  prosodic  boundaries,  the  potential  interaction  in  
perception  of  these  two  cues  presents  a  serious  gap  in  our  understanding  of  the  
processing  of  prosodic  boundary  cues.  The  experiment  presented  in  Chapter  3  is  
the  first  appearance  in  the  literature  of  investigations  of  potential  effects  of  f0  
relations  of  speech  tokens  on  the  duration  perception  of  the  silent  intervals  
between  them.  Results  showed  that  pitch  manipulations  did  indeed  influence  
perceived  duration  of  silent  intervals,  such  that  silences  between  word  tokens  
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realized  with  widely  differing  f0  were  perceived  as  longer  than  silences  between  
word  tokens  realized  with  more  similar  f0.  Therefore,  the  auditory  kappa  effect    
of  pitch  on  perceived  duration  obtained  in  these  materials.  Further,  the  same  
manipulations  were  shown  in  Experiment  2  to  strongly  cue  perceived  prosodic  
grouping  in  a  linguistic  task.    
Chapter  4  presented  a  pair  of  experiments  that  investigated  the  potential  
for  dynamic  pitch  to  affect  perceived  duration  in  prosodic  boundary  contexts.  
Preboundary  lengthening,  whereby  segments  preceding  a  prosodic  phrase  
boundary  are  realized  with  greater  duration,  is  recognized  as  a  critical  cue  to  
prosodic  boundaries.  Edge  tones  are  also  a  critical  cue  to  prosodic  boundaries,  
and  are  frequently  realized  with  dynamic  pitch  (i.e.,  rising  and/or  falling  pitch).  
A  number  of  studies  from  both  speech  and  non-­‐‑speech  research  have  
demonstrated  that  pitch  dynamicity  may  effect  perceived  interval  duration.  Yu  
(2010)  and  Cumming  (2011),  among  others,  have  demonstrated  that  vowels  or  
isolated  syllable  tokens  realized  with  dynamic  f0  are  perceived  as  longer  than  
analogous  tokens  realized  with  level  f0.  The  effect  of  dynamic  pitch  on  perceived  
duration  is  further  supported  by  results  from  non-­‐‑speech  psychoacoustic  
research  showing  that  non-­‐‑speech  tone  glides  realized  with  greater  pitch  change  
velocity  (i.e.,  higher  degrees  of  dynamicity)  are  perceived  as  longer  in  duration  
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than  tones  with  lesser  pitch  change  velocity.  However,  in  spite  of  the  regular  co-­‐‑
occurrence  of  preboundary  lengthening  and  dynamic-­‐‑f0  edge  tones  in  prosodic  
boundary  contexts,  the  potential  for  perceptual  interactions  due  to  pitch-­‐‑based  
distortions  to  perceived  duration  had  not  been  previously  investigated.  
Whereas  Cumming  (2010a,  2010b,  2011)  conducted  experiments  both  with  
dynamic  pitch  and  perceived  duration,  and  dynamic  pitch  in  a  prosodic  
boundary  context  (in  her  terms,  rhythmic  grouping),  a  direct  link  between  the  
effects  was  not  investigated,  as  the  stimuli  in  the  two  experiments  were  not  
directly  comparable/analogous.  Further,  previous  research  into  the  effects  of  
dynamic  pitch  on  both  perceived  duration  and  prosodic  boundary  perception  
did  not  take  into  account  the  effects  of  relative  scaling  on  perceived  boundary  
strength  and  perceived  interval  duration,  such  as  were  investigated  directly  in  
Experiments  1  and  2.  Additionally,  the  relative  pitch  of  filled  intervals  has  also  
been  shown  to  have  an  effect  on  perceived  duration  in  that  intervals  produced  
with  higher  pitch  sound  longer  than  those  with  lower  pitch,  a  circumstance  
which  presents  a  potential  confound  when  investigating  the  effect  on  perceived  
duration  of  dynamic  pitch:  the  introduction  of  dynamic  pitch  into  a  comparison  
of  intervals  will  also  affect  the  relative  scaling  of  those  intervals.  
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Experiments  3  and  4  (presented  in  Chapter  4)  were  a  pair  of  experiments  
designed  to  address  these  gaps  by  directly  comparing  the  psychoacoustic  effects  
of  dynamic  pitch  and  relative  scaling  on  perceived  duration  of  a  word,  and  the  
effects  of  these  same  manipulations  on  perceived  prosodic  grouping.  A  single  
base  token  of  a  word  was  resynthesized  with  crossed  continua  of  timing  and  
pitch  manipulations,  and  these  same  resultant  files  were  subsequently  used  as  
part  of  the  stimuli  in  two  experiments.  Manipulations  to  pitch  dynamicity  
(plateau,  and  rises  of  2  different  slopes)  were  further  crossed  with  direct  
manipulations  to  pitch  range  (with  maxima  and  minima  of  all  contours  shifted  
up  in  steps  in  pitch  space)  to  control  for  the  possibility  that  perceived  relative  
scaling  might  also  influence  perceived  duration  and  perceived  grouping.    
Experiment  3  included  these  manipulated  token  in  the  context  of  an  
ambiguously-­‐‑bracketed  phrase  (Experiment  3),  and  Experiment  4  in  a  direct  
comparison  with  level  standards  in  a  psychoacoustic  task.  Previous  results  from  
the  literature  showing  distortions  to  perceived  duration  due  to  dynamic  pitch  for  
both  speech  and  non-­‐‑speech  stimuli  were  by-­‐‑and-­‐‑large  not  reproduced  in  
Experiment  4:  when  relative  pitch  scaling  was  controlled  for,  apparent  effects  of  
degree  of  pitch  dynamicity  all  but  disappeared,  with  effects  of  dynamicity  only  
appearing  to  have  an  effect  at  a  single  Pitch  Step  and  only  within  a  single  
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stimulus  presentation  order.  However,  higher  pitch  (as  seen  in  Yu,  2010)  and  
pitch  jumps  across  silence  (as  in  the  auditory  kappa  effect)  did  contribute  to  
distortions  of  perceived  duration.  Had  dynamic  pitch  over  a  syllable  led  to  
greater  perceived  duration  of  that  syllable,  it  was  expected  that  the  effects  of  
dynamic  pitch  on  perceived  grouping  would  be  comparable  to  direct  
manipulations  of  duration  to  that  syllable.  However,  results  of  Experiment  3,  
which  investigated  the  effect  of  those  same  pitch  manipulations  on  perceived  
grouping  of  phrases  in  a  linguistic  task,  likewise  did  not  show  effects  of  degree  
of  dynamicity  on  grouping.  Instead,  the  effects  of  the  pitch  manipulations  
suggested  that  degree  of  perceived  continuity  of  pitch  across  phrases  affected  
perceived  grouping,  irrespective  of  degree  of  dynamicity.  In  other  words,  a  
change  in  relative  pitch  between  the  end  of  one  phrase  and  the  beginning  of  the  
next  led  to  a  higher  proportion  of  responses  that  a  bigger  boundary  had  occurred  
vs.  when  the  pitch  at  the  end  of  one  phrase  was  at  the  same  level  as  the  start  of  
the  following  phrase.  
Chapter  5  explored  the  role  in  grouping  perception  of  hypothesized  
intonational  schemas,  i.e.,  recognizable  pitch  patterns  that  occur  within  and  
across  prosodic  phrases.  Two  overall  pitch  patterns,  characterized  as  a  Rise-­‐‑Fall  
schema  and  a  Fall-­‐‑Rise  schema,  were  presented  with  a  range  of  pause  timing  
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patterns.  Whereas  the  Rise-­‐‑Fall  patterns  did  strongly  cue  grouping  for  the  group  
of  subjects  as  a  whole,  the  Fall-­‐‑Rise  patterns  only  cued  the  predicted  grouping  
for  a  subset  of  the  subjects.  These  results  suggested  variability  in  the  strategies  
individuals  used  to  interpret  these  pitch  cues  to  grouping.  Chapter  5  also  tested  
the  hypothesis  that  pitch-­‐‑based  distortions  of  perceived  duration  (as  
demonstrated  in  experiments  from  earlier  chapters  of  this  dissertation,  as  well  as  
by  previous  researchers)  are  due,  at  least  in  part,  to  perceived  grouping.  Results  
of  Experiment  6  supported  this  hypothesis,  as  there  was  a  strong  correlation  
between  distortions  of  perceived  duration  of  silent  intervals  and  the  grouping  
perception  results  of  individuals  from  Experiment  5.  
Figures  6.1  through  6.4  show  comparable  results  graphs  for  each  pair  of  
completed  experiments,  reproduced  from  Chapters  3,  4  and  5.  In  each  pair,  
results  from  the  grouping  perception  task  are  shown  on  the  left,  and  from  the  
timing  perception  task  on  the  right.  Each  graph  similarly  shows  Time  Steps  on  
the  vertical  axis.  On  the  vertical  axes,  responses  are  always  graphed  to  reflect  a  
proportion  of  the  response  that  would  be  predicted  by  a  larger  time  value  on  the  
x-­‐‑axis.  The  general  upward  diagonal  (from  lower  left  to  upper  right)  in  each  of  
the  graphs  reflects  that  higher  values  on  the  x-­‐‑axis  indeed  cued  higher  
proportion  of  responses  graphed  on  the  y-­‐‑axis.  In  each  graph,  results  for  
  
247 
different  pitch  patterns  are  shown  with  individual  lines.  The  separation  of  lines  
in  each  case  reflects  the  influence  of  those  pitch  patterns  in  each  experiment.  
The  strength  of  the  pitch  cues  tested  varied  substantially  from  experiment  
to  experiment,  which  is  reflected  in  the  widely  differing  amounts  by  which  the  
different  lines  separate  across  the  graphs.  These  differences  will  be  discussed  
further  below.  
    
    
  
Figure  6.1  Results  of  Experiment  2  (left)  and  Experiment  1  (right),  
for   the   downward   pitch   change   condition.   The   effects   of   pitch   on  
grouping   (left)   are   much   greater   than   on   timing   perception   (right),   as  
reflected  by  the  amount  of  line  separation.  
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Figure   6.2   Results   from   Experiment   3   (left)   and   Experiment   4  
(right).  Graphs  show  the  null  effects  of  manipulations  to  pitch  dynamicity.    
  
  
Figure   6.3   Results   from   Experiment   3   (left)   and   Experiment   4  
(right).  Graphs  show  the  effects  of  relative  scaling  on  grouping  perception  
(left)  and,  to  a  lesser  degree,  timing  perception  (right).  
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Figure   6.4  Results   from  Experiments   5   (left)   and  6   (right).  Graphs  
show   that  Rise-­‐‑Fall  patterns   (red  and  blue   lines)  predicted   to   function  as  
intonational  schemas  did  affect  both  grouping  perception  (left)  and  timing  
perception  (right).  
  
6.2  Pitch-­‐‑based  distortions  to  perceived  duration  
All  3  timing  experiments  showed  some  evidence  of  pitch-­‐‑based  distortion  
of  perceived  duration.  In  each  pair  of  experiments,  the  effects  of  pitch  cues  on  
grouping  perception  (shown  in  the  graphs  on  the  left  in  each  pair  of  graphs  
shown  in  Figures  6.1  through  6.4)  were  stronger  than  the  effects  of  those  same  
pitch  cues  on  perceived  duration  (the  right-­‐‑side  graphs),  as  evidenced  by  the  
greater  separation  of  the  lines  representing  values  of  the  pitch  variables.  There  
also  appears  to  be  a  correspondence  between  the  strength  of  pitch  cues  to  
grouping  in  a  given  pair  of  results  graphs,  and  the  amount  to  which  those  same  
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cues  trigger  distortions  of  perceived  duration  in  that  same  pair.  For  example,  the  
effects  of  pitch  scaling  in  Experiment  3  (the  grouping  experiment  manipulating  
dynamicity  and  scaling)  are  small,  and  the  corresponding  effects  to  perceived  
duration,  as  reflected  in  results  from  Experiment  4  are  likewise  small.  On  the  
other  hand,  effects  of  pitch  are  very  robust  in  Experiment  2  (the  grouping  
experiment  using  pitch  manipulations  used  to  test  for  the  kappa  effect),  and  the  
corresponding  graph  for  Experiment  1  (the  kappa  effect,  for  the  downward  pitch  
direction)  shows  more  dramatic  separation  of  the  lines  for  pitch  patterns.    
Whereas  there  had  been  some  conjecture  when  embarking  on  this  research  
that  the  interaction  of  pitch  and  timing  might  be  driving  the  appearance  of  pitch  
cues  in  prosodic  boundaries,  results  of  these  experiments  have  instead  shown  a  
greater  role  for  pitch  than  straightforwardly  influencing  perceived  timing.  For  
example,  it  was  expected  that  the  effects  of  pitch  on  perceived  duration  of  silent  
intervals  as  seen  in  the  kappa  effect  in  Experiment  1  might  lead  to  comparable  
effects  of  pitch  on  perceived  grouping  in  Experiment  2.  If  timing,  manipulated  in  
this  pair  of  experiments  through  silent  interval  duration,  were  the  primary  cue  to  
boundary  strength,  the  effects  of  pitch  on  grouping  perception  in  Experiment  2  
would  have  been  comparable  to  the  effects  of  pitch  on  timing  perception  seen  in  
Experiment  1.    
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These  combined  results  strongly  suggest  that  the  observed  distortions  to  
perceived  duration  occur  via  perceived  grouping,  and  not  the  other  way  around.  
6.3  Cue  interaction  
Results  from  the  experiments  in  this  dissertation  show  effects  of  both  
timing  and  pitch  cues.  Timing  patterns  manipulated  included  both  silent  pause  
duration  (in  Chapters  3  &  5)  and  manipulation  of  preboundary  lengthening  (in  
Chapter  4).  Pitch  patterns  included  reset-­‐‑like  cross-­‐‑phrase  pitch  jumps  (Chapters  
3  &  4),  degrees  of  dynamicity  in  boundary  tones  contexts  (Chapter  4),  and  rises  
and  falls  that  appeared  to  combine  across  phrases  into  larger  pitch  patterns  
hypothesized  to  be  schemas  (Chapter  5).  In  each  experiment,  stimuli  used  
crossed  continua  of  pitch  and  timing  cues.    
Results  of  the  grouping  experiments  (Experiments  2,  3  and  5)  reflected  
trading  relationships  between  pitch  and  timing  cues,  such  that  the  effect  of  one  
cue  depended  on  the  strength  of  the  other  cue  for  each  given  token.  Generally  
this  meant  that  timing  cues  had  the  strongest  effect  on  responses  when  pitch  cues  
were  neutral  or  ambiguous,  and  that  pitch  cues  had  the  strongest  effect  on  
responses  when  timing  cues  were  neutral  or  ambiguous.  (That  is  to  say,  when  
timing  cues  were  neutral,  the  difference  between  effects  of  pitch  patterns  cueing  
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opposite  grouping  patterns  was  largest.)  When  pitch  and  timing  cues  conspired  
to  cue  the  same  grouping,  results  showed  much  greater  agreement  about  
perceived  grouping,  both  within  and  across  subjects.    
6.4  Pitch  cues  to  prosodic  grouping:  The  role  of  grouping  mechanisms  
The  results  of  the  experiments  in  this  dissertation  suggest  that  both  gestalt-­‐‑
like  principles  and  schema-­‐‑like  mechanisms  are  at  play  in  prosodic  grouping.  
Results  of  all  three  grouping  experiments  showed  effects  of  timing  cues  that  have  
previously  been  analyzed  as  reflections  of  the  proximity  principle:  increased  
temporal  distance  as  realized  via  greater  preboundary  lengthening  and  longer  
pause  duration  led  to  more  responses  that  a  bigger  boundary  was  perceived.  
Effects  of  several  of  the  pitch  manipulations  that  cued  grouping  in  this  
dissertation  can  also  be  analyzed  in  terms  of  gestalt-­‐‑like  principles.  Grouping  
experiments  from  Chapters  3  and  4  (Experiments  2  and  3)  together  reflected  a  
strong  effect  of  cross-­‐‑phrase  pitch  relations  such  that  phrases  closer  together  in  
pitch  were  more  likely  to  be  perceptually  grouped  together.  In  Experiment  2,  
these  pitch  relations  might  best  be  described  as  showing  effects  of  pitch  
proximity  between  pitch  maxima  of  phrases.  Scaling  relations  for  Experiment  3  
(in  Chapter  4)  were  more  complex.  Whereas  Experiment  2  used  identically  
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shaped  but  differently  scaled  versions  of  the  same  base  file  token  of  the  word  one,  
the  items  in  Experiment  3  were  rising  and  plateau  versions  of  the  words  blue  
followed  by  the  phrase  and  green  produced  at  completely  level  f0.  In  this  case,  
pitch  relations  between  the  end  of  one  phrase  and  the  beginning  of  the  next  
seemed  to  be  a  stronger  predictor  than  overall  relative  scaling  of  the  phrases.  
Hence,  perceived  grouping  responses  appear  to  reflect  effects  of  continuity  of  
pitch  across  the  phrases.  
While  pitch  continuity  as  discussed  in  this  dissertation  might  also  be  
framed  in  terms  of  pitch  proximity,  it  appears  that  pitch  relations  function  in  
multiple  ways.  The  term  pitch  proximity,  for  example  could  be  used  to  
characterize  more  long-­‐‑distance  pitch  relations,  such  as  the  relative  scaling  of  
pitch-­‐‑accent  related  peaks,  whereas  continuity  could  be  characterized  as  a  local  
pitch  relation  between  edges  of  neighboring  phrases.  Figure  6.5  shows  a  
schematic  to  illustrate  the  distinction  between  cross-­‐‑phrase  pitch  proximity  and  
cross-­‐‑phrase  pitch  continuity.  The  diagram  shows  four  sets  of  three  phrases,  of  
different  pitch  patterns,  but  all  of  identical  timing  patterns.  In  each  case,  pitch  
contours  are  shown  in  blue,  with  reference  lines  shown  in  dashed  black.  Arrows  
show  the  scaling  differences  between  pitch  maxima  (in  green)  and  phrase  edges  
(in  orange).  In  A  and  B,  phrases  each  have  level-­‐‑pitch  or  symmetrical  rise-­‐‑fall  
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contours,  and  the  pitch  difference  between  each  of  the  neighboring  pairs  of  
phrases  is  the  same  for  both  maxima  (green  arrows)  and  phrase  edges  (orange  
arrows).  In  C  and  D,  however,  the  phrases  have  asymmetrical  pitch  contours,  
falls  in  C,  and  rises  in  D.  In  these  cases  the  scaling  for  the  first  and  third  phrase  in  
each  sequence  is  the  same,  so  the  difference  between  maxima  from  phrase  1  to  
phrase  2  and  from  phrase  2  to  3  are  the  same  (green  arrows).  However,  the  
differences  at  phrase  edges  are  now  dramatically  different.  Now,  the  phrase-­‐‑edge  
difference  between  the  2nd  and  3rd  phrase  in  both  C  and  D  is  much  larger  than  
between  the  1st  and  2nd  phrase.  Here  by  pitch  continuity,  the  1st  and  2nd  phrases  
are  grouped  together,  whereas  proximity  (if  interpreted  to  be  about  whole-­‐‑
phrase  or  pitch  maximum  scaling),  does  not  differentiate  the  scaling  of  phrase  1  
from  phrase  3.  
  
Figure  6.5  A  schematic  illustration  of  the  difference  between  pitch  
proximity  and  pitch  continuity.  Pitch  proximity   is  here   interpreted  as  
scaling  of  maxima,  and  pitch  continuity  as  local  scaling  differences  at  edges  
across   a   boundary.   Green   arrows   indicate   differences   in   pitch   maxima,  
orange  arrows  indicate  differences  in  edge  pitch.  
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Pitch  proximity  and  continuity,  as  well  as  other  grouping  principles,  should  
not  be  considered  aspects  of  the  signal,  but  rather  dimensions  along  which  
aspects  of  the  signal  vary  to  cue  boundary  strength  and  prosodic  grouping.  In  
that  sense,  for  example,  the  effect  of  a  pitch  jump  to  a  higher  level  across  a  silent  
interval  could  be  considered  a  discontinuity,  a  reflection  of  a  low  degree  of  
continuity.  Conversely,  steady  pitch  across  a  silent  interval  instead  reflects  a  high  
degree  of  continuity,  and  therefore  the  perception  of  boundary  is  decreased.  This  
dimension  varies  simultaneously  with  other  dimensions,  such  as  temporal  
proximity.  For  example,  a  large  silent  interval  would  reflect  a  low  degree  of  
temporal  proximity,  and  therefore  contribute  to  the  perception  of  a  larger  
boundary,  while  an  absence  of  silent  interval  contributes  to  a  high  degree  of  
temporal  proximity.    
Whereas  the  experiments  of  this  dissertation  have  examined  pitch  and  
timing  cues  in  short  phrases,  the  grouping  principles  discussed  here  also  have  
great  potential  to  characterize  the  pitch  and  timing  relationships  that  have  been  
investigated  in  larger  discourses.  For  example,  pitch  continuity  could  also  be  
used  to  characterize  the  general  cross-­‐‑phrase  direction  of  pitch  movement,  such  
as  downtrends.  These  cohesion-­‐‑cueing  pitch  relations  are  reminiscent  of  the  
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recognized  role  that  pitch  plays  connecting  phrases  into  coherent  segments  in  
discourses  (e.g.,  Wichmann,  2000;  Hansson,  2003).    
6.4.1  Schemas  
In  Experiment  5,  the  pitch  changes  between  neighboring  groups  were  
controlled,  such  that  the  pitch  of  each  phrase  began  and/or  ended  with  pitch  
continuous  with  the  preceding  and/or  following  phrase.  Rises  and  falls  further  
had  the  same  maxima  and  minima,  corresponding  to  the  high  level  and  low  level  
phrases.    
The  results  of  this  experiment  were  mixed,  in  that  Rise-­‐‑Fall  and  Fall-­‐‑Rise  
predicted  schemas  did  not  cue  grouping  equally,  either  in  terms  of  comparing  
schemas  to  each  other,  or  in  their  effects  across  subjects.  Whereas  the  Rise-­‐‑Fall  
pattern  did  cue  grouping  strongly  across  all  subjects,  the  Fall-­‐‑Rise  pattern  only  
cued  grouping  for  a  subset.    
At  least  for  the  subset  of  subjects  for  whom  both  the  Rise-­‐‑Fall  and  Fall-­‐‑Rise  
predicted  schemas  cued  grouping  as  predicted,  the  pitch  cues  that  cued  grouping  
for  these  subjects  could  be  analyzed  as  intonational  schemas,  i.e.,  patterns  
learned  through  experience.  However,  an  alternate  account  could  be  to  consider  
the  role  of  similarity,  another  gestalt  principle  that  has  been  discussed  in  both  
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music  grouping  (Lerdahl  &  Jackendoff,  1983),  and  prosodic  grouping  (Kentner  &  
Féry,  2013).  In  the  case  of  these  stimuli,  it  could  be  interpreted  that  similarity  of  
pitch  pattern  across  groups  might  have  cued  grouping.  Therefore,  it  could  be  
that  the  overall  similarity  of  shape,  where  the  pair  of  groups  each  started  with  a  
rise  and  ended  with  a  fall,  (or  started  with  a  fall  and  ended  with  rise),  was  the  
driving  force  in  cueing  grouping.  This  could  likewise  be  interpreted  similarly  as  
an  effect  of  prosodic  parallelism.  Parallelism  has  been  shown  to  have  an  effect  on  
perceived  grouping,  by  way  of  word  segmentation  in  English  (Dilley  &  
McAuley,  2006).  Parallelism  has  likewise  been  observed  in  cross  phrase  pitch  
patterns  in  sequences  of  rising-­‐‑pitch  phrase  in  French  (Pršir,  2010).  Further  
research  would  be  needed  to  tease  apart  whether  the  predicted  Rise-­‐‑Fall  and  
Fall-­‐‑Rise  schemas  cue  grouping  independently  of  their  appearance  in  a  pair  of  
similar/parallel  perceived  groups.  
For  the  subjects  for  whom  the  predicted  Fall-­‐‑Rise  schema  patterns  did  not  
cue  grouping  in  the  predicted  way,  these  listeners  may  have  responded  to  local  
pitch  cues,  which  to  some  extent  could  still  be  interpreted  as  a  learned  (or  
schema-­‐‑like  pattern).  While  falls  or  low  tones  are  common  cues  to  boundary  
cross-­‐‑linguistically,  they  are  not  universal.  
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It  is  worth  noting  that  while  gestalt  principles  have  been  widely  recognized  
as  playing  a  role  in  auditory  perception,  they  are  not  universally  accepted  (e.g.,  
Remez,  2005,  for  speech  processing,  though  prosodic  grouping  is  not  addressed;  
Bod,  2002  for  music  grouping).  Interestingly,  primary  arguments  against  gestalt  
principles  seem  to  be  not  about  denying  that  gestalt  principles  (or  something  like  
them)  play  any  role  in  perception,  but  that  they  do  not  explain  all  related  
grouping  phenomena.  In  music,  for  example,  there  appear  to  be  patterns  that  can  
override  predictions  for  group  boundaries  that  are  exclusively  gestalt-­‐‑based  
(Bod,  2002).  Of  course,  one  interpretation  of  such  patterns  is  to  consider  them  as  
something  akin  to  Bregman’s  concept  of  schemas.  
6.5  Quantification  of  boundary  strength  
Critical  acoustic  boundary  cues  from  pitch  and  timing  are  typically  
measured  independently,  a  fact  that  overlooks  growing  evidence  that  they  
interact  in  perception.  The  broader  goals  of  this  research  are  to  work  towards  the  
development  of  operational  and  quantitative  measures  of  boundary  strength  that  
incorporate  pitch  and  timing  cues  together,  reflecting  their  potential  integration  
in  perception  in  the  evaluation  of  prosodic  boundary  strength.  Because  perceived  
boundary  strength  is  influenced  by  aspects  of  both  pitch  and  timing,  
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quantification  of  boundary  strength  based  only  on  objective  duration  misses  
powerful  cues  from  f0.  Cues  from  timing  and  pitch  are  perceived  together  as  part  
of  grouping  perception,  and  pitch  measures  should  be  taken  along  with  duration  
measures  for  the  estimation  of  boundary  strength.  
Results  from  this  research  offer  insight  into  new  methods  for  measuring  
pitch  cues  to  boundary  strength.  In  particular,  measurements  relating  to  “reset”  
should  not  be  conflated.  The  two  phenomena  of  declination  or  peak-­‐‑scaling  reset  
(described  here  as  reflecting  pitch  proximity)  and  phrase-­‐‑initial  reset  (described  
as  reflecting  pitch  continuity)  frequently  occur  together,  but  do  not  necessarily  
do  so.  Further,  reset  of  both  kinds  should  be  considered  in  terms  of  absolute  
pitch  change:  a  bigger  shift  downward  in  pitch  can  cue  a  larger  group  boundary  
much  as  a  bigger  shift  upward  in  pitch.  This  type  of  downward  shift  for  phrase-­‐‑
initial  reset  is  especially  likely  to  occur  after  High  edge  tones.  
In  addition  to  the  pitch  relations  that  reflect  the  gestalt-­‐‑like  principles  of  
proximity  and  continuity,  cross-­‐‑phrase  cohesion  may  be  cued  by  pitch  patterns  
that  form  a  larger  contours  across  phrases,  such  as  the  hypothesized  Rise-­‐‑Fall  
and  Fall-­‐‑Rise  schemas  explored  in  Chapter  5  of  this  dissertation.  Unlike  the  more  
cognitive-­‐‑general  gestalt  like  patterns  of  pitch  relations,  schemas  are  predicted  to  
reflect  more  cross-­‐‑linguistic  variability.  (Further,  the  cue  strength  of  the  patterns  
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explored  in  Chapter  5  showed  a  large  degree  of  cross-­‐‑subject  variability.)  
Whereas  the  pitch  patterns  hypothesized  to  act  as  intonational  schemas  for  
American  English  were  two  chosen  based  in  large  part  on  patterns  shown  to  cue  
grouping  in  Swedish  listeners  in  experiments  conducted  by  House  (1990),  the  
question  of  which  patterns  might  constitute  intonational  schemas,  as  well  as  how  
many  there  might  be  and  how  complex  they  may  be,  are  still  very  much  open  
questions.    
6.5.1  Boundary  cue  interaction:  Beyond  pitch  and  timing  
In  naturally  produced  speech,  the  pitch  and  timing  cues  explored  in  these  
experiments  interact  with  other  cues  to  boundary:  with  loudness  and  intensity,  
with  voice  quality  and  spectral  cues,  as  well  as  segment-­‐‑specific  strength  and  
timing  cues  (such  as  VOT  and  duration  of  a  stop  burst)  that  serve  to  enhance  the  
tonal  and  timing  features.  Indeed,  such  cues  may  even  play  a  greater  role  than  
mere  enhancement,  and  may  themselves  be  in  trading  relations  with  each  other,  
and  with  timing  and  pitch  cues.    
For  example,  intensity  has  been  shown  to  affect  perceived  duration,  much  
as  pitch  has.  In  a  study  with  non-­‐‑speech  stimuli,  Alards-­‐‑Tomalin  et  al.  (2012)  
found  that  a  variant  of  the  auditory  kappa  effect  obtained  using  intensity  
  
261 
manipulations.  Like  the  manipulations  that  have  been  shown  with  pitch,  changes  
in  intensity  also  can  affect  perceived  duration,  and  such  perceptual  interactions  
may  play  a  role  in  speech  perception  as  well.    
Whereas  improved  measures  of  acoustic  cues  to  estimate  prosodic  
boundary  strength  would  include  factors  relating  to  timing,  pitch,  intensity,  
voice  quality,  segmental  cues,  and  potentially  more,  there  may  be  times  when  
acoustic  cues  still  don’t  suggest  an  expected  boundary  strength  based  on  
syntactic  or  discourse  structure.  While  speakers  do  make  use  of  prosody  to  
reflect  linguistic  grouping  and  hierarchical  structure,  they  may  not  always  do  so.  
Lexical  cues  and  other  contextual  information  also  influence  perceived  structure,  
and  speakers  may  sometime  appear  to  use  “flatter”  prosody,  in  spite  of  having  
prosodic  tools  at  their  disposal  to  reflect  complex  hierarchical  structure.  
6.6  Future  directions    
The  results  of  these  experiments  highlight  the  need  for  continued  
investigation  of  pitch-­‐‑timing  interactions  in  speech  perception,  as  well  as  cue  
interaction  in  general,  and  their  effects  on  perception  of  prosodic  grouping.    
Investigations  into  the  relative  weighting  of  pitch  and  timing  cues  could  
benefit  from  more  real-­‐‑time  information  about  the  processing  of  cues,  and  their  
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effects  on  decision-­‐‑making.  In  particular,  eye-­‐‑tracking  studies  could  help  
pinpoint  the  process  of  cue  weighting.  Is  there  a  time  when  cues  are  strong  
enough  for  the  subject  to  make  a  decision  before  hearing  the  whole  phrase?  Are  
there  times  when  cues  cause  a  subject  to  flip  interpretations?  
It  would  also  be  fruitful  to  examine  the  occurrence  in  production  data  of  the  
types  of  pitch  cues  used  in  manipulations  in  the  experimental  materials.  In  
production  of  ambiguous  sequences,  whether  comprised  of  grouped  numbers  or  
more  complex  utterances,  to  what  extent  do  speakers’  productions  show  
evidence  of  such  features  as  relative  pitch  continuity  and  proximity,  as  well  as  
schema-­‐‑like  patterns?  Do  individuals  who  weight  pitch  more  heavily  in  
perception  also  use  more  pitch  cues  in  production?  And  likewise,  do  individuals  
for  whom  pitch  cues  have  little  effect  on  perceived  duration  or  grouping  also  use  
pitch  cues  comparatively  little?  
In  addition  to  elicited  production  materials,  it  would  also  be  valuable  to  
examine  prosodically  labelled  naturally  produced  data.  To  what  extent  do  the  
varying  pitch  cues  (pitch  jumps  across  silence  or  schema  like  Rise-­‐‑Fall  or  Fall-­‐‑
Rise  patterns)  align  with  boundary  strength  as  determined  by  crowd-­‐‑sourced  
Rapid  Prosodic  Transcription  (e.g.,  Cole  et  al.,  2010),  or  to  labeller  agreement  
with  trained  ToBI  labellers  (Beckman  et  al.,  2005)?  Examining  such  materials  has  
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the  potential  to  guide  automatic  extraction  of  pitch  features  relevant  to  boundary  
strength.    
6.6.1  Related  perceptual  phenomena  
Further  exploration  of  the  interaction  of  pitch  and  timing  cues  in  speech  
perception  and  perceived  grouping  may  shed  light  on  a  number  of  well-­‐‑known  
phenomena  in  the  literature  on  speech  prosody.  For  example,  they  may  help  to  
explain  perceived  tone/timing  mismatches  in  prosodic  labelling,  such  as  in  the  
common  case  where  the  use  of  the  2  break  index  in  ToBI  is  meant  to  signal  clear  
tonal  markers  for  a  phrase  boundary,  in  the  absence  of  accompanying  
unambiguous  duration  cues  (Beckman  &  Elam,  1993/1997).  
Another  direction  of  investigation  would  be  to  examine  more  closely  the  
use  of  pitch  in  disfluent  speech.  Whereas  disfluent  samples  of  speech  are  
frequently  excluded  from  studies  examining  the  acoustic  realization  of  prosodic  
boundaries  (discussed  in  Arnold  et  al.,  2003),  listeners  are  not  able  to  eliminate  
them  from  their  input.  Timing  cues  are  known  to  be  messy  in  disfluencies,  with  
segmental  prolongation,  filled  pauses  and  silent  pauses  interrupting  the  speech  
stream,  at  times  apparently  mimicking  duration  patterns  of  prosodic  boundaries.  
Speakers  may  use  pitch  to  direct  the  listener  about  the  proper  interpretation  of  a  
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disfluent  utterance:  continuous  pitch  across  a  disfluent  pause  or  prolongation  
could  be  used  to  indicate  continuation,  where  as  a  disruption  of  pitch  continuity  
could  therefore  signal  that  the  speaker  has  restarted.    
Other  related  psychoacoustic  phenomena  might  also  play  a  role  in  speech  
perception.  While  this  dissertation  has  focused  on  the  effects  of  pitch  on  
perceived  duration,  duration  has  also  been  shown  to  affect  the  perception  of  
pitch  in  non-­‐‑speech  research.  In  particular,  the  auditory  tau  effect  is  an  illusion  of  
pitch  and  timing  that  is  the  converse  of  the  kappa  effect:  relative  timing  intervals  
affect  relative  pitch  perception  (e.g.,  Cohen  et  al.,  1954;  Shigeno  1986,  1993).  
Might  silent  intervals  influence  perceived  scaling  of  the  segmental  material  
bounding  them?  Similarly,  Henry  (2011)  also  found  that  duration  manipulations  
affected  subjects’  responses  relating  to  pitch  scaling  in  non-­‐‑speech  tone  glides.  It  
is  conceivable  that  there  are  interesting  interactions  with  relative  prominence,  
which  can  be  codified  in  pitch-­‐‑accent  languages  via  relative  scaling.  
While  the  experiments  in  the  dissertation  did  reproduce  (in  the  case  of  the  
kappa  effect)  and  create  (in  terms  of  grouping  by  schemas)  the  conditions  of  
distortions  to  perceived  duration,  we  do  not  know  the  mechanisms  by  which  
these  auditory  illusions  occur.  Do  such  perceptual  distortions  occur  in  real-­‐‑time,  
or  are  they  an  effect  of  distortion  to  short-­‐‑term  memory?  How  do  these  auditory  
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illusions  compare  to  temporal  illusions  cued  by  visual  phenomena,  such  as  the  
stopped  clock  illusion  (in  which  a  person’s  first  glance  at  the  second  hand  of  an  
analog  clock  leads  to  a  perception  of  a  longer  duration)?    
The  use  of  pitch-­‐‑based  grouping  to  trigger  temporal  distortions  leads  to  the  
question  of  whether  there  might  be  other  ways  of  grouping  that  might  likewise  
trigger  time  distortions.  There  has  been  some  research  investigating  changes  in  
intensity  on  perceived  duration  of  silent  intervals,  effectively  an  intensity-­‐‑based  
version  of  the  auditory  kappa  effect  (Alards-­‐‑Tomalin  et  al.,  2012).  Whereas  the  
authors  of  that  study  do  not  directly  attribute  their  results  to  perceived  auditory  
grouping,  their  results  are  nonetheless  compatible  with  the  auditory  grouping  
hypothesis.  In  speech,  changes  to  loudness  and/or  intensity  are  also  cues  to  
grouping,  in  that  phrases  frequently  start  louder,  and  decrease  in  intensity  over  
time,  with  phrasal  ends  frequently  being  realized  with  very  low  intensity.  I  
would  predict  that  using  intensity  to  cue  prosodic  grouping,  such  as  in  a  cue  
trading  experiment  with  timing  cues,  would  also  cue  grouping.  I  would  therefore  
expect  there  to  be  distortions  to  perceived  duration  of  silent  intervals  between  
intensity-­‐‑based  perceived  groups  in  speech,  much  as  there  were  for  pitch-­‐‑based  
cues.    
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Might  there  be  other  —  even  non-­‐‑auditory—  means  to  cue  grouping  
perception,  and  potentially  distort  perceived  duration?  For  example,  could  text  
on  a  screen  with  spacing  or  punctuation  to  indicate  one  type  of  grouping  
compete  with  auditory  temporal  cues?  For  example,  if  punctuation  or  spatial  
arrangement  in  orthographically  presented  stimuli  inclines  readers  to  mentally  
“insert  a  pause,”  might  this  mental  timing  compete  with  auditorily  presented  
timing  patterns?  Holsinger  et  al.  (2010)  found  that  grouping  represented  by  
spatial  presentation  of  picture-­‐‑based  stimuli  could  affect  the  prosodic  grouping  
as  measured  through  temporal  realization  of  the  elicited  productions.  Might  a  
similar  effect  happen  in  perception  of  auditorily  presented  stimuli,  if  timing  cues  
are  weak  or  ambiguous?  
6.6.2  Cross-­‐‑linguistic  explorations  
These  experiments  pave  the  way  for  future  research  into  the  tonal  
mechanisms  of  grouping  cross-­‐‑linguistically.  While  this  work  uses  English  
language  materials,  it  investigates  potentially  more  general  cognitive  grouping  
principles,  and  therefore  the  methodologies  could  be  adapted  to  explore  time-­‐‑
pitch  interactions  in  the  perception  of  duration  and  grouping  among  speakers  of  
other  languages.  How  much  of  the  weighting  of  pitch  cues  such  as  cross-­‐‑phrase  
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pitch  change  is  due  to  language-­‐‑specific  adaptations?  It  is  expected  that,  while  
the  same  underlying  cognitive  grouping  principles  will  guide  listener  perception  
cross-­‐‑linguistically,  the  specific  tone  and  timing  cues  are  likely  to  be  
phonologized  differently  in  different  languages.    
If  reflective  of  universal  cognitive  processing  tendencies,  gestalt-­‐‑like  
grouping  principles  could  provide  the  constraints  by  which  phonologized  
prosodic  patterns  emerge.  While  not  all  languages  may,  for  example,  use  pitch  
reset  to  indicate  a  boundary,  it  is  unlikely  that  a  large  pitch  change  would  signal  
a  smaller  prosodic  boundary  than  a  smaller  pitch  change.  
If  pitch  based  distortions  of  duration  such  as  the  auditory  kappa  effect  are  
universal  psychoacoustic  phenomena  (due  to  factors  of  general  human  
cognition),  then  perception  of  duration  should  be  influenced  by  pitch  similarly  
across  speakers  of  different  languages.  If,  however,  grouping  is  the  source  of  
distortions  of  perceived  duration,  as  was  suggested  in  Chapter  5,  then  it  is  likely  
that  such  perceptual  distortions  will  vary  based  on  linguistic  experience,  such  as  
by  schema-­‐‑like  pitch  patterns.  It  is  also  predicted  that  such  illusions  will  not  
affect  all  listeners  equally/identically.    
There  are  differences  in  how  languages  phonologize  timing  patterns.  
Whereas  preboundary  segmental  lengthening  is  a  common  cross-­‐‑linguistic  cue  to  
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boundary,  not  every  language  realizes  it  in  the  same  way.  The  phonologization  
of  pitch  patterns,  while  potentially  constrained  by  gestalt-­‐‑like  principles,  would  
likely  reflect  such  cross-­‐‑linguistic  variation.  
6.6.3  Applications  for  speech  synthesis  
This  research  has  strong  potential  to  inform  systems  of  speech  synthesis  
and  TTS-­‐‑based  assistive  technologies.  Synthetic  speech  has  been  shown  to  have  a  
higher  cognitive  load,  with  lower  intelligibility  and  lower  recall,  and  to  be  
especially  challenging  for  populations  such  as  non-­‐‑native  speakers,  aging  and/or  
hearing  impaired  speakers,  or  those  with  language  disorders  (See  Winters  &  
Pisoni,  2004  for  an  overview).  Redundant  acoustic  cues  are  known  to  increase  
comprehensibility  of  speech  in  noise,  and  potentially  lighten  the  cognitive  load  of  
listeners  (Paris  et  al.,  2000;  Cohen  et  al.,  2001).  Increasing  the  strength  of  pitch-­‐‑
based  cues  to  boundaries  in  synthetic  speech,  in  a  way  that  makes  reference  to  
potentially  cognitive-­‐‑general  grouping  principles  such  as  proximity  and  
continuity,  may  increase  both  intelligibility  and  naturalness.  While  the  primacy  
of  timing  cues  is  suggestive  of  pitch  cues  being  merely  supporting  or  redundant,  
listeners  may  rely  more  heavily  on  pitch  cues  to  interpret  more  complex  
hierarchical  structure,  as  well  as  in  noisier  conditions.  
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Further,  the  results  of  the  experiments  of  this  dissertation  reflected  
substantial  variability  in  how  individuals  make  use  of  cues.  While  individual  
differences  were  explicitly  addressed  in  Chapter  5,  individual  variation  (or  group  
tendencies)  was  also  in  evidence  for  the  other  experiments.  It  seems  that  for  some  
listeners,  pitch  cues  are  very  salient,  and  can  outweigh  timing  cues  that  would  
otherwise  cue  grouping.  For  other  listeners,  however,  timing  cues  are  primary,  
and  the  effect  of  pitch  may  be  more  about  enhancing  those  timing  cues.  This  type  
of  individual  difference  should  be  especially  relevant  to  those  designing  the  
prosodic  patterns  of  text-­‐‑to-­‐‑speech  systems.  Since  not  all  listeners  may  interpret  a  
single  type  of  cue  equally,  synthetic  speech  could  be  made  more  broadly  
accessible  by  making  use  of  multiple  cues  to  boundaries  from  both  timing  and  
pitch;  i.e.,  to  combine  cues  of  pitch  proximity,  pitch  continuity,  and  schema-­‐‑
based  patterns  along  with  the  timing  cues  that  have  already  been  widely  shown  
to  cue  grouping.  In  doing  so,  synthetic  speech  productions  may  tap  into  the  
mechanisms  that  are  potentially  cognitive  general.  This  further  has  the  potential  
to  lighten  the  cognitive  load  for  listeners,  especially  for  those  with  hearing  
impairments,  for  non-­‐‑native  speakers,  or  for  all  listeners  in  noisier  environments.  
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6.7  Closing  thoughts  
The  overall  picture  of  prosodic  boundaries  is  a  complex  one,  yet  speakers  
produce  boundaries  and  listeners  interpret  them  with  apparent  ease.  Researchers  
investigating  the  cues  to  boundaries  have  tended  to  focus  on  a  specific  type  of  
cue,  or  a  subset  of  the  cues,  to  characterize  boundaries  in  production  and  
perception,  and  have  made  great  progress.  However,  the  ways  in  which  these  
cues  interact  are  not  well  understood,  and  many  studies  have  had  apparently  
contradictory  results  about  the  relative  importance  of  cues,  even  with  a  single  
language.  While  much  progress  has  been  made  in  the  study  of  the  pitch  and  
timing  cues  of  prosodic  boundaries,  few  previous  studies  have  investigated  their  
perceptual  interactions  directly.    
This  dissertation  addresses  a  gap  in  the  literature  by  investigating  the  role  
played  in  boundary  perception  by  pitch  relations  that  have  been  previously  
shown  to  modulate  perceived  duration  in  more  narrow  contexts.  Pitch-­‐‑based  
distortions  to  perceived  duration  were  for  the  first  time  investigated,  and  
obtained,  in  prosodic-­‐‑boundary-­‐‑like  contexts.  Further,  the  same  pitch  
manipulations  shown  to  distort  perceived  duration  proved  to  even  more  
strongly  cue  judgments  of  prosodic  grouping  in  a  linguistic  task,  offering  
support  for  the  hypothesis  that  certain  auditory  illusions  that  have  heretofore  
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been  treated  as  independent,  namely  the  kappa  effect  and  the  effects  of  perceived  
grouping  on  perceived  interval  duration,  are  actually  part  of  the  same  
overarching  perceptual  phenomenon:  for  perceived  interval  duration  between  
perceived  groups  to  be  inflated  compared  to  interval  durations  within  groups.  
Findings  of  this  research  further  offer  new  insight  into  the  mechanisms  by  
which  acoustic  cues  from  timing  and  pitch  domains  function  together  to  cue  
prosodic  grouping.  Namely,  the  role  of  pitch  and  timing  cues  to  prosodic  
grouping  reflect  gestalt-­‐‑like  grouping  principles  that  are  widely  recognized  in  
auditory  processing,  as  well  as  in  other  perceptual  modalities.  In  particular,  this  
dissertation  offers  perceptual  data  supporting  a  role  for  the  principles  of  pitch  
proximity  and  pitch  continuity  in  prosodic  grouping  perception.  In  addition,  a  
role  is  also  introduced  for  intonational  schemas,  potentially  learned  and  
language-­‐‑specific  patterns  that  can  cue  perceived  prosodic  grouping.    
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APPENDIX  1  
Introductions  presented  to  subjects  for  Experiments  2,  3  and  5  
  
This  is  a  study  about  how  native  speakers  of  American  English  perceive  the  grouping  of  
spoken  numbers,  and  how  they  more  generally  perceive  the  grouping  of  spoken  words.    
  
When  speakers  read  or  recite  a  sequence  of  numbers,  it  is  generally  clear  to  the  listener  
how  the  digits  should  be  grouped.  One  everyday  example  of  this  is  with  phone  numbers.  
In  this  country,  phone  numbers  are  typically  written  with  a  standard  grouping:  a  3-­‐‑digit  
area  code,  a  3-­‐‑digit  prefix,  and  then  4  more  digits.  For  example,  the  BU  Office  of  the  
Registrar  has  the  following  phone  number:  617-­‐‑353-­‐‑3612.    
  
When  we  hear  this  number  spoken,  it  is  generally  clear  to  us  that  we  are  hearing  
something  like  the  written  grouping.  We  hear,  for  example  "ʺ(six-­‐‑one-­‐‑seven)  (three-­‐‑five-­‐‑
three)  (three-­‐‑six-­‐‑one-­‐‑two)"ʺ  and  not,  say,  "ʺ(six-­‐‑one)  (seven-­‐‑three)  (five-­‐‑three-­‐‑three)  (six-­‐‑
one-­‐‑two)."ʺ  
  
  
273 
In  this  study,  you  will  be  listening  to  groups  of  single  digits.  For  each  trial,  you  will  hear  
a  set  of  three  repetitions  of  the  word  "ʺone."ʺ  Your  task  is  to  determine  whether  the  middle  
"ʺone"ʺ  is  grouped  with  the  first  "ʺone"ʺ  or  the  last.  (In  other  words,  are  you  hearing  "ʺ(one-­‐‑
one)(one)"ʺ  or  "ʺ(one)(one-­‐‑one)"ʺ?)    
When  you  start  the  study,  you'ʹll  be  hearing  lots  of  examples  like  these.  Your  job  will  
always  be  the  same:  For  each  set  of  three  "ʺones,"ʺ  determine  whether  the  middle  "ʺone"ʺ  is  
grouped  with  first  "ʺone"ʺ  ("ʺ(one-­‐‑one)  (one)"ʺ)  or  the  last  "ʺone"ʺ  ("ʺ(one)  (one-­‐‑one)"ʺ).  
  
You'ʹll  be  indicating  your  responses  using  a  button  box.  In  all  cases,  if  the  first  two  ones  
are  grouped  together,  you'ʹll  press  the  left  button.  If  the  last  two  ones  are  grouped  
together,  you'ʹll  press  the  right  button.  
  
These  instructions  will  be  written  up  for  you,  and  you'ʹll  have  a  chance  to  practice.  
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APPENDIX  2  
  
Details  about  the  training  materials  used  in  Experiments  2,  3  and  5    
No  instructions  were  given  about  the  specifics  of  the  prosody,  and  the  resulting  
files  included  a  range  of  intonational  contours.  Inspection  of  the  files  suggests  
that  the  speaker  used  aspects  of  both  timing  (through  segment  and  pause  
duration)  and  pitch  (both  pitch  range  and  contour)  to  distinguish  between  the  
two  groupings.  These  training  files  differed  from  the  experimental  files  in  several  
ways:    
1)  Different  digits  were  used  (2,  4,  5,  6  &  7)    
2)  They  were  produced  in  a  different  speaker’s  voice  (a  male  vs.  a  female  
in  the  experimental  stimuli)    
3)  They  were  produced  in  a  different  pitch  range    
4)  There  was  variation  in  the  number  of  intonational  phrases  (groups  of  2  
numbers  tended  to  be  produced  a  single  IP,  making  2  phrases  per  token,  
while  the  experimental  materials  all  consisted  of  3  full  Intonational  
Phrases.)    
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5)  There  was  variety  in  pitch  patterns  across  the  digits  (Whereas  the  
experimental  materials  consistently  included  3  distinct  steps  from  high  to  
low).  
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