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Abstract
The non-asymptotic tail bounds of random variables play crucial roles in probability,
statistics, and machine learning. Despite much success in developing upper tail bounds in
literature, the lower tail bound results are relatively fewer. In this partly expository paper,
we introduce systematic and user-friendly schemes for developing non-asymptotic lower tail
bounds with elementary proofs. In addition, we develop sharp lower tail bounds for the
sum of independent sub-Gaussian and sub-exponential random variables, which matches the
classic Hoeffding-type and Bernstein-type concentration inequalities, respectively. We also
provide non-asymptotic matching upper and lower tail bounds for a suite of distributions,
including gamma, beta, (regular, weighted, and noncentral) chi-squared, binomial, Poisson,
Irwin-Hall, etc. We apply the result to establish the matching upper and lower bounds
for extreme value expectation of the sum of independent sub-Gaussian and sub-exponential
random variables. A statistical application of signal identification from sparse heterogeneous
mixtures is finally studied.
1 Introduction
The tail bound and concentration inequality, which studies how a random variable deviates
from some specific value (such as the expectation), are ubiquitous in probability and enormous
fields, such as random matrix theory, high-dimensional statistics, and machine learning [6, 35,
36]. Many upper tail bounds, such the Markov’s inequality, Chebyshev’s inequality, Hoeffding’s
inequality [16], Bernstein’s inequality [4], and Bennett’s inequality [3], have been well-regarded
and extensively studied in literature. These results and applications have been collected in recent
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textbooks (see, e.g., Boucheron, Lugosi, and Massart [6], Lugosi [21], Steele [30], Vershynin [35],
Wainwright [36]) and class notes (see, e.g., Pollard [25], Roch [26], Sridharan [29]).
Despite enormous achievements on upper tail bounds in literature, there are relatively fewer
results on the corresponding lower bounds: how to find a sharp and appropriate L > 0, such
that P(X ≥ x) ≥ L (or P(X ≤ x) ≥ L) holds? Among existing literature, the Crame`r-Chernoff
theorem characterized the asymptotic tail probability for the sum of i.i.d. random variables ([9,
Theorem 1]; also see [32, Proposition 14.23]): suppose Z1, . . . , Zk are i.i.d. copies of Z and Z
has a finite moment generating function φZ(t). Then for all a > 0,
n−1 log (P(Z1 + · · ·+ Zk > ak))→ log
(
min
t
E(t(Z − a))
)
, as n→∞.
Kolmogorov introduced the Bernstein-type lower bound for sums of independent bounded ran-
dom variables (see [20, Lemma 8.1] and the references therein). Gluskin and Kwapien´ [14]
established tail and moment estimates for sums of independent random variables with logarith-
mically concave tails based on Paley-Zygmund inequality. De la Pen˜a and Gine´ [12, Chapter
3] studied lower bounds for tail probabilities of hypercontractive variables and used the results
for decoupling. Slud [27], Scisza`r [11], Cover and Thomas [10] established upper and lower tail
bounds for binomial distribution. Bagdasarov [2] studied a reversion of Chebyshev’s inequality
based on the moment generating function and properties of the convex conjugate. Theodosopou-
los [31] proved a tight reversion of the Chernoff bound using the tilting procedure.
In this article, we introduce systematic and user-friendly schemes to develop non-asymptotic
and sharp lower tail bound for generic random variables based on their moment generating
functions. The proofs are all elementary and can be conveniently applied to various settings.
We discuss in detail the following implications.
• Concentration inequalities for sums of independent random variables have been extensively
used in non-asymptotic randommatrix theory [35], machine learning, and high-dimensional
statistics [36]. We establish lower tail bounds for weighted sums of independent sub-
Gaussian and sub-exponential random variables, which match the classic Hoeffding-type
and Bernstein-type inequalities in literature.
• We also study the matching upper and lower tail bounds for a suite of distributions that
are commonly used in practice. The list includes gamma, beta, (regular, weighted, and
noncentral) chi-squared, binomial, Poisson, Irwin-Hall distributions, etc. Especially, we
establish a reverse Chernoff-Crame`r bound (in the forthcoming Lemma 2) to better cope
the distributions of binomial and Poisson, which may be of independent interests in other
scenarios.
• In addition, we consider applications of the established results. We derive the matching
upper and lower bounds for extreme values of the sums of independent sub-Gaussian
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and sub-exponential random variables. A statistical problem of signal identification from
heterogeneous mixtures is finally studied.
The rest of this article is organized as follows. We first introduce generic results for lower
tail bounds of random variables based on their moment generating functions in Section 2. In
Section 3, we establish non-asymptotic lower tail bounds for sums of independent variables,
which matches the classic Hoeffding-type and Bernstein-type concentration inequalities. We
further study the sharp tail bounds for a number of common distributions in Section 4. In
Section 5, we discuss the extreme value expectation for independent random variables and a
statistical application in signal identification from heterogeneous mixtures to further illustrate
the merit of the newly established results. The additional proofs are collected in Section 6.
2 Generic Lower Tail Bounds
We use uppercase letters, e.g., X,Z, to denote random variables and lowercase letters, e.g., x, t,
to denote deterministic scalars or vectors. x ∧ y and x ∨ y respectively represent the maximum
and minimum of x and y. We say a random variable X is centered if EX = 0. For any random
variable X, let φX(t) = E exp(tX) be the moment generating function. For any vector u ∈ Rk
and q ≥ 0, let ‖u‖q = (
∑
i |ui|q)1/q be the ℓq norm. In particular, ‖u‖∞ = maxi |ui|. We
use C,C1, . . . , c, c1, · · · to respectively represent generic large and small constants, whose actual
values may differ from time to time.
For any centered random variable X, if φX(t) = E exp(tX) is finite for a range of t ∈ T ⊆ R,
by Taylor’s expansion, we have φX(t) = 1 + t
2
EX2 + o(t2) for t in a neighborhood of 0. Thus,
there exist constants c1, C1 > 0, such that
exp
(
c1(EX
2)t2
) ≤ φX(t) ≤ exp (C1(EX2)t2) (1)
holds for t in a neighborhood of 0. The following Theorem 1 provides the matching upper and
lower bounds of tail probability for any random variable X satisfying Condition (1) in a certain
regime.
Theorem 1 (Tail Probability Bound: Small x). Suppose X is a centered random variable
satisfying
c2 exp(c1αt
2) ≤ φX(t) ≤ C2 exp(C1αt2), ∀0 ≤ t ≤M, (2)
where C1 ≥ c1 > 0, C2, c2 > 0 are constants. For any constant c′′ > 0, Suppose either of
the following statements hold: (1) αM2 ≥ 16(1+log(1/c2))c1 ; (2) αM2 ≥ c′′ for an arbitrary small
constant c′′ > 0, c2 = 1. Then there exist constants c, c′, C > 0 such that
c exp
(
−Cx
2
α
)
≤ P (X ≥ x) ≤ C exp
(
−cx
2
α
)
, ∀0 ≤ x ≤ c′Mα. (3)
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Moreover, if α > 0,M = +∞, there exist constants c, C > 0, such that
c exp
(
−Cx
2
α
)
≤ P (X ≥ x) ≤ C exp
(
−cx
2
α
)
, ∀x ≥ 0. (4)
The proof of Theorem 1 relies on the appropriate choice of values (t, θ) in Paley-Zygmund
inequality [18, Chapter 1.6], [23]:
P (exp(tX) ≥ θE exp(tX)) ≥ (1− θ)2+
(E exp(tX))2
E exp(2tX)
.
The detailed proof is provided in Section 6.1.
Remark 1. Previously, Gluskin and Kwapien´ [14] studied the tail and moment estimates for
sums of independent random variables. Different from their assumptions that X can be written
as the sum of symmetric, independent, and identically distributed random variables with log-
concave tails, Theorem 1 considered generic random variables with bounded moment generating
function φX(t) for a range of t. In addition, [14] focused on the tail probability P(X ≥ x) for
large x, while Theorem 1 focuses on bounded x.
Theorem 1 mainly discusses the tail probability P (X ≥ x) for bounded x. Next, we consider
the tail bound for large x.
Theorem 2 (Tail Probability Bound: Large x). Suppose Y and Z are independent random
variables. φZ is the moment generating function of Z and φZ(t) ≤ eC1αt2 for all −M ≤ t ≤ 0.
Y satisfies the tail inequality P (Y ≥ x) ≥ T (x) for all x ≥ wα. Then X = Y + Z satisfies
P(X ≥ x) ≥
(
1− exp
(
−min
{
w2
16C21
,
Mw
4
}
α
))
T (2x), ∀x ≥ wα
2
. (5)
Proof. Due to the independence of Y and Z,
P (X ≥ x) ≥P (Y ≥ 2x) · P (Z ≥ −x) ≥ T (2x) · (1− P (Z ≤ −x)) .
For all λ ∈ [0,M ],
P (−Z ≥ z) ≤ e−λzEeλ(−Z) ≤ e−λz+C1αλ2 . (6)
For all 0 ≤ z ≤ 2MC1α, set 0 ≤ λ = z2C1α ≤ M in (6), we have P (−Z ≥ z) ≤ e
− z2
4C1α . For all
z > 2MC1α, set λ =M in (6), we can get
P (−Z ≥ z) ≤ e−Mz+M2C1α ≤ e−Mz+Mz2 = e−Mz2 .
In summary,
P (−Z ≥ z) ≤
 e−
z2
4C1α , 0 ≤ z ≤ 2MC1α,
e−
Mz
2 , z > 2MC1α.
(7)
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Set z = x ≥ wα2 , we have
P (Z ≤ −x) ≤ exp
(
−min
{
w2
16C1
,
Mw
4
}
α
)
.
Therefore
P(X ≥ x) ≥
(
1− exp
(
−min
{
w2
16C1
,
Mw
4
}
α
))
T (2x), ∀x ≥ wα
2
.
Theorem 2 characterizes the tail probability P(X ≥ x) for large x, if X can be decomposed
as Y + Z, Y has lower tail bound, Z has Chernoff-Crame`r upper tail bound, and Y,Z are
independent. Theorem 2 immediately yields the lower tail bound for the sum of independent
random variables.
Corollary 1. Suppose Z1, . . . , Zk are centered and independent random variables. Assume
φZi(t) ≤ exp(C1t2) for −M ≤ t ≤ 0, where φZi is the moment generating function of Zi,
1 ≤ i ≤ k. Z1 satisfies the tail inequality
P (Z1 ≥ x) ≥ T (x), ∀x ≥ wk.
Then, X = Z1 + · · ·+ Zk satisfies
P(X ≥ x) ≥
(
1− exp
(
−min
{
w2
16C21
,
Mw
2
}
k
))
T (2x), ∀x ≥ wk
2
. (8)
Proof. Since Ee−t(Z2+···+Zk) ≤ eC1(k−1)t2 ≤ eC1kt2 , by setting Y = Z1, Z = Z2 + · · ·+ Zk, α = k,
Theorem 2 implies our assertion.
3 Tail Bounds for the Sum of Independent Random Variables
With the generic lower tail bounds developed in the previous section, we are in the position
to study the tail probability bounds for the sum of independent random variables. The sub-
Gaussian random variables, whose tail distribution can be dominated by the one of Gaussian,
are a class of random variables that cover many important instances. We consider the tail
probability bounds for weighted sums of independent sub-Gaussian random variables. The
upper tail bound, which is referred to as the Hoeffding-type concentration inequality, has been
widely used in high-dimensional statistics and machine learning literature (see, e.g., [35]).
Proposition 1 (Hoeffding-type Inequality for Sum of Sub-Gaussians). Suppose Z1, . . . , Zk are
centered and independently sub-Gaussian distributed, in the sense that either of the following
holds: (1) φZi(t) ≤ exp(Ct2); (2) P(|Zi| ≥ x) ≤ C exp(−cx2). Then X = u1Z1 + · · · + ukZk
satisfies
P (|X| ≥ x) ≤ exp(−c′x2/‖u‖22), ∀x > 0.
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The proof of Proposition 1 can be found in [35, Proposition 5.10]. With the additional
condition on the lower tail bound of each summand, we can show the following lower tail bound
for sums of independent sub-Gaussians, which matches the classic Hoeffding-type inequality in
Proposition 1.
Theorem 3 (Hoeffding-type Inequality for Sub-Gaussians: Matching Lower Bounds). Suppose
Z1, . . . , Zk are independent, EZi = 0, and φZi is the moment generating function of Zi. Suppose
either of the following statements holds: (1) there exist constants c1, C1 > 0, such that
exp(c1t
2) ≤ φZi(t) ≤ exp
(
C1t
2
)
, ∀t ≥ 0, 1 ≤ i ≤ k; (9)
(2) there exist constants c2, C2, c3, C3 > 0 , such that
P(Zi ≥ x) ≥ c2 exp(−C2x2), P (|Zi| ≥ x) ≤ C3 exp(−c3x2), ∀x ≥ 0, 1 ≤ i ≤ k. (10)
There exist constants c, c′, C > 0, such that for any fixed values u1, . . . , uk ≥ 0, X = u1Z1 +
· · ·+ ukZk satisfies
c exp
(−Cx2/‖u‖22) ≤ P (X ≥ x) ≤ exp (−c′x2/‖u‖22) , ∀x ≥ 0. (11)
Proof. The proof of this theorem relies on the following fact.
Lemma 1. In Theorem 3, the second statement (10) implies the first one (9).
The proof of Lemma 1 follows [34] and is also provided in Section 6.13. For the upper bound,
if φZi(t) ≤ exp(C1t2) for all t, by applying Chernoff-Crame`r bound, we have
P (X ≥ x) ≤ min
t≤0
e−tx
k∏
i=1
φZi(x) ≤ min
t≤0
e−txeC1‖u‖
2
2t
2
= e
− x2
4C1‖u‖
2
2 .
For the lower bound, we have exp
(
c1‖u‖22t2
) ≤ φX(t) ≤ exp (C1‖u‖22t2) for all t ≥ 0, u1, . . . , uk ≥
0. Set α = ‖u‖22 in Theorem 1, we know that there exist constants c, C > 0, for all x ≥ 0,
P (X ≥ x) ≥ c exp (−Cx2/‖u‖22) .
Although Theorem 2 focuses on the right tail bound, i.e., P(X ≥ x), similar results hold for
the left tail, i.e., P(X ≤ −x), by symmetry. We can further prove the following lower tail bound
for the sum of random variables with two-sided sub-Gaussian tails.
Corollary 2. Suppose Z1, . . . , Zk are independent, EZi = 0, φZi is the moment generating
function of Zi. Suppose either of the following statements hold: (1) exp(c1t
2) ≤ φZi(t) ≤
exp
(
C1t
2
)
for constants c1, C1 > 0, t ∈ R, 1 ≤ i ≤ k; (2) c2 exp(−C2x2) ≤ P(Zi ≥ x) ∧
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P (Zi ≤ −x) ≤ P(Zi ≥ x)∨ P (Zi ≤ −x) ≤ C3 exp(−c3x2) for constants c2, C2, c3, C3 > 0 and all
x ≥ 0, 1 ≤ i ≤ k. Then there exist constants c, c′, C > 0, for any fixed real values u1, . . . , uk,
X = u1Z1 + · · ·+ ukZk satisfies
c exp
(−Cx2/‖u‖22) ≤ P (X ≥ x) ≤ C exp(−cx2/‖u‖22), ∀x > 0,
c exp(−Cx2/‖u‖22) ≤ P (X ≤ −x) ≤ C exp(−cx2/‖u‖22), ∀x > 0.
On the other hand, the class of sub-Gaussian random variables considered in Theorem 3
may be too restrictive, which fails to cover many useful random variables with heavier tails. To
cover broader cases, sub-exponential distributions were introduced and widely used in literature
(see the forthcoming Proposition 2 for definition of sub-exponential distribution). The following
Bernstein-type inequality is a classic result on the tail upper bound for sums of sub-exponential
random variables.
Proposition 2 (Bernstein-type Inequality for Sums of Independent Sub-Exponentials ([35],
Proposition 5.16)). Let Z1, . . . , Zk be independent centered sub-exponential random variables in
the sense that E exp(tZi) ≤ exp(Ct2) for all |t| ≤ c. Then for every u1, . . . , uk, X = u1Z1 +
· · ·+ ukZk satisfies
P (|X| ≥ x) ≤ 2 exp (−cx2/‖u‖22) , ∀0 ≤ x ≤ ‖u‖22/‖u‖∞;
P (|X| ≥ x) ≤ 2 exp (−cx/‖u‖∞) , ∀x ≥ ‖u‖22/‖u‖∞.
With the additional lower bound on the moment generating function of each summand,
we have the following matching upper and lower tail bounds for the sum of independent sub-
exponential random variables.
Theorem 4 (Bernstein-type Inequality for Sums of Independent Sub-Exponentials: Matching
Upper and Lower Bounds). Suppose Z1, . . . , Zk are centered independent random variables and
φZi is the moment generating function of Zi. Suppose Zi’s are sub-exponential in the sense that:
∃constants c1, C1 > 0, exp(c1αt2) ≤ φZi(t) ≤ exp(C1αt2), ∀|t| ≤M, 1 ≤ i ≤ k.
Suppose αM2 ≥ c′′, where c′′ > 0 is a constant. If u1, . . . , uk are non-negative values, then
X = u1Z1 + · · ·+ ukZk satisfies
c exp
(
−C x
2
α‖u‖22
)
≤ P (X ≥ x) ≤ exp
(
−c˜ x
2
α‖u‖22
)
, ∀0 ≤ x ≤ c
′Mα‖u‖22
‖u‖∞ .
Here c, c′, C, c˜ > 0 are constants. In addition, if there exists one Zi (1 ≤ i ≤ k) satisfying
P (Zi ≥ x) ≥ c0 exp(−C0Mx), ∀x ≥ 2c′Mα,
and ui ≥ c2‖u‖∞, where c2 > 0 is a constant, then we further have
c¯ exp
(
−C¯ Mx‖u‖∞
)
≤ P(X ≥ x) ≤ exp
(
−c˜ Mx‖u‖∞
)
, ∀x ≥ c
′Mα‖u‖22
‖u‖∞ , (12)
where c¯, C¯ > 0 are constants.
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Proof. We first consider the lower bound. Without loss of generality, we can assume that
‖u‖∞ = 1. The moment generating function of X satisfies
exp
(
c1α‖u‖22t2
) ≤ φX(t) ≤ exp (C1α‖u‖22t2) , ∀0 < t ≤ M‖u‖∞ =M. (13)
Since αM2 ≥ c′′, α‖u‖22 ·M2 ≥ α‖u‖2∞ ·M2 = αM2 ≥ c′′. By Theorem 1, there exist constants
c, c′, C > 0 such that
P (X ≥ x) ≥ c exp
(
−C x
2
α‖u‖22
)
, ∀0 ≤ x ≤ c′Mα‖u‖22.
Note that
‖u‖22
ui
≥ ‖u‖2∞ui ≥ ‖u‖∞ = 1, if P (Zi ≥ x) ≥ c0 exp (−C0Mx) ,∀x ≥ 2c′Mα, then
P (Zi ≥ x) ≥ c0 exp (−C0Mx) , ∀x ≥ 2c′Mα‖u‖
2
2
ui
. (14)
Moreover, the moment generating function of
∑
1≤j≤k,j 6=i ujZj satisfies
Eet[
∑
1≤j≤k,j 6=i ujZj ] ≤ eC1α
∑k
1≤j≤k,j 6=i u
2
j t
2 ≤ eC1α‖u‖22t2 , ∀ −M = − M‖u‖∞ ≤ t ≤ 0. (15)
Set Y = uiZi, Z =
∑
1≤j≤k,j 6=i ujZj in Theorem 2, for all x > c
′Mα‖u‖22,
P (X ≥ x) ≥
(
1− e−c4M2α‖u‖22
)
· P (uiZi ≥ 2x) ≥
(
1− e−c4M2α
)
· P
(
Z1 ≥ 2
ui
x
)
(14)
≥
(
1− e−c4c′′
)
c0 · exp
(
− 2
ui
C0Mx
)
≥ c¯ exp(−C¯Mx).
(16)
Here c4 > 0 is a constant, c¯ = 1 − e−c4c′′ , C¯ = 2C0c2 . In summary, we have proved the lower
bound.
For the upper bound, notice that
φX(t) ≤ exp
(
C1α‖u‖22t2
)
, ∀0 ≤ t ≤ M‖u‖∞ ,
Similarly to (7), we have
P (X ≥ x) ≤
 e
− x2
4C1α‖u‖
2
2 , 0 ≤ x ≤ 2MC1α‖u‖22‖u‖∞ ;
e
− Mx
2‖u‖∞ , x >
2MC1α‖u‖22
‖u‖∞ .
(17)
4 Sharp Tail Bounds of Specific Distributions
In this section, we establish matching upper and lower tail bounds for a number of commonly
used distributions.
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4.1 Gamma Distribution
Suppose Y is gamma distributed with shape parameter α, i.e.,
Y ∼ Gamma(α), where the density is f(y;α) = 1
Γ(α)
yα−1e−y, y > 0, (18)
where Γ(α) is the Gamma function. Although the density of gamma distribution is available,
it is highly non-trivial to develop the sharp tail probability bound in a closed form. Previously,
Boucheron [6] established the following upper tail bound.
Proposition 3 (Gamma tail upper bound ([6], Pages 27-29)). Suppose Y ∼ Gamma(α) and
X = Y − α. Then for every t ≥ 0,
P
(
X ≥
√
2αt+ t
)
≤ e−t, P
(
X ≤ −
√
2αt
)
≤ e−t.
Or equivalently, for every x ≥ 0,
P (X ≥ x) ≤ exp
(
− x
2
x+ α+
√
α2 + 2xα
)
, P (X ≤ −x) ≤ exp
(
− x
2
2α
)
.
We can prove the following lower tail bounds for Gamma distribution that matches the
upper bound. Since the density of Gamma(α) has distinct shapes for α ≥ 1 and α < 1:
limy→0 f(y;α) =∞ if α < 1; limy→0 f(y;α) <∞ if α ≥ 1, the tail bound behaves differently in
these two cases and we discuss them separately.
Theorem 5 (Gamma tail lower bound). Suppose Y ∼ Gamma(α) and X = Y − α.
• There exist two uniform constants c, C > 0, such that for all α ≥ 1 and x ≥ 0,
c exp
(
−Cx ∧ x
2
α
)
≤ P (X ≥ x) ≤ exp
(
−cx ∧ x
2
α
)
;
for any β > 1, there exists Cβ > 0 only relying on β, such that for all α ≥ 1 and 0 ≤ x ≤ αβ ,
c · exp
(
−Cβ x
2
α
)
≤ P (X ≤ −x) ≤ exp
(
− x
2
2α
)
;
for any x > α, P(X ≤ −x) = 0.
• For all 0 < α < 1,
1
e
· (α+ x+ 1)
α − (α+ x)α
eα+xΓ(α+ 1)
≤ P (X ≥ x) ≤ e
e− 1 ·
(α+ x+ 1)α − (α+ x)α
eα+xΓ(α+ 1)
, ∀x ≥ 0; (19)
{(α− x) ∨ 0}α
eΓ(α+ 1)
≤ P (X ≤ −x) ≤ {(α− x) ∨ 0}
α
Γ(α+ 1)
, ∀x ≥ 0. (20)
The detailed proof of Theorem 5 is postponed to Section 6.2. Particularly, the proof for α ≥ 1
case is based on Theorem 2; the proof of α < 1 is via the direct integration and approximation
of gamma density.
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4.2 Chi-squared Distribution
The Chi-squared distributions form a special class of Gamma distributions and are widely used
in practice:
Y ∼ χ2k, where the density is f(y) =
1
2k/2Γ(k/2)
xk/2−1e−x/2, for x > 0;
or equivalently, Y = Z21 + · · · + Z2k , for Z1, . . . , Zk iid∼ N(0, 1).
Suppose Y ∼ χ2k,X = Y −k. Laurent and Massart [19, Lemma 1] developed the following upper
tail bound for Chi-squared distribution,
P(X ≥ x) ≤ x
2
2(k + x) + 2
√
k2 + 2kx
, P(X ≤ −x) ≤ x
2
4k
,∀∀x ≥ 0.
Theorem 5 implies the following lower tail bound result for Chi-squared distribution that matches
the upper bound.
Corollary 3 (χ2 distribution tail bound). Suppose Y ∼ χ2k and X = Y − k for integer k ≥ 1.
There exist uniform constants C, c > 0 and constant Cε > 0 that only relies on ε, such that
P (X ≥ x) ≥ c exp
(
−Cx ∧ x
2
k
)
, ∀x > 0; (21)
P (X ≤ −x)
{
≥ c exp
(
−Cεx2k
)
, ∀0 < x < (1− ε)k;
= 0, x ≥ k.
(22)
Proof. See Section 6.3.
In addition to the regular Chi-squared distributions, the weighted and noncentral Chi-squared
distributions (definitions are given in the forthcoming Theorems 6 and 7) are two important
extensions that commonly appear in probabilistic and statistical applications. We establish the
matching upper and lower tail bounds for weighted Chi-squared distributions in Theorem 6 and
noncentral Chi-squared distributions in Theorem 7, respectively.
Theorem 6 (Tail Bounds of Weighted χ2 distribution). Suppose Y is weighted Chi-squared
distributed, in the sense that Y =
∑k
i=1 uiZ
2
i , where u1, . . . , uk are fixed non-negative values and
Z1, . . . , Zk
iid∼ N(0, 1). Then the centralized random variable X = Y −∑ki=1 ui satisfies
c exp
(−Cx2/‖u‖22) ≤ P (X ≥ x) ≤ exp(−c¯x2/‖u‖22), ∀0 ≤ x ≤ ‖u‖22‖u‖∞ ;
c˜ exp
(
−C˜x/‖u‖∞
)
≤ P (X ≥ x) ≤ exp (−c¯x/‖u‖∞) , ∀x > ‖u‖
2
2
‖u‖∞ ;
c1 exp
(−C1x2/‖u‖22) ≤ P (X ≤ −x) ≤ exp(−14x2/‖u‖22), ∀0 ≤ x ≤ c′′ ‖u‖22‖u‖∞ .
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Theorem 7 (Tail Bounds of Noncentral χ2 distribution). Let Z be noncentral χ2 distributed
with k degrees of freedom and noncentrality parameter λ, in the sense that
Z =
k∑
i=1
Z2i , Zi ∼ N(µi, 1) independently and
k∑
i=1
µ2i = λ.
Then the centralized random variable X = Z − (k + λ) satisfies
c exp
(
−C x
2
k + 2λ
)
≤ P (X ≥ x) ≤ exp
(
−c¯ x
2
k + 2λ
)
, ∀0 ≤ x ≤ k + 2λ. (23)
c˜ exp
(
−C˜x
)
≤ P (X ≥ x) ≤ exp (−c¯x) , ∀x ≥ k + 2λ. (24)
For all β > 1, there exist Cβ only relies on β and a constant c1 > 0,
c1 exp
(
−Cβ x
2
k + 2λ
)
≤ P (X ≤ −x) ≤ exp
(
−1
4
x2
k + 2λ
)
, ∀0 < x ≤ k + λ
β
. (25)
The proofs of Theorems 6 and 7 are provided in Sections 6.4 and 6.5, respectively. In
particular, the upper bounds in Theorems 6 and 7 were previously proved by [19, Lemma 1] and
[5, Lemma 8.1], respectively.
4.3 Beta Distribution
Beta distribution is a class of continuous distributions that commonly appear in applications.
Since the beta distribution is the conjugate prior of Bernoulli, binomial, geometric, and negative
binomial, it is often used as the prior distribution for proportions in Bayesian inference. In
particular, we say Z ∼ Beta(α, β) for α, β > 0 if
Z =
R1
R1 +R2
, R1 ∼ Gamma(α), R2 ∼ Gamma(β);
or equivalently the density of Z is f(z) =
zα−1(1− z)β−1
B(α, β)
for 0 ≤ z ≤ 1.
(26)
Here, B(α, β) = Γ(α)Γ(β)/Γ(α + β) is the beta function. Recently, Marchal and Arbel [22]
proved that the beta distribution is
(
1
4(α+β+1)
)
-sub-Gaussian, in the sense that the moment
generating function of Z ∼ Beta(α, β) satisfies E
[
exp
(
t
(
Z − αα+β
))]
≤ exp
(
t2
8(α+β+1)
)
for all
t ∈ R. They further proved that
P
(
Z ≥ α
α+ β
+ x
)
∨ P
(
Z ≤ α
α+ β
− x
)
≤ exp (−2(α+ β + 1)x2) , ∀x ≥ 0.
It is however not clear whether this upper bound can be further improved. Based on the tail
bound results for Gamma distribution, we can develop the following matching upper and lower
bounds for Beta(α, β).
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Theorem 8 (Tail Bounds for Beta Distribution). Suppose Z ∼ Beta(α, β), α, β ≥ 1. There
exists a uniform constant c > 0 such that
∀0 < x < β
α+ β
, P
(
Z ≥ α
α+ β
+ x
)
≤
 2 exp
(
−c
(
β2x2
α ∧ βx
))
, if β > α;
2 exp
(
−cα2x2β
)
, if α ≥ β.
∀0 < x < α
α+ β
, P
(
Z ≤ α
α+ β
− x
)
≤
 2 exp
(
−c
(
α2x2
β ∧ αx
))
, if α > β;
2 exp
(
−cβ2x2α
)
, if β ≥ α.
In addition, for any η > 1, there exists Cη > 0 only depending on η and a uniform constant
c > 0, such that
∀0 < x ≤ β
η(α+ β)
, P
(
Z ≥ α
α+ β
+ x
)
≥
 c exp
(
−Cη
(
β2x2
α ∧ βx
))
, if β > α;
c exp
(
−Cη α2x2β
)
, if α ≥ β.
(27)
∀0 < x ≤ α
η(α + β)
, P
(
Z ≤ α
α+ β
− x
)
≥
 c exp
(
−Cη
(
α2x2
β ∧ αx
))
, if α > β;
c exp
(
−Cη β
2x2
α
)
, if β ≥ α.
Moreover,
∀x > β
α+ β
, P
(
Z ≥ α
α+ β
+ x
)
= 0; ∀x > α
α+ β
, P
(
Z ≤ α
α+ β
− x
)
= 0.
Proof. See Section 6.6.
Remark 2. Since Beta(α, β) distribution is closely related to the gamma distributions (see (26))
and the tail probabilities of Gamma(α) behave differently for α < 1 and α ≥ 1, we mainly focus
on the tail bound of Beta(α, β) with α, β ≥ 1 in Theorem 8. If either α < 1 or β < 1, one can
similarly elaborate the tail probability for the beta distribution based on the proof of Theorem
8 and the tail probability bounds of Gamma(α) distribution for α < 1 in (19) and (20).
Remark 3 (Tail Bounds for Snedecor’s F -distribution). Noting that d2Xd1(1−X) ∼ F (d1, d2) if
X ∼ Beta(d1/2, d2/2), the sharp tail bound of Snedecor’s F -distribution can be derived by the
one of beta distribution in Theorem 8.
4.4 Binomial Distribution
Suppose Y is binomial distributed with parameters k and p, in the sense that
Y ∼ Bin(k, p), P(Y = i) =
(
k
i
)
pi(1− p)k−i, i = 0, . . . , k;
or equivalently, Y =
k∑
i=1
Zi, Zi
i.i.d.∼ Bernoulli(p), P(Zi = 1) = p,P(Zi = 0) = 1− p.
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The following classic result of upper tail bound for binomial distribution has been introduced in
[1] and [6, Pages 23-24].
Proposition 4 (Binomial Tail Upper Bounds). Suppose Y ∼ Bin(k, p) and X = Y − kp is the
centralization. Then for all 0 < x < k(1− p),
P (X ≥ x) ≤ exp (−khp(x/k + p)) , (28)
where hu(v) = v log
(
v
u
)
+(1−v) log
(
1−v
1−u
)
is the Kullback-Leibler divergence between Bernoulli(u)
and Bernoulli(v) for all 0 < u, v < 1.
Due to the delicate form of the moment generating function of binomial distribution, it may
be difficult to select appropriate values of (θ, t) in P
(
etX ≥ θEetX) ≥ (1− θ)2 (EetX)2
Ee2tX
if we plan
to apply Paley-Zygmund inequality to prove the desired lower tail bound. We instead introduce
the following reverse Chernoff-Crame`r bound as a key technical tool.
Lemma 2 (Reverse Chernoff-Crame`r bound). Suppose X is a random variable with moment
generating function φ(t) = E exp(tX) defined for t ∈ T ⊆ R. Then for any x > 0, we have
P(X ≥ x)
≥ sup
θ,δ>1,t≥t′≥0
tθ∈T
{
φ(t) exp(−tδx)− φ(tθ) exp(−tδθx)− exp(−(tδ − t′)x)φ(t− t′)} .
P(X ≤ −x)
≥ sup
θ,δ>1,t≥t′≥0
−tθ∈T
{
φ(−t) exp(−tδx)− φ(−tθ) exp(−tδθx)− exp(−(tδ − t′)x)φ(t′ − t)} .
Proof. First, we claim that if 0 < t2 ∈ T and 0 < t1 < t2, then t1 ∈ T . Actually, by Jensen’s
inequality,
φ(t1) = Ee
t1X ≤ (Eet2X)t2/t1 < +∞.
Thus t1 ∈ T .
For any x, t > 0, δ, θ > 1, we have
P (X ≥ x) ≥P (x ≤ X ≤ δx) ≥ E exp(tX)1{x≤X≤δx}
exp(t · δx) .
Here, for 0 < t′ ≤ t and tθ ∈ T ,
E exp(tX)1{x≤X≤δx} = E exp(tX)− E exp(tX)1{X>δx} − E exp(tX)1{X<x}
≥φ(t)− E exp (tθX − tθδx+ tδx) 1{X>δx} − E exp(tX)
et
′x
et′X
≥φ(t)− E exp (tθX) · exp (−tδx(θ − 1)) − exp(t′x)E exp((t− t′)X)
=φ(t)− φ(tθ) · exp (−tδx(θ − 1))− exp(t′x)φ(t− t′).
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The second line is because tθX − tθδx+ tδx− tX = t(θ − 1)(X − δx) ≥ 0 if X > δx.
Therefore, for any x, t > 0, θ, δ > 1, and 0 < t′ ≤ t, tθ ∈ T , we have
P(X ≥ x) ≥ φ(t) exp(−tδx)− φ(tθ) exp(−tδθx)− exp(−(tδ − t′)x)φ(t − t′).
By taking supremum, we have
P(X ≥ x) ≥ sup
θ,δ>1,t≥t′≥0
tθ∈T
{
φ(t) exp(−tδx)− φ(tθ) exp(−tδθx)− exp(−(tδ − t′)x)φ(t− t′)} .
Particularly, set t′ = t, we have
P(X ≥ x) ≥ sup
θ,δ>1,t≥t′≥0
tθ∈T
{φ(t) exp(−tδx)− φ(tθ) exp(−tδθx)− exp(−t(δ − 1)x)} . (29)
By symmetric argument, we can also show
P (X ≤ −x)
≥ sup
θ,δ>1,t≥t′≥0
−tθ∈T
{
φ(−t) exp(−tδx)− φ(−tθ) exp(−tδθx)− exp(−(tδ − t′)x)φ(t′ − t)} .
Then we can show the following lower tail bound for binomial distribution.
Theorem 9 (Lower Bounds of Binomial Tail). Suppose X is centralized binomial distributed
with parameters (k, p). For any β > 1, there exist constants cβ, Cβ > 0 that only rely on β, such
that
P(X ≥ x)
{
≥ cβ exp
(−Cβkhp (p+ xk)) , if 0 ≤ x ≤ k(1−p)β and x+ kp ≥ 1;
= 1− (1− p)k, if 0 < kp+ x < 1. (30)
P(X ≤ −x)
{
≥ cβ exp
(−Cβkhp (p− xk)) , if 0 ≤ x ≤ kpβ , x+ k(1− p) ≥ 1;
= 1− pk, if 0 < k(1 − p) + x < 1. (31)
Proof. The detailed proof of Theorem 9 is involved. We briefly discuss the proof sketch here and
postpone the complete arguments to Section 6.7. First, based on the reverse Chernoff-Crame`r
bound (Lemma 2), we prove that
P(X ≥ x) ≥ exp
(
−k · hp
(
p+
δx
k
))
·
[
1− exp
{
−kh
p+ δ
′x
k
(
p+
δx
k
)}
− exp
{
−kh
p+ δ
′x
k
(
p+
x
k
)}] (32)
for all 1 < δ′ < δ such that p + δxk ≤ 1. Next, based on specific scenarios, we choose different
values of δ and δ′ in (32) to simply the expression and obtain the desired inequality: for large
k, we discuss in four scenarios: (1) p ≤ 12k ; (2) 12k ≤ p ≤ 12 ; (3) 12 ≤ p ≤ 1 −
C˜β
k ; and (4)
1 − C˜βk ≤ p ≤ 1; for bounded k, we prove the statement in two cases: (1) 0 < p ≤ 12 and (2)
1
2 < p ≤ 1.
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Remark 4. We need to discuss the boundary cases of 0 < kp + x < 1 and 0 < k(1 − p) +
x < 1 separately in the lower bounds (30) and (31), since the binomial distribution only takes
nonnegative integer values and the upper bound in Proposition 5 is not necessarily sharp when
kp+ x < 1 or k(1 − p) + x < 1. If we restrict to integer values of kp± x, the lower bounds can
be expressed as follows.
P(X ≥ x) ≥ cβ exp
(
−Cβkhp
(
p+
x
k
))
, if 0 ≤ x ≤ k(1− p)
β
and x+ kp ∈ Z;
P (X ≤ −x) ≥ cβ exp
(
−Cβkhp(p− x
k
)
)
, if 0 ≤ x ≤ kp
β
and x− kp ∈ Z.
Remark 5. For any β > 1, Theorem 9 provides sharp lower tail bounds of binomial distribution,
i.e., P(X ≥ x) and P(X ≤ −x), for all x ≤ k(1 − p)/β and x ≤ kp/β, respectively. Since the
range of X is [−kp, k(1− p)], our results characterize all situations within a constant proportion
of the range.
Remark 6 (Comparison to Previous Results). Previously, Slud [27] studied the normal approx-
imation for X ∼ Bin(k, p)−kp and proved that P (X ≥ x) ≥ 1−Φ
(
x/
√
kp(1− p)
)
if either (a)
p ≤ 1/4 and x ≥ 0, or (b) 0 ≤ x ≤ k(1− 2p). Here, Φ is the cumulative distribution function of
standard normal distribution. However, it is unclear if the Slud’s inequality universally provides
the sharp lower bound: when p is close to zero, say p = 1/k, the lower bound provided by Slud’s
inequality is approximately exp
(
−k22
)
for x = k−12 , which does not match the classic upper
bound (≈ exp (−k log k)). By the method of type, [10, Lemma II.2] showed that
P (X ≥ x) ≥ 1
k + 1
exp
(
−khp(p+ x
k
)
)
when 0 ≤ x ≤ k(1 − p) and pk + x is an integer. This bound is optimal up to a factor of 1k+1
in comparison with the upper bound in Proposition 4. Our Theorem 9 yields sharper rate than
the one by the method of types for small values of x and allow pk + x or pk − x to be general
real values rather than integers.
The sum of i.i.d. Rademacher random variables is an important instance of binomial distri-
butions that has been commonly used in practice (e.g., Vapnik-Chervonenkis theory in empirical
processes [33]). The established binomial tail bounds immediately imply the following result.
Corollary 4 (Sum of i.i.d. Rademacher random variables). Suppose Z1, . . . , Zk are i.i.d.
Rademacher distributed random variables, i.e., P(Zi = 1) = P(Zi = −1) = 1/2. Suppose
X = Z1+ · · ·+Zk. Then, For any β > 1, there exist constants cβ, Cβ > 0 that only relies on β,
such that
cβ exp
(
−Cβ x
2
k
)
≤ P(X ≥ x) = P(X ≤ −x) ≤ exp
(
−x
2
4k
)
, ∀0 ≤ x ≤ k
β
.
P (X ≥ x) = P (X ≤ −x) = 0, ∀x > k.
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4.5 Poisson Distribution
Suppose Y satisfies Poisson distribution, i.e.,
Y ∼ Poisson(λ), P(Y = i) = λie−λ/i!, i = 0, 1, . . . .
It was shown in literature that the Poisson distribution has the Bennett-type tail upper bound
(see, e.g.,[6] and [25]; also see [3] for Bennett Inequality).
Proposition 5 (Poisson tail upper bound). Suppose X is centralized Poisson distributed with
parameter λ. Equivalently, X = Y − λ, where Y ∼ Poisson(λ). Then for all x ≥ 0,
P (X ≥ x) ≤ exp
(
−x
2
2λ
ψBenn
(x
λ
))
, (33)
and for all 0 ≤ x ≤ λ,
P (X ≤ −x) ≤ exp
(
−x
2
2λ
ψBenn
(
−x
λ
))
. (34)
Here, ψBenn is the Bennett function defined as
ψBenn(t) =
{
(1+t) log(1+t)−t
t2/2
, if t > −1, t 6= 0;
1, if t = 0.
(35)
We can obtain the following lower tail bounds for Poisson distribution.
Theorem 10 (Poisson tail lower bound). Suppose X is centralized Poisson distributed with
parameters λ. Equivalently, X = Y − λ and Y ∼ Poisson(λ). Then there exist constants
c, C > 0 such that
P(X ≥ x)
{
≥ c · exp
(
−C · x22λψBenn(x/λ)
)
, if x ≥ 0 and x+ λ ≥ 1;
= 1− e−λ, if x+ λ < 1.
(36)
For all β > 1, there exist constants cβ, Cβ > 0 that only rely on β, such that
P(X ≤ −x) ≥ cβ · exp
(
−Cβ
x2
2λ
ψBenn(x/λ)·
)
, if 0 ≤ x ≤ λ
β
. (37)
See Section 6.8 for detailed proof of Theorem 10. The proof essentially relies on the Binomial
tail bounds (Theorem 9) and the simple fact that
P(X ≥ x) = lim
k→∞
P(Zk ≥ x), if Zk ∼ Bin(k, λ/k).
Remark 7. Since the Poisson distribution is discrete, similarly to the binomial distribution,
we need to discuss the boundary case of x + λ < 1 when analyzing the tail bound P(X ≥ x).
By comparing to the lower bound in Theorem 10, we can see the class Bennett-type bound in
Proposition 5 is not necessarily sharp if x+ λ < 1.
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4.6 Irwin-Hall Distribution
Suppose U1, . . . , Uk are i.i.d. uniformly distributed on [0, 1]. Then Y =
∑k
i=1 Ui satisfies Irwin-
Hall distribution, Y ∈ [0, k],EY = k2 , and Var(Y ) = k12 . We have the following matching upper
and lower bounds for tail probability of Irwin-Hall distribution. The proof is provided in Section
6.9.
Corollary 5 (Tail Bound for Irwin-Hall Distribution). Suppose Y follows the Irwin-Hall distri-
bution with parameter k. Denote X = Y − k2 . Then for 0 ≤ x ≤ k2 ,
P (X ≤ −x) = P (X ≥ x) ≤ exp
(
−k · h 1
2
(
1
2
+
x
k
))
≤ exp
(
−x
2
k
)
. (38)
There also exist constants c, c′, C > 0, for all 0 ≤ x ≤ c′k,
P (X ≤ −x) = P (X ≥ x) ≥ c · exp
(
−Cx
2
k
)
. (39)
5 Applications
5.1 Extreme Values of Random Variables
The extreme value theory plays a crucial role in probability, statistics, and actuarial science
[15, 28, 24]. The central goal is to study the distribution of extreme value of a sequence of
random variables. The lower tail bounds developed in previous sections have a direct implication
to extreme value distribution for generic random variables. For example, suppose X1, . . . ,Xk
are independent and centered sub-Gaussian random variables, such that
c2 exp
(
c1αt
2
) ≤ φX(t) ≤ C2 exp (C1αt2) , ∀t ∈ R. (40)
We have the following matching upper and lower bounds for the expectation of sup1≤i≤kXi.
Theorem 11 (Extreme Value of Independent Sub-Gaussians). Suppose X1, . . . ,Xk are inde-
pendent and centered random variables satisfying (40). There exist two constants C, c > 0 such
that
c
√
α log k ≤ E sup
1≤i≤k
Xi ≤ C
√
α log k.
Proof. See Section 6.10.
If X1, . . . ,Xk are weighted sums of independent Gaussian random variables satisfying the
conditions in Theorem 3, we can derive matching upper and lower bounds for E sup1≤i≤kXi
similarly to the proof of Theorem 11.
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If X1, . . . ,Xk are weighted sums of sub-exponential random variables, we can show the
following matching upper and lower bounds for E sup1≤i≤kXi.
Theorem 12 (Extreme Value of Sum of Independent Sub-exponentials). Suppose Zij(1 ≤ i ≤
k, 1 ≤ j ≤ n) are centered and independent random variables. Suppose Zij’s are sub-exponential
in the sense that:
∃constants c1, C1 > 0, exp(c1αt2) ≤ φZij (t) ≤ exp(C1αt2), ∀|t| < M, 1 ≤ i ≤ k, 1 ≤ j ≤ n.
Suppose αM2 ≥ c′′, where c′′ > 0 is a constant. In addition, for any fixed j, there exists one Zij
(1 ≤ i ≤ k) further satisfying
P (Zij ≥ x) ≥ c0 exp(−C0Mx), ∀x ≥ 2c′Mα,
and ui ≥ c2‖u‖∞, where c2 > 0 is a constant. If u1, . . . , un are non-negative values, Xi =
u1Zi1 + · · ·+ unZin for 1 ≤ i ≤ k, then there exist constants C, c > 0,
c
[√
α‖u‖22 log k ∨
‖u‖∞ log k
M
]
≤ E sup
1≤i≤k
Xi ≤ C
[√
α‖u‖22 log k ∨
‖u‖∞ log k
M
]
.
Proof. See Section 6.11.
Remark 8. If X1, . . . ,Xk
iid∼ χ2n, Theorem 12 immediately implies
c
(√
n log k ∨ log k
)
≤ E sup
1≤i≤k
Xi ≤ C
(√
n log k ∨ log k
)
.
5.2 Signal Identification from Sparse Heterogeneous Mixtures
In this subsection, we consider an application of signal identification from sparse heterogeneous
Mixtures. Motivated by applications in astrophysical source and genomics signal detections, the
sparse heterogeneous mixture model has been proposed and extensively studied in recent high-
dimensional statistics literature (see, e.g. [7, 8, 13, 17]). Suppose one observes Y1, . . . , Yk ∈ R.
Z1, . . . , Zk ∈ {0, 1} are hidden labels that indicate whether the observations Yi are signal or
noise
Yi ∼ P01{Zi=0} + P11{Zi=1}. (41)
Here, P0 and P1 are the noise and signal distributions, respectively. Suppose 0 < ε < 1,
Z1, . . . , Zk independently satisfy
P(Zi = 1) = ε, P(Zi = 0) = 1− ε. (42)
We aim to identify the set of signals, i.e., I = {i : Zi = 1}, based on observations Y1, . . . , Yk.
When the observations of Y1, . . . , Yk are discrete count valued, it is more natural to model the
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observations as Poisson random variables as opposed to the more-commonly-studied Gaussian
distributions in literature. In particular, we consider
Yi
iid∼ Poisson(µ)1{Zi=0} + Poisson(λ)1{Zi=1}, i = 1, . . . , k, (43)
where µ and λ are the Poisson intensities for noisy and signal observations, respectively. To
quantify the performance of any identifier {Zˆi}ki=1 ∈ {0, 1}k , we consider the following misiden-
tification rate in Hamming distance,
M(Zˆ) ,
1
k
k∑
i=1
∣∣∣Zˆi − Zi∣∣∣ .
Based on the upper and lower tail bounds of Poisson distributions introduced in Section 4.5, we
can establish the following sharp bounds on misidentification.
Theorem 13. Suppose (Y1, Z1), . . . , (Yk, Zk) are i.i.d. pairs of observations and hidden labels
that satisfy (42) and (43). Assume 1 ≤ µ < λ, C1µ ≤ λ ≤ C2µ for constants C2 ≥ C1 > 1, and
0 < ε < 1. Then for any identification procedure Zˆ ∈ {0, 1}k based on {Yi}ki=1, there exist two
constants C, c > 0 such that
EM(Zˆ) ≥

cε, 0 < ε < ε−;
c · e−Cg(θ˜), ε− ≤ ε ≤ ε+;
c(1− ε), ε+ < ε < 1.
Here,
ε+ =
1
exp
(
µ log
(
λ
µ
)
+ µ− λ
)
+ 1
, ε− =
1
exp
(
λ log
(
λ
µ
)
+ µ− λ
)
+ 1
, θ˜ =
log
(
1−ε
ε
)
+ λ− µ
log
(
λ
µ
) ,
g(θ) = − log
[
(1− ε) exp
(
(θ˜ − µ)2
2µ
ψBenn
(
θ˜ − µ
µ
))
+ ε exp
(
−(λ− θ˜)
2
2λ
ψBenn
(
θ˜ − λ
λ
))]
.
ψBenn is the Bennett function defined in (35). In particular, the classifier Z˜ = {Z˜i}ki=1, Z˜i =
1{Yi>θ˜} achieves the following misclassification rate in Hamming distance:
EM(Z˜) ≤

ε, 0 < ε < ε−;
e−g(θ˜), ε− ≤ ε ≤ ε+;
(1− ε), ε+ < ε < 1.
Remark 9. If the noise and signal distributions in Model (41), i.e., P0 and P1, are other
distributions than Poisson (e.g., binomial, Chi-squared, and beta), similar results to Theorem
13 can be established based on the early-established upper and lower tail bounds.
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6 Additional Proofs of Main Results
In this section we complete the proofs of the main results in this paper.
6.1 Proof of Theorem 1.
First, the upper bounds follow from the Chernoff-Crame`r bound,
P (X ≥ x) ≤ inf
0≤t≤M
φX(x) exp (−tx) ≤ inf
0≤t≤M
C2 exp
(
C1αt
2 − tx) .
For all 0 ≤ x ≤ 2C1Mα,
t∗ = argmin
0≤t≤M
(
C1αt
2 − tx) = x
2C1α
.
Thus
P (X ≥ x) ≤ C2 exp
(
− 1
4C1
x2
α
)
, ∀0 ≤ x ≤ 2C1Mα.
To prove the lower bound, we discuss in two scenarios: αM2 ≥ 16
(
1+log
(
1
c2
))
c1
and αM2 ≥
c′′, c2 = 1, respectively as follows.
• αM2 ≥ 16
(
1+log
(
1
c2
))
c1
. Set t = 0, we know that c2 ≤ 1 ≤ C2. By Paley-Zygmund inequality,
for any 0 ≤ t ≤ M2 ,
P
(
X ≥ c1αt− 1− log(c2)
t
)
= P
(
etX ≥ e−1 · c2ec1αt2
)
≥ P (etX ≥ e−1EetX)
≥ (1− e−1)2 (c2 exp (c1αt2))2
C2 exp (4C1αt2)
=
(
1− e−1)2 c22
C2
exp
(−2(2C1 − c1)αt2) . (44)
By solving the equation
c1αt− 1− log(c2)
t
= x, (45)
we have
t =
x+
√
x2 + 4c1α ·
(
1 + log
(
1
c2
))
2c1α
≤
2x+
√
4c1α ·
(
1 + log
(
1
c2
))
2c1α
.
If αM2 ≥ 16
(
1+log
(
1
c2
))
c1
, then for any 0 ≤ x ≤ c1αM4 ,
t ≤ M
4
+
2
√
c1α ·
(
1 + log
(
1
c2
))
2c1α
≤ M
2
. (46)
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Moreover, for any
√
c1α ·
(
1 + log
(
1
c2
))
≤ x ≤ c1αM4 ,
0 ≤ t ≤ 4x
2c1α
= 2
x
c1α
.
(44), (45), (46) and the previous inequality together imply that for any
√
c1α ·
(
1 + log
(
1
c2
))
≤
x ≤ c1αM4 ,
P (X ≥ x) ≥ c˜ exp
(
−Cx
2
α
)
,
where c˜ =
(
1− e−1)2 c22C2 , C = 8(2C1−c1)c21 .
For any 0 ≤ x ≤
√
c1α ·
(
1 + log
(
1
c2
))
, by the previous inequality,
P (X ≥ x) ≥ P
(
X ≥
√
c1α ·
(
1 + log
(
1
c2
)))
≥ c˜ exp
(
−Cc21
(
1 + log
(
1
c
)))
.
Set c = c˜ exp
(−Cc21 (1 + log (1c))), then for any 0 ≤ x ≤ c1αM4 ,
P (X ≥ x) ≥ c exp
(
−Cx
2
α
)
.
• αM2 ≥ c′′, c2 = 1. Similarly to (44), for fixed λ > 0 and any 0 ≤ t ≤ M2 ,
P
(
X ≥ c1αt− λ
t
)
≥
(
1− e−λ
)2 1
C2
exp
(−2(2C1 − c1)αt2) .
By solving the equation
c1αt− λ
t
= x,
we have
t =
x+
√
x2 + 4c1αλ
2c1α
≤ 2x+
√
4c1αλ
2c1α
.
Set λ = c1c
′′
16 , for any 0 ≤ x ≤ c1αM4 , we can check that 0 ≤ t ≤ M2 . By the same method as the
proof of the first scenario, we know that there exist constants C, c > 0, for any 0 ≤ x ≤ c1αM4 ,
P (X ≥ x) ≥ c exp
(
−Cx
2
α
)
.
In summary, there exist constants c, c′, C > 0, for all α ≥ 1 and 0 ≤ x ≤ c′Mα,
P (X ≥ x) ≥ c exp
(
−Cx
2
α
)
, (47)
Particularly, if (2) holds for all t ≥ 0 with constants C1 ≥ c1 > 0, C2, c2 > 0, set M =∞ in
(47), we know that (4) holds for all α > 0 and x ≥ 0. 
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6.2 Proof of Theorem 5.
The moment generating function of X is
φX(t) = (1− t)−α exp(−tα) = exp (−α(t+ log(1− t))) . (48)
First, we consider the right tail. We discuss in two scenarios: α > 1 or α < 1.
• α ≥ 1. By Taylor’s expansion,
−t2
2(1 − t) =
∞∑
i=2
ti ≤ log(1− t) + t = −
∞∑
i=2
ti
i
≤ − t
2
2
,
for 0 ≤ t < 1. Therefore,
exp
(α
2
t2
)
≤ φX(t) ≤ exp
(
5α · t2) , , 0 ≤ t ≤ 9
10
.
By Theorem 1, there exist two constants c, c′, C > 0, for all x ≤ c′α,
P (X ≥ x) ≥ c · exp
(
−Cx
2
α
)
. (49)
∀x > c′α, let k = ⌊α⌋, and suppose W ∼ χ21, W1, . . . ,W2k are i.i.d. copies of W , immediately
we have
∑2k
i=1Wi
2 ∼ Γ(k, 1). Thus
P (X ≥ x) ≥ P
(
2k∑
i=1
Wi ≥ 2(α + x)
)
≥ P (W1 ≥ 2(α+ x)) . (50)
Suppose Z follows the standard normal distribution, note that for all t ≥ √2, P (Z ≥ t) ≥
1√
2pi
(
1
t − 1t3
)
e−
t2
2 ≥ 1√
2pi
1
2te
− t2
2 ,
P (W1 ≥ 2(α + x)) = 2P
(
Z ≥
√
2(α + x)
)
≥ 2 · 1√
2π
1
2
√
2(α + x)
e−(α+x).
Since u < eu for all u > 0 and α < 1c′x,
P (W1 ≥ 2(α+ x)) ≥ 1
2
√
π
e−
3
2
(α+x) ≥ 1
2
√
π
e−
3
2
( 1
c′
+1)x.
Combine (50) and the previous inequality together, we conclude that for all x ≥ c′α,
P (X ≥ x) ≥ 1
2
√
π
e−
3
2
( 1
c′
+1)x. (51)
(49) an (51) imply that for all x ≥ 0, there exist two constants c, C > 0,
P (X ≥ x) ≥ c exp
(
−Cx ∧ x
2
α
)
. (52)
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• α < 1. For all y ≥ 0, since α− 1 < 0,∫ y+1
y
tα−1e−tdt ≥
∫ y+1
y
(t+ 1)α−1e−tdt =
1
e
∫ y+2
y+1
tα−1e−tdt.
By induction, for all n ∈ N, ∫ y+1y tα−1e−tdt ≥ 1en ∫ y+1+ny+n tα−1e−tdt. Therefore∫ α+x+1
α+x
1
Γ(α)
tα−1e−tdt ≤ P (X ≥ x)
=
∫ ∞
α+x
1
Γ(α)
tα−1e−tdt =
∞∑
n=0
∫ α+x+1+n
α+x+n
1
Γ(α)
tα−1e−tdt
≤
∞∑
n=0
1
en
∫ α+x+1
α+x
1
Γ(α)
tα−1e−tdt =
e
e− 1
∫ α+x+1
α+x
1
Γ(α)
tα−1e−tdt.
(53)
In order to reach the conclusion, we need to bound
∫ α+x+1
α+x t
α−1e−tdt. Actually, note that
e−(α+x+1)
∫ α+x+1
α+x
tα−1dt ≤
∫ α+x+1
α+x
tα−1e−tdt ≤ e−(α+x)
∫ α+x+1
α+x
tα−1dt,
and ∫ α+x+1
α+x
tα−1dt =
(α+ x+ 1)α − (α+ x)α
α
,
immediately we have
·(α+ x+ 1)
α − (α+ x)α
eα+x+1Γ(α+ 1)
≤
∫ α+x+1
α+x
tα−1e−tdt ≤ (α+ x+ 1)
α − (α+ x)α
eα+xΓ(α+ 1)
.
(53) and the previous inequality together imply
1
e
· (α+ x+ 1)
α − (α+ x)α
eα+xΓ(α+ 1)
≤ P (X ≥ x) ≤ e
e− 1 ·
(α+ x+ 1)α − (α+ x)α
eα+xΓ(α+ 1)
. (54)
Now, we consider the left tail, we still discuss in two scenarios: α > 1 or α < 1.
• α > 1.
– 0 ≤ x ≤ c′α. By (48), we know that
φX(−t) = exp (α(t− log(1 + t))) .
The derivative of t− log(1 + t) satisfies
2t
3
=
t
1
2 + 1
≤ [t− log(1 + t)]′ = t
t+ 1
≤ t, ∀0 ≤ t ≤ 1
2
,
which means
t2
3
≤ t− log(1 + t) ≤ t
2
2
, ∀0 ≤ t ≤ 1
2
.
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Thus
exp
(
αt2
3
)
≤ φX(t) ≤ exp
(
αt2
2
)
, ∀ − 1
2
≤ t ≤ 0.
By Theorem 1, there exist constants c′, c, C > 0, for all 0 ≤ x ≤ c′α,
P (X ≤ −x) = P (−X ≥ x) ≥ c · exp
(
−Cx
2
α
)
. (55)
– c′α ≤ x ≤ α
β
. Denote l = ⌈α⌉, and suppose W ∼ χ21,W1, . . . ,W2l are i.i.d. copies of W ,
then
∑2l
i=1Wi
2 ∼ Γ(l, 1).
P (X ≤ −x) =P (Y ≤ α− x) ≥ P
(
2l∑
i=1
Wi ≤ 2(α − x)
)
≥ P
(
∀1 ≤ i ≤ 2l,Wi ≤ 2(α − x)
2l
)
≥
[
P
(
W ≤ α− x
l
)]2l
=
[
P
(
−
√
α− x
l
≤ Z ≤
√
α− x
l
)]2l
,
(56)
where Z ∼ N(0, 1).
If we can show that there exists Cβ > 0 that only relies on β such that for any c
′α ≤ x ≤ αβ ,
P
(
−
√
α− x
l
≤ Z ≤
√
α− x
l
)
≥ exp
(
−C ′β
x
2l
)
, (57)
immediately we have
P (X ≤ −x) ≥
[
exp
(
−C ′β
x
2l
)]2l
= exp
(−C ′βx) ≥ exp
(
−C
′
β
c′
x2
α
)
. (58)
The last inequality comes from x ≥ c′α.
Therefore we only need to prove (57).
P
(
−
√
α− x
l
≤ Z ≤
√
α− x
l
)
=2
∫ √α−x
l
0
1√
2π
e−
x2
2 dt ≥ 2√
2π
√
α− x
l
e−
α−x
2l
≥
√
α− x
2l
e−
α−x
2l =
(
1
2
α− x
l
e−
α−x
l
) 1
2
.
(59)
Since c′α ≤ x ≤ αβ and 1 ≤ α ≤ l, we know that 0 < (β−1)xl ≤ α−xl < αl ≤ 1. Also note that
t
et is an increasing function of t ∈ [0, 1],
α− x
l
e−
α−x
l ≥ (β − 1) x
l
e−
(β−1)x
l .
(59) and the previous inequality tell us
P
(
−
√
α− x
l
≤ Z ≤
√
α− x
l
)
≥
(
1
2
(β − 1) x
l
e−
(β−1)x
l
) 1
2
. (60)
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By the definition of l and α ≥ 1, we have α ≤ l ≤ 2α. Thus c′2 = c
′α
2α ≤ xl ≤ α/βα = 1β . Since
y
ey is an increasing function on [0, 1] and (β − 1)xl ≤ β−1β < 1,
(β−1) c′
2
e(β−1)
c′
2
≤ (β−1)
x
l
e(β−1)
x
l
≤ 1e . Thus
0 <
− log
(
1
2
(β−1)x
l e
− (β−1)x
l
)
x
l
≤
− log
(
1
2 (β − 1) c
′
2 e
−(β−1) c′
2
)
1
β
, C ′β,
i.e.,
1
2
(β − 1) x
l
e−
(β−1)x
l ≥ exp
(
−C ′β
x
l
)
.
Combine (60) and the previous inequality together, we know that (57) is true, which means
we have proved (58).
Hence, there exists a constant c > 0 and Cβ > 0 that only depends on β, for all 0 ≤ x ≤ αβ ,
P (X ≤ −x) ≥ c · exp
(
−Cβ x
2
α
)
.
• α < 1. For all 0 ≤ x ≤ α,
P (X ≤ −x) = P (Y ≤ α− x) =
∫ α−x
0
1
Γ(α)
tα−1e−tdt ≥ 1
e
∫ α−x
0
1
Γ(α)
tα−1dt =
(α− x)α
eΓ(α+ 1)
.
And
P (X ≤ −x) ≤
∫ α−x
0
1
Γ(α)
tα−1dt =
(α− x)α
Γ(α+ 1)
.
In summary, we have proved our assertion. 
6.3 Proof of Corollary 3.
For k ≥ 2, set α = k2 , then X2 ∼ Γ(α, 1). Apply Theorem 5 to X2 , we know that there exist
uniform constants C ′, c′ > 0 and C ′ε that only relies on ε > 0, such that
P (X ≥ x) ≥ c′ exp
(
−C ′x ∧ x
2
k
)
, ∀x > 0, k ≥ 2; (61)
P (X ≤ −x) ≥ c′ exp
(
−C
′
εx
2
k
)
, ∀0 < x < (1− ε)k, k ≥ 2. (62)
For k = 1, let X1,X2 be two i.i.d. copies of X, then X1 +X2 ∼ χ22. Set k = 2 in (61) and (62),
we have
P (X1 +X2 ≥ x) ≥ c′ exp
(
−C ′x ∧ x
2
2
)
≥ c′ exp
(
−C
′
2
x ∧ x2
)
, ∀x > 0, (63)
25
and
P (X1 +X2 ≤ −x) ≥ c′ exp
(
−C
′
ε
2
x2
)
, ∀0 < x < 2(1 − ε). (64)
The union bound shows that
P (X1 +X2 ≥ x) ≤ P
(
∃1 ≤ i ≤ 2,Xi ≥ x
2
)
≤ 2P
(
X ≥ x
2
)
.
Combine (63) with the previous inequality, we have
P (X ≥ x) ≥ c
′
2
exp
(−2C ′x ∧ x2) , ∀x > 0.
Similarly, (64) and
P (X1 +X2 ≤ −x) ≤ P
(
∃1 ≤ i ≤ 2,Xi ≤ −x
2
)
≤ 2P
(
X ≥ −x
2
)
lead us to
P (X ≤ −x) ≥ c
′
2
exp
(−2C ′εx2) , ∀0 < x < 1− ε.
By setting c = c
′
2 , C = 2C
′, Cε = 2C ′ε, we know that for all k ≥ 1, (21) and (22) hold. 
6.4 Proof of Theorem 6.
Without loss of generality, assume u1 = ‖u‖∞ = 1. First, we consider the right tail. Since
x2
‖u‖22
≍ x when x ≍ ‖u‖22, it suffices to show that
c exp
(−Cx2/‖u‖22) ≤ P (X ≥ x) ≤ exp(−c¯x2/‖u‖22), ∀0 ≤ x ≤ c′ ‖u‖22‖u‖∞ ,
c˜ exp
(
−C˜x/‖u‖∞
)
≤ P (X ≥ x) ≤ exp (−c¯x/‖u‖∞) , ∀x > c′ ‖u‖
2
2
‖u‖∞ ,
where c′ > 0 is a constant.
• 0 ≤ x ≤ c′‖u‖22. For 0 < t < 12 ,
φZ(t) = (1− 2t)−1/2e−t = e−
1
2
(log(1−2t)+2t).
By Taylor’s expansion, we know that for 0 ≤ t < 12 ,
2t2 ≤ − log(1− 2t)− 2t =
∞∑
i=1
(2t)i
i
− 2t =
∞∑
i=2
(2t)i
i
≤
∞∑
i=2
(2t)i
2
=
2t2
1− 2t . (65)
Thus
exp(t2) ≤ φZ(t) ≤ exp
(
5t2
)
, ∀0 ≤ t ≤ 2
5
,
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which means
exp
(‖u‖22t2) ≤ φX(t) ≤ exp (5‖u‖22t2) , 0 ≤ t ≤ 25‖u‖∞ = 25 .
Since ‖u‖22 ≥ ‖u‖2∞ = 1, set α = ‖u‖22,M = 25 in Theorem 1, we have
P (X ≥ x) ≥ c exp
(
−C x
2
‖u‖22
)
, ∀0 ≤ x ≤ c′‖u‖22.
• x > c′‖u‖22. For x > c′‖u‖22 ≥ c′, since
∫∞
s
1√
2pi
e−
t2
2 dt ≥ (1s − 1s3 ) e− s22√2pi holds for all s > 0,
P (Z1 ≥ 2x) =2
∫ ∞
√
1+2x
1√
2π
e−
t2
2 dt ≥ 2
(
1√
1 + 2x
− 1
(
√
1 + 2x)3
)
e−
1+2x
2√
2π
=
1√
1 + 2x
(
1− 1
1 + 2x
)
2e−x√
2eπ
≥ e− 1+2x4
(
1− 1
1 + 2c′
)
2e−x√
2eπ
=c0 exp
(
−3
2
x
)
,
(66)
In the second inequality, we used e
u
4 ≥ 1 + u4 ≥
√
u for u ≥ 0.
Moreover, Taylor’s theorem tells us 2t − 2t2 ≤ log(1 + 2t) = 2t − 4t22 + 8t
3
3 = 2t − 2t2 + 83 t3
holds for all t ≥ 0. Thus
4t2
3
≤ 2t− log(1 + 2t) ≤ 2t2, 0 ≤ t ≤ 1
4
. (67)
exp
(
2
3
t2
)
≤ φZ(t) ≤ exp
(
t2
)
, ∀ − 1
4
≤ t ≤ 0. (68)
Therefore
φ∑k
i=2 uiZi
(t) ≤ exp
(
k∑
i=2
u2i t
2
)
≤ exp (‖u‖22t2) , −14 = − 14‖u‖∞ ≤ t ≤ 0.
By (66), the previous inequality and Theorem 2, also notice that ‖u‖22 ≥ 1, for all x ≥ c′‖u‖22,
P (X ≥ x) ≥
(
1− e−c2‖u‖22
)
· P (u1Z1 ≥ 2x) ≥
(
1− e−c2)P (Z1 ≥ 2x)
≥ (1− e−c2) c0 exp(−3
2
x
)
= c˜ exp
(
−3
2
x
)
,
where c0, c2 > 0 are constants and c˜ = (1− e−c2) c0.
Next, we consider the left tail. By (68),
exp
(
2
3
‖u‖22t2
)
≤ φX(t) ≤ exp
(‖u‖22t2) , ∀ − 14 ≤ t ≤ 0.
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By theorem 2, there exist constants c′′, c1, C1 > 0, for all 0 ≤ x ≤ c′′‖u‖22,
P (X ≤ −x) = P (−X ≥ x) ≥ c1 exp
(
−C1 x
2
‖u‖22
)
.
Finally, the upper tail bound can be obtained by [19, Lemma 1]: for x ≥ 0,
P
(
X ≥ 2‖u‖2
√
x+ 2‖u‖∞x
) ≤ exp(−x);
P
(
X ≤ −2‖u‖2
√
x
) ≤ exp (−x) .
Therefore, there exists a constant c¯ > 0 such that
P (X ≥ x) ≤ exp (−c¯x2/‖u‖22) , ∀0 ≤ x ≤ ‖u‖22‖u‖∞ .
P (X ≥ x) ≤ exp (−c¯x/‖u‖∞) , ∀x > ‖u‖
2
2
‖u‖∞ .
P (X ≥ x) ≤ exp
(
−1
4
x2/‖u‖22
)
, ∀x ≥ 0.

6.5 Proof of Theorem 7.
The moment generating function of X is
φX(t) =
exp
(
λt
1−2t
)
(1 − 2t)k/2 exp(−(k + λ)t) = exp
(
2λt2
1− 2t −
k
2
(log(1− 2t) + 2t)
)
. (69)
First, we consider the right tail. Since x
2
k+2λ ≍ x when x ≍ k + 2λ, we only need to prove that
there exists a constant c′ > 0,
c exp
(
−C x
2
k + 2λ
)
≤ P (X ≥ x) ≤ exp
(
−c¯ x
2
k + 2λ
)
, ∀0 ≤ x ≤ c′(k + 2λ).
c˜ exp
(
−C˜x
)
≤ P (X ≥ x) ≤ exp (−c¯x) , ∀x ≥ c′(k + 2λ).
• 0 ≤ x ≤ c′(k+ 2λ). By (65),
2t2 ≤ − log(1− 2t)− 2t ≤ 2t
2
1− 2t , ∀0 ≤ t <
1
2
.
Therefore
exp
(
(k + 2λ)t2
) ≤ φX(t) ≤ exp (5(k + 2λ)t2) , ∀0 ≤ t ≤ 2
5
. (70)
By Theorem 1, there exist constants c, c′, C > 0,
P (X ≥ x) ≥ c exp
(
−C x
2
k + 2λ
)
, ∀0 ≤ x ≤ c′(k + 2λ).
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• x > c′(k + 2λ). For k ≥ 2, suppose W1 ∼ χ21 and W2 is a noncentral χ2 variable with
k − 1 degrees of freedom and noncentrality parameter λ independent with W1. Then Z and
W1 +W2 are identically distributed. Denote V1 = W1 − 1, V2 = W2 − (k − 1 + λ), we have
EV1 = EV2 = 0, X and V1 + V2 are identically distributed. Note that x ≥ c′(k + 2λ) ≥ c′, by
(66),
P (V1 ≥ 2x) ≥ 2√
2π
e−
1+2x
4
(
1− 1
2x+ 1
)
e−
1+2x
2 ≥ 2√
2π
e−
1+2x
4 ·
(
1− 1
2c′ + 1
)
e−
1+2x
2
=c0 exp(−C0x).
(71)
where c0, C0 > 0 are constants.
By (70), we have
φV2(t) ≤ exp
(
5(k − 1 + 2λ)t2) ≤ exp (5(k + 2λ)t2) , ∀0 ≤ t ≤ 2
5
.
Apply Theorem 2, ∀x ≥ c′(k + 2λ),
P (X ≥ x) ≥
(
1− e−c2·(k+2λ)
)
P (V1 ≥ 2x) ≥
(
1− e−c2) c0e−C0x = c˜ exp(−C˜x) . (72)
where c2, c˜, and C˜ are constants.
For k = 1,
P (X ≥ x) =P (Z ≥ 1 + λ+ x) ≥
∫ ∞
√
1+λ+x−√λ
1√
2π
e−
u2
2 du ≥
∫ ∞
√
1+x
1√
2π
e−
u2
2 du.
The last inequality comes from
√
1 + λ+ x−√λ ≤ √1 + x for all λ, x ≥ 0. Similarly to (66),
we know that there exist constants C˜, c˜ > 0 such that for all x ≥ c′(1 + 2λ) ≥ c′,
P (X ≥ x) ≥ c˜ exp
(
−C˜x
)
.
Thus there exist two universal constants C˜, c˜ > 0, for all k ≥ 1, x ≥ c′(k + 2λ),
P (X ≥ x) ≥ c˜ exp
(
−C˜x
)
.
Now, we consider the left tail.
• 0 < x ≤ c′′(k+ 2λ). Note that
4
3
t2 ≤ 2t
2
1− 2t ≤ 2t
2, ∀ − 1
4
≤ t ≤ 0,
by (67), we have
exp
(
2
3
(k + 2λ)t2
)
≤ φX(t) ≤ exp
(
(k + 2λ)t2
)
, ∀ − 1
4
≤ t ≤ 0. (73)
By Theorem 2, there exist constants c1, c
′′, C1 > 0 such that
P (X ≤ −x) ≥ c1 exp
(
−C1 x
2
k + 2λ
)
holds for all 0 < x ≤ c′′(k + 2λ).
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• c′′(k + 2λ) < x ≤ k+λ
β
. Suppose Q1, . . . , Qk are i.i.d. non-central χ
2 distribution with 1
degree of freedom and noncentrality parameter λk . Denote Ri = Qi −
(
1 + λk
)
for 1 ≤ i ≤ k,
immediately we have ERi = 0. Moreover, X and
∑k
i=1Ri are identically distributed.
P (X ≤ −x) = P
(
k∑
i=1
Ri ≤ −x
)
≥ P
(
∀1 ≤ i ≤ k,Ri ≤ −x
k
)
=
[
P
(
R1 ≤ −x
k
)]k
. (74)
Since e−
u2
2 ≥ e−
(√
k+λ−x
k
+
√
λ
k
)2
2 for all −
√
k+λ−x
k −
√
λ
k ≤ u ≤
√
k+λ−x
k −
√
λ
k ,
P
(
R1 ≤ −x
k
)
=
∫ √ k+λ−x
k
−
√
λ
k
−
√
k+λ−x
k
−
√
λ
k
1√
2π
e−
u2
2 du ≥ 2√
2π
√
k + λ− x
k
e−
(√
k+λ−x
k
+
√
λ
k
)2
2 . (75)
Notice that et ≥ t+ 1 ≥ 2√t for all t ≥ 0, for all c′′(k + 2λ) < x ≤ k+λβ , we have
2√
2π
√
k + λ− x
k
≥ 1
2
√
k + λ− x
k
≥ exp
(
− k
k + λ− x
)
≥ exp
− k(
1− 1β
)
(k + λ)
 .
Also use the basic inequality x2 + y2 ≥ (x+y)22 for all x, y ∈ R, for all c′′(k + 2λ) < x ≤ k+λβ ,
e−
(√
k+λ−x
k
+
√
λ
k
)2
2 ≥ e− k+λ−xk −λk = exp
(
−k + 2λ− x
k
)
≥ exp
(
−
(
1
c′′
− 1
)
x
k
)
,
The previous two inequalities and (75) imply that
P
(
R1 ≤ −x
k
)
≥ exp
− k(
1− 1β
)
(k + λ)
−
(
1
c′′
− 1
)
x
k
 . (76)
(76) and (74) lead us to
P (X ≤ −x) ≥ exp
− k2(
1− 1β
)
(k + λ)
−
(
1
c′′
− 1
)
x
 ≥ exp(−k + 2λ
1− 1β
−
(
1
c′′
− 1
)
x
)
≥ exp
− x(
1− 1β
)
c′′
−
(
1
c′′
− 1
)
x
 = exp (−C2(β)x) ,
(77)
where C3(β) =
1(
1− 1
β
)
c′′
+
(
1
c′′ − 1
)
.
Since x ≤ 1c′′ x
2
k+2λ for c
′′(k + 2λ) < x ≤ k+λβ , let C4(β) = 1c′′C3(β), we have
P (X ≤ −x) ≥ exp
(
−C4(β) x
2
k + 2λ
)
, ∀c′′(k + 2λ) < x ≤ k + λ
β
. (78)
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Set Cβ = max{C4(β), C1}, for all 0 < x ≤ k+λβ ,
P (X ≤ −x) ≥ c1 exp
(
−Cβ x
2
k + 2λ
)
.
Finally, by Lemma 8.1 in [5],
P
(
X ≥ 2
√
(k + 2λ)x+ 2x
)
≤ exp(−x),
and
P
(
X ≤ −2
√
(k + 2λ)x
)
≤ exp (−x) .
Thus there exists a constant c¯ > 0,
P (X ≥ x) ≤ exp
(
−c¯ x
2
k + 2λ
∨ x
)
, ∀x ≥ 0,
and
P (X ≤ −x) ≤ exp
(
−1
4
x2
k + 2λ
)
, ∀0 ≤ x ≤ k + λ.

6.6 Proof of Theorem 8.
Suppose R1 ∼ Γ(α, 1), R2 ∼ Γ(β, 1), R1 and R2 are independent. We first consider the right
tail.
• Upper Bound. Then ∀x ∈ (0, βα+β ),
P
(
Z ≥ α
α+ β
+ x
)
= P
(
R1
R1 +R2
≥ α
α+ β
+ x
)
. (79)
By Proposition 3, ∀z > 0, a > 1, Y ∼ Γ(a, 1), we have
P
(
Y > a+
√
2az + z
)
≤ e−z,
P
(
Y < a−
√
2az
)
≤ e−z.
(80)
∀x ∈ (0, βα+β ), if ∃t ∈ (0,∞) such that
α+
√
2αt+ t
α+ β +
√
2αt−√2βt+ t =
α
α+ β
+ x, (81)
then immediately we have
P
(
Z ≥ α
α+ β
+ x
)
≤ P
(
R1 > α+
√
2αt+ t
)
+ P
(
R2 < β −
√
2βt
)
≤ 2e−t. (82)
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Now, we prove that there exists t > 0 satisfying (81). Actually, since for all t > 0,
α+ β +
√
2αt−
√
2βt+ t > β + t−
√
2βt ≥ 2
√
βt−
√
2βt > 0,
(81) is equivalent to
Axt+Bx
√
t−Dx = 0,
where
Ax = β − (α+ β)x, Bx = β
√
2α+ α
√
2β + (α + β)
(√
2β −
√
2α
)
x, Dx = (α+ β)
2x.
Since Ax > 0 and Dx > 0 as 0 < x <
β
α+β , we know that Axu
2+Bxu−Dx = 0 has a positive
solution u. Let t = u2, then x satisfies (81).
Moreover, Bx is a linear function of x and
B0 = β
√
2α+ α
√
2β > 0, B β
α+β
= (α+ β)
√
2β > 0,
therefore, for all 0 < x < βα+β , Bx > 0. For convenience, let A,B,D denote Ax, Bx,Dx,
separately.
t = u2 =
(
−B +√B2 + 4AD
2A
)2
=
(
2D
B +
√
B2 + 4AD
)2
≍ min
{
D2
B2
,
D
A
}
. (83)
Now we discuss in two scenarios: β > α and α ≥ β.
(1) β > α. For 0 < x < βα+β ,
0 = A β
α+β
< A = Ax < A0 = β, (84)
and
D
B
≍ min
{
(α+ β)2x
β
√
2α+ α
√
2β
,
(α+ β)2x
(α+ β)
(√
2β −√2α)x
}
≍ min
{
βx√
α
,
β
√
β
β − α
}
. (85)
Combine (83), (84) and (85) together, we know that for all β > α, 0 < x < βα+β ,
t  min
{
β2x2
α
,
β3
(β − α)2 ,
(α+ β)2 x
β
}
≍ min
{
β2x2
α
,
β3
(β − α)2 , βx
}
= min
{
β2x2
α
, βx
}
.
The last equation holds since βx < β < β
3
(β−α)2 holds for all 0 < x <
β
α+β .
Combine (82) with the previous inequality together, there exists a constant c > 0, for all
0 < x < βα+β ,
P
(
Z ≤ α
α+ β
+ x
)
≤ 2 exp
(
−cmin
{
β2x2
α
, βx
})
. (86)
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(2) α ≥ β. For 0 < x < βα+β ,
√
2 · α
√
β ≤ (α+ β)
√
2β = B β
α+β
≤ B = Bx ≤ B0 = β
√
2α+ α
√
2β ≤ 2
√
2 · α
√
β.
Thus
D
B
≍ (α+ β)
2x
α
√
β
≍ αx√
β
. (87)
By (83), (84) and (87), for 0 < x < βα+β ,
t  min
{(
αx√
β
)2
,
(α+ β)2x
β
}
≍ min
{
α2x2
β
,
α2x
β
}
=
α2x2
β
.
(82) and the previous inequality imply that there eixsts a constant c > 0, for all 0 < x <
β
α+β ,
P
(
Z ≥ α
α+ β
+ x
)
≤ 2 exp
(
−cα
2x2
β
)
.
In summary, there exists a constant c > 0, for all 0 < x < βα+β ,
P
(
Z ≥ α
α+ β
+ x
)
≤
 2 exp
(
−cβ2x2α ∧ βx
)
, if β > α;
2 exp
(
−cα2x2β
)
, if α ≥ β.
(88)
• Lower Bound. By Theorem 5, for all η > 1, there exist constants c¯, C¯, C¯η > C¯ > 0, for all
y ≥ 0,
P (R1 ≥ α+ y) ≥ c¯ · exp
(
−C¯ y
2
α
∧ y
)
, (89)
and for all 0 ≤ y ≤ βη ,
P (R2 ≤ β − y) ≥ c¯ · exp
(
−C¯η y
2
β
)
. (90)
Fix y = (α+ β)x, then 0 ≤ y ≤ (α+ β) βη(α+β) = βη ,
α+ y
α+ y + β − y =
α
α+ β
+ x
By (79), (89), (90) and the previous inequality, for all 0 < x ≤ βη(α+β) ,
P
(
Z ≥ α
α+ β
+ x
)
≥ P (R1 ≥ α+ y,R2 ≤ β − y) = P (R1 ≥ α+ y) · P (R2 ≤ β − y)
≥c¯ exp
(
−C¯ y
2
α
∧ y
)
· c¯ exp
(
−C¯η y
2
β
)
≥ c¯ exp
(
−C¯η y
2
α
∧ y
)
· c¯ exp
(
−C¯η y
2
β
)
.
(91)
We discuss in two scenarios: β > α or α ≥ β.
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(1) β > α. Immediately we havey
2
β ≤ y
2
α . Since 0 ≤ y < β, we know that y ≥ y
2
β , thus
y2
β
≤ y
2
α
∧ y.
Combine (91) and the previous inequality, we conclude that
P
(
Z ≥ α
α+ β
+ x
)
≥c¯ exp
(
−C¯η y
2
α
∧ y
)
· c¯ exp
(
−C¯η y
2
α
∧ y
)
=c¯2 exp
(
−2C¯η y
2
α
∧ y
)
≥ c¯2 exp
(
−8C¯η β
2x2
α
∧ βx
)
.
(92)
(2) α ≥ β. Since 0 ≤ y < β, we have
y2
α
≤ y
2
β
< y.
(91) and the previous inequality show that
P
(
Z ≥ α
α+ β
+ x
)
≥c¯ exp
(
−C¯η y
2
β
)
· c¯ exp
(
−C¯η y
2
β
)
=c¯2 exp
(
−2C¯η y
2
β
)
≥ c¯2 exp
(
−8C¯ηα
2x2
β
)
.
(93)
Thus there exists a universal constant c > 0 and a constant Cη > 0 that only depends on η,
for all 0 < x ≤ βη(α+β) ,
P
(
Z ≥ α
α+ β
+ x
)
≥
 c exp
(
−Cη
(
β2x2
α ∧ βx
))
, if β > α;
c exp
(
−Cη α2x2β
)
, if α ≥ β.
(94)
Next, we consider the left tail.
P
(
Z ≤ α
α+ β
− x
)
= P
(
1− Z ≥ β
α+ β
+ x
)
.
Note that if Z ∼ Beta(α, β), then 1 − Z ∼ Beta(β, α). Directly applying the results for the
upper tail, we reach the conclusion for the lower tail. 
6.7 Proof of Theorem 9
First, the moment generating function of X is
φX(t) = E exp(tX) =
(
1− p+ pet)k
ekpt
= exp
(
k log
(
1− p+ pet)− kpt) .
In order to apply Lemma 2, we aim to choose θ and t′ that satisfy
tθ = argmin
u
{k log (1− p+ peu)− kpu− uδx}
and t− t′ = argmin
u
{k log (1− p+ peu)− kpu− ux} .
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By calculation, we can see the previous equations are equivalent to
tθ = log
(
(1− p)(p+ δxk )
p(1− p− δxk )
)
, t− t′ = log
(
(1− p)(p+ xk )
p(1− p− xk )
)
.
Set t = log
(
(1−p)(p+ δ′x
k
)
p(1−p− δ′x
k
)
)
for some 1 < δ′ < δ to be specified later. For 0 < x < k(1−p)δ , since
(1− p)q > (1− q)p, for any 0 < p < q < 1, (95)
we set q = p+ xk , p+
δ′x
k , p+
δx
k , and can conclude that tθ > 0, t− t′ > 0, and t > 0, respectively.
By (95), we also know that tθ > t > t− t′. Thus, θ > 1 and t > t′ > 0. Next, we evaluate that
φX(t) exp(−tδx) = exp
(
k log
(
1− p
1− p− δ′xk
)
− (kp+ δx) log
(
(1− p)(p + δ′xk )
(1− p− δ′xk )p
))
,
φX(tθ) exp(−tθδx) = exp
(
k log
(
1− p
1− p− δxk
)
− (kp + δx) log (1− p)(p +
δx
k )
(1− p− δxk )p
)
,
φX(t− t′) exp(−(tδ − t′)x) = exp
(
k log
(
1− p
1− p− xk
)
− (kp+ x) log
(
(1− p)(p + xk )
(1− p− xk )p
)
− (δ − 1)x log
(
(1− p)(p+ δ′xk )
p(1− p− δ′xk )
))
.
log (φX(t) exp(−tδx)) − log (φX(tθ) exp(−tθδx))
=k log
(
1− p− δxk
1− p− δ′xk
)
− (kp + δx) log
(
(p+ δ
′x
k )(1 − p− δxk )
(p+ δxk )(1− p− δ
′x
k )
)
=k
(
p+
δx
k
)
log
(
p+ δxk
p+ δ
′x
k
)
+ k
(
1− p− δx
k
)
log
(
1− p− δxk
1− p− δ′xk
)
=k · h
p+ δ
′x
k
(
p+
δx
k
)
.
Similarly,
log(φX(t) exp(−tδx)) − log(φX(t− t′) exp(−(tδ − t′)x)) = khp+ δ′x
k
(
p+
x
k
)
.
By Lemma 2,
P(X ≥ x)
≥φX(t) exp(−tδx) ·
[
1− exp
{
−kh
p+ δ
′x
k
(
p+
δx
k
)}
− exp
{
−kh
p+ δ
′x
k
(
p+
x
k
)}]
≥φX(tθ) exp(−tθδx) ·
[
1− exp
{
−kh
p+ δ
′x
k
(
p+
δx
k
)}
− exp
{
−kh
p+ δ
′x
k
(
p+
x
k
)}]
≥ exp
(
−k · hp
(
p+
δx
k
))
·
[
1− exp
{
−kh
p+ δ
′x
k
(
p+
δx
k
)}
− exp
{
−kh
p+ δ
′x
k
(
p+
x
k
)}]
.
(96)
35
(96) will be used as a central technical tool for the rest of the analysis. Next, we consider the
case that k is larger than a constant C0(β) that only depends on β and specifically discuss in four
scenarios. We will study later the scenario that k is no more than C0(β) based on discussions
in two scenarios.
We first assume k ≥ C0(β), where C0(β) is to be determined later in the analysis.
1. p ≤ 1
2k
. If x ≤ 12 ,
P (X ≥ x) = P (Z1 + Z2 + · · ·+ Zk ≥ 1) = 1− P (Z1 + Z2 + · · ·+ Zk = 0) = 1− (1− p)k.
Next we assume x ≥ 1/2. Let τ, µ > 0. Note that
∂hp+µx
k
(
p+ τxk
)
∂τ
=
x
k
log
(
p+ τxk
p+ µxk
· 1− p−
µx
k
1− p− τxk
)
(97)
is an increasing function of τ , immediately we know that hp+µx
k
(
p+ τxk
)
is a convex function
of τ , if 12 ≤ x < 1−pτ∨µ . Since p ≤ 1/(2k), we have pk/x ≤ 1 for all x ≥ 1/2. Then for any
τ > µ,
p+ τxk
p+ µxk
=
τ + pkx
µ+ pkx
≥ τ + 1
µ+ 1
and consequently
∂hp+µx
k
(
p+ τxk
)
∂τ
≥ x
k
log
(
τ + 1
µ+ 1
)
, (98)
for all 12 ≤ x < k(1−p)τ∨µ . Now we fix δ′ = 1+δ2 . By convexity,
h
p+ δ
′x
k
(
p+
δx
k
)
≥h
p+ δ
′x
k
(
p+
(3δ + 1)x
4k
)
+
(
δ − (3δ + 1)
4
)
·
∂h
p+ δ
′x
k
(
p+ τxk
)
∂τ
∣∣∣
τ= 3δ+1
4
≥h
p+ δ
′x
k
(
p+
(3δ + 1)x
4k
)
+
δ − 1
4
· log
(
3δ + 5
2δ + 6
)
· x
k
≥δ − 1
4
· log
(
3δ + 5
2δ + 6
)
· x
k
.
Therefore, there exists C1(δ) that only depends on δ, such that for all C1(δ) ≤ x < k(1−p)δ ,
h
p+ δ
′x
k
(
p+
δx
k
)
≥ 1
k
. (99)
Similarly to (98), for any τ < δ′ and 12 ≤ x < k(1−p)δ′ , we have
∂h
p+ δ
′x
k
(
p+ τxk
)
∂τ
≤ x
k
log
(
τ + 1
δ′ + 1
)
.
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Thus,
h
p+ δ
′x
k
(
p+
x
k
)
≥h
p+ δ
′x
k
(
p+
(δ + 3)x
4k
)
−
(
(δ + 3)
4
− 1
)
·
∂h
p+ δ
′x
k
(
p+ τxk
)
∂τ
∣∣∣
τ= δ+3
4
≥h
p+ δ
′x
k
(
p+
(δ + 3)x
4k
)
− (δ − 1)x
4k
log
(
δ+3
4 + 1
δ+1
2 + 1
)
≥δ − 1
4
· log
(
2δ + 6
δ + 7
)
· x
k
.
Therefore, there exists another constant that only relies on δ: C2(δ) > C1(δ), such that for
all C2(δ) ≤ x < k(1−p)δ ,
h
p+ δ
′x
k
(
p+
x
k
)
≥ 1
k
. (100)
Next, assume 0 < η < 1. By (97) and Taylor’s Theorem, for any b > a, 0 < x ≤ (1−η)(1−p)kb ,
we have
∂hp+µx
k
(
p+ τxk
)
∂τ
∣∣∣∣τ=b
τ=a
=
∂hp+µx
k
(
p+ bxk
)
∂τ
−
∂hp+µx
k
(
p+ axk
)
∂τ
=
x
k
log
(
p+ bxk
p+ axk
1− p− axk
1− p− bxk
)
≤ x
k
(
b
a
· 1− p
1− p− bk · (1−η)(1−p)kb
)
=
x
k
log
(
b
a · η
)
.
(101)
By convexity, for 0 < x ≤ k(1−p)(1−η)δ ,
hp
(
p+
δx
k
)
≤ hp (p) + δ
∂hp
(
p+ τxk
)
∂τ
∣∣∣∣
τ=δ
= δ
∂hp
(
p+ τxk
)
∂τ
∣∣∣∣
τ=δ
. (102)
hp
(
p+
x
k
)
≥ hp
(
p+
x
2k
)
+
1
2
∂hp
(
p+ τxk
)
∂τ
∣∣∣∣
τ= 1
2
≥ 1
2
∂hp
(
p+ τxk
)
∂τ
∣∣∣∣
τ= 1
2
. (103)
By (98) and (101),
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ=δ
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ= 1
2
= 1 +
∂hp(p+ τxk )
∂τ
∣∣∣∣τ=δ
τ= 1
2
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ= 1
2
≤ 1 +
x
k · log
(
2δ
η
)
x
k · log
(
3
2
) ≤ 1 + log
(
2δ
η
)
log
(
3
2
) .
By (102), (103), and the previous inequality, there exists another constant C ′(η, δ) that only
depends on η and δ, such that for 0 ≤ x ≤ k(1−p)(1−η)δ ,
hp
(
p+
δx
k
)
≤ C ′(η, δ) · hp
(
p+
x
k
)
. (104)
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Now we set η = 1−
√
1
β , δ =
√
β. Then, Inequalities (96), (99), and (100) together imply
P (X ≥ x) ≥ exp
(
−k · hp
(
p+
x
k
))
· (1− 2e−1),
for any x satisfying C¯2(β) = C2(δ) ≤ x ≤ k(1−p)β .
When k ≥ β·C¯2(β)(1−p) , set µ = 0, x = 12 in (98), for all 0 < τ ≤ 1,
∂hp
(
p+ τ2k
)
∂τ
≥ 1
2k
log (τ + 1) .
Therefore, by the property of convex function, we have
hp
(
p+
1
2k
)
≥hp
(
p+
1
4k
)
+
(
1− 1
2
)
∂hp
(
p+ τ2k
)
∂τ
∣∣∣∣
τ= 1
2
≥hp
(
p+
1
4k
)
+
1
4k
log
(
1
2
+ 1
)
≥ log(
3
2)
4k
.
hp
(
p+
C¯2 (β)
k
)
≤ hp(p) + 2C¯2(β) ·
∂hp
(
p+ τ2k
)
∂τ
∣∣∣∣
τ=2C¯2(β)
.
Also, set x = 12 , µ = 0, b = 2C¯2(β), a =
1
2 , η = 1− 1β ≤ 1− bx(1−p)k in (101),
∂hp
(
p+ τ2k
)
∂τ
∣∣∣∣τ=2C¯2(β)
τ= 1
2
≤ 1
2k
log
(
4β · C¯2(β)
β − 1
)
.
Similarly to (104), there exists a constant C3(β) > 1, such that for all
1
2 ≤ x ≤ C¯2(β), we
have
hp
(
p+
C¯2(β)
k
)
≤ C3(β) · hp
(
p+
1
2k
)
≤ C3(β) · hp
(
p+
x
k
)
.
Thus for all 12 ≤ x ≤ C¯2(β) and Cβ = C ′(β) · C3(β) > C ′(β),
P (X ≥ x) ≥ P (X ≥ C¯2(β)) ≥ exp(−Cβk · hp (p+ x
k
))
· (1− 2e−1).
In summary, for all k ≥ C0(β) := 2β · C¯2(β) ≥ β·C¯2(β)1−p , (which only relies on β) and 12 ≤ x ≤
k(1−p)
β , there exists a constant Cβ > 0 that only depends on β, such that
P (X ≥ x) ≥ exp
(
−Cβk · hp
(
p+
x
k
))
· (1− 2e−1).
2. 1
2k
≤ p ≤ 1
2
. By (97), for any τ > µ ≥ 1, we have
∂hp+µx
k
(
p+ τxk
)
∂τ
=
x
k
log
(
1 +
(τ−µ)x
k
(p+ µxk )(1 − p− τxk )
)
≥ x
k
log
(
1 +
(τ − µ)x
k(p+ µxk )
)
.
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Since (log(1 + t))′ = 11+t is a decreasing function of t ≥ 0, by Taylor’s Theorem,
log(1 + t) ≥ log(1) + t · (log(1 + t))′ = t
1 + t
, ∀t ≥ 0. (105)
Then,
log
(
1 +
τ − µ
µ
)
≥
τ−µ
µ
τ−µ
µ + 1
=
τ − µ
µ
· µ
τ
and log (1 + z) ≥ z · µ
τ
∀0 ≤ z ≤ τ − µ
µ
.
Since (τ−µ)x
k(p+µx
k
)
≤ (τ−µ)xµx ≤ τ−µµ , we have for all 0 < x < k(1−p)τ ,
∂hp+µx
k
(
p+ τxk
)
∂τ
≥ x
k
(τ − µ)x
k(p+ µxk )
· µ
τ
≥ (τ − µ)
2τk
min
{
µ
x2
pk
, x
}
.
Since pk ≥ 12 and µ ≥ 1, for all C > 1 and C
√
pk ≤ x < k(1−p)τ , we have
∂hp+µx
k
(
p+ τxk
)
∂τ
≥ (τ − µ)C
2
√
2τk
.
We still fix δ′ = 1+δ2 , by convexity, for all C > 1 and C
√
pk ≤ x < k(1−p)δ ,
h
p+ δ
′x
k
(
p+
δx
k
)
≥h
p+ δ
′x
k
(
p+
(3δ + 1)x
4k
)
+
(
δ − 3δ + 1
4
) ∂h
p+ δ
′x
k
(
p+ τxk
)
∂τ
∣∣∣∣
τ= 3δ+1
4
≥h
p+ δ
′x
k
(
p+
(3δ + 1)x
4k
)
+
δ − 1
4
·
δ−1
4 C
2
√
23δ+14 k
≥δ − 1
4
·
δ−1
4 C
2
√
23δ+14 k
.
(106)
Thus, there exists a constant C1(δ) > 1, such that for all C1(δ)
√
pk ≤ x < k(1−p)δ ,
h
p+ δ
′x
k
(
p+
δx
k
)
≥ 1
k
. (107)
Similarly to the derivation of (100) and (107), there exists another constant C2(δ) ≥ C1(δ),
such that for all C2(δ)
√
pk ≤ x < k(1−p)δ ,
h
p+ δ
′x
k
(
p+
x
k
)
≥ 1
k
. (108)
For any b > a > 0 and 0 ≤ x ≤ k(1−p)(1−η)b , since p + axk ≥ p and 1− p − bxk ≥ (1− p)η ≥ η2 ,
we have
∂hp+µx
k
(
p+ τxk
)
∂τ
∣∣∣∣τ=b
τ=a
(97)
=
x
k
log
(
1 +
(b− a)xk(
p+ axk
) (
1− p− bxk
)) ≤ x
k
log
(
1 +
(b− a)xk
p(1− p)η
)
.
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∂hp
(
p+ τxk
)
∂τ
=
x
k
log
(
1 +
τ xk
p(1− p− τxk )
)
≥ x
k
log
(
1 +
τ xk
p(1− p)
)
.
Note that log(1 + ax) ≤ a log(1 + x) holds for all x ≥ 0 and a ≥ 1,
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ=δ
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ= 1
2
= 1 +
∂hp(p+ τxk )
∂τ
∣∣∣∣τ=δ
τ= 1
2
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ= 1
2
≤ 1 +
x
k · log
(
1 +
(δ− 1
2
)x
k
p(1−p)η
)
x
k · log
(
1 +
x
k
2p(1−p)
) ≤ 1 + 2δ − 1
η
. (109)
By (102), (103) and (109), there exists C(η, δ) that only depends on η and δ, such that for
0 ≤ x ≤ k(1−p)(1−η)δ ,
hp
(
p+
δx
k
)
≤ C(η, δ) · hp
(
p+
x
k
)
. (110)
Now, we set δ =
√
β, η = 1−
√
1
β .
• The previous discussions on (96), (107), (108), and (110) imply that there exists C¯2(β) =
C2(
√
β) and C(β) that only relies on β, such that for all C¯2(β)
√
pk ≤ x ≤ k(1−p)β ,
P (X ≥ x) ≥ exp
(
−C(β)k · hp
(
p+
x
k
))
· (1− 2e−1).
• Noting that log(1 + x) ≤ x for all x > −1, for x ≤ C¯2(β)
√
pk ≤ k(1−p)β , 0 ≤ τ ≤ 1, we have
∂hp(p +
τx
k )
∂τ
=
x
k
log
(
1 +
τx
k
p(1− p− τxk )
)
≤ τx
2
pk2(1− p− τxk )
≤ τx
2
pk2 · (1− p)(1− 1β )
.
Since
∂hp(p+
τx
k
)
∂τ is an increasing function for 0 ≤ τ ≤ 1, we have
hp
(
p+
x
k
)
≤ hp(p) +
∂hp(p+
τx
k )
∂τ
∣∣∣∣
τ=1
≤ 2x
2
pk2 · (1− 1β )
, (111)
which means
hp
(
p+
C¯2(β)
√
pk
k
)
≤ 2C¯
2
2 (β)
k
(
1− 1β
) ,
k · hp
(
p+
x
k
)
≤ k · 2C¯2(β)pk
pk2
(
1− 1β
) ≤ 2C¯2(β)
1− 1β
, ∀x ≤ C¯2(β)
√
pk ≤ k(1− β)
β
.
Consequently, for any x ≤ C¯2(β)
√
pk ≤ k(1−β)β ,
P (X ≥ x) ≥P
(
X ≥ C¯2(β)
√
pk
)
≥ exp
(
−C(β)2C¯
2
2 (β)
1− 1β
)
· (1− 2e−1)
≥(1− 2e−1) exp
(
−C(β)k · hp
(
p+
x
k
))
.
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Denote C0(β) = 2C¯
2
2 (β) · β2. In summary of the previous two bullet points, there exist
cβ , Cβ > 0 that only relies on β, such that for all k ≥ C0(β) ≥ C¯
2
2 (β)·β2p
(1−p)2 and 0 ≤ x ≤
k(1−p)
β ,
we have
P (X ≥ x) ≥ cβ exp
(
−Cβhp
(
p+
x
k
))
.
3. 1
2
≤ p ≤ 1−
C˜β
k
. Here, C˜β is a to-be-specified constant that only relies on β.
By (97), for any 0 < η < 1, τ > µ ≥ 0, and x ≤ (1−η)(1−p)kτ , we have
∂hp+µx
k
(
p+ τxk
)
∂τ
=
x
k
log
(
1 +
(τ−µ)x
k
(p+ µxk )(1− p− τxk )
)
≥ x
k
log
(
1 +
(τ − µ)x
k(1− p)
)
.
Since (τ−µ)xk(1−p) ≤ τ−µτ and log(1+x)x is a decreasing function for x > 0,
log
(
1 +
(τ − µ)x
k(1− p)
)
≥ (τ − µ)x
k(1− p) ·
log
(
1 + τ−µτ
)
τ−µ
τ
(105)
≥ (τ − µ)x
k(1− p) ·
1
τ−µ
τ + 1
.
Fix δ′ = 1+δ2 , similar to the discussions in the case that
1
2k ≤ p ≤ 12 , we can find a constant
C1(δ) > 0 that only depends on δ, such that for all k ≥ (δC1(δ))
2
(1−η)2(1−p) and C1(δ)
√
(1− p)k ≤
x ≤ (1−η)(1−p)kδ , we have
h
p+ δ
′x
k
(
p+
δx
k
)
≥ 1
k
and h
p+ δ
′x
k
(
p+
x
k
)
≥ 1
k
. (112)
Let 0 < η < 1 be a fixed and to-be-specified value. For any x > 0, b > a, and x ≤ (1−η)(1−p)kb ,
we have p + axk ≥ p ≥ 12 and 1 − p ≥ 1 − p − bxk ≥ (1 − p)η. By (97) and Taylor’s Theorem,
we have
∂hp+µx
k
(
p+ τxk
)
∂τ
∣∣∣∣τ=b
τ=a
(97)
=
x
k
log
(
1 +
(b− a)xk(
p+ axk
) (
1− p− bxk
)) ≤ x
k
log
(
1 +
2(b− a)xk
η(1− p)
)
,
(113)
∂hp
(
p+ τxk
)
∂τ
∣∣∣∣
τ=b
(97)
=
x
k
log
(
1 +
bx
k
p
(
1− p− bxk
)) ≥ x
k
log
(
1 +
bx
k
1− p
)
. (114)
Noticing that log(1+u1)u1 ≤
log(1+u2)
u2
for all u1 ≥ u2 ≥ 0, and 2(δ−1/2)
x
k
η(1−p) ≥
x
2k
1−p , we have
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ=δ
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ= 1
2
= 1 +
∂hp(p+ τxk )
∂τ
∣∣∣∣τ=δ
τ= 1
2
∂hp(p+ τxk )
∂τ
∣∣∣∣
τ= 1
2
(113)(114)
≤ 1 +
log
(
1 +
2(δ−1/2)x
k
η(1−p)
)
log
(
1 +
x
2k
1−p
) ≤ 1 + 4δ − 2
η
.
Using (102) and (103) again, we can find a constant C ′(α, δ) that only depends on η and δ,
such that for x ≤ k(1−p)(1−η)δ ,
hp
(
p+
δx
k
)
≤ C ′(η, δ) · hp
(
p+
x
k
)
. (115)
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Now we specify δ =
√
β, η = 1− 1√
β
, C¯1(β) = C1(δ), and C˜β = β ·C¯1(β), which all only depend
on β. For any k ≥ 2C˜β, we have 1− C˜βk ≥ 12 and (1−p)kβ ≥
√
(1− p)k · C˜ββ = C¯1(β)
√
(1− p)k.
• For all C¯1(β)
√
(1− p)k ≤ x ≤ (1−p)kβ , (112), (115) and (96) lead us to
P (X ≥ x) ≥ exp
(
−Cβk · hp
(
p+
x
k
))
· (1− 2e−1).
• For x ≤ C¯1(β)
√
(1− p)k ≤ k(1−p)β and 0 ≤ τ ≤ 1,
∂hp(p+
τx
k )
∂τ
=
x
k
log
(
1 +
τx
k
p(1− p− τxk )
)
≤ τ
x2
k2
p(1− p− τxk )
≤ 2τ
x2
k2
(1− p)(1− 1β )
.
Therefore,
hp
(
p+
x
k
) (111)
≤ hp(p) +
∂hp(p +
τx
k )
∂τ
∣∣∣∣
τ=1
≤ 2x
2
k2 · (1− p)(1− 1β )
≤ 2C¯1(β)
2
k(1− 1β )
, ∀0 ≤ x ≤ C¯1(β)
√
(1− p)k ≤ k(1− p)
β
.
Consequently,
P (X ≥ x) ≥P
(
X ≥ C¯1(β)
√
(1− p)k
)
≥ exp
(
−Cβ · 2
1− 1β
)
· (1− 2e−1)
≥ exp
(
−Cβk · hp
(
p+
x
k
))
· (1− 2e−1), ∀0 ≤ x ≤ C¯1(β)
√
(1− p)k ≤ k(1 − p)
β
.
for some uniform constant Cβ > 0 that only depends on β.
In summary from the previous two bullet points, there exist cβ , Cβ > 0, which only rely on
β, such that for all k ≥ C0(β) := 2C˜β, 0 ≤ x ≤ k(1−p)β , we have
P (X ≥ x) ≥ cβ exp
(
−Cβk · hp
(
p+
x
k
))
.
4. 1−
C˜β
k
≤ p ≤ 1. If k ≥ C˜β + 1 and x ≤ k(1 − p),
P (X ≥ x) ≥ P (Z1 + · · ·+ Zk = k) = [P (Z1 = 1)]k = pk ≥
(
1− C˜β
k
)k
.
By arithmetic mean-geometric mean inequality, for all integer m ≥ C˜β + 1,
(
1− C˜β
m
)m
= 1 ·
(
1− C˜β
m
)m
≤
1 +m ·
(
1− C˜βm
)
m+ 1

m+1
≤
(
1− C˜β
m+ 1
)m+1
.
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Thus, for all k ≥ C˜β + 1,
P (X ≥ x) ≥
(
1− C˜β
k
)k
≥
(
1− C˜β
k − 1
)k−1
≥ · · · ≥
(
1− C˜β
⌈C˜β⌉+ 1
)⌈C˜β⌉+1
.
Therefore, there exists cβ =
(
1− C˜β⌈C˜β⌉+1
)⌈C˜β⌉+1
> 0 that only relies on β, such that for all
k ≥ C˜β + 1 and 0 ≤ x ≤ (1− p)k,
P (X ≥ x) ≥ cβ ≥ cβ exp
(
−hp
(
p+
x
k
))
.
Finally, it remains to consider the case that k ≤ C0(β), where C0(β) is any constant that only
relies on β. We discuss in two scenarios.
1. For any 0 < p ≤ 12 and 1 ≤ pk + x ≤ k,
P (X ≥ x) =
k∑
i=⌈kp+x⌉
(
k
i
)
pi(1− p)k−i ≥ p⌈pk+x⌉(1− p)k−⌈pk+x⌉
≥p⌈pk+x⌉ · 1
2k−⌈pk+x⌉
.
Since pk + x ≥ 1, ⌈pk + x⌉ ≤ 2 (pk + x), we have
P (X ≥ x) ≥ 1
2C0(β)
p2(pk+x). (116)
Also for any 0 ∨ (1− pk) < x ≤ (1−p)kβ ,
exp
(
−2k · hp
(
p+
x
k
))
=
(
p
p+ xk
)2pk+2x( 1− p
1− p− xk
)2k(1−p)−2x
≤
(
p
p+ xk
)2pk+2x( 1
1− 1β
)2k
.
Since pk + x ≥ 1, we have (p+ kx)p+kx ≥ 1; we also have pk + x ≤ k ≤ C0(β). Then,
exp
(
−2k · hp
(
p+
x
k
))
≤
(
kp
pk + x
)2pk+2x( 1
1− 1β
)2k
≤(C0(β)p)2pk+2x
(
1
1− 1β
)2C0(β)
≤ p2pk+2x
(
C0(β)
1− 1β
)2C0(β)
.
(117)
Combining (116) and (117), we conclude that there exist Cβ > 0 and cβ > 0 that only rely
on β, such that for any k ≤ C0(β) and 0 ∨ (1− pk) < x ≤ (1−p)kβ , we have
P (X ≥ x) ≥ cβ · exp
(
−Cβk · hp
(
p+
x
k
))
. (118)
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2. Similarly to the derivation of (116) in the previous scenario, for any 12 ≤ p < 1, pk ≤ pk+x ≤
k − 1, we have
P (X ≥ x) ≥ 1
2C0(β)
(1− p)k(1−p)−x ≥ 1
2C0(β)
(1− p)k(1−p).
Noting that the function uu (0 < u ≤ 1) takes the minimum at u = 1/e, we have
1
2C0(β)
(1− p)k(1−p) = 1
2C0(β)
(
(1− p)1−p)k ≥ 1
2C0(β)
(1/e)k/e ≥ 1
2C0(β)
(
1
e
)C0(β)
e
,
which can be lower bounded by a positive constant depending on β. Similarly as the proof
of (117), for any 0 < x ≤ (1−p)kβ , we have
exp
(
−k · hp
(
p+
x
k
))
≤
(
1
1− 1β
)C0(β)
,
which can be upper bounded by a constant depending on β. Therefore there exists cβ > 0
that only relies on β, such that for 12 ≤ p < 1, k ≤ C0(β) and 0 ≤ x ≤ (1−p)kβ , we have
P (X ≥ x) ≥ cβ · exp
(
−k · hp
(
p+
x
k
))
.
In summary, we have finished the proof of this theorem. 
6.8 Proof of Theorem 10
We first consider the right tail. We discuss in two scenarios: λ+ x ≤ 1 or λ+ x > 1.
• λ+ x ≤ 1.
P (X ≥ x) = P (Y ≥ λ+ x) = P (Y ≥ 1) = 1− P(Y = 1) = 1− e−λ.
• λ + x > 1. Suppose Yn ∼ Bi(n, λn) and Xn = Yn − λ. Then Yn
d.→ Y , and consequently,
Xn
d.→ X, i.e.,
P (X ≥ x) = lim
n→∞P (Xn ≥ x) . (119)
For all n ≥ max{2λ, 4x}, we have
n(1− λn)
2
≥ 4x · (1−
λ
2λ)
2
= x.
Note that n ·(λn)+x = λ+x > 1, by Theorem 9 (β = 2, p = λn), there exist constants c, C > 0,
for all n ≥ max{2λ, 4x},
P (Xn ≥ x) ≥ c · exp
(
−Cn · hλ
n
(
λ
n
+
x
n
))
.
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By (119) and the previous inequality, there exist constants c, C > 0 such that
P (X ≥ x) ≥ lim
n→∞
c · exp
(
−Cn · hλ
n
(
x+ λ
n
))
= c · exp
(
−C
(
lim
n→∞n · hλn
(
x+ λ
n
)))
.
(120)
For all x ≥ 0, n ≥ λ+ x,
n · hλ
n
(
x+ λ
n
)
=n
(
x+ λ
n
log
(
x+λ
n
λ
n
)
+
(
1− x+ λ
n
)
log
(
1− x+λn
1− λn
))
=(x+ λ) log
(
x+ λ
λ
)
− x ·
(
1− x+λn
x
n
)
log
(
1 +
x
n
1− x+λn
)
,
(121)
Noting that limy→0
log(1+y)
y = 1 and
x
n
1−x+λ
n
→ 0 as n→∞, we conclude that
lim
n→∞n · hλn
(
x+ λ
n
)
=(x+ λ) log
(
x+ λ
λ
)
− x lim
n→∞
(
1− x+λn
x
n
)
log
(
1 +
x
n
1− x+λn
)
=λ
[(
1 +
x
λ
)
log
(
1 +
x
λ
)
− x
λ
]
=
x2
2λ
ψBenn(x/λ).
(122)
(120) and (122) lead us to
P (X ≥ x) ≥ c · exp
(
−C · x
2
2λ
ψBenn(x/λ)
)
.
Then we consider the left tail. For all 0 ≤ x ≤ λβ , since Xn
d.→ X,
P (X ≤ −x) = lim
n→∞P (Xn ≤ −x) . (123)
For all n ≥ λ+ 1, we have x+ n (1− λn) ≥ n− λ = 1, by Theorem 9, there exist two constants
cβ, Cβ > 0 depending only on β such that for all 0 ≤ x ≤ n·(
λ
n)
β ,
P (Xn ≤ −x) ≥ cβ exp
(
−Cβn · hλ
n
(
λ
n
− x
n
))
.
(123) and the previous inequality lead us to
P (X ≤ −x) ≥ cβ · exp
(
−Cβ
(
lim
n→∞
n · hλ
n
(
λ− x
n
)))
. (124)
Similarly to (122), for all x < λ and n ≥ λ+ 1,
lim
n→∞n · hλn
(
λ− x
n
)
=
x2
2λ
ψBenn(−x/λ). (125)
(123) and (125) imply that for all 0 ≤ x ≤ λβ ,
P (X ≤ −x) ≥ cβ · exp
(
−Cβ · x
2
2λ
ψBenn(−x/λ)
)
.
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6.9 Proof of Corollary 5.
Suppose U ∼ U [0, 1], by convexity of etx,
φX(t) =
[
Eet(U−
1
2
)
]k
≤
[
E
(
(1− U)e− t2 + Ue t2
)]k
=
(
1
2
(
e−
t
2 + e
t
2
))k
. (126)
Denote X1 =
∑k
i=1 Vi, where Vi are i.i.d. random variables with P
(
Vi =
1
2
)
= P
(
Vi = −12
)
= 12 ,
then the RHS of (126) is exactly the moment generating function of X1. For all 0 ≤ τ ≤ 1 and
0 ≤ x ≤ k2 ,
∂h 1
2
(
1
2 +
τx
k
)
∂τ
=
x
k
log
(
1 +
τx
k
1
2
(
1
2 − τxk
)) ≥ x
k
log
(
1 +
4τx
k
)
≥ x
k
· 1
2
4τx
k
=
2τx2
k2
.
The second inequality holds since inf0≤t≤2
log(1+t)
t =
log 3
2 ≥ 12 .
h 1
2
(
1
2
+
x
k
)
= h 1
2
(
1
2
)
+
∫ 1
0
∂h 1
2
(
1
2 +
τx
k
)
∂τ
dτ ≥ 0 +
∫ 1
0
2τx2
k2
dτ =
x2
k2
. (127)
By Chernoff Bound, [6] page 22-23, and (127), we know that for any 0 ≤ x ≤ k2 ,
P (X ≥ x) ≤ inf
t≥0
φX(t)
etx
≤ inf
t≥0
φX1(t)
etx
≤ exp
(
−k · h 1
2
(
1
2
+
x
k
))
≤ exp
(
−x
2
k
)
.
Next, we consider the lower bound. The arithmetic mean-geometric mean inequality tells us
φX(t) =
(∫ 1
0
et(u−
1
2
)du
)k
=
(∫ 1
2
0
1
2
(
etu + et(
1
2
−u)
)
du+
∫ 0
− 1
2
1
2
(
etu + et(−
1
2
−u)
)
du
)k
≥
(
1
2
(
e−
t
4 + e
t
4
))k
.
(128)
Combine (126) and (128) together, we know that for all t ≥ 0,(
1
2
(
e−
t
4 + e
t
4
))k
≤ φX(t) ≤
(
1
2
(
e−
t
2 + e
t
2
))k
. (129)
By L’Hopital’s rule, limt→0
log
(
1
2
(
e−
t
4+e
t
4
))
t2
= 132 . Moreover, for all t > 0,
log
(
1
2
(
e−
t
4+e
t
4
))
t2
is
positive and continuous. Therefore
c1 = inf
0≤t≤1
log
(
1
2
(
e−
t
4 + e
t
4
))
t2
> 0.
Similarly,
C1 = sup
0≤t≤1
log
(
1
2
(
e−
t
2 + e
t
2
))
t2
<∞.
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For all 0 ≤ t ≤ 1, we have
ec1kt
2 ≤ φX(t) ≤ eC1kt2 .
By Theorem 1, there exist constants c, c′, C > 0, for all 0 ≤ x ≤ c′k,
P (X ≥ x) ≥ c · e−C x
2
k ,
which has finished the proof of this theorem.
6.10 Proof of Theorem 11
Let Yi =
Xi√
α
, i = 1, . . . , k, immediately we have
c2 exp
(
c1t
2
) ≤ φYi(t) ≤ C2 exp (C1t2) , ∀t ∈ R.
By Theorem 1, there exist two constants C¯ > 1 > c¯ > 0 such that
c¯ exp
(−C¯x2) ≤ P (Yi ≥ x) ,P (Yi ≤ −x) ≤ C¯ exp (−c¯x2) , ∀x ≥ 0, 1 ≤ i ≤ k. (130)
By the formula for expected value,
E
[
sup
1≤i≤k
Yi
]
=E
[(
sup
1≤i≤k
Yi
)
∨ 0
]
+ E
[(
sup
1≤i≤k
Yi
)
∧ 0
]
=
∫ ∞
0
P
((
sup
1≤i≤k
Yi
)
∨ 0 > t
)
dt−
∫ ∞
0
P
((
sup
1≤i≤k
Yi
)
∧ 0 < −t
)
dt
=
∫ ∞
0
[
1− P
(
sup
1≤i≤k
Yi ≤ t
)
− P
(
sup
1≤i≤k
Yi < −t
)]
dt.
(131)
First, we consider the upper bound. For all t ≥
√
log C¯
c¯ , we have C¯ exp
(−c¯t2) ≤ 1. Thus
1− P
(
sup
1≤i≤k
Yi ≤ t
)
− P
(
sup
1≤i≤k
Yi < −t
)
= 1−
k∏
i=1
[1− P (Yi > t)]−
k∏
i=1
P (Yi < −t)
≤1−
k∏
i=1
[
1− C¯ exp (−c¯t2)]− 0 = 1− k∏
i=1
[
1− C¯ exp (−c¯t2)] ≤ kC¯ exp (−c¯t2) . (132)
47
The last inequality holds since
∏k
i=1
[
1− C¯ exp (−c¯t2)] ≥ 1−∑ki=1 C¯ exp (−c¯t2) = 1−kC¯ exp (−c¯t2) .
Combine (131) and (132) together, we have
E
[
sup
1≤i≤k
Yi
]
≤
√
log
(
C¯k
)
c¯
+
∫ ∞
t=
√
log(C¯k)
c¯
kC¯ exp
(−c¯t2) dt
=
√
log
(
C¯k
)
c¯
+
√
1
c¯
∫ ∞
s=0
exp
(
−s2 − 2s
√
log
(
C¯k
))
ds
≤
√
log
(
C¯k
)
c¯
+
√
1
c¯
∫ ∞
s=0
exp
(
−2s
√
log
(
C¯k
))
ds
=
√
log
(
C¯k
)
c¯
+
√
1
c¯
1
2
√
log
(
C¯k
) ≤ 2
√
log
(
C¯k
)
c¯
.
Thus
E
[
sup
1≤i≤k
Xi
]
=
√
αE
[
sup
1≤i≤k
Yi
]
≤ 2
√
log
(
C¯k
)
c¯
α ≤ 2
√
C¯ log k
c¯
α.
Next, we consider the lower bound. For all t ≥ 0,
1− P
(
sup
1≤i≤k
Yi ≤ t
)
= 1−
k∏
i=1
[1− P (Yi > t)] ≥ 1−
k∏
i=1
[
1− c¯ exp (−C¯t2)]
≥1−
k∏
i=1
exp
(−c¯ exp (−C¯t2)) ≥ 1− exp (−kc¯ exp (−C¯t2)) . (133)
In the second inequality, we used 0 ≤ 1− x ≤ e−x for all x ∈ [0, 1].
In addition,
P
(
sup
1≤i≤k
Yi < −t
)
=
k∏
i=1
P (Yi < −t) ≤
k∏
i=1
C¯ exp
(−c¯t2) = C¯k exp (−c¯kt2) . (134)
For all t ≥
√
2 log C¯
c¯ ,
P
(
sup
1≤i≤k
Yi < −t
)
≤
(
exp
( c¯
2
t2
))k
exp
(−c¯kt2) = exp(− c¯
2
kt2
)
.
By (133), for all 0 ≤ t ≤
√
log k
C¯
,
1− P
(
sup
1≤i≤k
Yi ≤ t
)
≥ 1− exp
−kc¯ exp
−C¯(√ log k
C¯
)2 = 1− e−c¯. (135)
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Combine (131), (134) and (135) together, and also notice that 1 − P (sup1≤i≤kXi ≤ t) ≥
0,P
(
sup1≤i≤k Yi < −t
) ≤ 1 for all t ≥ 0,
E
[
sup
1≤i≤k
Yi
]
≥
∫ √ log k
C¯
0
(1− e−c¯)dt−
∫ √ 2 log C¯
c¯
0
1dt−
∫ ∞√
2 log C¯
c¯
exp
(
− c¯
2
kt2
)
dt
≥
√
log k
C¯
(
1− e−c¯)−√2 log C¯
c¯
−
√
π
2c¯k
.
Hence there exists a constant C˜ > 0, for any k ≥ C˜,
E
[
sup
1≤i≤k
Xi
]
=
√
αE
[
sup
1≤i≤k
Yi
]
≥ 1− e
−c¯
2
√
α log k
C¯
. (136)
Finally, for 2 ≤ k ≤ C˜, by (130),
E
[
sup
1≤i≤k
Yi
]
≥Emax{Y1, Y2} = EY1 + E [max{Y1, Y2} − Y1] = Emax{0, Y2 − Y1}
≥E1{Y2−Y1≥1} ≥ P (Y1 ≤ 0, Y2 ≥ 1) = P (Y1 ≤ 0)P (Y2 ≥ 1) ≥ c¯2e−C¯ .
Thus for all any 2 ≤ k ≤ C˜,
E
[
sup
1≤i≤k
Xi
]
=
√
αE
[
sup
1≤i≤k
Yi
]
≥ c¯
2e−C¯√
log C˜
√
α log k. (137)
(136) and (137) show that there exists a constant c > 0, for any k ≥ 2,
E
[
sup
1≤i≤k
Xi
]
≥ c
√
α log k. (138)
6.11 Proof of Theorem 12.
By Theorem 4, there exist constants C¯ > 1 > c¯ > 0 such that for all x ≥ 0,
c¯ exp
(
−C¯
(
x2
α‖u‖22
∧ Mx‖u‖∞
))
≤ P (Xi ≥ x) ≤ exp
(
−c¯
(
x2
α‖u‖22
∧ Mx‖u‖∞
))
. (139)
Similarly to (131), we have
E
[
sup
1≤i≤k
Xi
]
=
∫ ∞
0
[
1− P
(
sup
1≤i≤k
Xi ≤ t
)]
dt−
∫ ∞
0
P
(
sup
1≤i≤k
Xi < −t
)
dt. (140)
First, we consider the upper bound. For all t ≥ 2
(√
α‖u‖22 log k
c¯ ∨ ‖u‖∞ log kc¯M
)
≥
√
α‖u‖22
c¯ ∨ ‖u‖∞c¯M ,
1− P
(
sup
1≤i≤k
Xi ≤ t
)
= 1−
k∏
i=1
[1− P (Xi > t)] ≤ 1−
k∏
i=1
[
1− exp
(
−c¯
(
t2
α‖u‖22
∧ Mt‖u‖∞
))]
≤1−
[
1−
k∑
i=1
exp
(
−c¯
(
t2
α‖u‖22
∧ Mt‖u‖∞
))]
≤ k
[
exp
(
−c¯ t
2
α‖u‖22
)
+ exp
(
−c¯ Mt‖u‖∞
)]
.
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The second inequality comes from Bernoulli’s inequality.
By (140) and the previous inequality,
E
[
sup
1≤i≤k
Xi
]
≤
∫ ∞
0
[
1− P
(
sup
1≤i≤k
Xi ≤ t
)]
dt
≤
∫ 2(√α‖u‖22 log k
c¯
∨ ‖u‖∞ log k
c¯M
)
0
1dt+
∫ ∞
2
(√
α‖u‖2
2
log k
c¯
∨ ‖u‖∞ log k
c¯M
) k exp
(
−c¯ t
2
α‖u‖22
)
dt
+
∫ ∞
2
(√
α‖u‖2
2
log k
c¯
∨ ‖u‖∞ log k
c¯M
) k exp
(
−c¯ Mt‖u‖∞
)
dt
=2
(√
α‖u‖22 log k
c¯
∨ ‖u‖∞ log k
c¯M
)
+
√
α‖u‖22
c¯
∫ ∞
2
√
log k
k exp
(−u2) du
+
‖u‖∞
c¯M
∫ ∞
2 log k
k exp (−u) du.
(141)
Moreover, we have∫ ∞
2
√
log k
k exp
(−u2) du ≤ ∫ ∞√
log k
k exp
(−u2) du = ∫ ∞
0
exp
(
−s2 − 2s
√
log k
)
ds
≤
∫ ∞
0
exp
(
−2s
√
log k
)
ds =
1
2
√
log k
,
(142)
and ∫ ∞
2 log k
k exp (−u) du = k exp (−2 log k) = 1
k
. (143)
(141), (142) and (143) together imply
E
[
sup
1≤i≤k
Xi
]
≤2
(√
α‖u‖22 log k
c¯
∨ ‖u‖∞ log k
c¯M
)
+
√
α‖u‖22
c¯
1
2
√
log k
+
‖u‖∞
c¯M
1
k
≤4
(√
α‖u‖22 log k
c¯
∨ ‖u‖∞ log k
c¯M
)
≤ 4
c¯
[√
α‖u‖22 log k ∨
‖u‖∞ log k
M
]
.
(144)
Next, we consider the lower bound. For any 0 ≤ t ≤
√
α‖u‖22 log k
C¯
∨ ‖u‖∞ log k
C¯M
,
1− P
(
sup
1≤i≤k
Xi ≤ t
)
=1−
k∏
i=1
[1− P (Xi > t)] ≥ 1−
k∏
i=1
[
1− c¯ exp
(
−C¯
(
t2
α‖u‖22
∧ Mt‖u‖∞
))]
≥1−
k∏
i=1
exp
(
−c¯ exp
(
−C¯
(
t2
α‖u‖22
∧ Mt‖u‖∞
)))
=1− exp
(
−c¯k exp
(
−C¯
(
t2
α‖u‖22
∧ Mt‖u‖∞
)))
≥ 1− e−c¯.
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Thus∫ ∞
0
[
1− P
(
sup
1≤i≤k
Xi ≤ t
)]
dt ≥
∫ √α‖u‖22 log k
C¯
∨ ‖u‖∞ log k
C¯M
0
[
1− P
(
sup
1≤i≤k
Xi ≤ t
)]
dt
≥ (1− e−c¯) [√α‖u‖22 log k
C¯
∨ ‖u‖∞ log k
C¯M
]
.
(145)
Note that for all −M ≤ t ≤ 0, φZij (t) ≤ exp
(
C1αt
2
)
, by (17),
P (Xi ≤ −x) ≤ P (−Xi ≥ x) ≤
 e
− x2
4C1α‖u‖
2
2 , 0 ≤ x ≤ 2MC1α‖u‖22‖u‖∞ ,
e
− Mx
2‖u‖∞ , x >
2MC1α‖u‖22
‖u‖∞ ,
which means that for all t ≥ 0,
P (Xi ≤ −t) ≤ exp
(
− t
2
4C1α‖u‖22
∧ Mt
2‖u‖∞
)
≤ exp
(
− 1
4C1
(
t2
α‖u‖22
∧ Mt‖u‖∞
))
.
Therefore∫ ∞
0
P
(
sup
1≤i≤k
Xi < −t
)
dt =
∫ ∞
0
k∏
i=1
P (Xi < −t) dt ≤
∫ ∞
0
k∏
i=1
exp
(
− 1
4C1
(
t2
α‖u‖22
∧ Mt‖u‖∞
))
dt
≤
∫ ∞
0
exp
(
− k
4C1
t2
α‖u‖22
)
dt+
∫ ∞
0
exp
(
− k
4C1
Mt
‖u‖∞
)
dt
=
√
π
2
√
α‖u‖22
k
· 4C1 + 4C1 ‖u‖∞
Mk
.
By (140), (145) and the previous inequality, there exists a constant C˜ > 0 such that for all
k ≥ C˜,
E
[
sup
1≤i≤k
Xi
]
≥1− e
−c¯
2
[√
α‖u‖22 log k
C¯
∨ ‖u‖∞ log k
C¯M
]
≥1− e
−c¯
2C¯
[√
α‖u‖22 log k ∨
‖u‖∞ log k
M
]
.
(146)
For k ≥ 2,
E [X1 ∨X2] =EX1 + E [0 ∨ (X2 −X1)]
≥0 + 2
(√
α‖u‖22
C¯
∨ ‖u‖∞
C¯M
)
P
(
X2 −X1 ≥ 2
(√
α‖u‖22
C¯
∨ ‖u‖∞
C¯M
))
.
By (139),
P
(
X2 −X1 ≥ 2
(√
α‖u‖22
C¯
∨ ‖u‖∞
C¯M
))
≥P
(
X2 ≥
√
α‖u‖22
C¯
∨ ‖u‖∞
C¯M
)
· P
(
X1 ≤ −
√
α‖u‖22
C¯
∨ ‖u‖∞
C¯M
)
≥c¯e−1 · c¯e−1 = c¯2e−2.
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Thus
E [X1 ∨X2] ≥ 2c¯2e−2
(√
α‖u‖22
C¯
∨ ‖u‖∞
C¯M
)
,
Therefore, there exists a constants c˜ > 0 such that for all 2 ≤ k ≤ C˜,
E
[
sup
1≤i≤k
Xi
]
≥E [X1 ∨X2] ≥ c˜
[√
α‖u‖22 log C˜ ∨
‖u‖∞ log C˜
M
]
≥c˜
[√
α‖u‖22 log k ∨
‖u‖∞ log k
M
]
.
(147)
Combine (147) and (146) together, we have reached the conclusion. 
6.12 Proof of Theorem 13
Since λ > µ, a natural idea to separate the signal and noise is to set a cut-off value θ, and
classify Yi to be a signal if Yi ≥ θ. Such a scheme is indeed optimal in minimizing the Hamming
distance misclassification rate due to the following lemma.
Lemma 3. Z˜i = 1{Yi>θ˜} is the best identification strategy.
Proof of Lemma 3.
EkM(Zˆ) =E
k∑
i=1
∣∣∣Zˆi − Zi∣∣∣ = k∑
i=1
∞∑
j=0
[
Zˆi(j)P (Yi = j, Zi = 0) + (1− Zˆi(j))P (Yi = j, Zi = 1)
]
≥
k∑
i=1
∞∑
j=0
min{P (Yi = j, Zi = 0) ,P (Yi = j, Zi = 1)}.
”=” holds if and only if
Zˆi(j) =
{
0, P (Yi = j, Zi = 0) > P (Yi = j, Zi = 1) ;
1, P (Yi = j, Zi = 0) < P (Yi = j, Zi = 1) .
(148)
For all 1 ≤ i ≤ k,
P (Yi = j, Zi = 0)
P (Yi = j, Zi = 1)
=
(1− ε) µjj! e−µ
ελ
j
j! e
−λ =
1− ε
ε
(µ
λ
)j
eλ−µ.
We can see if j > θ˜ =
log( 1−εε )+λ−µ
log
(
λ
µ
) , P (Yi = j, Zi = 0) < P (Yi = j, Zi = 1); if j < θ˜ =
log( 1−εε )+λ−µ
log
(
λ
µ
) , P (Yi = j, Zi = 0) > P (Yi = j, Zi = 1). Thus (148) is equivalent to
Zˆi =
{
0, Yi < θ˜;
1, Yi > θ˜,
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for all 1 ≤ i ≤ k, which means that our assertion is true.
We go back to the proof of Theorem 13. Notice that (Yi, Zi, Z˜i) are i.i.d. and
EM(Z˜i) =
1
k
E
k∑
i=1
∣∣∣Z˜i − Zi∣∣∣ = E ∣∣∣Zˆ1 − Z1∣∣∣ .
By Lemma 3,
EM(Zˆi) ≥ EM(Z˜i) =
[
(1− ε)Pµ
(
Y1 > θ˜
)
+ εPλ
(
Y1 ≤ θ˜
)]
. (149)
• ε− ≤ ε ≤ ε+. Here
µ =
log
(
1−ε+
ε+
)
+ λ− µ
log
(
λ
µ
) ≤ θ˜ = log (1−εε )+ λ− µ
log
(
λ
µ
) ≤ log
(
1−ε−
ε−
)
+ λ− µ
log
(
λ
µ
) = λ.
By Proposition 5,
(1− ε)Pµ
(
Y1 > θ˜
)
+ εPλ
(
Y1 ≤ θ˜
)
≤(1− ε) exp
(
−(θ˜ − µ)
2
2µ
ψBenn
(
θ˜ − µ
µ
))
+ ε exp
(
−(λ− θ˜)
2
2λ
ψBenn
(
θ˜ − λ
λ
))
=exp
(
−g(θ˜)
)
.
(150)
Note that λ ≤ C2µ, we know that λ − θ ≤ λ − µ ≤ λ − λC2 = λ
(
1− 1C2
)
. By Theorem 10,
there exist two constants c¯ > 0, C > 1 such that
(1− ε)Pµ
(
Y1 > θ˜
)
+ εPλ
(
Y1 ≤ θ˜
)
≥(1− ε)c¯ exp
(
−C (θ˜ − µ)
2
2µ
ψBenn
(
θ˜ − µ
µ
))
+ εc¯ exp
(
−C (λ− θ˜)
2
2λ
ψBenn
(
θ˜ − λ
λ
))
≥c¯
[
(1− ε)C exp
(
−C (θ˜ − µ)
2
2µ
ψBenn
(
θ˜ − µ
µ
))
+ εC exp
(
−C (λ− θ˜)
2
2λ
ψBenn
(
θ˜ − λ
λ
))]
≥c¯ · 21−C
[
(1− ε) exp
(
(θ˜ − µ)2
2µ
ψBenn
(
θ˜ − µ
µ
))
+ ε exp
(
−(λ− θ˜)
2
2λ
ψBenn
(
θ˜ − λ
λ
))]C
=c¯ · 21−C exp
(
−Cg(θ˜)
)
.
(151)
In the last inequality, we used xC + yC ≥ 21−C(x + y)C for all x, y ≥ 0, C ≥ 1. Combining
(149), (150) and (151) together, there exist two constants C, c > 0, for any classification
Zˆ ∈ {0, 1}k based on {Yi}ki=1,
c exp
(
−Cg(θ˜)
)
≤ EM(Zˆ) ≤ exp
(
−g(θ˜)
)
.
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• ε+ < ε < 1.
θ˜ <
log
(
1−ε+
ε+
)
+ λ− µ
log
(
λ
µ
) = µ.
For the lower bound, by Theorem 10, there exists a constant c > 0,
(1− ε)Pµ
(
Y1 > θ˜
)
+ εPλ
(
Y1 ≤ θ˜
)
≥ (1− ε)Pµ
(
Y1 > θ˜
)
≥ (1− ε)Pµ (Y1 − µ ≥ 0) ≥ (1− ε)c.
(149) and the previous inequality show that
EM(Z˜i) =
[
(1− ε)Pµ
(
Y1 > θ˜
)
+ εPλ
(
Y1 ≤ θ˜
)]
≥ c(1− ε). (152)
holds for any classification Zˆ ∈ {0, 1}k based on {Yi}ki=1.
For the upper bound, by (149),
EM(Z˜i) ≤ E |1− Z1| = P (Z1 = 0) = (1− ε). (153)
• 0 < ε < ε+. For the lower bound, note that
θ˜ >
log
(
1−ε−
ε−
)
+ λ− µ
log
(
λ
µ
) = λ.
By Theorem 11 (set β = 2), there exists a constant c > 0,
(1− ε)Pµ
(
Y1 > θ˜
)
+ εPλ
(
Y1 ≤ θ˜
)
≥ εPλ
(
Y1 ≤ θ˜
)
≥ εPλ (Y1 − λ ≤ 0) ≥ cε.
(149) and the previous inequality imply that for any classification Zˆ ∈ {0, 1}k based on
{Yi}ki=1,
EM(Zˆ) ≥ EM(Z˜) = k
[
(1− ε)Pµ
(
Y1 > θ˜
)
+ εPλ
(
Y1 ≤ θ˜
)]
≥ ckε. (154)
For the upper bound, by (149),
EM(Z˜i) ≤ E |0− Z1| = P (Z1 = 1) = ε. (155)
In summary, we have arrived at the conclusion. 
6.13 Proof of Lemma 1.
If P (|Zi| ≥ x) ≤ C3 exp(−c3x2) holds for all x ≥ 0,
E|Zi|p =
∫ ∞
0
P (|Zi|p > t) dt =
∫ ∞
0
P (|Zi| > s) psp−1ds ≤ p
∫ ∞
0
C3e
−c3s2sp−1ds
=pC3c
− p
2
3
1
2
∫ ∞
0
e−uu
p
2
−1du =
pC3
2
c
− p
2
3 Γ
(p
2
)
≤ pC3
2
c
− p
2
3
(p
2
) p
2
=
pC3
2
(
p
2c3
) p
2
.
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Thus for p ≥ 1,
(E|Zi|p)1/p ≤
(
pC3
2
(
p
2c3
) p
2
)1/p
= p1/p
(
C3
2
)1/p( p
2c3
) 1
2
≤ 2max
{
1,
C3
2
}(
p
2c3
) 1
2
= C4
√
p.
(156)
Here C4 = 2max{1, C3/2}
(
1
2C3
) 1
2
. The second inequality follows from p
1
p ≤ 2 and (C3/2)1/p ≤
max{1, C3/2} for p ≥ 1.
By Taylor’s expansion,
EetZi = 1 + tEZi +
∞∑
p=2
tpEZpi
p!
≤ 1 +
∞∑
p=2
tpE|Zi|p
p!
≤ 1 +
∞∑
p=2
tp
(
C4
√
p
)p
p!
≤ 1 +
∞∑
p=2
(
C5t√
p
)p
.
(157)
Here C5 = eC4. The first inequality follows from EZi = 0; in the second one we use (156); the
third one holds since p! ≥ (p/e)p.
• 0 ≤ t ≤ 1
2C5
. By (157),
EetZi ≤ 1 +
∞∑
p=2
(C5t)
p = 1 +
C25 t
2
1− C5t ≤ 1 + 2C
2
5 t
2 ≤ e2C25 t2 .
• t > 1
2C5
. Set c4 =
1
4eC24
, by (156) and p! ≥ (p/e)p,
Eec4Z
2
i =
∞∑
p=0
cp4EZ
2p
i
p!
≤
∞∑
p=0
cp4
(
C4
√
2p
)2p(p
e
)p = ∞∑
p=0
(
2ec4C
2
4
)p
=
∞∑
p=0
(
1
2
)p
= 2.
Thus
EetZi ≤ Eec4Z2i +
t2
4c4 ≤ 2e
t2
4c4 ≤ e4C25 t2e
t2
4c4 = e(4C
2
5+eC
2
4)t2 .
The first inequality holds since c4Z
2
i +
t2
4c4
≥ tZi; the third inequality is due to t > 12C5 .
Therefore
φZi(t) ≤ exp
(
C1t
2
)
, ∀t ≥ 0.
If P (Zi ≥ x) ≥ c2 exp
(−C2x2) for all x ≥ 0, for any t ≥ 0,
E exp(tZi) ≥E exp(tZi)1{Zi≥ t2C2 } ≥ exp
(
t2
2C2
)
· P
(
Zi ≥ t
2C2
)
≥ exp
(
t2
2C2
)
· c2 exp
(
−C2
(
t
2C2
)2)
= c2 exp
(
t2
4C2
)
.
If c2 ≥ 1, then immediately we have
E exp (tZi) ≥ exp
(
t2
4C2
)
, ∀t ≥ 0. (158)
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If c2 < 1, then for all t ≥
√
8C2 log
(
1
c2
)
,
E exp (tZi) ≥ c2 exp
(
t2
8C2
)
· exp
(
t2
8C2
)
≥ exp
(
t2
8C2
)
. (159)
For all 0 ≤ t ≤
√
8C2 log
(
1
c2
)
, by Taylor’s Theorem,
etu = 1 + tu+ eξ
(tu)2
2
,
where ξ = ξtu is a real number between 0 and tu.
For u ≥ 1, t ≥ 0,
eξ
(tu)2
2
≥ (tu)
2
2
≥ t
2
2
.
Note that EX = 0, for all t ≥ 0, we have
EetX =E
(
1 + tX + eξ
(tX)2
2
)
= 1 + E
(
eξ
(tX)2
2
)
≥ 1 + E
(
eξ
(tX)2
2
1{X≥1}
)
≥1 + E
(
t2
2
1{X≥1}
)
= 1 +
t2
2
P (X ≥ 1) ≥ 1 + c2e−C2 t
2
2
.
(160)
In the last step, we used the condition P (Zi ≥ x) ≥ c2 exp
(−C2x2) for all x ≥ 0. Since log(1+x)x
is a decreasing function of x > 0,
c¯ = inf
0≤t≤c2e−C2 ·4C2 log
(
1
c2
) log(1 + x)x =
log
(
1 + 4c2e
−C2 · C2 log
(
1
c2
))
4c2e−C2 · C2 log
(
1
c2
) > 0,
Then for all 0 ≤ t ≤
√
8C2 log
(
1
c2
)
,
log
(
1 + c2e
−C2 t
2
2
)
≥ c¯ · c2e−C2 t
2
2
. (161)
By (160) and the previous inequality, we know that for all 0 ≤ t ≤
√
8C2 log
(
1
c2
)
,
EetX ≥ exp
(
c¯ · c2e−C2
2
t2
)
(162)
(158), (159), and (162) together imply that
E (tZi) ≥ exp(c1t2), ∀t ≥ 0, (163)
where c1 =
1
4C2
if c2 ≥ 1 and c1 = min{ 18C2 ,
c¯·c2e−C2
2 } if 0 < c2 < 1. Thus if Statement 2
(Equation 10) holds, Statement 1 (Equation 9) also holds. 
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