We report on the design and testing of a new readout scheme for Superconducting Tunnel Junction (STJ) arrays. By grouping the electrodes in rows and columns, this method drastically reduces the number of connections and electronic circuits required for reading out a large format array of pixelated detectors. It is a generic scheme in that it could be applied to different kinds of detector arrays. Using charge sensitive amplifiers with junction field-effect transistors (JFETs) we verify that the energy resolution degrades primarily due to capacitance increase at the amplifier' s input node. However, since each detector is read-out by two independent circuits, these two outputs can be combined to increase the signal-tonoise level. The measurements reported here were carried out on an array of 6x6 junctions. All junctions were biased but only 2 rows and 2 columns read-out. We compare the results to measurements carried out on a similar 6x6 array fabricated from the same trilayer but with individual pixel read-out. The measurements show that stable biasing of STJs is possible with the new configuration and that the measured optical spectral line resolutions are consistent with our theoretical predictions.
INTRODUCTION
During the last few years, non-dispersive detectors based on superconducting materials such as Superconducting Tunnel Junctions (STJs) or Transition Edge Sensors (TESs) have been developed extensively and have now demonstrated rather high energy resolutions. Reported values range from 0. 12-0.3eV full width at half maximum (FWHM) in the optical wavelengths using STJs [1, 2] to 4.7eV (FWHM) at 6keV X-ray energies using a TES [31. The next step in the development of these detectors is to group them into arrays so as to obtain an imaging capability. Already a small prototype instrument based on a 6x6 array of STJs has been developed and installed on the William Herschel Telescope at La Palma 4] . These cryogenic detectors have all been read out using individual acquisition chains for each pixel. This severely limits the number of pixels for several reasons:
. In order to achieve high energy resolution, these detectors require very low operating temperatures (0.1-0.3K). Since current amplifier designs based on junction field-effect transistors (JFETs) cannot operate at the required detector temperature, a large number of electrical connections need to be made between the cryogenic part of the system and room temperature. The most serious problem is related to heat load caused by this wiring onto the cryogenic cooler. Some reports [5] show a reduced number of wires for addressing TES detectors using superconducting quantum interference devices (SQUIDs). These methods are based on multiplexing schemes and are severely limited in speed, both in terms of photon flux and in pulse sampling. Applying a similar scheme to STJs, intrinsically fast devices, would require unachievable high multiplexing rates. 0 For X-ray spectroscopy, illumination has to be through the front or top electrode. The amount of wiring crossing the detectors effectively suppresses the low energy response.
. For space instruments, power consumption and weight are to be minimized. This could limit the maximum array size since each pixel requires an individual readout chain comprising a biasing circuit and a preamplifier, shaping filter, low-level threshold detector, sample-and-hold and analog-to-digital converter circuits.
The method described here necessitates less wires on chip as well as between the detector and the acquisition electronics. It reduces by the same amount the number of electronic channels. With this new method, an array of NxN pixels can be readout by 2xN amplifier chains instead of the normally required N2.
Correspondence: E-mail: dmartin @ astro.estec .esa. In this paper we shall describe the pixel array interconnection principle, which we shall refer to as matrix read-out, and evaluate its advantages and disadvantages. The discussions and illustrations will be based on STJ arrays but we believe the concept is more generic, being applicable to a wider range of detectors (e.g. TES arrays). A 6x6 matrix array implementation of Tantalum STJs is our demonstration vehicle. We will report on the results obtained with this device illuminated by optical photons and compare the measurements with a similar array read-out as individual pixels.
THE ARRAY INTERCONNECTION

Matrix Read-out Description
The principle is based on interconnecting the pixels in rows and columns. In the specific case of an STJ array, the base electrodes are interconnected in rows and the top electrodes in columns. Each row and each column is connected to a separate bias and amplification circuit. This means only 2xN wires and circuits are needed to read out a NxN array, instead of the traditional N2. When a pixel has been hit by a photon, the excess tunnel current will produce a signal proportional to the photon's energy simultaneously in its corresponding row and column. A coincidence measurement between rows and columns can therefore determine which pixel recorded the photon event. The photon's energy can be derived in the usual way by filtering the integrated charge output from the charge sensitive preamplifier using a pulse shaper followed by a peak detector. Figure 1 shows a possible implementation using conventional JFET charge sensitive amplifiers. Figure 2 . This has the advantage of greatly simplifying the biasing circuit. It also reduces pick-up noise since the SQUIDs are placed close to the detectors and present a low output impedance. Unfortunately, currently available SQUIDs cannot be efficiently coupled to STJs and therefore cannot, yet, reach the noise levels obtained with JFETs [6] . As we shall see later, SQUIDs could offer additional advantages in the matrix readout scheme because their series noise is negligible. They are however the element of choice for reading out Transition Edge Bolometers.
Advantages of the Readout Approach
The number of wires and circuits for reading out a large format array can now be reduced drastically. A conventional approach would currently limit the number of pixels to about 100 and with major development (particularly related to the cryogenic cabling) possibly to iO due to excessive heat load on the cryogenic system. We can now however envisage arrays of i04 to 106 pixels. Such large format arrays open up the possibility to develop large field imaging spectrometers for UV-optical astronomy and high-energy X-ray astrophysics.
Since the number of connections to the detector chip has decreased and because the contacts are intrinsically available at the border of the array (see Figure 4 ), no complex routing is necessary to connect the array pixels to the reduced number of
igh Gain Amplifier Vb Row Bias voltage contact pads, see Figure 5 for comparison. Bonding to the chip can be achieved by traditional wire bonding, i.e. no bumpbonding is necessary. The traditional pixel addressing method requires a separate top electrode contact for each detector and therefore the number of tracks required increases rapidly with the array size. For large array sizes, one would have to move to multiple layers of routing metal, increasing the processing complexity for the traditional readout even further. The tracks covering the top electrodes mask the detector in the case of illumination from the top. Although for a 6x6 array, the effect is still admissible, compare Figure 4 and Figure 5 , this becomes a major problem for larger arrays when used for X-ray detection. For optical or UV photons, the illumination can be through the transparent sapphire or Magnesium Fluoride substrate. 
Possible Drawbacks with the
Where N is the number of pixels in a row; Cd, C, Cf, Cgs, Cgd are the detector, wiring, amplifier feedback, gate-source and gate-drain capacitances; tn,sh and tnRf the noise currents induced by the detector leakage current and amplifier feedback resistor respectively. If the noise is dominated by the series component, the equivalent noise charge will increase for this new matrix readout method over the traditional case by a factor given by:
-
(Cd+Cw+Cf+Cgs+Cgd
Consider a practical example where we assume that the parallel noise is negligible; Cd=6OpF (25x25im2 detector);
C=9OpF; Cgs+Cgd=3OpF; Cf=lpF. The equivalent noise charge will increase by a factor -4 for a lOxlO array of detectors when using the matrix read-out. If we consider an array of iO STJs each of size 1Ox1Ojtm2, Cd is lowered to 9.6pF, N=100, becomes 8.3. The degradation in noise performance can be compensated slightly by realizing that each detector is read-out using an independent row and column amplifier. Since their series noise components are, to a large extent, uncorrelated, their signals can be combined thereby lowering the series noise component by a factor -42. In the above examples, can be lowered to 3 and 6 respectively. In the present case of a 6x6 array of 25x25tm2 detectors, is 2.
Biasing issues
A more serious problem is related to the biasing of STJs. The residual Josephson current at zero bias voltage and Fiske resonances are normally suppressed with a magnetic field of about 200 Gauss so as to ensure stable biasing. The suppression is very effective for single devices but is not perfect for each device in an array. This is thought to be related to small geometrical differences between each junction and small magnetic field non-uniformities. When biasing an array, a sub-optimum magnetic field (for individual devices) has to be chosen and some residual Josephson current will persist. In order to bias the junctions this Josephson current has to be overcome, i.e. the biasing network has to be able to provide sufficient current during the bias settling time and every time the junction is disturbed from its equilibrium bias point. Since our connection scheme involves a single bias circuit for each row (and column), it has to provide sufficient current to overcome the sum of all Josephson currents in a row (and column). As can be seen in Figure 1 , this current has to be provided by the feedback resistor in the charge sensitive amplifier. A difficulty therefore arises from the fact that a high value is needed for low parallel noise and a low value is required for providing sufficient bias current. Using an active feedback element as proposed for leaky semi-conductor detectors [9, 10] could probably solve this problem.
Count rate issue
A photon absorbed in a particular junction has to be localized by a simultaneous detection in the corresponding row and column. If another photon is absorbed in another junction within the electronic response time, position ambiguity and possible pile-up can result. The position ambiguity can be resolved by using a fast threshold detection circuit. In-principle, sub-microsecond response times are possible since a slow shaping time (optimized for best signal-to-noise ratio) is not required for detection purposes1 . Therefore >1MHz rates are theoretically feasible. Pile-up will occur if two events are absorbed either in the same junction or in the same row or column. Pile-up within the same junction is, of course, identical to the individual read-out case (regions 1 in Figure 3 ). If two or more photons are absorbed within the same row but not in the same junction, they can be detected and analyzed separately since there will be no pile-up in the columns (regions 3 in Figure 3 ). In this case however, the row signal cannot be used for improving the signal-to-noise ratio since it will contain pile-up.
Another problem related to pile-up is the issue of infrared (IR) flux. Any heat source in the field of view of the detector will produce IR events in the detectors. These will see a base-line current increase together with a variance due to the statistical arrival of the photons. This variance can significantly reduce the resolution [1 1]. Each electronic chain will record the total IR flux received on its line as additional noise, which is N times higher than for the traditional read-out under the same illumination circumstances. Extreme care has to be taken in the design of baffling and filters for an instrument using these extremely sensitive detectors.
Diagnostics and yield
STJs are normally diagnosed by tracing their current versus voltage (IV) characteristic. Due to the fact that all junctions are interconnected in the matrix scheme, it becomes impossible to diagnose individual detectors. However, an IV curve is still a good analysis tool in that it will provide upper limits to the Josephson and sub-gap currents of the devices. Note however that if a junction has a short, cannot be biased or is too noisy, it will spoil the complete row and column. This could pose a serious yield problem for large arrays.
TEST RESULTS
The chip used for this test was a Tantalum based 6x6 array produced by Oxford Instruments2. A micrograph of the chip is shown in Figure 4 . It has a lay-up of lOOnm of Tantalum, 3Onm Aluminium, an Aluminium oxide barrier followed by 3Onm of Aluminium and again 100am Tantalum. Each STJ is 25x25.tm2. For comparison reasons, a similar chip using the same trilayer, was fabricated with individual pixel access, see Figure 5 .
as long as the Scy noise level is below the lowest threshold (i.e. the lowest detectable energy) 2 Oxford Instruments Scientific Research Division, Cambridge UK. The measurements reported here were performed in an Oxford Instrument's Heliox system at a base temperature of 0.31K and with a magnetic field of 167 Gauss. At the time of the tests, only a 4-channel data acquisition system was available. Two channels (I and 2) were used to bias and read the middle two lines while the other two channels (3 and 4) were connected to the middle two columns. The other four lines were biased at a fixed voltage while the four remaining columns were grounded. For the spectral measurements, the junctions were biased at 80i.tV (on Chi and 2 while Ch3 and 4 were kept at Ground potential). A connection diagram is given in Figure 6 .
The I-V Curve
As was discussed in section 2.3.4. individual STJs cannot be diagnosed but the curves can show upper limits on the sub-gap currents and residual Josephson currents. They will also show that no detector is damaged or has trapped flux. With all the columns grounded, each line was separately measured while sweeping the voltage between -500 and +500tV. The I-V curve for line 1 is given as an example in Figure 7 . An enlarged plot is given in Figure 8 to show the leakage current.The sub-gap currents for all lines were below 0.5nA. This implies an average leakage current of 0.l3pA4im2 at l00l.tV. The The Josephson currents for all junctions were well suppressed at a magnetic field strength of 167 Gauss. All values were below 8OnA for a complete line of 6 junctions. This is an important factor to ensure easy and stable biasing of the junctions during normal operations.
Response to Photons
In order to detect photons, each pre-amplifier channel is followed by a slow3 and a fast shaping filter. The fast filter is used for triggering and time stamping the events while the slow filter is optimised for accurate pulse amplitude measurements (PHA). Data files contain an event list of the fast and slow samples of all 4 channels and a time stamp for each trigger. A Xenon lamp with a programmable double monochromator was used as a light source and coupled to the detector array via an optical fibre. Illumination was through the sapphire substrate. Measurements were performed at 225, 250, 300, 400, 500, 600 and 800nm wavelength (5.5, 5, 4.1, 3.1, 2.5, 2.1 and 1.6eV resp.). The responsivity of the detectors was found to be of order 4800 electrons per eV, while the pulse decay time was about 3ts. Using an energy gap, i,of 0.52meV, we find that each quasiparticle tunnels on average -4 times. Figures 9 and 10 show grey-scaled 2-D histograms of one (slow-PHA-) channel against another when the detector was illuminated with 300am (4.1eV) photons. Clear correlation can be seen between channels sharing a common STJ (Figure 9 , J34). Channels which do not share a detector only have a few points off the axes. In the case of channel 1 versus channel 2 ( Figure 10 ), these correspond to pile-up events and represent only -0.17% of the total amount of recorded events in this particular case, in agreement with the expectation for a photon flux of -P400Hz in each channel and the acquisition electronics' characteristics. The ratio of total number of events recorded in a particular channel to the number of correlated events between 2 channels was systematically 1/6. This implies that each line and each column was indeed recording the events from all its corresponding 6 detectors. 3 Filter centre frequency = 16kHz 4 Filtercentre frequency = 65kHz
Channel Correlation
Spectra
For each junction, events were retained by selecting those, which had a non-zero signal in both its corresponding channels. For instance for junction J33, valid events were those for which channels 1 and 3 were simultaneously triggered within the coincidence window of 5ts5. Figure 1 1 shows the spectra accumulated with the channels connected to junction J34 while illuminating the array with 500nm (2.5eV) photons. The plots include the fits used for calculating the resolution. For each junction, the line resolution was computed on each of its corresponding acquisition channels. The average resolution, Full Width at Half Maximum (FWHM, in eV) for each pair of channels is plotted in Figure 12 as a function of photon energy as well as the average of all pixels. As mentioned in section 2.3.1, combining the line and column values for each pixel, the electronic noise contribution can be reduced. This is shown in Figure 13 together with the measured electronic noise. Also shown in this plot is the calculated intrinsic detector resolution, obtained by quadratically subtracting the electronic noise from the measured line resolution.
5 Limited by the current electronics set.
Uncalibrated, binned data Unoalibrated, binned data In order to verify the hypothesis of electronic noise reduction, we compared a predicted FWHM resolution to the actual measurement. The predictions were in all cases within -6% of the actual value. To take an example, consider X=500nm (2.5eV), junction J34. The measured spectral line widths on CH1 and CH4 were 0.439eV and 0.485eV respectively. The electronic noise on CH1 was measured at 0.406eV. Unfortunately, no direct noise measurement was available on channels 3
and 4 because of their signals inverted polarity. An additional inverting amplifier had to be inserted between the preamplifier and the pulse height analyzer for those channels. This also inverted the test pulses used for noise measurements, which consequently went undetected. By making the assumption that the intrinsic detector resolution must be identical in both channels, we can derive the electronic noise on CH4 to be: which is close to the measured value of 0.366eV. The resolution enhancement obtained by combining row and column measurements is a function of energy since it depends on the ratio of the intrinsic detector's resolution to the electronic noise. The gain in resolution was found to increase from 18% at 5.5eV (225nm) to 29% at 1.55eV (800nm). 
COMPARISON WITH TRADITIONAL PIXEL READOUT
A comparison chip (pixel chip) with individual pixel connections was processed in parallel to the matrix chip. The layers thickness and pixel sizes were identical which allowed us to compare basic characteristics like charge output and resolution between the two readout concepts. The average leakage currents on the pixel chip were -0.3nA per pixel. One of the devices (J16) was clearly beuer than the others with 0.lnA leakage current at 200.tV and was used for all further measurements. The pixel chip had an average responsivity slightly larger than the matrix chip at 6000 electrons per eV, versus 4800. The larger responsivity can in part be explained by the higher bias voltage used for the pixel array and from the manufacturing process. The pulse decay times (3is) were identical to within a measurement error of 10%. Spectra were taken with the pixel chip at the same photon energies as previously. For these, the best junction available was used at its optimal magnetic field of 166G and bias voltage of lOOpY. The average electronic noise for this pixel was found to be 0.277eV, while the matrix chip had 0.41 1eV electronic noise averaged on each channel and over all energies. By combining row and column data, the matrix chip's electronic noise could be lowered to 0.26eV on average, similar to the pixel array, within the error bars.
A comparison plot of energy resolutions obtained with both chips is given in Figure 14 . It shows the Matrix chip's resolution averaged over all junctions and channels as well as its improved resolution by adding row and column signals.
The resolutions can be compared to that of the best available single pixel from the pixel array. The matrix chip's improved resolution is slightly worse than the individual pixel chip, ranging from 0% at 800nm (1.6eV) to 10% at 225nm (5.5eV). This degradation can partly be explained by the lower responsivity of that device. Note that a worsening of 20% is recorded at 250nm (5eV). 
CONCLUSIONS
We have presented a novel connection scheme for arrays of pixelated detectors. This scheme drastically reduces the number of wires and circuitry necessary for reading out large array detectors. We have presented results obtained on a 6x6 array of STJs using optical photon excitation. We have shown that these devices can be properly biased and show good spectral resolution. We also confirmed that the signals from rows and columns could be combined to improve the signal-to-noise ratio. The energy resolutions obtained are on average only 10% worse when compared to the traditional individual singlechannel readout measured on the best available pixel device of the same process batch. We attribute this difference to suboptimal magnetic field and bias voltage settings in the matrix channel read-out. 
