Abstract. An algorithm for irreducible decomposition of representations of finite groups over fields of characteristic zero is described. The algorithm uses the fact that the decomposition induces a partition of the invariant inner product into a complete set of mutually orthogonal projectors. By expressing the projectors through the basis elements of the centralizer ring of the representation, the problem is reduced to solving systems of quadratic equations. The current implementation of the algorithm is able to split representations of dimensions up to hundreds of thousands. Examples of calculations are given.
Introduction
The decomposition of linear representations of groups into irreducible subrepresentations is one of the central problems of group theory and its applications in physics. Currently, the most effective algorithm for solving this problem is a Las Vegas type probabilistic algorithm, called MeatAxe [1] . This algorithm is based on the calculation of the characteristic polynomial of a randomly generated matrix of the representation. In case of success, factoring this polynomial and processing the factors allow either to construct a decomposition of the representation, or to prove its irreducibility. The MeatAxe algorithm played an important role in solving the problem of classifying finite simple groups, where it was applied to representations of groups in linear spaces over small finite fields, such as GF (2) . However, MeatAxe is inefficient in characteristic zero due to the rapid growth of numerical coefficients of characteristic polynomials with the matrix dimension, and due to the fact that in characteristic zero a random matrix with high probability has an irreducible characteristic polynomial.
The quantum formalism is based on Hilbert spaces over fields of characteristic zero. Traditionally, non-constructive fields C or R are used. Our goal was to develop an algorithm suitable for the study of quantum-mechanical models based on unitary representations of finite groups over constructive fields of characteristic zero [2, 3] . The computer implementation of our algorithm, let's call it IrreducibleProjectors, splits representations of dimensions up to hundreds of thousands, which is not less than the dimensions achievable for MeatAxe in the computationally easier context of finite fields. On the other hand, unlike MeatAxe, IrreducibleProjectors is of little use in finite-field problems, since it uses the notion of scalar product, which is problematic for spaces over finite fields. In fact, IrreducibleProjectors and MeatAxe have different application areas.
The IrreducibleProjectors algorithm requires knowledge of the centralizer ring of the group representation under consideration. In the general case, the computation of the centralizer ring reduces to a simple problem of linear algebra, namely, to solving a system of matrix equations of the form AX = XA. We will consider here only permutation representations, since (a) any linear representation of a finite group is a subrepresentation of some permutation representation and (b) permutation representations underlie the above mentioned constructive quantum mechanical models. In the case of permutation representations, the computation of the centralizer ring is particularly simple: it reduces to constructing the orbits of the group on the Cartesian square of the set on which the group acts by permutations.
Basic concepts and notation
Let G (or, in more detail, G(Ω)) be a transitive permutation group on the set Ω ∼ = {1, . . . , N}. The action of g ∈ G on i ∈ Ω will be denoted by i g . A permutation representation P is a representation of G by matrices of the form P(g) ij = δ i g j . Since P(g) is a (0, 1)-matrix, the permutation representation can be implemented in vector space over any field F. We will consider an N-dimensional Hilbert space H N over the field of scalars F, which is some constructive splitting field for the group G. As F, one can take a suitable subfield of the mth cyclotomic field, where m is the exponent of the group G. Such a field F, being an abelian extension of the field of rational numbers Q, is a constructive dense subfield of the real R or complex C field. From the point of view of physics, F is indistinguishable from R or C and can be freely used in the formalism of quantum mechanics.
An orbit of G on the Cartesian square Ω × Ω is called an orbital [4] . The number R of orbitals is called the rank of the permutation group G(Ω). If the set of orbitals contains some orbital ∆, then it necessarily contains the transposed orbital ∆ T . The set of orbitals of a transitive group contains a single diagonal orbital ∆ 1 = {(i, i) | i ∈ Ω}, which we will always fix as the first element in the list of orbitals {∆ 1 , . . . , ∆ R }. For a transitive group, there is a natural one-to-one correspondence between the orbitals and the orbits of the stabilizer of a point i ∈ Ω, i.e., the subgroup
An orbit of the stabilizer is called a suborbit. The correspondence between the orbital ∆ and the suborbit Σ i has the form ∆ ←→ Σ i = {j ∈ Ω | (i, j) ∈ ∆} . The sizes of orbitals and suborbits are related by the equality |∆| = N |Σ i |.
The invariance condition for a bilinear form A in the space H N is expressed by the equations A = P(g) AP g −1 , g ∈ G. In terms of the matrix entries, these equations have the form (A) ij = (A) i g j g . This implies that the basis of all invariant bilinear forms is in one-to-one correspondence with the set of orbitals. Namely, to the orbital ∆ r ∈ {∆ 1 , . . . , ∆ R } corresponds the basis matrix A r of size N × N with entries (A r ) ij = 1, if (i, j) ∈ ∆ r , 0, otherwise . To implement the algorithms and arrange the output of the results of calculations, it is necessary to introduce some ordering of the basis matrices:
(1) We use the following conventions:
(comparing the positions of the first nonzero element in the first columns of matrices), (iv) if A r = A T r , then A r+1 = A T r (paired matrices are always placed adjacently). Applying rules i -iv in the specified order uniquely defines the sequence (1) . According to these rules, the diagonal orbital matrix is the first element of the list (1):
The set of invariant bilinear forms has the structure of a ring, which is called the centralizer ring (or centralizer algebra). The multiplication table for basic elements (1) has the form
2 where the coefficients C r pq are natural numbers lying within 0 ≤ C r pq < N. The representation P is multiplicity-free if and only if the centralizer ring is commutative.
Algorithm description
Let T be a unitary (we can always provide unitarity) transformation matrix splitting the representation P in the Hilbert space H N into M irreducible components:
where
The standard scalar product in the Hilbert space is represented by the matrix 1 N in any orthonormal basis. In the splitting basis, we have the following decomposition
Here 1 d 1 =1 ≡ 1 is the scalar product in the one-dimensional trivial subrepresentation that is always present in any permutation representation. The preimage of decomposition (3) in the original permutation basis has the form
where B m is defined by the relation
It can be seen from this relation that the matrices B m are idempotent
Relations (6) and (7) together with the completeness condition (4) mean that the set B 1 , . . . , B M is a complete system of mutually orthogonal projectors in the Hilbert space H N . The set of irreducible invariant projectors B 1 , . . . , B M contains complete information about the decomposition of the representation P into irreducible components. In particular, the transformation matrix T can be computed by solving the system of linear equations
Any invariant projector is a solution of the equation
where X = x 1 A 1 + · · · + x R A R is a generic invariant bilinear form written in basis (1) . Using multiplication table (2) and decomposing (8) into components in basis ( (1), we obtain the system of R quadratic equations for R unknowns
We will call the left hand sides of these equations idempotency polynomials. An irreducible invariant projector B m in basis has the form
where the vector B m = [b m,1 , . . . , b m,R ] is a solution of the system of equations (9) . Due to the invariance of the trace of a matrix under the similarity transformation, relation (5) implies the equality tr B m = d m . Combining this equality with the fact that in (10) only A 1 has nonzero diagonal elements and tr A 1 = N, we can fix the first coefficient in decomposition (10):
Thus, the possible values of x 1 that provide solutions of the polynomial system (9) 
This matrix equation is a system of linear with respect to variables x 1 , . . . , x R equations with parameters b 1 , . . . , b R . Using multiplication table (2), the left hand side of (11) can be represented as a system of R bilinear forms
which we will call orthogonality polynomials. The main part of the algorithm is organized as a cycle starting with d = 1 and ending when the sum of the irreducible dimensions reaches the value N. The current d is processed as follows: (9) and solve the system of equations
At the same time, without significant additional calculations, the Hilbert dimension h of the corresponding polynomial ideal is determined. The solution is always realizable algorithmically, since all the roots of the system belong to abelian extensions of Q. Modern computer algebra systems, in particular Maple, cope well with this task. Projector B m is added to the list of irreducible projectors. The corresponding invariant subspace is excluded from further consideration by adding the orthogonality polynomials B m X to the set of polynomials (9): E(x 1 , x 2 , . . . , x R ) ← E(x 1 , x 2 , . . . , x R ) ∪ {B m X} . (vi) After the described in item (v) processing of all k irreducible projectors, the transition to the next d is performed.
The IrreducibleProjectors algorithm is implemented in the form of two procedures, called PreparePolynomialData and SplitRepresentation.
(i) The PreparePolynomialData procedure is implemented in C . The input is the set of generators of G(Ω) . The program computes basis (1), multiplication table (2), constructs polynomials of idempotency (9) and orthogonality (12), and the code for the procedure SplitRepresentation. This code is task-specific: for non-commutative centralizer ring some additional functions to process multiple subrepresentations are generated. (ii) SplitRepresentation is a Maple code generated by the PreparePolynomialData . This code performs the above-described cycle over dimensions. The polynomial systems are processed by functions from the Groebner package implemented in Maple.
Algorithms and related implementation and technical issues are described in more detail in [5] .
Examples of calculations
The input data are taken from the "Sporadic groups" section of the Atlas [6] . The Atlas contains representations of simple groups and some of their extensions. Namely, if a group G has a non-trivial A.B denotes a generic extension of B by A. A split extension is denoted by A ⋊ B. Cyclic groups C n are represented by their orders n in the notation for extensions.
We have tried for completeness to choose examples from all generations of the "Happy Family" and from the "Pariahs" family.
Irreducible components are denoted by their dimensions in bold (possibly with additional indices to distinguish between non-equivalent subrepresentations of the same dimension). Permutation representations are denoted by their dimensions in bold with an underscore. B m denotes the irreducible projector corresponding to the irreducible subrepresentation m.
The calculations were performed on a PC with a 3.30GHz CPU and 16GB RAM.
Detailed example
Here is a compact example of the outputs produced by the programs. The Held group He has the properties: Ord(He) = 4030387200 = 2 10 · 3
The program PreparePolynomialData , applied to the 8330-dimensional representation of this group, in addition to the code of the program SplitRepresentation and input data for it, produces the following text: This text contains information about the rank of the representation, the lengths of the suborbits (the pair 840, 840' refers to the mutually transposed orbitals), the presence or absence of multiple subrepresentations, as well as the time and memory spent to solve the problem.
SplitRepresentation produces the following decomposition and invariant projectors 
Comparison with the implementation of MeatAxe in Magma
The Magma implementation of the MeatAxe algorithm is considered one of the best. The Magma database contains a 3906-dimensional permutation representation of the group G 2 (5) -an exceptional group of Lie type. The decomposition of this representation into irreducible components over the field GF (2) is given in [7] to illustrate the possibilities of MeatAxe.
The application of our programs to this representation gives the following data: Rank: 4. Suborbit lengths : 1, 30, 750, 3125 .
Time C: 0.5 sec. Time Maple: 0.8 sec. We see that in the characteristic zero the representation splits over the field Q.
Splitting this representation over Q using Magma fails due to memory exhaustion. However, it is possible to reproduce the same set of irreducible dimensions as in the case of characteristic zero, if we split the representation over a finite field with a characteristic that does not divide the order of the group. In our case, we have Ord(G 2 (5)) = 5859000000 = 2 6 · 3 3 · 5 6 · 7 · 31. Therefore, the smallest field that "mimics" Q in the above sense is GF(11). We present a session of the corresponding computation using Magma (execution time is given in seconds).
> load "g25"; Loading "/opt/magma.21-1/libs/pergps/g25" The Lie group G ( 2, 5 ) represented as a permutation group of degree 3906. Order: 5 859 000 000 = 2^6 * 3^3 * 5^6 * 7 * 31. Group: G > time Constituents(PermutationModule(G,GF (11) 
Time C: 1 sec. Time Maple: 6 h 34 min 14 sec.
Leech lattice groups.
Higman-Sims group HS. Ord = 44352000 = 2 9 · 3 2 · 5 3 · 7 · 11, M ∼ = C 2 , Out ∼ = C 2 .
(i) 5600-dimensional representation of HS Rank: 9. Suborbit lengths: 1, 55, 132, 165, 495, 660, 792, 1320, 1980 . 
Concluding remarks
For PreparePolynomialData , the main limiting parameter is the representation dimension. Our PC with 16 GB of RAM copes with dimensions not exceeding 100,000. We can expect that with enough RAM, the program will cope with dimensions up to several hundred thousand. The main bottleneck of SplitRepresentation is that it is based on the polynomial algebra methods, which are intrinsically algorithmically difficult. The number of polynomial variables is equal to the rank R of the representation to be split. In practice, the program confidently splits representations with R ≤ 17, although there are some examples with ranks 18 and 19. However, representations of finite groups often have low ranks. In particular, in Atlas [6] , 761 out of 886, or 86%, permutation representations satisfy the condition R ≤ 17.
