Abstract. We define a multiplication on the cyclic homology of a commutative, cocommutative bialgebra H with "superproduct." In the case when H is a field of characteristic zero the cyclic homology becomes a polynomial algebra in one generator. (The Loday-Quillen multiplication is trivial in that case.)
In this paper we define an associative multiplication on the cyclic homology of certain commutative algebras H. The definition is based on the Cartesian product of sets instead of the shuffle product as in the case of [LQ] and [Ga] . When H contains Q our product is compatible with the Hodge decomposition of HC * (H) so it has the form:
n+m (H) . The existence of this multiplication in the case H = K is classical since it is just given by the tensor product of complex line bundle. However its significance came to our attention in joint work with John Klein as a consequence of our study of fiberwise Morse theory on circle bundles [IK] and in other joint works with R. Penner and R. Hain. By doing Morse theory on circles John Klein and I realized that there was a rationally nontrivial associative multiplication on the cyclic homology of the integral group ring on any cyclic group and that it had important consequences for pseudoisotopy theory. This will be explained in a later paper.
In this paper we show that this multiplication in cyclic homotopy is defined first in the case when the algebra is H = KM = K [M ] where M is the underlying additive group of a ring, then in the case when H is a Hopf algebra with "superproduct" in the sense of Gaucher [Ga] and finally in the more general case of any "µ-algebra" (Example 12.4). In fact we do not need additive inverses in M nor do we need an antipode for H so we can take M to be a monoid and H to be a bialgebra. When H = K, i.e. M = 1, the cyclic homology becomes a divided power algebra which is of course isomorphic to a polynomial algebra in one generator if K is a field of characteristic zero.
We assume throughout the paper that K is a commutative ring with 1 and that all tensor products are taken over K. This includes those tensor products which appear in the definition of cyclic homology. We also use Connes' original definition that a cyclic object in a category C is a covariant functor Λ → C where Λ is Connes' cyclic category. Since Λ ≈ Λ op this is the same as a contravariant functor Λ → C. An outline of the paper is as follows. In the first section we give a topological definition of the multiplication in HC * (KM ). The construction is so elementary that it must have been noticed before. For example when M = {1} the multiplication is induced by the map BU (1) × BU (1) → BU (1) given by tensor product of universal line bundles. Coupled with the well-known isomorphism HC * (K) ≈ H * (BU (1); K) we get a multiplication on HC * (K) with all the properties that we have claimed.
In § §2-6 we give an algebraic definition of this multiplication. The basic idea is as follows. Given generators (x 0 , . . . , x n ) and (y 0 , . . . , y m ) we get a "cylindrical" array of (n + 1)(m + 1) elements x i * y i (given a pairing * on M ). We take all maps φ of this cylinder into a circular array of n + m + 1 points and multiply the elements x i * y j which go to the same point. The sum of the resulting elements (z 0 , . . . , z n+m ) with appropriate coefficients is the product of (x 0 , . . . , x n ) and (y 0 , . . . , y m ). The algebraic description has the advantage that it generalizes to bialgebras.
In § §7-9 we verify some of the basic properties of the multiplication µ. In § §10-13 we show that µ is compatible with the power operations of [L] and [FT] . Finally, in the last five sections (14-18) we show that the algebraic definitions of µ and the power operations agree with the topological definitions given in section 1 in the case H = KM when both are defined.
I would like to thank Tom Goodwillie for some very incisive comments on this research and for explaining to us his version of the power operations in cyclic homology. I would also like to thank J. Klein, R. Penner and R. Hain.
A topological description of the multiplication
If M is a multiplicative monoid then let BM be the space of all configurations in S 1 consisting of a finite subset Y of S 1 = U (1) together with a "labelling" function λ : Y → M \ 1. We topologize BM so that it is a CW complex with one n-cell for each (n + 1)-tuple x = (x 0 , x 1 , . . . , x n ) in M where x 1 , . . . , x n are not equal to 1. The open cell e x corresponding to x is the set of all configurations (Y, λ) so that:
(a) Y \ 1 has exactly n elements. (d) λ(1) = x 0 if x 0 = 1. As we go to the boundary of e x the elements of Y either come together or go to 1 ∈ S 1 . In the limiting configuration we should multiply the labels in counterclockwise order and delete points with resulting label equal to 1.
The space BM together with its cell decomposition is the geometric realization of a simplicial set F (M ) given by F n (M) = M n+1 with face and degeneracy operations given by ∂ i (x 0 , . . . , x n ) = (x 0 , . . . , x i x i+1 , . . . , x n ) for 0 ≤ i ≤ n − 1, ∂ n (x 0 , . . . , x n ) = (x n x 0 , x 1 , . . . , x n−1 ), s i (x 0 , . . . , x n ) = (x 0 , . . . , x i , 1, x i+1 , . . . , x n ) for 0 ≤ i ≤ n.
The homeomorphism |F (M )| ∼ = BM is given by sending (x, t) ∈ M n+1 × ∆ n to the configuration of points Y = (y 0 , . . . , y n ) given by y i = exp(2π √ −1(t 0 + · · · + t i−1 )) ∈ S 1 with labels λ(y i ) = x i . Let GM be the space of all pairs (C, X) where C ∈ BU (1) and X is a finite configuration in C with labels in M \ 1. Since C is a coset of U (1) = S 1 in the Remark. If (M, ·) is a group then M, ·, * is a ring and KM is a ring object in the sense of Husemuller [H] or equivalently a Hopf algebra with superproduct in the sense of Gaucher [Ga] .
Theorem 1.3. If K contains Q, then multiplication in HC * (KM ) is compatible with the Hodge decomposition of HC * (KM ). Thus we get
Proof. The k-th power operation 1/kΨ
where C k ∈ BU (1) is the k-fold product C k = CC · · · C using the abelian group structure on BU (1) and L k (X) is the configuration of points (x i ) k ∈ C k given by the k-fold product in the abelian group EU (1). The label on the point z ∈ L k (X) is the product of the labels of those points x i ∈ C for which z = (
we see that the product operation * strictly commutes with L k in the sense that
Consequently if a ∈ HC
Acyclic carriers
Let (C * (KM ), b) be the standard Hochschild complex given by
n (x n x 0 , x 1 , . . . , x n−1 ) and let T (KM ) be the total space of the following standard bicomplex whose homology is HC * (KM ).
c H H H H H H H H H H
Here B is given in a standard way by
We will construct an acyclic carrier for a map µ :
which induces the multiplication on HC * (KM ) defined in the last section. The purpose of this is to obtain (the existence of) an algebraic formula for this multiplication and to use this formula (without knowing what it is) to generalize the multiplication to the case of HC * (H) where H is a bialgebra over K with "superproduct." The purpose of this section is to describe the nature of the acyclic carrier that we will be using to specify both µ and the power operations Ψ k . If C is a free K-complex then a basis for C forms the set of objects of a category which we call a "basis category" for C. Definition 2.1. A basis category (with coefficients in K) is defined to be a small category B together with a nonnegative grading on the set of objects deg : Ob(B) → N and an incidence coefficient r α ∈ K for each morphism α : x → y of degree −1(deg(α) = deg(y) − deg(x)) so that the following two conditions hold.
(1) For each object x in B there are only finitely many morphisms x → y of degree −1 with nonzero incidence coefficient.
(2) For any morphism γ in B of degree −2 we have r β r α = 0 where the sum is taken over all factorizations γ = βα of γ into a composition of two morphisms of degree −1.
We say that B is a basis category for a free K-complex C if B n (the set of objects of B of degree n) is a free basis for C n and if the coefficient of y ∈ B n−1 in ∂x for x ∈ B n is equal to the sum r α of all incidence coefficients of all morphisms α : x → y. Since C is uniquely determined by B we sometimes write C = KB.
An augmentation ε : C 0 → K for a free complex C corresponds to an augmentation for the basis category B. This is defined to be a system of coefficients r b ∈ K for each b ∈ B 0 satisfying the obvious conditions similar to (2) above.
If B is an augmented basis category over K and D is an augmented K-complex then an acyclic carrier from KB to D is defined to be a contravariant functor C from B to the category of acyclic augmented complexes over D. An augmented chain License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use map f : KB → D is said to be carried by the carrier One standard example of a basis category is the opposite simp (X) op of the category of simplices of a simplicial set X. (See [W] , p. 337.) The following related example comes from any cyclic set.
Let X be a cyclic set, i.e. a covariant functor Λ → Sets where Λ is Connes' cyclic category. Then we define the basic category B(X) in such a way that KB(X) is the total complex of the bicomplex B * (KX) as defined in [Go] , II.2 where KX is the cyclic free K-module generated by X. Definition 2.3. For any cyclic set X the basis category B(X) is given as follows.
(1) The objects of B(X) are all symbols S i (n, x) where i ≥ 0 and As an example we take the cyclic set M Λ given by (M Λ ) n = M n+1 with the usual action of the cyclic operators: α # (x 0 , . . . , x n ) = (y 0 , . . . , y m ) where each y j is the product of x i for all i ∈ α −1 (j). Then KB(M Λ ) = T (KM ). A morphism of cyclic sets X → Y induces a morphism of basis categories B(X) → B(Y ) is defined below and thus a chain map KB(X) → KB(Y ).
Definition 2.4.
A morphism of basis categories is a degree preserving functor f : A → B satisfying the following.
(a) For each object X in A and each morphism β : F (X) → Y in B there is a unique object Z in A and a unique morphism α :
It is easy to see that any morphism f : A → B induces an augmentation preserving chain map f * : KA → KB.
Acyclic complex given by a cyclically ordered set
Tony Elmendorf and perhaps others have been observed that Connes' category Λ can be expressed in terms of cyclically ordered sets. In this section we construct an acyclic augmented complex E(P ) associated to any cyclically ordered set P . These will be used to construct acyclic carriers. Definition 3.1. A cyclic partial ordering on a set P is defined to be a partial ordering on the set P = P × Z so that:
gives an automorphism of the poset P . (c) For all x, y ∈ P there is an N ∈ Z so that (x, −N ) < (y, 0) < (x, N ).
We will sometimes use the notation σ n (x) = (x, n). To avoid confusion we should point out that the term "cyclic poset" already has a (different) meaning, namely it is a cyclic object in the category of posets.
Some important examples of cyclically ordered sets are as follows. 
. . , n} with the cyclic partial ordering 0
Definition 3.3. A morphism of cyclically ordered sets φ : P → Q is defined to be an equivalence class of mapsφ : P → Q which are order preserving (i.e.φ(a) ≤φ(b) whenever a < b) and which commutes with σ. Two such maps are equivalent if they differ by a power of σ.
Given two cyclically ordered set P, Q the cartesian product P × Q has a product cyclic ordering given by (x, y, n 
. Although P × Q is not the categorical product of P and Q (e.g. there is no natural morphism P × Q → P ) it does define a factor C × C → C where C is the category of cyclically ordered sets.
A morphism α :
can be represented by a sequence of words w 0 , w 1 , . . . , w m in the letters 0, 1, . . . , n so that the word w 0 w 1 · · · w m is equal to the word (i)(i + 1) · · · (n)(0) · · · (i − 1) for some i. The correspondence is given by letting w j be the product of the elements of α −1 (j) in the correct order. It should be well known that the objects Z[n] together with the morphisms between them give Connes' category Λ.
To obtain the correct names for cyclic operators (morphisms induced by covariant functors on Λ) we make the following notation.
Definition 3.4. In the above notation the morphisms ∂ i , s i , s, t are given by:
For any cyclically ordered set P let X(P ) denote the cyclic set given by X n (P ) = Hom (P, Z[n] ). If we represent and element φ of Hom (P, Z[n] 
∂ n a 0 , . . . , a n = σ −1 a n , a 0 , . . . , a n−1 ,
. . , a n for 0 ≤ i ≤ n, s a 0 , . . . , a n = ∅, a 0 , . . . , a n , t a 0 , . . . , a n = σ −1 a n ∪ a 0 , . . . , a n−1 .
More generally, for any morphism ψ :
We define E(P ) to be the augmented complex E(P ) = KBX(P ). It is clear from the definitions that X, E are contravariant functors from the category of cyclically ordered sets to the category of cyclic sets or augmented K-complexes respectively. Since the augmented complex E(P ) plays a crucial role in the rest of the paper we will describe it explicitly. (
where the undefined terms S −1 ( * , * ) are taken to be zero.
Remark. We will sometimes abbreviate this expression for dS a (n, φ) as
where W (a, n) is the set of all operations ∂ i , st i , tst i appearing in the above sum.
The rest of this section is devoted to the proof of the following theorem.
Theorem 3.6. E(P ) is acyclic for any nonempty finite cyclically ordered set P .
Proof. From the topological viewpoint this is more or less obvious. Let M (P ) be the space of all maps f : P → R so that
is convex and thus contractible. (By Lemma 3.7 below M (P ) is nonempty.) This means that the space of all morphisms P → Z[0, 1) is homotopy equivalent to M (P )/Z S 1 = U (1) and so (M (P )/Z) × U (1) EU (1) is contractible. But H * E(P ) is the homology of this space with coefficients in K so E(P ) is acyclic. An algebraic version of this proof is given below.
Lemma 3.7. If P is a finite cyclically ordered set then there is at least one morphism P → Z[n] for each n.
Proof. It suffices to take
If P is empty or contains only one element then there is a unique morphism P → Z[0] so suppose that P has at least two elements and the lemma hold for S = P \ x where x ∈ P is fixed. Let f : S → Z be a poset map representing a morphism S → Z [0] . Then we can extend f to a poset map g : P → Z by letting g(x, n) be the smallest value of f (y, m) as (y, m) ranges over all elements of S greater than (x, n).
The algebraic proof of Theorem 3.6 starts with a special case.
Proof. Since E(Z[m] ) is a free K-complex with integer coefficients it is chain contractible in general if and only if it is contractible in the special case when K = Z. This in turn is equivalent to the condition that E(Z[m]) ⊗ F is acyclic for any field F . Thus it suffices to prove the lemma in the case when K is a field.
The proof will be by induction on m using the cyclic homology of monomial relation algebras over a field K. (See [IZ] .) Suppose first that m = 0. Then E (Z[0] ) is isomorphic to the weight x component of the total complex T (K[x]) of the polynomial algebra K [x] . The lemma in this case follows from an easy calculation starting with the observation that the only nondegenerate terms in
Now suppose that m ≥ 1 and that the lemma holds for m − 1. Let M m be the free associative monoid generated by the symbols x 0 , x 1 , . . . , x m , i.e. M m is the set of all words in these symbols. If we define an equivalence relation on M m by saying that a, b ∈ M m are cyclically equivalent when the word b is a cyclic permutation of the word a then the cyclic homology of KM n decomposes as
c where c runs over all cyclic equivalence classes in M m . This is because the Hochschild complex C * (KM m ) and the cyclic complex T (KM m ) decomposes in the same way.
If we compare the definitions we see that the complex
However there is a short exact sequence:
where the first map is indicated by the morphism f : 
where CX is the cone of the simplicial complex X (CX = * if X is empty) and X is the finite simplicial with vertices given by all minimal "relations" (i.e. generators of J) which are subwords of words in the cyclic class c(m). In this case X has only one vertex x m x 0 so we are done. However for the sake of completeness we give the general formula for the higher simplices of X. The vertices w 0 , w 1 , . . . , w k in X span a k-simplex in X if and only if they all occur as subwords of the same word
Algebraic proof of Theorem 3.6. We will do induction on the complexity of P which is defined to be the number of elements (x, y, k) in P × P × Z so that (x, 0) and (y, k) are unrelated in the poset P . By (c) in Definition 3.1 the integer k is bounded and thus the complexity if finite.
The complexity of P is zero if and only if P is isomorphic to some Z [m] . By Lemma 3.8 the theorem holds in this case. If the complexity of P is nonzero then P contains two unrelated elements a, b. Let P + , P − be the cyclically ordered sets obtained from P by adding the condition that a < b, b < a respectively. Let P 0 be the cyclically ordered sets obtained from P by coalescing a, b.
is a basis category for the free complex T (KM ) the product cat-
with the appropriate sign conventions for the incidence coefficients will be a basis category for T (KM ) ⊗ T (KM ). Therefore we need to construct an acyclic complex over T (KM ) for each object of B(M Λ ) × B(M Λ ) and show that it has the required properties. We assume that M is a commutative monoid and that * : M × M → M is a bimultiplicative map so that 1 * x = x * 1 = 1 for all x ∈ M , i.e. * distributes over any finite product in M including the empty product 1.
If x = (x 0 , . . . , x n ), y = (y 0 , . . . , y m ) which we consider as set maps
Since M is commutative with unit (for the empty product) this is well defined and [n, m] ) together with the chain map to T (KM ) = KB(M Λ ) induced by the cyclic map (x * y) # . In order to be an acyclic carrier D needs to be a contravariant functor from
This gives a morphism of cyclic sets (α × β)
Lemma 4.1. The following diagram commutes, i.e.
where the crucial step (α × β) # (x * y) = α # x * β # y follows from the definition of α # x, β # y given at the end of §2 and the fact that * distributes over multiplication.
be a chain map carried by the acyclic carrier D.
A "formula" for µ
In order to show that the multiplication µ can be extended to the case of a bialgebra H with "superproduct" and to prove many of the properties of µ we need a formula for µ satisfying certain properties. In this section we prove only the existence of such a formula.
We note that if µ is carried by the carrier D of the previous section then for each object (S a 
where k = n + m + 2a + 2b which is compatible with augmentation and boundary operators in a certain way, for exampleμ (S 0 
If these elements (1) depend only on a, b, n, m (i.e. are independent of x, y) then we get a "uniform family" of elements
A family of elements F ab (n, m) is a uniform family for µ if it satisfies certain conditions which we will give below. Any two such families will be "uniformly homotopic" since E(Z [n, m] ) is acyclic.
Definition 5.1. By a uniform family for the multiplication µ we mean a sequence of elements
is the unique element with augmentation 1.
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The undefined terms in (b) which occur when a, b, n or m = 0 are understood to be zero. Using the terminology of the remark following Proposition 3.5 the right-hand side of (b) can be written as:
We also use the expression F d ab (n, m) to denote the right-hand side of (b).
Proposition 5.2. Let F be a uniform family for
Proof. Take the special case M = {1} and let µ 1 :
is the desired family of elements. (Definition 5.1 is equivalent to the condition that µ 1 is carried by D.) The elements F ab (n, m) can be constructed by induction on the bidegree (n + 2a, m + 2b). We can start with formulas (a), (b). The first nontrivial case if F 00 (1, 1).
Definition 5.4. By a uniform homotopy between two uniform families F, F we mean a homotopy between the corresponding chain maps
which is carried by D. 
Proposition 5.5. A uniform homotopy G : F F is given by a family of elements
G ab (n, m) ∈ E k+1 (Z[n, m]) satisfying the following. (a) dG 00 (0, 0) = 0. (b) F ab (n, m) − F ab (n, m) = dG ab (n, m) + Gd ab (n, m) whereGd ab (n, m) = α∈W (a,n) sgn(α)(α × 1) * G * b ( * , m) + (−1) n β∈W (b,m) sgn(β)(1 × β) * G a * (n, * ). Proposition 5.6. Let µ, µ : T (KM )⊗T (KM ) → T (KM ) beg(S a (n, x), S b (m, y)) = G ab (n, m), (3) g(S a (n, x), S b (m, y)) = (x * y) # G ab (n, m).(4)
Extension of µ to bialgebras
We will define a multiplication on the cyclic homology of a commutative, cocommutative K-bialgebra with "superproduct." But first we recall the definitions. (H, m, u) together with a coalgebra structure (H, ∆, ε) so that the diagonal (comultiplication) ∆ : H → H ⊗ H and augmentation map ε : H → K are morphisms of K-algebras. (See, e.g., [S] for details.) In particular we have
Any monoid algebra KM has the structure of a K-bialgebra given by ∆(
This comultiplication is obviously cocommutative.
Note that any bimultiplicative map * : M × M → M on a monoid M satisfying x * 1 = 1 * x = 1 gives a superproduct on KM .
Definition 6.2 ([Ga]).
A unit for (H, * ) is an element e of H satisfying the following.
(a) ∆(e) = e ⊗ e.
Note that if * is associative with unit e, then conditions 6.1(a), (b) and 6.2(a), (b), (c) are equivalent to saying that (H, * , e, ∆, ε) is a bialgebra.
Given a commutative, cocommutative K-bialgebra H with superproduct * and a uniform family F we would like to construct a chain map µ :
. In order for this to be defined we need is a chain map (x * y)
given by the (n + m + 2)-fold iterated sum (6) where we use the standard notation
i and similarly for y j .
Lemma 6.3. (a) x * y is K-bilinear in x, y and is therefore defined for any
Proof. This follows from the cocommutativity of H and the fact that * distributes over multiplication. (When α, β are not surjective we also need conditions (b), (c) of 6.1.)
where each c k is given by c k = {z ij |φ(i, j) = k}. Since H is commutative with unit this is well-defined. The map (z ij ) # commutes with all cyclic operators (it is a morphism of cyclic K-modules) and therefore induces a chain map as required. Since (z ij ) # is K-multilinear the definition extends to any element of the tensor product H ⊗(n+1)(m+1) . Thus (x * y)
Proposition 6.4. The expression (5) defines an augmented chain map µ :
Proof. We compare dµ, µd using the definition of F .
But as in Lemma 4.1 we have the formal identity (x * y)
and this is equal to (α # x * β # y) # by Lemma 6.3.
By the same argument we have the following.
Proposition 6.5. If µ, µ : T (H) ⊗ T (H) → T (H) are given by two uniform families F, F then there is a uniform homotopy G : F F and G gives a homotopy
7. Associativity of µ for KM We will now verify algebraically that the multiplication µ on the cyclic homology of H satisfies the various conditions that we have claimed except for the computation in Theorem 1.1b in the case H = K and Corollary 1.2. For these we must rely on the topological argument and the proof given at the end of the paper that the topological and algebraic definitions of µ agree.
The first property that we will tackle is the associativity of µ in the case when * is associative. As in the case of Proposition 6.5 (the uniqueness of µ up to homotopy), a homotopy µ(µ × 1) µ(1 × µ) in the case of a bialgebra H results from a uniform homotopy in the case H = KM which in turn comes from a specific homotopy in the case M = {1}. The key point therefore is to show that the chain maps
are carried by the same acyclic carrier A which is functorial in M . In this section we construct the carrier A and use it to show that µ(µ × 1), µ(1 × µ) are uniformly homotopic. We assume that the bimultiplicative pairing * :
We define x * y * z to be the element of M (n+1)(m+1)(l+1) with (i, j, k)-coordinate x i * y j * z k and we define the augmented complex A(x * y * z) to be the acyclic complex E(Z [n, m, l] 
where each w t is the product w t = {x i * y j * z k |φ(i, j, k) = t}. As before we get an acyclic carrier A.
Theorem 7.1. The acyclic carrier A carries both µ(µ × 1) and µ(1 × µ). Therefore µ is homotopy associative on T (KM ).
Remark. This is a special case of Theorem 13.1 below.
Proof. We will show that µ(µ × 1) is carried by A. The other case is similar.
Recall that µ (S a 
* by Lemma 4.1 so we have
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Z[n, m, l] ) depends only on a, b, c, n, m, l. This is a uniform formula for µ(µ × 1) lifting it to the carrier A. We need only check the boundary conditions:
The verification of (3) is easy. Since
To verify (4) we begin by taking the boundary of (1):
(L is not a chain map. It is a graded homomorphism of degree l + 2c.) Then
Compare this with
By (6) the φ ψ term in (7) agrees with the sum of the α and β terms in (4). The following computation shows that the φ γ term in (7) agrees with the γ term in (4).
Associativity of µ for bialgebras H
We now consider the case when H is a commutative, cocommutative K-bialgebra with associative superproduct * .
Proof. This is an easy computation:
(by Def. 6.1.1) = x * (y * z).
Theorem 8.2. µ : T (H) ⊗ T (H) → T (H) is homotopy associative.
Proof. We recall that µ is given by µ (S a 
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where G abc (n, m, l) is a uniform family for µ(µ × 1). Similarly
where G abc (n, m, l) is a uniform family for µ(1 × µ). By Theorem 7.1 the uniform families G, G are equivalent to chain maps g, g :
carried by the carrier A. Therefore any homotopy h : g g carried by A is equivalent to a uniform homotopy G G . Since (x * y) * z = x * (y * z) by Lemma 8.1 we are done.
Commutativity and unit for µ
By an easy variation of the associativity argument we can prove the following. This general pattern of argument is later formalized in sections 12 and 13 although the commutativity of µ is not a special case of Theorem 13.1.
Theorem 9.1. If * is commutative then µ is homotopy skew commutative on HC * (H).

Proof. Let w : T (H) ⊗ T (H) → T (H) ⊗ T (H) and ω : Z[n, m] → Z[m, n] be the switching maps w(x, y) = (−1) deg x deg y (y, x) and ω(a, b, k) = (b, a, k).
Then we want to show that µ, µ • w are uniformly homotopic for H = KM . First we note that µ (S a 
Consequently a uniform homotopy F F gives a homotopy µ µ • w.
In the bialgebra case we need to note that ω # (y * x) = x * y in H ⊗(n+1)(m+1) .
Theorem 9.2. Suppose that e ∈ M acts as a two-sided unit for * . Then S 0 (0, e) ∈ T 0 (KM ) acts as a homotopy unit for µ. (S 0 (0, e) is a strict two-sided unit for µ if F is chosen as in Proposition 5.3).
Proof. We may assume that F is as in Proposition 5.3 since it is unique up to homotopy. Then:
Theorem 9.3. Suppose that H is a commutative, cocommutative bialgebra and * is a superproduct with unit e. Then S 0 (0, e) is a homotopy unit for µ.
Proof. Choose F as in Proposition 5.3. Then S 0 (0, e) is a strict two-sided unit for µ by the calculation above and the fact that x * e = e * x = x for all x ∈ H ⊗(n+1) which in turn follows from the assumption ∆(e) = e ⊗ e.
The power operation λ k
If P is a cyclically ordered set and k ≥ 1 then let λ k P be the set P with a new partial ordering ≤ k on P = P × Z given by (x, n) ≤ k (y, m) if and only if
where [ ] denotes the greatest integer function. Since the new partial ordering ≤ k on P is weaker than the original partial ordering the identity map on P gives a morphism λ k P → P . However this morphism is not natural. The reader can check that for P = Z[n] the definition of λ k Z[n] agrees with the original one given in Definition 3.3.
If φ : P → Q is a morphism of cyclically ordered sets then let λ k φ :
is not a morphism of cyclically ordered sets). (c) λ k is a functor from the category of cyclically ordered sets to itself. (d) If φ : P → Q is a morphism of cyclically ordered sets, then the following diagram commutes.
Proof. We will verify that λ kφ :
Proposition 10.2. For any two cyclically ordered sets P, Q there is a natural isomorphism
Proof. We first claim that the "identity map" gives an isomorphism λ
To see this note that the following are equivalent.
The power operations on HC * (A)
We will give an acyclic carrier for the power operations Λ k = 1/kΨ k on T (A) for any commutative K-algebra A. This will enable us to show that Ψ k commutes with µ up to uniform homotopy. As before we will not need an explicit formula for Ψ k except to show that our operations agree with those of [L] and [FT] .
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As always we begin with the case A = KM where M is a commutative monoid. For each k ≥ 1 let Λ k : T (KM ) → T (KM ) be any chain map carried by the acyclic carrier C given by C (S a (n, x) 
). To verify that this is a carrier we note that (λ k α)
As before we get a uniform formula for Ψ k :
) is a family of elements depending only on a, n, k. (a) εL
With this characterization we can compare L k a (n) with the power operations Ψ k as described in [FT] .
where I = (I 1 , . . . , I k ) runs over all partitions of the set {1, 2, . . . , n} and φ I : n where a 1 , a 2 , . . . , a n are the elements of I 1 in increasing order followed by the elements of I 2 in increasing order etc. and
Proof. This is a computation which can be broken into two parts.
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Comparison of the remaining terms shows that they are not equal:
However the expressions in (3) To verify equation (1) we rewrite it in the following form
If 0 < i < n and i, i+1 belong to different parts of the partition I, then ∂ i φ i = ∂ i φ I , where I is obtained from I by interchanging i, i + 1. These terms occur with opposite sign on the left side of (4) and so they cancel. The terms with ∂ 0 φ I where 1 ∈ I 1 and ∂ n φ I where n ∈ I k also cancel. The remaining terms are equal to corresponding terms on the right hand side of (4).
Equation (2) can be rewritten as:
Since st i φ I sends 0 to i + 1 one can see that the morphisms st i φ L are all different and that each of them occurs exactly k times (with the same sign) as a morphism of the form
Corollary 11.4. Let A be a commutative K-algebra. Then the power operation
General operations on HC * (H)
We want to show that the power operations Λ k commute with the multiplication µ. This will be a formal consequence of the isomorphism
in the category Cos of finite nonempty cyclically ordered sets.
In this section we will show how any functor f : Cos n → Cos gives rise to an operation on HC * (KM ) for any "f -monoid" M and on HC * (H) for any "falgebra" H.
Definition 12.1. Let f : Cos ×· · ·×Cos → Cos be a functor of n variables. We say that f acts on the commutative monoid M (and we call M an f -monoid ) provided that for any n objects P 1 , P 2 , . . . , P n of Cos there is an n-multiplicative map (i.e. multiplicative in each variable)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use so that for any n morphisms φ i : P i → Q i the following diagram commutes. Q1, ..., Qn) (1)
Note that there is a unique action of any functor f on the trivial monoid {1}. Suppose that f, g : Cos n → Cos are two functors acting on the monoids M, N respectively. Then a morphism (M, f ) → (N, g) of monoid-functor pairs consists of a homomorphism of monoids h : M → N and a natural transformation η : f → g making the following diagram commute for all P 1 , . . . , P n in Cos.
If η : f → f is the identity transformation we call h : M → N an f -morphism. Note that for any f -monoid M there are unique f -morphisms M → {1} and {1} → M.
commutative monoid has the natural "trivial" structure as a λ k -monoid.
is a bimultiplicative pairing so that 1 * x = x * 1 = 1 for all x ∈ M. (The commutativity of (1) in this case is given by Lemma 4.1.) By replacing products with tensor products these definitions can be extended to K-algebras. Definition 12.3. We say that the functor f : Cos n → Cos acts on a commutative K-algebra H and we call H an f -algebra if for any P 1 , . . . , P n ∈ Cos there is a K-linear map f * : H ⊗P1 ⊗· · ·⊗H ⊗Pn → H ⊗f(P1,...,Pn) so that for any n morphisms φ i : P i → Q i the following "tensor analogue" of diagram (1) commutes.
Here φ # : A morphism of algebra-functor pairs (H, f ) → (H , g) is a K-algebra morphism h : H → H and a natural transformation η : f → g making the obvious diagram (the tensor analogue of (2)) commute.
If f : Cos k → Cos is a functor which acts on the commutative monoid M let A f be the acyclic carrier from T (KM ) ⊗ · · · ⊗ T (KM ) to T (KM ) given as follows.
(a ) If a 1 , n 1 , . . . , a k , n k ≥ 0 and
together with the map to T (KM ) = KB(M Λ ) induced by the morphism of cyclic sets
. . , k, are morphisms then there is an induced map
In order to show that this defines an acyclic carrier we need to show that the following diagram commutes:
This is a familiar calculation:
We also recall that
) is finite and nonempty by assumption. A uniform formula for a chain map θ f carried by A f can be given by
where
is a family of elements given uniquely up to uniform homotopy by the following conditions.
Proposition 12.5. Suppose that f : Proof. Since f * (x 1 , . . . , x k ) is multilinear, (4) defines a linear map θ f . Condition (6) shows that θ f commutes with boundary. We just need to check that
But this follows from the commutativity of (3).
Composition of uniform formulas
Let f : Cos s → Cos be a functor of s variables and let g i : Cos ti → Cos be s functors. Then we get a composite functor
Cos T → Cos where T = t 1 +· · ·+t s . We will obtain a uniform family for this composite functor in terms of the uniform family F f for f and uniform families G 1 , . . . , G s for g 1 , . . . , g s . First we need some notation. For each i = 1, . . . , s we have (a 1 , n 1 , . . . , a t , n t ) and t = t i . We note that m Ii + 2b Ii = n j + 2 a j for each I i . Since G i is a uniform family we have
We now construct F fg . a 11 , n 11 , . . . , a 1t , n 1t ) , . . . , a s1 , n s1 , . . . , a st , n st ) ).
By (1) and the multilinearity of θ f this is equal to:
is given by
where 
where α i is as in (2). Thus it suffices to show that the RHS of (4) is equal to the RHS of (5). We will see that this is a formal consequence of (2).
The terms in (2) can be converted into the corresponding terms in (4), (5) via the graded homomorphisms
given for each c, k ≥ 0 and φ :
where V i is the same as V i with each n ij replaced by n ij . If we compare the terms in the second expression in (2) with those in the RHS of (5) we see that
The signs match since n i1 + · · · + n it has the same parity as m Ii . If we apply V i to both sides of (1) we get
Now we can use (7) and the naturality of V i to compute V i ∂G i (a i1 , n i1 , . . . , a it , n it ) using the last expression in (2):
Comparing this with the RHS of (4) we see that
= ∂F fg (a 11 , n 11 , . . . , a st , n st ). 
Proof. When H = KM this follows from Theorem 13.1 and the fact that λ
For the general case we need to verify that both compositions µ(Λ k , Λ k ), Λ k µ are given by uniform formulas, i.e., we need to know that the calculations leading to (3) above work for bialgebras. But this just boils down to checking that:
But this is exactly Definition 12.3.
Topological carriers
In the last five sections of this paper we will show that the topological definitions of the operators µ, Λ k on HC * (KM ) as given in §1 agree with the algebraic definitions given above. The idea is to show that the continuous maps defined in §1 are carried by "topological carriers" corresponding to the acyclic carriers used above. This section contains the definition of a topological carrier.
Definition 14.1. Suppose that (X, {ψ e }) is a CW complex. (ψ e : D n → X is the characteristic map of the cell e n .) Then a category of cells for X is a pair (E(X), L) where (a) E(X) is a small category whose object set is the set of cells of X so that: (i) Each cell is the source of only finitely many morphisms.
(ii) For each nonidentity morphism α : e → e , dim(e) > dim(e ). (b) L is a contravariant functor from E(X) to the category of finite CW complexes over X so that:
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use If Y is any space and X is as above then a topological carrier from X to Y is defined to be a contravariant functor F from E(X) to the category of weakly contractible spaces over Y , i.e., spaces with the weak homotopy type of a point. A continuous map f : X → Y is said to be carried by the carrier F if for each cell e in X there is a liftingf e : L(e) → F (e) of the composition L(e) → X → Y so that the following diagram commutes for all morphisms α : e → e in E(X). e (e ) has only finitely many components. Definition 14.5. If X is a weakly regular CW complex then the canonical cell category for X is defined as follows.
(a) The objects of E(X) are the cells of X. A morphism e n → e is defined to be a component of ψ L(e) is defined to be the quotient space of D n modulo the equivalence relation x ∼ y if ψ e (x) = ψ e (y) ∈ e ⊆ e and x, y lie in the same component of ψ −1 e (e ). This means that each element of L(e) is uniquely represented by a pair (x, α) where α : e → e is a morphism in E(X) and x ∈ e . L(e) gives the characteristic map from the cell in L(e) corresponding to α : e → e .
As an example, the geometric realization of a simplicial set X is weakly regular and its canonical cell category resembles the category of simplices of X (without the degeneracies).
The canonical cell category for V M BM
If M is an associative monoid then let V M be the space of all finite nonempty configurations X ⊆ S 1 together with labels in M . As in the case of BM in §1 the points in X are allowed to merge with corresponding labels being multiplied in clockwise order. However we do not delete points with resulting label equal to 1.
There is a map V M → BM given by ignoring the points in X with label 1 and inserting 1 ∈ S 1 with label 1 ∈ M if it is not already in the configuration.
Proof. Let V 0 M be the subspace of V M consisting of all configurations X containing the point 1 ∈ S 1 . Then V 0 M is homeomorphic to the nondegenerate realization F (M ) of the simplicial set F (M ) of §1 and thus V 0 M BM .
To see that V 0 M V M we note first that there is a retraction r : V M → V 0 M given by inserting the point 1 ∈ S 1 with label 1 ∈ M . A homotopy between r and the identity on V M is given as follows. For any nonempty configuration X ⊆ S 1 we detach one new point from each point of X with label 1 and move it clockwise until it merges with the next point. When one of these new points passes the point 1 ∈ S 1 we split it in two and leave a fixed point at 1 with label 1.
Now we need a cell decomposition of
then let e x ⊆ V 0 M be the set of all configurations {y 0 , . . . , y n } in S 1 written counterclockwise with y 0 = 1 so that y i has label x i . The characteristic map ψ ex : ∆ n → V 0 M of the n-cell e x is given in barycentric coordinates by ψ ex (t) = {y 0 , . . . , y n } where y i = exp(2π √ −1(t 0 + · · · + t i−1 )) with appropriate labels. Then η ex : ∂∆ n → V 0 M n−1 is clearly regular so V 0 M becomes a weakly regular CW complex.
For each x = (x 0 , . . . , x n ) ∈ M n+1 let u x ⊆ V M be the set of all configurations {y 0 , . . . , y n } with y n < 1 < y 0 in counterclockwise order with labels x i . Then u x is an (n + 1)-cell with characteristic map ψ ux :
n is regular so V M is a weakly regular CW complex. Consequently there is a canonical cell category E(V M). From the geometric description it is obvious that there is one morphism e x → e in E(V M) for every simplex in ∆ n and one morphism u x → e for every simplex in ∆ n+1 . Furthermore the incidence numbers are all ±1. 
The canonical cell category for W M GM
Let W M denote the space of all pairs (C, X) where C ∈ B(1) = CP ∞ and X is a finite nonempty configuration in C with labels in M . We give W M the topology analogous to that of the previous configuration spaces V M, BM, GM. Then W M is a fiber bundle over BU (1) with fiber V M. There is a natural map W M → GM given by ignoring points with label 1. Since V M BM we conclude the following. . We will use the notation c to denote the unique element c = (z 0 , . . . , z a ) of each fiber of E(1) = S ∞ → BU (1) = CP ∞ so that the last nonzero coordinate z a is positive and real. This is the same as saying that c lies in the image ofψ 2a (int D 2a ) for some a ≥ 0.
For each a, n ≥ 0 and x ∈ M n+1 let eS a (n, x) denote the set of all (C, X) ∈ W M so that C ∈ BU ( Proof. The regular topological carrier F µ gives an operation µ A on KA(M Λ ). The acyclic carrier E gives an operation µ B on KB(M Λ ) = T (KM ). Thus it suffices to show that the following diagram commutes up to homotopy where ν is the chain homotopy equivalence given by Proposition 16.4.
KB(M
In order to do this we form the mapping cylinder Cyl(ν) of ν and construct an acyclic carrier for a map µ C : Cyl(ν) ⊗ Cyl(ν) → Cyl(ν) making the following diagram commute.
The mapping cylinder Cyl(ν) is defined to be KC(M Λ ) where C(X) is the basis category defined for any cyclic set X as follows.
The category C(X) is a union of three disjoint full subcategories A(X), B(X), and B(X) where B(X) is the same as B(X) except that the degrees of all objects are raised by 1 and the incidence coefficients change in sign (deg A = degA + 1, r α = −r α ). There are no morphism between A(X) and B(X) nor from A(X) B(X) into B(X). The only morphisms from B(X) to A(X) with nonzero incidence coefficient are those which occur in the formula for ν X . These are id :
S a (n, x) → S a (n, x) with coefficient 1 and st i : S a (n, x) → R a−1 (n + 1, st i x) with coefficient (−1) ni for 0 ≤ i ≤ n. Composition is defined in the obvious way by composition of morphisms in Cos.
The inclusion functors A(X) → C(X) and B(X) → C(X) induce the chain maps from KA(X), KB(X) into Cyl(ν) = KC(X) which appear in (0) Remark. This result is essentially due to Goodwillie since our topological definitions of Λ k is just a rewording of this intuitive description of these operations.
Proof. This proof is analogous to, but easier than, the proof of Theorem 17.4. To minimize repetition we give only the first half of the proof. 
