ABSTRACT Solutions to most electromagnetic problems use numerical methods, such as the finite element method (FEM), element free method (EFM), and soft computing method. To decrease the computational complexities of these methods, this paper presents an approach for solving electromagnetic problems, called radial basis function (RBF) network-based finite element least square support vector machine (FE-LSSVM). First, the expansion of approximate solutions by the proposed method uses the same structure as the RBF network method. Second, governing equations of electromagnetic problems are transformed to weak integral forms and variational formulations of FEM. Finally, Dirichlet boundary conditions are handled in the LS-SVM framework, which are considered as constraints of an optimization problem. By the Lagrange multiplier method, the quadratic programming problem can be transformed to a problem requiring the solution of a system of equations. The advantages of the proposed method are to directly satisfy the natural boundary conditions of the electromagnetic equations and remarkably improve the calculation accuracy. To verify the efficiency of the method, four categories of electromagnetic problems are investigated by using the proposed method. An analytical method and FEM are also carried out as comparisons to prove the advantages of the method proposed in this paper.
I. INTRODUCTION
The solutions of most electromagnetic problems rely on numerical methods. A number of numerical approaches, such as the finite difference method (FDM) [1] , finite element method (FEM) [2] , [3] , and boundary element method [4] , have been developed, of which FEM is the most popular. FEM easily accommodates the complex boundary conditions of electromagnetic problems. During its computational process, FEM requires a series of meshing processes in the entire computational domain, and only provides solutions at mesh points. Additional interpolation for an arbitrary point is thus required, which increases computational complexity. This problem becomes more acute when solving complicated electromagnetic problems. To overcome the drawbacks of FEM, element free methods (EFMs), such as smoothed particle hydrodynamics (SPH) [5] , the radial basis function
The associate editor coordinating the review of this manuscript and approving it for publication was Luca Chiaraviglio. method (RBF) [6] , and the element-free Galerkin method (EFG) [7] - [11] , have been investigated. As one of the most popular methods for solving electromagnetic equations, EFG has been demonstrated to have good robustness and stability compared to other element-free methods [7] - [10] . However, the basis functions cannot satisfy the Kronecker delta property, and the Dirichlet boundary conditions (also referred to as essential boundary conditions) are not directly imposed [11] . The computational complexity of EFG is not obviously less than that of FEM. Moreover, improved radial basis function collocation methods for solving electromagnetic problems are sometimes implemented [12] - [15] . By these methods, shape functions based on the radial basis function are established, and accurate solutions are obtained. However, the coefficient matrix of the RBF collocation method is full and asymmetric, which restricts its application for solving complex electromagnetic problems. RBF mixed with FEM (RBF-FEM) [16] and natural boundary conditions are the simple treatment as FEM, but the coefficient matrix of basis functions is not positive definite, and the obtained solutions are not always unique [17] .
To reduce the computational complexities of the above methods, soft computing methods have been employed to solve differential equations. The artificial neural network (ANN) [18] - [24] and least square support vector machine (LS-SVM) [25] - [31] have recently been used with these methods. Ramuhalli [20] presented a finite element neural network method (FENN) that can obtain accurate solutions. Choi [22] used backpropagation and RBF networks of ANN to solve differential equations. The advantages of ANN methods (including RBF networks) are a solution search process without coordinate transformations, and computational complexity that does not quickly increase with the number of sampling points [24] . However, ANN methods suffer two serious drawbacks: one is that the optimized problems have many local minimum solutions, and the other is how to choose the number of hidden units, which is an important issue.
Mehrkanoon et al. [29] - [31] used LS-SVM to solve differential equations. LS-SVM derives incorporating boundary conditions as constraints of a quadratic programming problem, and uses Karush-Kuhn-Tucher (KKT) optimality conditions to obtain closed-form approximate solutions. Therefore, LS-SVM may overcome the drawbacks of ANN. Baymani et al. [26] solved ordinary differential equations by ε-LS-SVM, and the obtained solutions were more accurate than from the standard LS-SVM. Until now, LS-SVM has had difficulty handling complex boundary conditions, such as the boundary condition of two homogeneous media. This paper presents a hybrid method for solving 2-D electromagnetic equations, which is RBF network-based FE-LSSVM. The approximate solutions are expressed simply, with the same structure as the RBF network method. The governing equation of a 2-D electromagnetic problem is transformed to a weak integral form and variational formulation, respectively. In this case, the natural boundary conditions (of which the Neumann boundary condition is a special case) can be directly satisfied. In the LS-SVM framework, Dirichlet boundary conditions are considered as constraints of an optimization problem. Then the quadratic programming problem is transformed to the problem of solving a system of equations by the Lagrange multiplier method. The method in this paper simplifies the expression for approximate solutions, decreases the computational complexity, and easily handles the natural boundary conditions as in FEM.
The remainder of this paper is organized as follows. In section II, the LS-SVM, FEM, and RBF networks are briefly described. Our proposed method is presented in section III. Particle swarm optimization (PSO) for σ , γ , and ε is presented in Section IV. In section V, we give the numerical results of four examples using our proposed method. These are a linear electromagnetic equation with continuous boundary conditions, linear electromagnetic equation with discontinuous boundary conditions, nonlinear electromagnetic equation, and multimedia electromagnetic equation with complex boundary conditions. The last section presents the discussion and our conclusions.
II. FORMULATIONS OF RBF NETWORKS, FEM, AND LS-SVM
All electromagnetic problems are expressed as Maxwell's equations with different boundary conditions and media materials. Numerical methods are widely used for solving complex electromagnetic problems. To clearly illustrate the method proposed in this paper, we briefly describe the formulations of RBF networks, FEM, and LS-SVM. The expansion of approximate solutions is written with the same structure as the RBF network method. In the FEM model, the governing equations are transformed to weak integral forms and variational formulations. Then the weak integral forms, variational formulations, and essential boundary conditions are considered as quadratic programming problems in the LS-SVM framework.
A. RBF NETWORK APPROACH
If we expand any function y into radial basis function networks, then the output of the network to the input vectors in the training dataset can be expressed as [32] :
where G are typically selected as Gaussian kernel functions in the hidden layer, ω k are the weights from the hidden layer to the output layer, and Q is the total number of training pairs. Then Eq. (1) can be written as:
where y is the output vector of RBF networks, ω is the weight matrix, and is the matrix of RBF nonlinear mappings performed by the hidden layer. Fig. 1 shows the architecture of RBF networks.
B. FEM
The two major components of FEM are Galerkin FEM and variational FEM. Natural boundary conditions are directly satisfied, so it is easy to handle the complex boundary conditions with Galerkin FEM and variational FEM.
1) GALERKIN FEM
Consider the following typical boundary value problem with the governing differential equation [3] 
where L is a differential operator, f is the applied source or forcing function, and u is the unknown quantity. Assume that the approximate solution of the differential equation Lu = f can be expressed by the expanded formula [3] :
where u * denotes the approximate solution of the differential equation, W i are the basis functions, and u i are the values to be determined. Galerkin FEM is one of the weighted residual methods, which constructs the weighting function set W i (i = 1, 2, · · · , n) (where n is the total number of nodes) of linearly independent. The residual equation is R = Lu * − f . The weighted integration of the computational domain is zero, which can be expressed as:
First, the unknown function of the integrand function is approximately expanded by the weighted functions, and a system of equations is constructed. Second, the system of equations is solved, and the undetermined coefficients u i are obtained. Finally, the solved u i is inserted in the expanded formula (4), and the approximate solutions are obtained. The weighted function is known as a basis function. The method, which is Galerkin FEM, deduces the weak integral form in the computational process, and the natural boundary conditions are directly satisfied. Therefore, it is easy to handle complex boundary conditions using Galerkin FEM. As an example, consider the typical 2-D electrostatic problem that is combined with natural and essential boundary conditions (also referred to as Dirichlet boundary conditions):
where 1 and 2 are two subdomains; u 1 and u 2 are the undetermined values; is the interface between 1 and 2 ; g, ρ, ε 1 , and ε 2 are constants; ∂ 1 ∩ ∂ and ∂ 2 ∩ ∂ are the respective boundary conditions of the subdomains; and n is the outward normal vector.
The weak integral form can be expressed as:
where
ρds. Therefore, we construct the system of equations:
Natural boundary conditions can be directly satisfied. Moreover, Dirichlet boundary conditions ∂ 1 ∩ ∂ and ∂ 2 ∩ ∂ are imposed by deleting the rows and columns of the matrix K corresponding to the nodes on the Dirichlet boundaries and modifying b in (8).
2) VARIATIONAL FEM
Let us consider the general boundary value problem with the governing differential equation [20] :
where L is a differential operator, f is the applied source or forcing function, and φ is the unknown quantity. In finite element analysis, the variational formulation to determine the unknown φ is expressed as:
The minimization procedure is implemented by dividing into M small subdomains called elements, and representingφ in each element by means of basis functions defined over the element,φ
whereφ e is the unknown solution in each element e, N e j is the basis function associated with node j in element e, φ e j is the value of the unknown quantity at node j, and n is the total number of nodes associated with element e. The linear, quadratic, or higher-order functions can be used as the basis functions (also known as interpolation functions or shape functions). In the more general case, finite element methods use either linear or polynomial spline basis functions. The functional within an element is expressed as:
By inserting (11) into (12), we obtain the discrete formula of the functional within each element,
where (· · · ) T is the transpose of a matrix, K e is the n × n elemental matrix with elements
and b e is an n × 1 vector with elements
Consider the values in (13) for each element e,
where K is the N × N global matrix derived from the terms of the elemental matrices for different elements, and N is the total number of nodes. K , which is also called the stiffness matrix, is a sparse, banded matrix. Eq. (16) is the discrete formula of the functional, which can be minimized with respect to the nodal parameters ϕ by taking the derivative with respect to ϕ and setting it equal to zero, which results in the matrix equation
Boundary conditions of these electromagnetic equations have two types, which are natural boundary conditions and essential boundary conditions. Essential boundary conditions impose constraints on the value of the unknown φ at several nodes. Natural boundary conditions impose constraints on the change in φ across a boundary. Dirichlet boundary conditions are imposed on the functional minimization (17) by deleting the rows and columns of the matrix K corresponding to the nodes on the Dirichlet boundary and modifying b in (17).
C. PRINCIPLE OF LS-SVM
Let us assume y = f (X ) with domain , where is a bounded set and ⊂ R k . Now, a given training set in the domain is
The key problem is how to express y. In the LS-SVM model, y is written in the form:
) is a Gaussian kernel function with kernel width σ . α j and b are regression parameters that must be estimated. The values of the parameters α and b can be obtained by solving the following quadratic programming problem:
where γ > 0 is a regularization parameter and e i ∈ R are bias terms. We denote y = (y 1 ,
Then the regression parameters α and b are given by:
) N is the kernel matrix, and I N is the identity matrix of order N .
III. FORMULATION OF PROPOSED METHOD
This section describes the proposed method for solving 2-D electromagnetic problems (including 2-D linear electromagnetic problems with continuous boundary conditions, 2-D linear electromagnetic problems with discontinuous boundary conditions, and 2-D nonlinear electromagnetic problems).
A. LINEAR ELECTROMAGNETIC EQUATION WITH CONTINUOUS BOUNDARY CONDITIONS
The 2-D linear electromagnetic equation with continuous boundary conditions is expressed as:
where is the entire computational domain, (= 1 + 2 + 3 ) denotes the boundary conditions enclosing the area , n is the outward normal vector, and v is a constant. Let us consider the training set
In this paper, the expression for approximate solutions has the same structure as the RBF network method. The expansion of approximate solutions can be represented as:φ
whereφ are the outputs of RBF networks, ω j are the weights, and
) is the Gaussian kernel function with kernel width σ .
The key point of RBF networks is to estimate the weights ω, after which the solutions of the electromagnetic equation can be obtained. First, to easily deal with the complex boundary conditions, the governing equation of the electromagnetic problem is transformed to a weak integral form in the FEM framework. Then, in the LS-SVM model, the weak integral form and Dirichlet boundary conditions are considered in the quadratic programming problem. The different radial basis functions [such as the multiquadrics (MQ) function] can be used to solve the electromagnetic equations. Considering (22) and transforming (21) to the weak integral form, we obtain the following equation:
By introducing the bias terms, we have:
The weights ω can be obtained as follows:
where e i are the bias terms and γ is the regularization parameter. Formula (25) is a quadratic minimization problem under linear equality constraints, which can be solved by the Lagrange multiplier method.
Consider that the Lagrange function of (25) is
where λ i , β 1 j , and β 2 j are Lagrange multipliers. 5: According to the KKT optimality conditions, the linear system of equations is established; 6: Get the optimal parameters γ and σ by PSO algorithm; 7: Solving the linear system of equations (28); 8: Outputting and saving solutions.
Then the KKT optimality conditions are expressed as:
Eliminating the basis terms e i , we can obtain the following linear system of equations:
T . Therefore, the weights ω can be obtained by solving the linear system of equations (28) . The procedure of the proposed method for linear electromagnetic equations is shown in Algorithm 1. 
B. LINEAR ELECTROMAGNETIC EQUATION WITH DISCONTINUOUS BOUNDARY CONDITIONS
The radial basis function (such as a Gaussian or MQ function) has the Gibbs phenomenon on the discontinuous boundary conditions of electromagnetic equation [33] . Therefore, the method in this paper cannot solve the following electromagnetic equation with discontinuous boundary conditions:
To solve Eq. (29), we use a cubic spline to handle the discontinuous boundary conditions by the asymptotic approximation method. The electromagnetic equation with discontinuous boundary conditions is changed to an electromagnetic equation with continuous boundary conditions by constructing a cubic spline function on the abrupt boundary. Thus, we have:
where Furthermore, we have lim
Obviously, the electromagnetic equation (29) with discontinuous boundary conditions is transformed to an electromagnetic equation with continuous boundary conditions, so it is directly solvable by the method proposed in this paper.
C. NONLINEAR ELECTROMAGNETIC EQUATION
Having formulated the proposed method for solving a linear electromagnetic equation, we now introduce its use for solving a nonlinear electromagnetic equation.
Consider a 2-D nonlinear electromagnetic equation expressed as:
where is a bounded set, n is the outward normal vector, v is a nonlinear function, and (= 1 + 2 + 3 ) denote the boundary conditions enclosing the area .
The expansion of the approximate solutions can be written as:Ā
In the FEM framework, the governing equation of an electromagnetic problem is transformed to a variational formulation. In the LS-SVM model, the variational formulation and Dirichlet boundary conditions are considered in the following quadratic programming problem. Considering (33) and transforming (32) to the variational formulation, we obtain the following equation:
The variational formulation can be expressed as:
The above formulation,
, is expanded to a multivariate Taylor series nearĀ, and the high-order terms are omitted:
Therefore, the weights ω can be obtained by solving the following quadratic programming problem:
where e i are bias terms and γ is the regularization parameter.
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The Lagrange function of (39) is:
where λ, β 1 j , and β 2 j are Lagrange multipliers. Then the KKT optimality conditions can be written as:
Eliminating the basis terms e i , we can obtain the following nonlinear system of equations:
) and E N = 1 ω ∂F(Ā) ∂Ā i are the kernel matrices, I N is a unit matrix of order N ,
Hence the weights ω can be obtained by solving the nonlinear system of equations (42). The procedure of the proposed method for solving the nonlinear electromagnetic equation is shown in Algorithm 2.
IV. PARTICLE SWARM OPTIMIZATION ALGORITHM FOR PARAMETERS σ , γ , AND ε
Particle swarm optimization (PSO) has become one of the most popular forms of swarm intelligence, and it has been used for solving path-planning and multi-objective problems [34] , [35] . Assume an M -dimensional search space. The velocity and location of a particle are expressed by:
where (42) 
< tol then 13: Outputting and saving solutions A; 14: else K = K + 1; Goto 7. The flowchart of PSO is shown in Fig. 2 . The fitness is calculated as:
where S j (k) is the fitness of particle P j (k), D(i) is the initial value of particle P j (k), andD (P j ,k) (i) are the predicted values of trained particle P j (k). The fitness of P jbest (k) is expressed as
The fitness of P gbest (k) is written as
V. NUMERICAL EXAMPLES
Four examples will prove the efficiency of the proposed method for solving the electromagnetic equations. They are a linear electromagnetic equation with continuous boundary conditions, a linear electromagnetic equation with discontinuous boundary conditions, a nonlinear electromagnetic equation, and a multimedia electromagnetic equation with complex boundary conditions. These examples have known analytical solutions. We tested the efficiency of the proposed method by computing the maximum error, the absolute error, and the root mean squared error.
The maximum error is:
the absolute error is:
and the root mean squared error is:
where is the index set, and z a and z l are respectively the analytical solution (or the solution of the FEM) and the solution of the proposed method. The Gaussian kernel function and MQ function were employed for all examples, thus two parameters (σ and γ ) had to be tuned.
A. LINEAR ELECTROMAGNETIC EQUATION WITH CONTINUOUS BOUNDARY CONDITIONS
Consider the following electromagnetic equation with continuous boundary conditions:
The analytic solution of the electromagnetic equation is φ(x, y) = Tables 1 and 2 , respectively. Fig. 3 shows the fitness curve for optimizing σ and γ by the PSO algorithm (Ex1). Fig. 4 shows the absolute error distribution of Ex1 between the analytic solutions and the solutions by the proposed method. Fig. 5 shows the solutions of Ex1. According to the defined relative error formula [16] , the relative error of Ex1 by the proposed method is 3.1685e-11, which is much less than that of the hybrid method [the same number of mesh points (training points) as in Ex1 are used] [16] . The method of reference [16] has error 3.467e-5. The irregular points are carried out in the entire computational domain. The number of training points was 300, and the Gaussian kernel function was used. The set of irregular points is shown in Fig. 6. Fig. 7 shows the absolute error distribution by irregular points for the analytic solutions and the proposed method. Fig. 8 shows the solutions by irregular points (optimal σ = 4.5 and γ = 6.90e + 7). δ M and δ S are 6.8441e-5 and 2.7326e-5, respectively. The numerical results show that the proposed method performs efficiently and can be used to solve electromagnetic problems.
To prove the efficiency of the proposed method, MATLAB 2014A was used on a Windows 8.1 system with an Intel Core 80254 VOLUME 7, 2019 i5 CPU and 8.00 GB RAM. The computational cost and CPU time (Ex1) of the proposed method are listed in Table 3 . The CPU time (Ex1) for integral computation is 10.321s, and the CPU time for solving the linear system of equations is 6.818s. The FEM can obtain the same accuracy of the proposed method, but it needs nearly eleven times more nodes and the CPU time is 27.305s. 
B. LINEAR ELECTROMAGNETIC EQUATION WITH DISCONTINUOUS BOUNDARY CONDITIONS
Consider the following electromagnetic equation with discontinuous boundary conditions: Tables 4 and 5 , respectively. Since the problem's exact solution is expressed as a series, we truncated the first 100 terms to compare with the solutions of the proposed method. To make a fair comparison, the same number of mesh points (training points) as in the proposed method were used, and the Galerkin FEM was δ M = 0.8543 and δ S = 0.05762. The maximum error and the root square error decreased as ε decreased. In theory, the solutions of the proposed method approach the analytic solutions as ε → 0 + . In fact, this is not true, as ∇φ ε → ∞ as ε → 0 + . Fig. 9 shows the fitness curve for optimizing σ , ε, and γ by the PSO algorithm (Ex1). Fig. 10 shows the absolute error distribution of Ex1. Fig. 11 shows the solutions of Ex1 by the proposed method. The computational cost and CPU time of the proposed method are listed in Table 6 (Ex1). The CPU time (Ex1) for integral computation is 22.248s, and the CPU time for solving the linear system of equations is 10.477s. The FEM can obtain the same accuracy of the proposed method, but it needs nearly ten times more nodes and the CPU time is 58.122s. The irregular points are implemented in the entire computational domain. The number of training points is 1,600, and the Gaussian kernel function is used. The irregular point sets are shown in Fig. 12. Fig. 13 shows the solutions by irregular points (optimal ε = 0.053, γ = 2.4591e + 9, and σ = 0.0163). Fig. 14 shows the absolute error distribution by irregular points between the analytic solutions and the solutions of the proposed method. δ M and δ S are 1.3862 and 0.8359, respectively. The results by the proposed method show superiority over the FEM method, so the proposed method can solve the electromagnetic equation with discontinuous boundary conditions.
C. NONLINEAR ELECTROMAGNETIC EQUATION
Consider the following nonlinear electromagnetic equation:
where a = of mesh points (training points of Ex1) as in the proposed method were generated, and the variational FEM was δ M = 7.5293e − 3 and δ S = 1.9836e − 3. Fig. 15 shows the fitness curve for optimizing σ and γ by the PSO algorithm (Ex1). Fig. 16 shows the absolute error distribution of Ex1 between the analytic solutions and the solutions of the proposed method. Fig. 17 shows the solutions of Ex1. The computational cost and CPU time (Ex1) of the proposed method are listed in Table 9 . The CPU time (Ex1) for integral computation is 423.925s, and the CPU time for solving the linear system of equations is 192.672s. The FEM can obtain the same accuracy of the proposed method, but it needs nearly fifteen times more nodes and the CPU time is 728.201s. The irregular points are implemented in the entire computational domain. The number of training points was 1,600, and the Gaussian kernel function was used. The irregular point sets are shown in Fig. 18 . Fig. 19 shows the absolute error distribution by irregular points between the analytic solutions and the solutions of the proposed method. Fig. 20 shows the solutions by irregular points (optimal γ = 7.8936e + 9 and σ = 0.4743). δ M and δ S are 4.4242e-14 and 1.2859e-14. The numerical results show that the solutions of the proposed method have the desired accuracy, so it can solve the nonlinear electromagnetic equation. 
D. MULTIMEDIA ELECTROMAGNETIC EQUATION
Consider the following multimedia electromagnetic equation:
where ε 1 = 100 and ε 2 = 1; 1 is the interface between 1 and 2 ; 2 are the left, right, top and bottom; and n is the outward normal vector. The analytic solution of the example is = 0.1998, and γ = 2.36e + 8 (Gaussian kernel function). The contours of the example by the Gaussian kernel function are shown in Fig. 23 . To test the performance of the proposed method, we computed the example using FEM software. The same number of mesh points (training points) as in the proposed method were used in the entire computational domain. Fig. 24 shows the results from the FEM software. We used the proposed method with the MQ function to solve the example. The optimal σ 2 = 1.463, and γ = 8.75e + 6 (MQ function). Fig. 25 shows the absolute error (comparisons among the solutions of the proposed method, FEM, and analytic solutions) along the line x = 1.5 by the Gaussian kernel function. Fig. 26 shows the absolute error (comparisons among the solutions of the proposed method, FEM, and analytic solutions) along the line x = 1.5 by the MQ function. The computational cost and CPU time of the proposed method are listed in Table 10 (Gaussian kernel function). The CPU time for integral computation is 85.516s, and the CPU time for solving the linear system of equations is 38.752s. The FEM can obtain the same accuracy of the proposed method, but it needs nearly nine times more nodes and the CPU time is 148.461s. The irregular point sets are shown in Fig. 27 . The number of training points was 3,000, and a Gaussian kernel function was used. Fig. 28 shows the solutions by irregular points (optimal γ = 5.0037e + 7 and σ 2 = 0.0076). Fig. 29 shows the absolute error (comparisons among the solutions of the proposed method, FEM, and analytic solutions) along the line x = 1.5 by the Gaussian kernel function (irregular points). The numerical results show that the proposed method can obtain accurate solutions and can be used to solve the multimedia electromagnetic equation.
VI. DISCUSSION AND CONCLUSION
This paper uses RBF network-based FE-LSSVM to solve 2-D electromagnetic equations, including a linear electromagnetic equation with continuous boundary conditions, linear electromagnetic equation with discontinuous boundary conditions, nonlinear electromagnetic equation, and multimedia electromagnetic equation. Examples of electromagnetic equations in this paper were solved by FEM, the analytical method, and standard LS-SVM for comparison. From Tables 1, 2,  4 , 5, 7, and 8, the results show that the accuracy of the proposed method is superior to that of ordinary FEM because the proposed method can obtain the closed-form approximate solutions of electromagnetic equations.
The irregular points are carried out in the entire computational domain for all of the examples. Compared with the results of the uniform points, the accuracy is reduced. To implement the proposed method, σ , γ , and ε are given by PSO, and the results of the proposed method are very close to the analytical solutions. This demonstrates that the proposed method has good robustness and convergence. The results show that the method proposed in this paper easily handles complex boundary conditions, and the computational complexity is decreased. In future work, the proposed method will be used to solve three-dimensional electromagnetic equations with open boundaries and inverse problems of electromagnetic fields. To reduce the CPU time, the faster deterministic approach (such as secant or tangent method) will be used to get the optimal parameters. 
