Purpose: While MR-only treatment planning using synthetic CTs (synCTs) offers potential for streamlining clinical workflow, a need exists for an efficient and automated synCT generation in the brain to facilitate near real-time MR-only planning. This work describes a novel method for generating brain synCTs based on generative adversarial networks (GANs), a deep learning model that trains two competing networks simultaneously, and compares it to a deep convolutional neural network (CNN). Methods: Post-Gadolinium T1-Weighted and CT-SIM images from fifteen brain cancer patients were retrospectively analyzed. The GAN model was developed to generate synCTs using T1-weighted MRI images as the input using a residual network (ResNet) as the generator. The discriminator is a CNN with five convolutional layers that classified the input image as real or synthetic. Fivefold cross-validation was performed to validate our model. GAN performance was compared to CNN based on mean absolute error (MAE), structural similarity index (SSIM), and peak signal-tonoise ratio (PSNR) metrics between the synCT and CT images. Results: GAN training took~11 h with a new case testing time of 5.7 AE 0.6 s. For GAN, MAEs between synCT and CT-SIM were 89.3 AE 10.3 Hounsfield units (HU) and 41.9 AE 8.6 HU across the entire FOV and tissues, respectively. However, MAE in the bone and air was, on average,~240-255 HU. By comparison, the CNN model had an average full FOV MAE of 102.4 AE 11.1 HU. For GAN, the mean PSNR was 26.6 AE 1.2 and SSIM was 0.83 AE 0.03. GAN synCTs preserved details better than CNN, and regions of abnormal anatomy were well represented on GAN synCTs. Conclusions: We developed and validated a GAN model using a single T1-weighted MR image as the input that generates robust, high quality synCTs in seconds. Our method offers strong potential for supporting near real-time MR-only treatment planning in the brain.
INTRODUCTION
Because magnetic resonance imaging (MRI) has excellent soft tissue contrast that substantially improves target and organ at risk (OAR) segmentation accuracy and reliability, [1] [2] [3] [4] it is currently used as an adjunct to CT-based radiation therapy planning (RTP). However, rigid MRI-CT co-registration has been reported to introduce geometrical uncertainties of 0.5 to 2 mm for the brain. [5] [6] [7] To circumvent these uncertainties and streamline clinical efficiency (eliminating CT scans reduces dose, patient time, and costs), recent attention has been given to MR-only treatment planning in the brain using synthetic CTs (synCTs) generated from MRI data. [8] [9] [10] [11] [12] [13] [14] Many techniques have been proposed for generating synCTs. Atlasbased methods typically consist of performing a deformable registration between a previously developed single or multiple atlases and a test MR image, and estimating an attenuation map via image warping. [15] [16] [17] A drawback of atlas-based methods is that accuracy depends upon the deformable registration performance which is challenging to validate in multi-modality workflows. Ultra-short echo time (UTE) sequences are often incorporated to help improve visualization and separation of tissues with short T2 such as air and bone. 18 Image processing pipelines have been developed incorporating magnitude 9, 13, 17, 19 and phase 12 UTE data in combination with other MRI sequences. However, UTE sequences are not widely available, and thus, efforts to generate synCT from clinical sequences, or preferably a single sequence, commonly acquired for RTP are advantageous.
Recently, Han developed a learning-based approach in which Convolutional Neural Networks (CNNs) are employed to perform image-to-image mapping between T1-weighted MR and CT datasets. 20 Once trained, the model was found to outperform both atlas-based and regression-based approaches for generating synCTs. Experimental results have shown that the number of layers (ie, CNN depth) has a significant impact on the CNN performance in image recognition tasks, suggesting that deeper networks have better overall performance. 21 However, creating deeper CNNs by simply adding more layers to the architecture may lead to what is termed a degradation problem, or when the network accuracy gets saturated by increasing the depth of the network and then has been shown to rapidly degrade. 22 To address this degradation, a deep residual network (ie, ResNet) has been introduced that adds shortcut connections, thereby skipping one or more layers without adding extra parameters or computational complexity. 22 Generative adversarial networks (GANs) 23 are another type of deep learning model that trains two competing networks simultaneously: a generator network to synthesize data and a discriminator network to distinguish between the synthesized and real data. GAN has been shown to generate realistic results such as predicting objects from sketches and color from gray-scale images, 24 however, medical imaging applications are currently limited. Nie et al. recently presented a 3D fully convolutional network (FCN) as the GAN generator with an additional discriminator network to improve the realistic nature of synthetic CTs derived from MRI data in the brain and pelvis. The method was found to outperform an atlas-based approach and an FCN model. 25 In this work, we introduce a novel approach for generating synCTs from T1-weighted post-Gadolinium MRI datasets by applying a GAN model with a ResNet architecture as the generator. To quantitate potential advantages of implementing GAN, we then compared our results to a trained deep convolutional neural network (CNN). Our experimental results show that the proposed GAN model can efficiently and accurately generate synCT images from the MRI input while outperforming CNN, thus offering strong potential for supporting MR-only radiation therapy workflows. Figure 1 outlines the proposed GAN model, consisting of ResNet and regular CNN architectures as the generator and discriminator, respectively. The ResNet generator architecture has shortcut connections (shown as solid arrows in Fig. 1 ) for each ResNet block that skip one or more layers. These shortcut connections are identity maps used for adding the input of each block to the output. This methodology eases the training of the deep network without adding extra parameters or computational complexity. 22 The first three convolutional layers of the ResNet architecture have 64, 128 and 256 number of filters with kernel sizes of 7 9 7, 3 9 3 and 3 9 3, respectively. Filters are applied with a stride of 2 (filters convolve around the input by shifting 2 units at a time). Each convolutional layer uses its filters to perform 2D convolutions on its input. The input of each layer is the output of its previous layer, except for the first layer in which the input is the MR images (Fig. 1) .
MATERIALS AND METHOD

2.A. GAN network architecture
The operation of the convolutional layers can be expressed as:
where W k and b k are the weights and bias of the k-th filter, respectively, and '*' is the convolution operation. The output of Eq. (1) is the k-th channel of the output feature map of this convolutional layer. If the input feature map has size (H in , W in ), the spatial size of the output feature map can be computed as a function of the input volume size (H in , W in ), the receptive field size of the convolutional layer neurons F, the stride with which they are applied S, and the amount of zero padding P on the border:
The convolution outputs are followed by a batch normalization layer and a nonlinear activation function: Rectified Linear Unit (ReLU). Batch normalization allows using much higher learning rates and accelerates the network training. 26 The batch normalization transform over a mini batch can be expressed as:
The mean and standard deviation are calculated per dimension over the mini batches, c and b are learnable parameters, and e is a value added to the denominator for numerical stability, normally set to 10 À5 . The scaled and shifted values y are passed to other network layers. ReLU is a nonlinear activation function:
where a is an element in the feature map, and d is a slope value to leak negative elements. After the first three convolutional layers, we have nine residual blocks. In each residual block, there are two convolutional layers with 3 9 3 kernel and 256 filters followed by batch normalization layers and the ReLU activation function. Each residual block has a shortcut connection to add the input of that block to the output of the last convolutional layer in the block.
ResNet has a general form of residual blocks with fully connected layers. In our GAN model, the generator does not require a fully connected layer in its architecture. Since our goal is to generate synthetic CT images of input size, we also added two transposed convolutional layers after the residual blocks. Transposed convolutional layers are used when a transformation in the opposite direction of a normal convolution is needed. For instance, such a transformation is usually needed in the decoding layer of a convolutional autoencoder or to project feature maps to a higher dimensional space. After nine residual blocks, we have two transposed convolutional layers with kernel size 3 9 3 that have 128 and 64 filters. If the input feature map of these layers has size (H in , W in ), the spatial size of the output feature map can be computed as a function of the input volume size (H in , W in ), the receptive field size of the convolutional layer neurons F, the stride with which they are applied S, and the amount of zero padding P on the border:
These transposed convolutional layers are followed by batch normalization layers and the ReLU activation function. At the end, there is one convolutional layer with kernel size 7 9 7 followed by the activation function.
In addition, we use dropout in layers of the generator as an effective technique for regularization and preventing the coadaptation of neurons in the network. Dropout randomly zeroes some of the elements of the input with probability p using samples from a bernoulli distribution. The dropout layer is defined as below:
where υ is the input, u $ Uð0; 1Þ is generated independently for each input at each iteration, p is the dropout ratio set to 0.5 (any given unit is dropped at the probability of 0.5), υ drop is the output after dropout. The discriminator network of our GAN model is a CNN with five convolutional layers followed by batch normalization and ReLU that classifies an input image as real or synthetic. The discriminator can help the generator network to produce the more realistic synCT output from the MRI input. All convolutional layers in the discriminator have a filter size 4 9 4 with stride 2.
2.B. Objective
This work employs a conditional GAN model for generating synCTs. 24 A conditional GAN model learns a mapping from the input image x (an MR image) to the output image y (a real CT image). In our study, the model learns mapping from MR images to CT images. We replace the negative log likelihood objective by a least squares loss which has been shown to be more stable during training and generates higher quality results. 27, 28 The discriminator (D) loss ' D and the generator (G) loss ' G of our GAN model are defined as:
and
where pdata is the data probability distribution, Gðx; zÞ is the synCT image and D gives the probability of the input being a real CT image. Note that the L1 distance is used as a part of the reconstruction error to generate more realistic output images:
The optimal solution of our objective function is achieved under two conditions: (a) the discriminator is not able to distinguish between synCTs and real CTs, and (b) the difference between synCTs and real CTs is minimized. To evaluate the impact of loss function selection, we also compared results from implementing least squares loss and negative log likelihood.
2.C. Optimization
The detailed procedure of network optimization is presented in Algorithm 1. The generator is not trained until the discriminator has been trained for k steps (k = 1 in our study).
2.D. Training dataset and preprocessing
Images from 15 brain cancer patients were retrospectively analyzed as part of an IRB approved study. MR-SIM was performed on a 1.0T Panorama High Field Open (Philips Medical Systems, Best, Netherlands) using an 8-channel head coil. No immobilization devices were used during MR-SIM due to incompatibility of the thermoplastic mask in the head coil. Post-Gadolinium T1-weighted images were acquired for each patient with a voxel size of 0.90 9 0.90 9 1.25 mm 3 . Brain CT-SIM was performed on a Brilliance Big Bore (Philips Health Care, Cleveland, OH) scanner with the following parameters: 500 mAs, 0.88 9 0.88 mm 2 in-plane spatial resolution, and 1-mm slice thickness.
All MR images were then aligned to their corresponding CTs using Statistical Parametric Mapping (SPM) 12 (Functional Imaging Laboratory, Wellcome Trust Centre for Neuroimaging, UCL), a well-known registration software commonly used in neurology applications. 29 In-plane resolution and slice thickness were interpolated to match to the CT frame of reference. Normalized mutual information 30 was used as the objective function with trilinear interpolation method used for re-slicing. CT-SIM data were used as ground truth comparisons by excluding voxels outside of the external contour to eliminate the impact of immobilization devices and couch structures. In the MRI data, a binary head mask was derived from each MR slice using thresholding and morphological operators to separate the head region from the external devices. To validate our model's performance, a fivefold cross-validation technique was used for training and testing steps in a similar manner to recent work published by Han 20 . That is, 15 cases are randomly partitioned into five groups, and for each experiment, four groups (including 12 cases) are selected for training the model, and one group (including three cases) is selected to test the trained model.
2.E. Comparison of CNN and GAN
Han developed a learning-based approach using CNN for generating synCTs, in which they adopted and used the Unet model. 20 U-net is a well-established FCN architecture with two symmetrical parts: an encoding part and a decoding part, originally proposed in Ref. [31] . Similar to a regular CNN, there are convolutional and pooling layers in the encoding part of the U-net architecture to extract the context of the input image. The decoding part includes convolutional and unpooling layers to reconstruct the image prediction from low to high resolution. They showed that CNN outperformed atlas-based and regression-based approaches in generating synCTs. In general, GAN has been shown to outperform CNN for image generation tasks. 24, 32, 33 CNN tries to minimize the Euclidean distance between the generated images and the ground truth, leading to blurry results because Euclidean distance is minimized when all possible outputs are averaged. On the other hand, GAN has a loss function that tries to distinguish between real or synthetic images and trains a generator and a discriminator to minimize that loss. Since the discriminator in GAN model can easily classify blurry images as the synthetic ones, blurry images produced by the generator will result in a higher loss. 24 Reference [33] highlighted that GAN generates more realistic images compared to CNN when evaluated using visual inspection. In the proposed model, the generator in the GAN receives the feedback of the discriminator through a back-propagation step that is expected to result in more accurate synCT generation. To evaluate this impact, following techniques developed by Han, 20 we implemented and trained U-net with 27 convolutional layers with no discriminator block to compare against the GAN approach for the metrics listed below. To further quantitate the impact of using adversarial learning, comparisons were made between our GAN model, where the generator receives feedback from the discriminator through a back-propagation step, and a comparison to a ResNet model with no discriminator block.
2.F. Quantitative measurements and evaluation
Three metrics were used to evaluate the prediction accuracy of the model between the synCT and CT-SIM data: mean absolute error (MAE), structural similarity index (SSIM), and peak signal-to-noise ratio (PSNR) as defined below.
In Eq. (10), H is the number of head voxels. For the MAE metric, the lower value means better prediction results, that is, more realistic synCTs. In Eq. (11), x is the real CT image, y is the corresponding synthetic CT image, l x denotes the mean value of image x, l y denotes the mean value of image y, d is the variance of image y, and the parameters
2 and C 2 = (k 2 Q) 2 are two variables to stabilize the division with weak denominators, where k 1 = 0.01 and k 2 = 0.02. In Eq. (12), Q is the maximal intensity value of x and y images, and MSE is the mean squared error. In general, for both SSIM and PSNR, higher values indicate better prediction, while lower MAE suggests better agreement between synCT and CT-SIM data. Consideration was given to agreement using the full field of view, bone, air and soft tissue regions. To segment the air masks in the images, a threshold of À465 HU was set based on values obtained for the upper airway from the literature. 34 For bone regions, a threshold of +200 HU was implemented in both real and generated CTs. Comparisons were also made between CNN and GAN approaches to synCT generation.
RESULTS
3.A. Experimental setup
The generator and discriminator networks were trained between MRI and CT image pairs, and weights were initialized from a Gaussian distribution with parameter values of 0 and 0.02 for mean and standard deviation, respectively. The model is trained using minibatch stochastic gradient descent and Adam solver 35 and batch size of 1. The GAN model stabilized after 200 epochs (ie, one forward pass and one backward pass of all the training samples). Here, training was considered to be converged when the training error between two adjacent epochs was <0.001.
3.B. GAN results
GAN training took approximately 11 h with a GeForce 980
Ti GPU with testing taking 5.7 AE 0.6 s. Table I best summarizes the MAE, PSNR, and SSIM metrics computed based on the real and synthetic CTs for each fold in the fivefold validation. 
3.C. Impact of least squares objective function
The average full FOV MAEs obtained across the cohort were 100.3 and 89.3 HU for the proposed GAN model using the negative log likelihood and the least squares loss functions, respectively. Overall, synCTs obtained with the least squares loss function had a higher similarity to the real CTs with fewer artifacts than those generated with the negative log likelihood loss function (results not shown).
3.D. Impact of adversarial learning
When comparing our GAN model to a ResNet model with no discriminator block, the GAN model had higher spatial resolution (less blurry), particularly for edge features, and had a higher similarity to the corresponding CTs as shown in Fig. 2 . The average full FOV MAEs were 92.6 and 89.3 HU for the ResNet model and the proposed GAN model, respectively.
3.E. Comparison of CNN and GAN
The average MAE, PSNR, and SSIM obtained for all fifteen patients with the full FOV using the CNN model is 102.41 AE 11.13 HU, 25.43 AE 1.09, and 0.79 AE 0.03, respectively, while the average MAE, PSNR and SSIM using our GAN model is 89.30 AE 10.25 HU, 26.64 AE 1.17 and 0.83 AE 0.03, respectively. Figure 3 highlights four randomly selected synCT patient cases generated by GAN and CNN. Qualitative comparisons for two different methods show that the synCTs generated by the proposed GAN model are more similar to the real CTs, less noisy, and have more preserved details compared to CNN results. SynCTs generated by the CNN method show larger errors in the skull and bone areas and also in the boundaries in the residual images. The seconnd row highlights a case where the bone at the posterior of the skull was preserved with GAN but was eroded with CNN. Figure 4 highlights a detailed comparison between two synCT images generated by GAN and CNN. The GAN output was found to be less diffuse and more accurate than the CNN model. The zoomed in regions illustrate that the GAN model synthesized regions near the bone/air interfaces more accurately than CNN in both examples. GAN also preserved smaller, more complex details such as the auditory canal, thinner bones, and the posterior of the skull.
Finally, P8 and P13 in Fig. 5 had two pieces of skull removed during surgery that presented challenges for the proposed model. Figure 5 displays a comparison of several sagittal slices between real CT and synCT for these two cases, representing the worst-case scenarios. For these patients, the synCT rows of Fig. 5 show that the frontal bone that was affected by surgery is well represented in the synCT images.
DISCUSSION
In this work, we introduced a novel method for generating synCTs from T1-weighted post-Gd MRI datasets by applying a GAN model that uses ResNet architecture as the generator and regular CNN architecture as the discriminator. To quantitate potential advantages of implementing GAN, we then compared our results to a trained CNN. Our experimental results show that the proposed GAN model can efficiently and accurately generate synCT images from the MRI input while outperforming CNN, thus offering strong potential for supporting MR-only radiation therapy workflows. The overall MAE of our approach across the entire head for the 15 patient cohort was 89.30 AE 10.25 HU. Our results were slightly higher than those obtained by Han (84.8 AE 17.3 HU) for a CNN model, although the studies used different patient populations. In our comparison of CNN and GAN on the same cohort yielded slightly lower MAE for GAN than CNN. However, the largest advantage of using GAN compared to CNN is that GAN has been shown in this study (Fig. 4) to preserve details and yield a better representation of the initial input image.
Recently, Nie et al. generated synthesized images using context-aware GAN using a 3D model 25 whereas the current work uses 2D datasets. Two-dimensional models require less training data, 20 GPU memory, and computational time. One limitation in Ref. [25] is that due to limited training data, the model was trained on patches that may not provide sufficient image context information 20 and may affect the network's modeling capacity. Other differences include using an AutoContext Model to iteratively train several GANs to overcome this problem, which leads to longer training time. By comparison, our GAN model automatically learns a mapping to generate a synCT from a full MRI slice. The two models use different loss functions (cross-entropy vs our selection of least squares loss) and reconstruction error functions (Nie et al. employed L2 loss and an image gradient difference loss function while we used L1). We have illustrated that our selection of the least squares loss function yielded more realistic images with lower MAE, while L1 encourages less blurring synthetic CTs compared to using L2. 24 Least squares loss has been shown to be more stable during GAN training and generate higher quality results than other loss functions. 28 Our work suggests that incorporating adversarial learning generates more realistic synCTs with higher spatial resolution and lower MAE in the brain than CNN with no discriminator block. GAN has been shown to outperform CNN for image generation, 24, 32, 33 which is consistent with our work. Our GAN technique generated synCT images with improved feature preservation and higher overall agreement. Another advantage of the proposed GAN method is the short time that it requires for producing the synCT maps once the initial training has been implemented. Although the time required for training the GAN~11 h, once the network is trained, producing the synCT maps directly from the T1-Weighted MR images can be completed in <6 s for a variety of slice numbers. This feature makes the GAN method a practical tool that can be integrated into real-time applications for producing synCT maps from MR images. Recent work by Han derived synCTs of 9 s for 160 MR images using CNN. 20 Other synCT methodologies require complex processing pipelines such as unwrapping phase images 12 or combining multiple MRI datasets that require additional processing time and may introduce additional sources of uncertainty.
The GAN was trained using only post Gadolinium T1-Weighted images. To further study the feasibility of this method, training and testing can be performed using other contrasts such as pre-contrast images or other tissue weightings. T1-Weighted images were selected for training because they had the highest in-and through-plane resolution of all the images available for the patient cohort and are widely used in brain cancer RTP. Other approaches require specialty sequences such as mDIXON, UTE, or PETRA sequences. 9, 12, 13, 19 To make this method more robust, MR images from scanners with different field strengths can be used in the training set.
It should be noted that one of the limitations of this study is the relatively small sample size that was used for training, however, this sample size is similar to what has been reported in the literature. 20, 24 To further improve the performance of this method, images from a larger number of patients can be incorporated into the training set in order to further optimize the training sample size for the current application. This may help improve the performance of the GAN in reducing errors in regions near the bone and air interfaces. Nevertheless, the robustness of our method was demonstrated in several worstcase scenarios such as areas where the skull was displaced due to surgery, where excellent agreement was observed even in these complex cases.
Although GAN models have shown great success on a variety of imaging tasks, their training process may be challenging. Potential issues in GAN training include vanishing gradient and mode collapse (ie, where the generator produces the same outputs) that may lead to problematic convergence behavior. As shown in Ref. [28] and adopted in our work, the least squares objective function can help overcome the vanishing gradient problem in GAN training, resulting in a more stable model with smaller degree of mode collapse. More recently, Wasserstein GAN (WGAN) was recently proposed that can lead to more stable training 36 which can be explored in future synCT work. Future work may include performing a dosimetric analysis using original CT-SIM and synCT datasets and extending the GAN to other disease sites. However, areas such as the pelvis or abdomen may be more challenging due to differences in respiratory or physiological states, whereas the brain does not have a tendency to these types of effects with the exception of post-surgical changes.
CONCLUSION
In this paper, we introduced a GAN model to generate synCTs using T1-weighted MRI as the input. Our GAN model contains two competing architectures, that is, ResNet and CNN, as the generator and discriminator, respectively. Experimental results show that the proposed method can achieve superior results on synCTs than CNN, offering strong potential for supporting MR-only workflows.
