Social media and microblogging platforms generally comprise of elements of figurative and nonliteral language, 3 including satire. The identification of figurative language is a fundamental task for sentiment analysis. It cannot be 4 possible to obtain sentiment analysis methods with high classification accuracy if elements of figurative language have 5 not been properly identified. Satirical text is a kind of figurative language, in which irony and humour have been utilized 6 to ridicule or criticize an event or entity. Satirical news is a pervasive issue on social media platforms, which can be 7 deceptive and harmful. This paper presents an ensemble scheme for satirical news identification in Turkish news articles.
Introduction

Dataset collection and preprocessing 1
In this study, we created a dataset for the detection of the existence of satirical text in Turkish. To do 2 so, we collected Turkish news from two sources where the related news is categorized as satirical and non-3 satirical. We gathered the satirical news from the archives of Zaytung which is a well-known online satirical 4 newspaper in Turkey. On the other hand, to gather the non-satirical news we collected tweets of seven newspaper 5 Twitter accounts which are Milliyet, BBC Turkish, CNNTURK, Haberturk, Hurriyet, NTV and TRTHaber.
6 Table 1 shows the overall number of documents and vocabularies of the collected news based on two categories 7 individually.
8 Table 1 . Descriptive information of the dataset used in analysis. To examine the effect of different pre-processing strategies on the corpus, we have performed empirical Figure 2 . The main effects plot for pre-processing strategies on the corpus.
Feature extraction
In this study, we used the five supervised learning algorithms, Naïve Bayes algorithm, logistic regression, support 23 vector machines, random forests, and k-nearest neighbor algorithm, which are regarded to assess the predictive 24 efficiency of various function sets on satire detection. Tatilİçin Türkiye'yi tercih eden ABD'li Richards ailesi, ulkemize bayıldı: "1 ay daha kalırsak oteli satın alabiliyoruz..." 3.3.1. Naïve Bayes algorithm 2 Naïve Bayes (NB) is a statistical learning algorithm based on Bayes' rule and conditional independence assump-3 tion. The conditional hypothesis of independence considers that, given the class, the attributes are conditionally 4 independent. The assumption simplifies the required computations involved in the algorithm. In response, the 5 algorithm is efficient and can scale well. Though the assumption may not be valid for every real-world case, 6 Naïve Bayes algorithm can yield promising results in machine learning tasks, including, text classification and For the two-class classification tasks, the algorithm finds a hyperplane in the higher dimensional space such 7 that the instances of two class have been separated as much as possible. In response, the algorithm has a good 8 generalization ability on newly encountered instances. The algorithm can build suitable learning models in case 9 of large amount of data. 
Ensemble methods
23
Ensemble learning refers to the process of combing the predictions of multiple supervised learning algorithms 24 and treating the algorithms as a committee of decision makers [25] . Ensemble learning schemes seek to identify a 25 more accurate classification model. In this study, we used the ensembles of the five supervised learning algorithms 26 with three well-known ensemble learning methods which are, AdaBoost, Bagging and Random Subspace. AdaBoost is an ensemble learning algorithm based on boosting [29] . The base learning algorithms were trained 29 sequentially in the algorithm and at each round a new learning model was built. The weight values allocated to 30 misclassified samples will be increased at each round, while the weight values allocated to properly categorized 31 cases will be reduced. In reaction, the algorithm aims to devote more rounds to cases that are more difficult to 32 learn and to compensate for classification mistakes produced in previous models [25] . In this section, we described the experimental procedure and the results. In this section, we reported experimental findings as the 10-fold average outcomes for each classifier. Five 10 primary LIWC feature sets, namely linguistic processes (LP), psychological processes (PP), private issues (PC), 11 spoken categories (SC) and punctuation marks (PM), have been taken into consideration to extract feature 12 sets. We used feature sets and their ensemble combinations in the empirical analysis. Thirty-one function sets 13 were acquired in this manner. To evaluate the predictive performance of LIWC-based feature sets compared 14 to conventional text representation schemes, evaluation measures were also presented for unigram model based 15 on term frequency representation. We used five supervised learning algorithms, Naïve Bayes algorithm, logistic 16 regression, support vector machines, random forests and k-nearest neighbor algorithm, and their ensembles 17 with three learning techniques of the ensemble namely, AdaBoost, Bagging and Random Subspace algorithm.
18
In this manner, we evaluated 20 distinct algorithms of classification (5 basic learning and 15 ensembles) by 19 using WEKA (Waikato Environment for Knowledge Analysis) version 3.9. In Table 4 , the basic parameter sets 20 for the conventional classifiers and ensemble learning methods have been presented. Size of each bag: 100, batch size: 100, number of decimal places: 2, seed: 1, number of iterations: 10 Random subspace algorithm batch size: 100, number of decimal places: 2, number of execution slots: 1, number of iterations: 10, seed: 1, subspace size: 0.50 architectures (namely, convolutional neural network, recurrent neural network, bidirectional recurrent neural 3 network with attention mechanism, gated recurrent unit, and long short-term memory). To implement and 4 train deep learning architectures, we have utilized Tensorflow and Keras. To obtain the optimal predictive 5 performance from the models, we have employed hyper-parameter optimization based on Bayesian optimization 6 using Gaussian process. For word2vec and fastText word embeddings, continuous skip-gram and continuous 7 bag of words (CBOW) methods have been evaluated with varying vector sizes (vector size of 200 and 300) and 8 different dimensions for projection layers (dimension size of 100 and 200). For the corpus, 80% of data has been 9 utilized as the training set, whereas the rest of data has been utilized as the testing set. In Table 5 , accuracy and AUC (area under roc curve) values acquired on distinct feature sets by standard 12 supervised learning algorithms were provided. In Table 6 , precision, recall and F-measure values obtained by 13 conventional classifiers have been presented. and AUC values for standard text representation schemes have been given. 23 As it can be seen from the empirical outcomes described in Table 5 and Table 6 , the use of LIWC-based 24 feature sets outperforms the term frequency for satire identification with unigram model (referred to as TF).
21
25
With respect to the distinct feature subsets of LIWC-based sets, linguistic processes (referred to as LP) have 26 accomplished the greatest predictive efficiency. Psychological process-based characteristics acquired the second 27 largest predictive output, and private concerns-based feature sets reached the third largest predictive output. 28 With respect to the predictive performance of individual feature sets, punctuation-based feature sets have 29 obtained the lowest predictive performance. Therefore, the experimental evaluation of LIWC-based feature sets 30 indicates that the use of characteristics, such as word count, complete pronouns, personal pronouns, articles, 31 prepositions, etc. can be more informative to identify satirical text. We achieved to obtain the highest predictive 32 performance among the five individual feature sets with a classification accuracy of 89.21 percent. In this system, 33 we used language procedures in combination with random forest algorithms as function sets. 34 We examined the LIWC-based ensemble feature sets for Turkish satire detection as the second concern of 35 the study. Table 5 and Table 6 presented the use of ensemble feature sets combining different LIWC-based feature 36 sets can provide better predictive performance compared to individually taken LIWC-based feature sets. The 37 ensemble feature set, which integrates five LIWC-based feature sets, namely linguistic procedures, psychological 38 procedures, private issues, spoken categories and punctuation, has acquired the highest classification precision 39 among the 31 feature sets considered. Using this set function in combination with random forest algorithm 40 results in a 93.21 percent classification and a 0.94 F-measure value. To improve the predictive output of standard supervised learning techniques, the paradigm of ensemble 1 learning can be used. The empirical analysis' third issue is to define whether or not ensemble learners can 2 attain better predictive output for satire detection. In this respect, we took into consideration three well-known 3 learners of the ensemble (i.e., Bagging (B), AdaBoost (A) and Random Forest (RS)). Tables 7-11 provided   4 predictive performance values for ensemble learners in combination with standard learners and ensembles. As that integrates five LIWC-based feature sets, namely language procedures, psychological procedures, private 1 issues, spoken categories and punctuation in combination with random subspace ensemble of random forest.
2
A classification accuracy of 96.92 percent was achieved for this setup. The findings of predictive performance 3 mentioned in Tables 8-11 show comparable trends to the outcomes of performance shown in Table 7 . To summarize the primary results of the empirical analysis, we described in Figure 3 and Figure 4 , In addition to the predictive performance of conventional classifiers, ensemble learners and feature sets, we have also considered the predictive performance of deep learning architectures on satire identification in 8 Turkish. In Table 12 , classification accuracies and AUC values obtained by five deep learning architectures 9 (convolutional neural network, recurrent neural network, long short-term memory, gated recurrent unit, and recurrent neural network with attention mechanism) on three word-embedding schemes have been presented. The predictive performance results listed in Tables 12 and 13 indicate that GloVe word embedding 1 scheme yields higher predictive performance compared to the other word embedding schemes. The second 2 highest predictive performances have been obtained by fastText CBOW model, which is followed by fastText To further evaluate the empirical results, we have conducted a two-way ANOVA test on the Minitab 5 statistical toolkit. The findings of the ANOVA test were provided in Table 14 . In this table, respectively, 6 DF, SS, MS, F and P denote degrees of freedom, adjusted square amount, adjusted mean square value, f-7 value, and probability value. There are statistically significant variations between the predictive performance of comparative feature sets and classification algorithms (p <0.0001) according to two-way ANOVA test outcomes. language can be regarded as a challenging task in natural language processing. In this paper, we present a 5 machine learning based approach for satirical text identification in Turkish. The contribution of this paper is 6 three-fold. First, we have collected a corpus of news articles in Turkish for satire identification. Second, we have 
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