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論文要旨
未知あるいは動的な環境の中で作業を行う知能ロボットにとって，視
覚は必要不可欠なものである.視覚情報を用いてロボットを制御しよう
とするとき，一般的には視覚によって環境を観る手法(ロボットビジョ
ン・視覚系)と環境モデルの中でロボットを動かす手法(ロボテイクス・
運動系)に分けて考えられる.すなわち t見てから動く?という考え方で
ある. しかし，視覚情報を用いてロボットを高速に動作させる場合，す
なわち，見ながら動くう動作を行う場合には，視覚系と運動系の相互関係
がロボットの tふるまい?に影響を与えるため，視覚系と運動系をハード
ウエア，ソフトウエアの両面から適切に融合することが重要で、ある.本
研究ではカメラを備えたロボットマニピュレータ(ハンドアイシステム)
の制御において カメラ配置とマニピュレータの運動学的構造が視覚情
報を用いたフィードパック制御動作にどのような影響を及ぼすかを考察
する.そして，人間の眼と腕に似せた構造のハンドアイシステムにおい
ては，視覚情報とマニピユレータ間のマッピングが単純化され，計算量
の少ない単純な構成式のフィードバック制御が可能となること，さらに
このフィードパック制御はパラメータ誤差や時間遅れなどの外乱要因に
対してロバストであることを示す.また，視覚フィードバック制御に用
いるカメラの画像情報の特徴量検出法として，計算量の少ない大雑把な
オプテイカルフローの検出法を提案し，視覚系単独で用いる場合には非
力な手法が，運動系と組み合わせて用いると大変優れた手法と成りうる
ことを示す.
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第 1 章 序論
1.1 本研究の背景
1.1.1 視覚センサを用いたロボットの制御
現在，自動車工場などの多くの生産現場では p 組み立て，塗装，溶接などの作業を，人間
をはるかに凌ぐようなスピードと精度で実行することができるロボットマニピュレータが
活躍している.これらのロボットは，あらかじめ操作者によって手先のとおる目標軌道を
教示されており，実行時には教示された手先の位置と速度を達成するようにロボットの各
関節角を制御することによって作業を実現している [1]. これらのロボットの多くは，内界
センサの情報のみに基づいて制御を行っているために，環境の変化に対応することができ
ない.たとえば，ロボットの形状が変化したり，ロボットの関節に取り付けられた角度セ
ンサの精度が劣化した場合には，目標とする手先の位置と実際の位置に誤差が生じる.ま
た，操作対象である物体の位置や形状が変化した場合には，操作者は再度，ロボットに教
示を行わなければならない [2] . これに対して，外界センサを用いることにより，ロボット
や環境の変化に対応できる知能ロボットの研究も盛んに行われており，一部は実用化され
ている.中でも視覚センサは非接触で外部環境を認識するのに最も有効なセンサとして期
待されている [3].
視覚センサを用いてロボットを制御する場合 (Fig. l. l) ，通常は視覚により作業環境
を理解してからロボットを動作させる t見てから動く (look and move) ， 方法がとられる
(Fig.1.2) .たとえば，ロボットマニピュレータでコップを把持する場合，まず，視覚セン
カメラ
ワ
Fig. 1. 1: 視覚センサを用いたロ
ボット制御
環境認識
(ロボットビジョン)
Fig. 1.2: '見てから動く， (look and move) 
サでコップの位置と姿勢を計測する.そして，コップの位置に手先を伸ばす軌道を計画 し，
1 
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ロボットを動作させる.この方法では，視覚センサの座標系とロボットの座標系のキャリ
プレーション誤差がロボットの動作結果にそのまま誤差として現れる問題がある.たとえ
ば，視覚センサによって計測したコップの位置が正確であったとしても，ロボットの座標
系とカメラの座標系がずれていれば，ロボットの手先の到達位置はコップの位置とは一致
しない.この問題はカメラとロボットの正確なキャリプレーションにより解消することが
できるが，キャリプレーションには大変な手間と時間が必要である [4].
1.1.2 ビジュアルフィード}\ック
視覚センサより得た情報を参照しながらフィードパックを行うことで?これらの誤差に
対してロバストに動作を行うことができるロボットの研究も行われており，一部は実用化
されている [5]. たとえば，視覚センサによってコップの位置とロボットの手先の位置を同
時に計測し，その相対位置関係をもとにフィードバックを行うことによって，視覚センサ
の座標系とロボットの座標系がずれた場合でも正確にロボットの手先の位置決めを行うこ
とができると考えられる.このように視覚情報を用いてフィードパックを行う制御は一般
にビジ、ユアルフィードパックと呼ばれる [6]. カメラ画像を用いたピジ、ユア lレフィードパツ
現在位置
Fig. 1.3: '見てから動く 7 ピジ、ユアルフィードパック
クの研究はかなり古くから行われているが [7] (1973 年) ，カメラで得られる画像データは
一般に数万から数十万個の濃淡値データであるために，画像中の物体の位置と姿勢を求め
るためには非常に多くの計算量が必要で，研究が始められた当時のハードウエアでは，画
像を取り込んでからロボットの動作までにかなりの時間を要した.このため，ピジ、ユアル
フィードバックは実用レベルに達することができず，以後はロボットビジョンの研究とロ
1.1. 本研究の背景 3 
ボット制御の研究に分化して研究が続けられた. しかし，近年はコンビュータの処理速度
の飛躍的な向上によって，簡単な画像処理であればリアルタイムに行えるようになり，ピ
ジ、ユアルフィードパックも実用可能なレベルに達しつつある.
ピジ、ユアルフィードバックの初期の研究では， コントローラがロボットへ手先の目標位
置(またはロボットの関節角度)を指令した後，ロボットの動作が完了した時点で次の画
像を取り込み，次のルーフ。へと処理を進める手法が用いられていた.すなわち，従来の L見
てから動くう制御を繰り返し行う手法が取られていた ( Fig. 1. 3 ) .この手法は t見てから動
く 3 ピジ‘ユアルフィードパックと呼ばれている [8]. '見てから動く・ビジ、ユアルフィー ド バ ッ
クでは，視覚センサによる環境認識(視覚系)とロボット制御(運動系 ) を分けて考える
ことができるので，既に長年にわたって研究されてきたロボットビジョン [9] とロボット制
御 [10] という二つの研究分野の資産を有効に活用できる利点があるが?高速な動作は望め
ない.これに対して近年は，コントローラがロボットへ手先の目標速度 ( またはロボット
の関節角速度，関節トルク)を指令した後，すぐに次の画像を取り込み，次のループへと
処理を進めるビジ、ユ アルサーボと呼ばれる手法が注目を浴びている (Fig. 1. 4 ) .ピジ、ユア
ルサーボは高速にフィードパック動作を行うため，動く物体を扱うようなタスクにも応用
可能である . しかし，ピジ、ユアルサーボにおいては，視覚系のフィードパックループに運
動系が組み込まれ，視覚系と運動系のそれぞれが並列に動作を行うために，視覚系と運動
系の融合方法が制御特性に影響を与える重要な要因となる.たとえば，カメラとマニピュ
レータの配置，画像特徴の抽出法とその選択法，視覚系のフィードパックループと運動系
のフィードバックループのサンプリングタイムの違いなど，視覚系と運動系が相互に関連
しあう問題は数多く存在するが，これらの研究はまだ始められたばかりである [8].
Fig. 1.4:ビジュアルサーボ
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に計算量を増やすだけではなく，マッピングの途中に含まれるパラメータの誤差が厳密な
モデルのもとでの計算によって増幅される可能性がある .
以上の理由により，ビジュアルサーボにおいては近似的であっても単純なマッピングを
行ったほうが，キャリプレーションの手間の簡略化，計算量の抑制，パラメータ誤差に対す
るロバスト性の面から有利であると考えられる.ただし，これはカメラ画像情報とロボッ
トの関節角度の関係が単純なマッピングとして近似できるような場合に限つての議論であ
る.非線形で常に大きく変動するような複雑なマッピングを単純なマ ッピングとして近似
しでも，近似誤差が大きく影響して，逆に不安定なシステムとなってしまう.つまり，ピ
ジ、ユアルサーボにおいては， カメラ画像情報とロボットの関節角度のマッピングが単純と
なるようなカメラとマニピュレータの構造および配置 (ハードウエア的な視覚系と運動系
の融合)と，時変的なパラメータをなるべく含まない単純な近似マ ッピング(ソフトウエ
ア的な視覚系と運動系の融合)が重要であると考えられる.)一…ータ誤差
ロボット関節角度
1.2 本研究の目的と本論文の概要
(a) 環境モデルを介したマッピング ( b )直接的な近似マ ッピング
Fig. 1. 5: ハンドアイマッピング
本研究では，マニピユレータを用いたピジ、ユアルサーボにおいて，カメラの配置とマニ
ピュレータの運動学的構造が，カメラとロボットのマッピングにどのような影響を及ぼす
のかを考察し，制御特性からみたハンドアイ構造の評価法ならびに最適設計法を構築する
ことを目的とする.また近似的なマッピングを用いたビジュアルサーボが，制御特性およ
びパラメータ誤差に対するロバスト性にどのような影響を及ぼすかを考察し，ピジ、ユアル
サーボに適したハンドアイシステムの構造ならびに画像特徴検出法の提案を行う.
本論文では，まず 2章において，従来，非線形と考えられてきたステレオ画像とロボ ッ
トの関節角度のマッピングが，人間の眼と腕に似せた運動学的構造を持つハンドアイシス
テムにおいては，時不変な線形マッピングとして近似できることを示す. 2 台の回転型カ
メラを備えた人間型のステレオカメラシステムにおいて，カメラ姿勢およびカメラ画像か
らデカルト座標系へのマッピング( 3 次元復元 ) は，多くのパラメータと回転行列を含む
複雑なものである.しかし，同じ人間型のステレオカメラシステムにおけるカメラ姿勢お
よびカメラ画像から，カメラの注視動作における輯鞍角と視線方向角によって定義する視
空間座標系へのマッピングは，単純な時不変線形変換として近似することができることを
示す.また，回転関節型ロボットマニピュレータにおいて，デカルト座標系からロボット
の関節角度へのマッピング(逆運動学)は，複雑な非線形代数方程式として表される. し
かし，人間の眼と腕に似せた運動学的構造を持つハンドアイシステムにおいては，視空間
座標系からロボットの関節角度へのマッピングが時不変線形変換として近似できることを
示す.これらの性質を用いることにより，カメラ姿勢とカメラ画像からロボ ッ トの関節角
度へのマッピングが，視空間座標系を介在させることで，単純な時不変線形式として近似
できることを示す.さらに，時不変線形式として最も精度良く近似が行えるカメラの配置
とマニピュレータの運動学的構造は 7 人間の眼と腕の構造と似たものであることを示す.
3章においては，ハンドアイシステムのロボットの手先をターゲットへ位置決めするピ
ジ、ユアルサーボを行う場合に， 2章で示した時不変線形近似マ ッピングを適用すると，ピ
1.1.3 ビジュアルサーボにおけるハンドアイマッピング
カメラを用いてロボットを制御する場合には，システムモデルとして，カメラの画像情
報とロボットの関節角度のマッピング (ハン ドアイマッピング)が必要である.そして通
常はデカルト座標系で表現する環境モデル(先の例では手先またはコップの位置と姿勢)
を介在してマッピングを行う ( Fig. 1. 5(a) ) .これまでに提案されているピジ、ユアルサー
ボのほとんどの手法も，デカルト座標系を介在したマッピングに基づいたものである.こ
のマッピングは，デカルト空間における幾何学的拘束を用いた座標変換(ステレオカメラ
による三角測量の原理， ロボットマニピュレータの運動学など)を基礎としたものであり，
カメラ画像情報からカメラの環境モデル，カメラの環境モデルからロボットの環境モデル，
そしてロボットの環境モデルからロボットの関節角度と大きく分けて 3 つの変換を用いる.
このため，各変換においてはそれぞれ多くのパラメータが必要であり，これらのパラメー
タ誤差が重なり合って全体のマッピングに影響を及ぼす.これらの誤差をすべてキャリプ
レーションによってキャンセルするのは，大変な手間と時聞が必要である [11]. 
さて，カメラを用いてロボットを制御する場合には，カメラの画像情報とロボットの関
節角度を結びつけるマッピングのみが必要であり，必ずしも環境モデルとしてのデカルト
座標系を介在させる必要はない.さらに，ビジ、ユアルサーボを行う場合には， Fig.1.5(b) 
に示すように，カメラの画像情報とロボットの関節角度を結びつける近似的なマッピング
を用いても，その誤差が収束漸近安定を満たす範囲内であれば収束動作は可能である.ま
た，キャリプレーションが不正確である，あるいはパラメータが絶えず、変動するような環境
においてピジ、ユアルサーボを行う場合，デカルト座標系を用いた厳密なマッピングは，単
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ジ‘ユアルサーボのゲインを時不変とした制御が広範囲において適用可能であり，単純な構成
式で計算量が少なく，カメラとロボットのキャリプレーション誤差に対してロバストなシス
テムとすることができることを示す.また，線形ビジ、ユアルサーボと名付けたこの方法は，
カメラ薗像情報のみに基づいて制御を行うため，カメラ姿勢の計測は不要であり，制御動
作中にカメラを回転させても，マニピュレータの動作にはほとんど影響がないことを示す.
このため，本手法は，カメラを回転させて画像処理の高度化を目指すアクテイブビジョン
にも適用しやすいと考えられる.次に，ピジ、ユア jレサーボの軌道特性とキャリプレーシヨ
ン誤差および時間遅れの関係について述べ，カメラ配置とマニピュレータの運動学的構造
が，この関係にどのような影響を与えるかを考察する.また，カメラ画像情報とロボット
関節角度のマッピングのヤコピアンの時不変性が，キャリプレーション誤差や時間遅れに
対してピジ、ユアルサーボの軌道が受ける影響を和らげる性質を示すことに着目し，ビジュ
アルサーボの軌道安定性の指標として tヤコビアンの時不変安定度?を提案する.また， tヤ
コビアンの時不変安定度7 を用いてハンドアイシステムの構造を評価すると，人間の眼と
腕に似せた構造は広範囲においてヤコビアンの時不変性を有しており，時不変ゲインを用
いたピジュアルサーボの軌道が広範囲において安定することをシミュレーションによって
示す.
次に 4章においては，ピジ‘ユアルサーボに適した画像特徴の検出法について考察を行う.
近似的なモデルに基づく簡便な画像処理を用いても，ビジ、ユアルサーボにおいては十分な
制御性能が得られる一例として，粗いオプテイカルフローを用いたピジ、ユアルサーボを提
案する.通常，オプテイカルフローは精度良い結果を得るためには多くの計算量が必要で
あり， リアルタイムのフィードパック制御に用いられることは少ない.しかし，計算量の
少ない大雑把なオプテイカルフローの検出方法を用いても，ビジュアルサーボと併用する
ことにより，高精度な並進と回転の位置決めを行うことができることを示す.
最後に 5章で，本研究の結果をまとめ今後の課題を示す.
第 2 章 人間型ハンドアイシステムにおける線形
近似逆運動学
2.1 緒言
カメラを用いてロボットマニピュレータを制御する場合，通常は，まずカメラによりカ
メラ座標系におけるマニピユレータの手先の位置と対象物の位置を計測する.次に，それ
らをマニピュレータの作業座標系に変換し，逆運動学やロボットヤコビアン (マニピュレー
タの手先速度と各関節の角速度を関係づけるヤコビ行列)を用いることにより，マニピュ
レータの各関節角を制御する.一般に，カメラ座標系や作業座標系としてはデカルト座標
系がよく用いられており，マニピュレータの逆運動学は複雑な非線形代数方程式として表
される.また，ロボットヤコピアンは，マニピュレータの各関節の角度を係数として含んで
いるために，常に正確な関節角度を必要とする. したがって，組み立てなどの作業を実行
するためには，あらかじめマニピユレータの正確なキャリプレーションが必要であり，複
雑な非線形の逆運動学を解かなければならない.また，カメラ座標系と作業座標系の正確
なキャリプレーションも必要である [11]. 
これらの問題に対処する方法として，近年，ビジュアルサーボ [8 ， 12, 13 , 14] が注目され
ている.この方法は，カメラで撮られた対象物イメージの特徴をダイレクトに利用してロ
ボットの関節角コマンドを生成する方法であり，正確なキャリプレーションを必要としな
い点が最大の特徴である.ただし，安定なサーボ系を実現するには，関節角コマンドの計
算に必要なカメラの画像座標系とロボットの関節座標系を結ぶヤコビアンの推定が必要で
ある.このため，従来の単眼によるピジ‘ユアルサーボでは，モデルを利用してヤコビアン
を計算したり，ロボットの駆動結果に基づいてヤコビアンを推定する方法 [15] が提案され
ている.また，ステレオ視を用いたピジ、ユアルサーボでは，画像情報を直接用いてヤコピ
アンを計算する方法 [16 ， 17, 18] がとられている . いずれにしても，従来のこれらの方法で
は，カメラから得られる画像情報をロボットの関節コマンドに反映させるために，一旦デ
カルト座標に変換する操作が含まれる.
一方，生理学の分野においては，人間の空間知覚と上肢運動感覚の統合に関する研究が
数多くなされている [19 ， 20 , 21J. 人間の腕をロボットアームと考えると，これは人間にお
ける逆運動学と考えることができる.人間における空間知覚系としては，生体と直接関係
のないデカルト座標系ではなく，眼球運動や上肢運動にみられる生体本来のもつ情報形態
に基づいた座標系が想定されている [22 ， 23]. カメラを用いてマニピュレータを制御する場
合においても，ロボットとは直接関係のないデカルト座標系上の逆運動学を用いるよりも，
カメラに基づく座標系を用いてカメラからマニピュレータへの直接的なマッピングを行う
ほうが，座標変換の手数も減り，単純なアルゴリズムにできると考えられる.
7 
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本章では，人間の眼と腕に似せた構造を持つ人間型ハンドアイシステムにおいて，カメ
ラ角度と両眼視差に基づく視空間座標系を作業座標系として用いると，マニピュレータの
逆運動学が線形式として近似できることを示す.この結果は，次章に示す時不変ゲインを
用いたピジ‘ユアルサーボ方式を可能とするものである.本章では，まず，人間と似せた視
覚運動系を持つハンドアイシステムにおけるカメラとロボットアームのモデルを示し (2.2
節 ) ，視空間 ( 2.4節 ) と関節空間 (2.3節 ) について説明する.次に，視空間と関節空間の
線形性 ( 2.5節 ) を示したうえで，視空間から関節空間への線形近似変換，すなわち，視空
間を作業座標系とした線形近似逆運動学 ( 2.6宣告 ) を構成し，その近似精度が十分実用可能
であることを示す.また，線形近似の誤差を最小とするカメラ配置とロボットアームの運
動学的構造が人間と類似したものであることを示す ( 2.7節 ) . 
2.2 人間型ハンドアイシステムのモデル
Fig.2.1 に，人間の運動学的構造を参考として作成したハンドアイシステムのモデルを示
す. 2 台のカメラは，光学的焦点を中心として水平方向に独立に回転し ( αL ， Cl'.R) ， 垂直方
向に同じ角度 (αD) 回転する.カメラは基線長 (Baseline length = 2E ) の間隔でベースフ
レームに搭載されている.また，ベースフレームはカメラの中点に位置する首関節 ( NECK )
を中心に水平方向に回転する(() .それぞれのカメラにおいては理想的な透視投影変換が
成り立ち，空間上の一点は焦点 (Focal point) を通って結像面に投影されるとする.画像
座標とカメラ姿勢の関係は Fig.2.2 に示す.図中 ， (XL , yL) , (XR , yR) は左右のカメラ画
像座標をあらわす.なお，カメラの焦点距離 (Focal length = f) は，左右等しく設定する.
つぎにロボットアームは，上腕 ( Lu ) と前腕 ( Lf ) の 2 リンクと肘関節 (ELBOW ) と
肩関節 (SHOULDER) の 2 関節で構成し，肘関節に水平方向に 1 自由度 (j2) ， 肩関節に
水平方向(jl) と垂直方向 (jo) の 2 自由度を有する. Tab.2.1 に本モデルの各パラメータ
の値を示す.これらのパラメータは成人男子の実測値をもとに設定した.前腕の長さ ( Lf )
は肘関節から人差指の先までの長さを用いた.一般には 2 リンク型ロボットアームのリン
ク長さは等しく設定される場合が多いが，本モデルでは上腕よりも前腕がやや長いのが特
徴である. 2.7節で述べるが，これらのパラメータの値は視覚情報(視空間)からロボット
アームの関節空間への変換を線形近似するうえで最適な値に近い.
Tab. 2.1: 人間型ハンドアイシステムの各パラメータ
?
??-一?
?????
? ?
qο 
つ山
一一一一向
K
???? ??7-
つutA
川氏
一「)一寸，一一??
??,,F'' 
?。可且:4
みし
1.
目、』時
斗叫仁ペ
J'e
ep
司
l
???11 31
ドU
、kna
ぽ
・阻剖
VAM
臥
???
2.3. 関節空間 9 
αL 
E 
Fig. 2.1: 人間型ハンドアイシステムのモデル
Fig. 2.2: ステレオカメラの幾何学
2.3 関節空間
Fig.2.1 に定義するロボットアームの順運動学(関節空間からデカルト空間への変換) と
逆運動学 (デカルト空間から関節空間への変換)を次式に示す. JI慎運動学と逆運動学は非
線形式として表される.
順運動学
Z ニ LuCOS(jl) + Lf COS(jl + ]2) + w 
y = 乏 sin (jo) + K 
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z = z cos(jo) -G 
ここで z -Lu sin(j1) + Lj sin(j1 + j2) 
、、? ?
,,
,, 
?つ山〆'『‘、
、 網膜視空間 αL 
jo - tan-1(yj2) 
j1 tan-1(2ji) 
-tan-1 (何ji2+ 22 + Lu2 -L/) 
j2 = tan-1( v'dji2 + 22 - Lu2 -L/) 
ただし，
Z 
+ 一回リ一
8
一空一
j
一視一
Y
z 
逆運動学
眼球視空間
カメラ角度 αLαRαD
首角度
Fig. 2.4:視空間の構成
d 
-x-w 
= y-K 
=#τ(z + G)2 
(i2 + 22 + Lu2 + L/)2 
-2{(ま2+ 22)2 十 Lu4+ L/} (2.2) 
2.4 視空間<U2
300 
人間型ハンドアイシステムでは，首角度とカメラ角度とカメラの画像座標の 3 つの視覚
情報を用いて空間上の 3 次元位置を計測する.これら 3 つのパラメータを用いて空間上の
1 点の 3 次元位置をデカ lレト空間として表現するためには，多くの回転変換を含んだ煩雑
な計算が必要である (付録 A章参照 ) .これに対して本研究では， Fig.2.4に示すように，
首角度により定める首視空間と，カメラ角度により定める眼球視空間，画像座標により定
める網膜視空間の 3 つの視空間の線形和としてあらわす空間座標系(視空間)によって空
間上の位置を表現する.視空間v = (γ ， e ， b)T ， および他の 3 つの視空間は， (2.3 ) 式に示
すように，首角度とカメラ角度とカメラ画像座標の線形式として定義されるので，単純で
少ない計算量で 3 次元位置を得ることができる.
| γ(奥行き) I I 0 I I αL ー αR l I (XL_XR)jf 1 
v = I e(水平方向)I=I(I+I(αL+ αR)j2 I + I(XL + XR)/2f I 
l b(垂直方向)J loJ l αD I I (yL+ yR)/2f I 
(2.3) 
肩関節をとおる水平面 (jo = 0) において，関節空間をデカ jレト空間に投影した像を
Fig.2.3 に示す.図示した関節空間は 0 三 J1 三 100 ， 10 三 J2 三 110[deg) の領域であり，人聞
が手先を楽に動作することができる領域である.本図よりその形状は曲線的であり，関節
空間はデカルト空間に対して非線形性が強いことがわかる.
800 
700 
60 
~ jl=l~ 言 500 ?
E 
可400
|視空間 1 =1 首視空間 1+1 眼球視空間 1+1 網膜視空間|
以下，それぞれの視空間が線形和としてどのように結合きれるかを説明する.
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Fig. 2.3 : デカルト空間に投影した関節空間
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Fig. 2.5: 眼球視空間 Fig. 2.6: デカルト空間に投影した眼球視
空間
2.4.1 眼球視空間
眼球視空間は l 点を注視したときの転車奏角官と視線方向角。E ， らを用いて定義され
る座標系 (Fig.2.5参照)で，人間の視覚的な空間知覚モデルとして，生理学，心理学にお
いて用いられている [24]. 次式に示すように，転車奏角と視線方向角は左右のカメラ角度の
差と和より得ることができる.
r 'YE(輯繋角 ) I I αL- αR I 
V E = I ()E(水平方向角) I =I (αL+ αR)/2 I (2.4) 
|ら(垂直方向角) I I αD I 
首関節を正面方向 (=0 に固定するとき，眼球視空間は次式によりデカルト空間へ変換さ
れる.
x = E sin(2()E) /山(γE)
y -.?sin ( ?E ), z ニ .ïcos( ?E) 
ここで .? = E{ cos(γE) + COS(2()E)} / sin(γE) (2.5) 
カメラをとおる水平面(らニ 0) において，眼球視空間をデカルト空間に投影した像を
Fig.2.6 に示す.その形状は極座標に似ており，眼球視空間からデカルト空間への変換は，
明らかに非線形なものであることがわかる.
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Fig. 2.7: 網膜視空間
2.4.2 網膜視空間
左右のカメラ画像に投影された特徴点の画像座標 XL?XR?yhYRを用いると，注視点に
対する特徴点の 3 次元的な相対位置を 次式により得ることができる.
|γR(視差?奥行) 1 r (XL_XR)/f l 
V R = I ()R(水平方向角) I =I (XL + XR)/2f I (2.6) 
I ðR (垂直方向角) I I (yL+ yR)/2f I 
'YRは，左右のカメラ画像に投影された特徴点の水平座標の差であり，カメラからの奥行き
を表している.官は一般に視差と呼ばれる . ()Rは，特徴点の水平座標の平均であり，カメ
ラからの水平方向を表している.また ， ðRは特徴点の垂直座標の平均で、あり，カメラから
の垂直方向を表している.本研究ではこの座標系を網膜視空間主呼ぶ.網膜視空間の原点
は注視点に一致する.
網膜視空間座標γR ， ()R ， らは，次式に定義する近似値γ九 ()k，らを用いると，幾何学的には
Fig.2.7のように表すことができる.
γみ= tan-1((XL -XR)/ f) 竺 γR
Oみ= tan-1 ((XL + X R)/2f) : () R 
ð~ = tan-1((yL + yR)/2f) 竺 ðR (2.7) 
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Fig. 2.8: デカルト空間に投影した網膜視空間 Fig. 2.9: デカルト空間に投影した首視空間
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2.4.3 首視空間
首視空間の定義を次式に示す.
I 0 I 
VN = I ç(首方向角) I 
o I 
首視空間は首の角度で眼からの方向をあらわす座標系である. Fig.2.9 に首視空間と眼球視
空間と網膜視空間を重ねてプロットしたものを示す.首視空間の方向角は，眼球視空間，網
膜視空間の方向角とほぼ一致している.また，奥行きも注視点近傍(図中央の黒点)にお
いてはほぼ一致している.よって，空間上の一点がカメラに投影されたときのカメラ角度
と画像座標と首角度が得られると， (2.3) 式を用いることで首視空間，眼球視空間，網膜視
空間の線形和として点の位置を t大まかに'定めることができる.
Fig.2.7より分かるように，網膜視空間座標の近似値治， Bk_， らが表す角度と，注視点の眼
球視空間座標γE ， BE' ðEが表す角度のそれぞれの和市 +γE ， Bk_ + BE' ら+らは，特徴点を眼
球視空間座標として表すときの角度にほぼ一致している.よって，網膜視空間座標の近似
値沿う Bk_， らが網膜視空間座標γR ， BR , ÓR とほぼ等しいと考えると，次式に示すように，カメ
ラ角度より得る眼球視空間座標VE と画像座標より得る網膜視空間座標VRの線形和によっ
て，特徴点の位置を眼球視空間を用いて t大まかに?定めることができる.本座標系VER を，
本研究では眼球網膜視空間と呼ぶ.
本座標系は t大まかに?しか空間上の位置を定めていない点が，通常の座標系 とは異な
る.すなわち，網膜視空間座標の近似値γh?oh? らと網膜視空間座標γR ， BR ， らの誤差により，
(2.8) 式で得られる VERで、定ま る眼球網膜視空間と (2.5)式より定まる眼球視空間には ，
誤差が存在する ( Fig.2.8 に，図中央の黒点を注視している際の網膜視空間の形状を点線，
眼球視空間の形状を実線で示す) .また ， VE と VRは実空間に対して冗長であるため ， VER 
の値が求まっても， VE と VRの値がそれぞれ定まらなければ実空間の位置が一意には定ま
らない.このため ， VER より得られる特徴点の位置は， 4大まかに?しか定められない . し
かし，デカルト座標系を用いて空間上の位置を表すためには，付録 A章に示すような煩雑
な非線形式を計算しなければならない.これに対して，本座標系では， t大まか?ではある
が，非常に単純な線形式の計算だけで位置を記述できる点がポイントである.
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視空間と関節空間の線形性2.5 
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一般に視覚情報からマニピュレータの関節角度へのマッピングはデカルト空間を介在さ
せて行われる . しかし，視覚情報からデカルト空間，およびデカルト空間から関節空間へ
のマッピングは前節までに見たように非線形な ものである.これに対して本研究では，デ
カルト空間の代わりに視空間を介在させてマッピング を行う.視覚情報か ら視空間への変
換は，前節で説明したように単純な線形式としてあらわされる .次に視空間から関節空間
へのマッピングを考える .
視空間は空間的に一意には定まらない大まかな座標系であるが，
視空間を用いてそのマッピングを考える.
ここでは次の 2 通りの
600 
Fig. 2.11: デカルト空間に投影した関
節空間(狭領域)
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Fig. 2.10 : デカルト空間に投影した関
節空間(広領域)
。
このとき
-視空間A
首は正面に固定し，物体を注視したときのカメラ角度より得られる視空間.
( = 0, XL = XR = yL = yR = 0 となるので， (2.3) 式は
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(2.9) 
となり， Fig.2.6の形状となる.すなわち首関節を正面に固定させた場合の眼球視空
間と一致する.
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Fig. 2.13: 視空間A に投影した関節空
間(狭領域)
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Fig. 2.12: 視空間A に投影した関節空
間 (広領域)
-視空間 B
首を物体が正面となるように回転したうえで注視を行い，そのときの首角度とカメラ
角度で得られる視空間.このとき， αL+ αR= 0, XL = XR = yL = yR = 0 となる
ので， (2.3) 式は
柑
Fig. 2.15: 視空間 B に投影した関節空
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Fig. 2.14: 視空間 B に投影した関節空
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その形状は Fig.2.9の一点鎖線と一致する.
視空間Aはカメラの回転可動範囲により有効視野が制限されるので正面の比較的狭い領
域のマッピングに有効であると考えられ，視空間 B は広範囲を認識する場合に有効であると
考えられる (人間が眼球動作だけで情報探索が可能な水平方向の範囲は，頭部前方土15[deg]
であり，頭部運動(首回転)を用いて注視動作が安定に行える水平方向の範囲は，頭部前
方土45[deg] である [25] ) . Fig.2.10に示した関節空間 0 三 )1 三 100 ， 10 三 )2 三 110[deg]
をこれら 2 つの視空間に投影した結果を Fig.2.12 ， Fig.2.14に示す.また，これよりやや
狭い関節空間 20 :; ]1 :; 60 ぅ 60 三 )2 三 100 [deg] (Fig.2.11) を視空間に投影した結果を
Fig.2.13 , Fig.2.15 に示す.これらの図より視空間上における関節空間の形状は平行四辺
形に近く，関節空間と視空間のマッピングは線形的であることがわかる.つまり視空間と
関節空間の変換は線形近似可能であることが予想きれる.
となる.
理由一一回一
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Fig. 2.16: デカルト空間を用いた線形
近似結果(広領域) と誤差分布
2.6 視空間と関節空間の線形近似
(2.11 ) 式に定義する近似誤差の自乗和 (SSD) を評価値として，最小自乗法を用いて逆運
動学の線形近似を行った.近似式を (2.12) 式に定義する.
SSD = 乞(j' _ j)T (j' _ j) 
j' = R V+C 
700 
600 
500 
~ 400 
N 300 
200 
100 
.D4ﾕﾕ 
(2.11) 
(2.12) 
ここで V = (γ ぅ O)T?j=(jIJ2)T? jf=(jiJj)Tであり ， Vはマニヒ。ユレータの関節角度
がjのときの手先の視空間座標， jfは近似関節角度， R， Cは線形近似の定数行列，定数ベク
トルである.線形近似は，ロボットアームの運動を肩関節をとおる水平面上旬= 200) に
制限し，先に示したけ重類の関節空間 (Fig.2.10 (広領域)， Fig.2.11 (狭領域) )を用い
て行った . R， Cは前節と同じく (2.11 )式に示す SSDについての最小自乗法により決定し
た.また，比較のためデカルト空間から関節空間への変換の線形近似も行った.近似式を
(2.13) 式に定義する.
門U円u門ζ? ?
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0000000
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[E
ロ]N
j' - RD D+CD (2.13) 
ここで D = (x , z)Tであり ， Dはマニピュレータの手先のデカルト座標 ， RD ， CDは線形近
似の定数行列，定数ベクトルである • RD ， CD はR， Cと同様に SSDについての最小自乗法
により決定した.
広領域を用いた場合の近似結果仁誤差分布，近似係数， SSDを Fig.2.16- Fig.2.18 に
示す.また，狭領域を用いた場合の結果を同様に， Fig.2.19-Fig.2.21 に示す.近似結果
の図において，目標とする手先位置は実線で示し，線形近似により得られた手先位置は点
線で示す(広領域の近似においては，外枠のみ太い実線で示す) .誤差分布より，視空間
A，視空間 B を用いると，デカルト空間に比べて精度の良い線形近似が行えることがわか
る.なお，本近似結果は 3.4節で示すように， 3.3節で提案するピジ、ユア Jレサーボに対して
十分に広い漸近安定領域を保証するものである.
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Fig. 2.17: 視空間A を用いた線形近似
結果(広領域)と誤差分布
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Fig. 2.18: 視空間 B を用いた線形近似
結果(広領域)と誤差分布
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Fig. 2.19: デカルト空間を用いた線形
近似結果(狭領域)と誤差分布
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Fig. 2.20: 視空間A を用いた線形近似
結果(狭領域)と誤差分布
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Fig. 2.21 : 視空間 B を用いた線形近似
結果(狭領域)と誤差分布
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2.7 線形近似に適したカメラ配置とマニピュレータの運動学
的構造
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Fig. 2.22: 人間型ハンドアイシステムの構造評価 Fig. 2.23: 人間の手先の可動領
域(近似対象領域)
本節では，人間型ハンドアイシステムにおける視空間と関節空間の線形マッピングの近
似誤差を最小化するカメラ配置とマニピュレータの運動学的構造の評価を行う.構造評価
においては， Fig.2.22 に示すように，カメラの肩関節に対する高さ (K = 200) とマニピュ
レータのリンク長さの和 (Lu+ Lf = 630) を固定したうえで，カメラと肩関節の水平距離
(w) とマニピュレータの前腕と上腕の長さの比率 (ratio= Lu/(Lu + Lj)) について評価
を行った.カメラの基線長は E= 35 に固定しているが， Eは視空間のスケーリングを定
める定数に相当するので( (2.5) 式参照) ，基線長を変化させても線形マッピングの精度
には影響しない.また，本節ではマッピングの対象領域を，実際に人聞が肩を通る水平面
上で腕を動かすときの手先の可動領域と，楽に手先が動かせる領域を用いた.これらの領
域は，実際に成人男子の被験者に手先を動かしてもらうことで計測し， Fig.2.23 に示すよ
うに定めた.実線で固まれた領域が実験により得られた手先の可動領域 (L) ， 点線で固ま
れた領域が，腕の筋肉に不自然きを感じずに手先を動かすことができる作業の し易い領域
(S) である .こ れらの領域内に 50[mm] 間隔で格子状に設定した点を対象に，視空間と関
節空間の線形マッピングを行った.線形マッピングの近似パラメータは，前節と同様，関
節角度の近似誤差の自乗和を評価量とした最小自乗法により定め，カメラ配置とマニピュ
レータの運動学的構造の評価には，線形マッピングにより得られた手先位置のデカルト空
間における誤差の自乗和 (C -SSD) を用いた.
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R= (ぷ lJ.26 )3C=[1381
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次にカメラと肩関節の水平距離 Wとリンクの前腕と上腕の長さの比 Tαtio を同時に変え
ながら線形近似マッ ピ ングを行ったときの W， ァαtio と C-SSDの関係を調べた.視空間
A を用いて領域 L に対してマッピングを行ったときの結果を Fig.2 . 26 に，視空間 A を用
いて領域 S に対してマッピングを行ったときの結果を Fig.2 . 27に示す. マ ッ ピングの対
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ここで， Dはマニピユレータの手先のデカルト座標， D'は線形近似により得れらたマニピュ
レータの手先のデカルト座標である .
まず，アームのリンク長さの比を人間と同じ値 ( rαtio = 0.4, Lu ニ 250 ， Lj 二 380 ) に固
定したうえでp カメラと肩関節の距離 Wを変化させながら線形近似マッピングを行ったと
きの W と C-SSDの関係を調べた.マッピングの対象領域を手先の動かし易い領域(S) 
とした場合の結果を Fig.2.24に ? 手先の可動領域 ( L ) とした場合の結果を Fig.2 . 25 に示
す.図中の実線は視空間 A を用いた場合，点線は視空間 B を 用いた場合の結果である .
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Fig. 2.25: 眼球位置と線形近似精度(対象領域 L )
Fig. 2.27: 前腕，上腕の長さのよじと線形近似精度 (対象領域 L )
いずれの場合も ， 近似誤差を最も小さくする Wの値は W> 0 であり，カメラとマニピュ
レータの肩関節はやや水平距離をおいて設置したほうが，線形近似の精度は良くなること
がわかっ た. ァαtio = 0.43, W = 240 で最も近似誤差が少ないことがわ象領域を領域 L としたときは，
』
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かる.この値は人間 (ratio= 0.4, W = 200 ) とほぼ一致している.また，領域 S を対象領
域とした場合も ， ratio = 0.47, W = 290 に最小値が存在しており，この値も人間と似たも
のである.なお，視覚性空間として視空間 B を用いた場合には，近似誤差は腕の長さの比
ratio に対してほとんど変化しなかった.以上より，視空間とマニピュレータの関節角度の
マ ッピングは，カメラ配置とマニピュレータの運動学的構造が，人間と似たものであると
きに，線形的となることがわかった.
次に構造を人間と同じとし (W ニ 200 ，ratio = 0.4) ，領域 S について線形マッピングを
行ったときの手先位置の近似結果と誤差分布を Fig.2.28 ， 2.29に示す.図中，実線は目標
とする手先位置であり，点線が近似により得られた手先位置を示す.これらの図では，近
似された位置が目標位置より手前にある傾向があるが，人間の手のリーチング動作の実験
によっても，手の到達位置に関するアンダーシュートが発生することが確かめられており
[19] ，生体・生理工学的にも興味深い結果が得られている.
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基礎となっている.一部には，ニューラルネットワークを用いた直接的なマッピングを利
用した研究 [26 ， 27] も見られるが，その数は少ない.これに対して，本研究では，変換誤差
が生じることを前提として，単純な時不変線形マッピングを用いる点が従来にない新しい
概念である 1 変換誤差が存在することを前提とすることは，動作の正確さを追求する産
業用ロボットの研究からみると逆行する技術であるかもしれない. しかし，現在，多くの
ロボット研究者が研究を行っている，いわゆる t知能ロボット 3 においては， 4環境，ロボッ
トの形状，タスクの変化に対応できるうといった『柔軟性J が重要視されている.また，柔
軟性を持ったロボットとしては t人間?が参考とされる場合が多いが，果して 4人間?は産業
用ロボットが行うような幾何学的な座標変換を行っているのだろうか?まず，人間のよう
な複雑な構造をすべてモデル化することはほとんど不可能である.また，本研究で行った
ような視覚情報より得た空間的な位置と手先位置のマッピングを生体・生理工学的に検証
した研究 [19 ， 21 ， 29] は多くみられるが，人聞はさほど正確にはマッピングを行っておらず，
逆にある一定の傾向の誤差を持っていることが確認されている.この事実は，人間の手先
位置の感覚と視覚的空間とのマッピングに何らかの近似的なモデルが用いられている可能
性を示唆していないだろうか?人間は正確なマッピングのモデルは持っていないが，フィー
ドパックを利用することによって正確な動作を実現している. r柔軟性J を持つ t知能ロボッ
ト 7 においても，多くのパラメータの値を常に正しく同定することは非常に困難であるこ
と，また，マッピングが不正確であっても外部センサを用いたフィードパック制御により正
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Fig. 2.28: 視空間A を用いた場合の線形近似結果と誤差分布
2.8 結言
本節では，人間と似せた視覚運動系を持つハンドアイシステムにおいて，カメラ角度と
両眼視差に基づく視空間座標系を作業座標系として用いると，ロボットアームの逆運動学
が線形式として近似できることを示した.また，線形近似に適したカメラ配置とロボット
アームの構造が人間と類似したものであることを示した.
通常，カメラを用いたロボットの制御においては，デカルト空間における幾何学的拘束
に基づいた座標変換(ロボットアームの運動学，ステレオカメラによる三角測量など)が
1本研究では，カメラの画像座標およびカメラ角度と，マニピュレータの関節角度のマッピング (ハンド
アイマッピング)を取り扱っているが，デカルト座標とマニピュレータの関節角度のマッピング (逆運動学 )
については，指令値(マニピュレータの手先位置)の多項式近似によりマニピュレータの関節角度を求める
手法が新井により提案されている [28].
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確な動作が可能であることを考えあわせると，必ずしも厳密なモデ jレに基づいたマッピン
グを行う必要はなく，人間と同様に近似的なモデルに基づいたマッピングとフィードパッ
ク制御とを併用することが妥当ではないかと考える.また，この近似モデルとしては，な
るべく単純で、直接的なマッピングであるほうが，学習に必要なパラメータも少なくて済み，
次節で示すように，サーボ動作におけるパラメータ変動の影響を受けにくいシステムとす
ることができると考えられる.本研究では視覚と関節角度のマッピングのみを取り扱って
いるが，力覚と関節トルクのマッピングなど他のマッピングにおいても，センサの配置を
工夫することで同様の議論が行える可能性がある.
第 3 章 視空間を用いたビジ、ュアルサーボ
3.1 緒言
本章では，カメラとマニピュレータを人間と似せたカメラ配置とマニピユレータの運動
学的構造にすれば，視空間座標系におけるマニピュレータの手先位置と関節角度が，線形変
換により近似結合できる性質に着目し，視空間座標系がカメラ画像上の位置と直結した座
標系であることを利用することで，定数行列による線形変換という極めて単純なピジ、ユア
ルサーボが構成可能であることを示す.線形ピジ、ユア jレサーボと名付けたこの制御方法は，
時不変線形式に基づくためアルゴリズムも非常に単純であり計算量も非常に少ない.また，
従来のピジ、ユアルサーボではマニピュレータの関節角度をリアルタイムに検出して，常に
適切なゲインを計算する必要があったが，本サーボの構成式には関節角度は含まれず\カメ
ラ画像情報のみに基づく制御が可能で、ある.このため，マニピュレータのキャリプレーショ
ンエラーに対しでもロバストである.さらに，従来のカメラを用いた制御で、はカメラ姿勢
の検出が必要であったが，本サーボの構成式にはカメラ姿勢も含まれないため，制御動作
中にカメラ姿勢が変化しでも，サーボ動作に及ぼす影響は非常に小さい.このため，人間
の眼のように回転するカメラを用いたハンドアイシステムを用いた場合でも，カメラの運
動を考慮することなくマニピュレータを動作せることができ カメラのキャリプレーショ
ンエラーに対しでもロバストである.キャリプレーションにおいても 従来はカメラとマ
ニピュレータの各パラメータを一つずつ修正する必要があり，手聞がかかる上に，破損等
による大きなモデルの変化にはまったく対応することができなかった.これに対し，本方
法では，カメラ座標系からマニピュレータ座標系への変換を用いず，カメラ画像上の位置
とマニピュレータの関節角度を直接関係づける近似線形式に基づいているため，カメラと
マニピュレータをーまとめにしたグローバルなキャリプレーションが可能である.さらに
本方法は，画像座標と直結した三次元座標(視空間座標系)と関節座標系との線形結合に
も基づいているため，画像特徴を状態量とする特徴ベースのピジ、ユアルサーボでありなが
らも，軌道の予測は容易であり，位置ベースの利点も併せ持つものである.
本章ではまず， 3.2節において，これまでに提案されているビジ、ユアルサーボについて説
明を行い，本章で提案する線形ビジュアルサーボとの比較を行う.次に 3.3節において線
形ピジ、ユアルサーボの構成式を示し，その特徴を述べる. 3.4節においては，本サーボ方式
の漸近安定性をリアプノフの定理を用いて解析する.つぎに 3.5節において静止ターゲ ツ
トへの位置決め動作の実験により，線形ビジュアルサーボの持つカメラ回転に対するロバ
スト性の確認を行う. 3.6節においては，モデ jレ誤差に対するロバスト性をシミュレーショ
ン実験によって解析する.さらに， 3.7節においては，カメラの配置とマニピュレータの運
動学的構造が及ぼすピジ、ユアルサーボの制御特性への影響について考察しその評価を行う.
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3.2 ビジュアルサーボ
従来のビジュアルサーボ f泉形ビジュアルサーボ、
されるので，ロボットヤコビアンは，ロボットの関節角をパラメータとして含んだ時変な
行列である.このため，安定した制御を行うためには，常に正確なロボットヤコビァシを
推定しなければならない .
特徴ベース法は，カメラ画像から抽出した特徴量(特徴の重心位置，面積，エ ッ ジの長
さなど)を状態量としてフィードパックを行うもので， 3 次元位置の推定を行わないため.
前者と比べて計算量が少なく p カメラのキャリプレーションエラーに対してもロバストで
ある .特徴ベース法は，次式に示すように，ロボットの関節の運動と画像から抽出した特
徴量の変化を関係づけるヤコビ行列 ( JRI) を用いて，カメラの画像情報からロボ ッ トの
関節への指令値を直接的に生成する.
本節では，これまでに提案されたピジ、ユア Jレサーボについて説明を行い，本章で提案す
る線形ピジ、ユアルサーボとの比較を行う.ピジ、ユアルサーボについての一般的な説明は，
1. 1. 2節を参照されたい.
これまでに提案されたピ、ジ、ユアルサーボは，大きく位置ベース法 [30 ， 31 ， 32] と特徴ベー
ス法 [33 ， 34, 35] に分けることができる ( Fig.3.1 (左)) . 
非線形変換
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非線形変換 線形変換 l 
ここでI は画像特徴量， Id は目標とする画像特徴量， ()cはカメラ姿勢をあ らわす.ここで
ヤコビアンJRI は次式に示すように，ロボット ヤコビアンJR とデカルト空間における運
動と画像中の特徴量の変化を関係づけるヤコビ行列(イメージヤコピアンJI ) を合成したものと考えることができる.ロボットの関節角度
Fig. 3.1: 従来のビジ、ユアルサーボとの比較
θI 
JRI - θ()R 
θIδp 
。pθ()R
= JI JR 
(3.3) 
θI 
JI = 一。p
位置ベース法は，カメラ画像に基づいて推定した物体とマニピュレータの手先(または
カメラ)の相対的な 3 次元位置(デカルト座標)を状態量としてフィードパックを行うも
ので，これまでに数多く研究されてきたカメラ画像から 3 次元復元を行う研究(ロボット
ピジョン)や，デカルト座標系におけるロボット制御の研究(ロボティクス)の豊富な資
産を活用できる利点がある. しかし，カメラ画像からデカルト座標への 3 次元復元を安定
に行うためには多くの計算量が必要であり，実時間制御が要求されるピジ、ユアルサーボに
おいては，画像ノイズの影響を受けやすい問題がある.そこで，カルマンフィルターを用
いることによってノイズの影響を少なくした手法などが提案されている [32] .位置ベース
法は，デカルト座標系における物体とマニピュレータの手先(またはカメラ)の相対的な
位置関係を制御入力として，ロボット関節の運動とデカルト空間における変位を関係づけ
るヤコビ行列(ロボットヤコビアン)を用いて，ロボットの関節への指令値を次式のよう
に生成する.
このため，従来提案されている特徴ベース法は，間接的にデカルト座標系を介在したマッピ
ングに基づいた制御を行っているものがほとんどである.たとえば， Feddema らはロボ ッ
トヤコビアンとイメージヤコビアンの逆行列を用いて次式で制御を行った [40J.
u= 一入JR- 1JI - 1 (1-1d) (3.4) 
u -一入JR -l(()R) (p -Pd) 
δp 
(3.1) 
また，橋本らは冗長な画像特徴量に対して一般化逆行列を用いて次式で制御を行った [34J ・
u= 一入JR -1 J 1 +(1 -1 d) (3.5) 
ここで， J/+ はJIの一般化逆行列で、ある.これらの手法では y ロボットヤコビアンに加え
てイメージヤコビアンも実時間で推定しなければならない.また ， Espiau らは目標点にお
けるイメージヤコビアンを用いて次式によって制御を行った [36].
a()R 
ただし ， u はロボットの関節への指令値，入はゲイン ， JR はロボットヤコビアン， θR は
ロボットの関節角度， P はロボットの手先 ( またはカメラ)のデカルト座標 ， Pd は目標物
体のデカルト座標である.デカルト座標からロボットの関節角度への変換は非線形式で表
JR -
U ニ一入JR-1 JId+(1-Id) (3.6) 
ここでJId+ は，目標点におけるイメージヤコビアンJ/d の一般化逆行列である.この手法
では，制御のはじめに目標点におけるイメージヤコビアンを推定すれば，制御中はイ メー
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ジヤコビアンを推定する必要はない.しかし，収束が保証される領域は目標点近傍に限定
されている.また，橋本らは同様に次式によって制御をおこなった [38].
叫二一入 K (J1d J Rd)T(I -Id) (3.7) 
ここで"JRd は，目標点におけるロボットヤコピアンであり ， Kはゲイン行列である.この
手法では制御のはじめに目標点におけるイメージヤコビアンとロボットヤコビアンを推定
すれば，制御中はこれらのヤコビアンを一切推定する必要はない.しかし，同様に収束が
保証される領域は目標点近傍に限定されている.
きて，これまでの手法において，イメージヤコビアンやロボットヤコビアンを実時間で
推定しなければならない，または，収束範囲が目標点近傍に限定されるといった問題は，イ
メージヤコビアンとロボットヤコビアンが時変であることに起因している.つまり，カメ
ラの画像より得た画像特徴量とデカルト座標およびロボットの関節角度の変換が非線形で
あるために，これらの変換のヤコビアンが時変となり，これらの問題を引き起こしている.
これに対して本研究では，カメラとマニピュレータを人間と似せたカメラ配置とマニピュ
レータの運動学的構造にすれば，視空間座標系におけるマニピュレータの手先位置と関節
角度が，線形変換により近似結合できる性質を利用して，次節で示すように時不変ゲイン
を用いたピ、ジ、ユアルサーボを提案する (Fig.3.1 (右)) . (3.7) 式に示した手法は，同じく
時不変ゲインを用いたピジ‘ユアルサーボであるが，本研究で提案する手法はカメラ配置 と
マニピュレータの運動学的構造を工夫することにより，ほぼ可動領域の全域で収束漸近安
定性が保証されること，また，視空間を介在することによりカメラが回転するステレオカ
メラを用いても，時不変ゲインを用いて制御が行える点が特徴である.
3.3 線形ビジュアルサーボ
本節では，前章で示した人間型ハンドアイシステムにおける視空間とマニピュレータの
関節角度の線形性を利用して，時不変ゲインを用いたピジ、ユアルサーボを提案する.
Fig.2.1 に示した人間型ハンドアイシステムにおいて，マニピュ レータの手先とターゲ ツ
トが同時に左右のカメラで観測されているとき，手先の視空間座標とターゲットの視空間
座標の差より関節角速度を生成するフィードパック制御を考えると， (2 .12 ) 式を用いて次
式のフィードパック式が構成できる.
u = 一入 R (V -Vd) 
u: 関節速度指令値
V: ハンドの視空間座標
Vd : 目標点の視空間座標
入:ゲイン
(3.8) 
ここで， R は前章で示した最適な線形近似を得る定数行列のパラメータである.手先とター
ゲットを同時に観測しているときには，手先とターゲットの視空間座標V， Vdに含まれる
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カメラ角度と首角度は等しいので， (2.3) 式を (3.8) 式に代入すると，カメラ角度αL ， αん αD
と首角度〈の項が消去され，カメラ画像座標のみに依存する次のサーボ式が得られる.
tι 一入RI {(XL + XR) -(X{f + X:)}/2j 
{(yL + yR) -(yl + Y/)}/2j 
= 一入 R T (I-Id) 
(1/f 一山 0 0 ) ここで T ニ 1/21 1/21 0 0 
o 0 1/21 1/21 
1 = (XL ,X R, yL , yR) ，~~ ，う (3.9) 
ここで ， 1は手先の画像座標であり ， Idはターゲ ットの画像座標である.以下，このピ
ジ、ユアルサーボを線形ピジ、ユアルサーボと呼ぶ.一般にステレオカメラを用いたビジ、ユア
ルサーボのゲインは時変であるが，人間型ハンドアイシステムにおいて視空間を用いると，
このように時不変のゲインを用いたピジ、ユアルサーボが構成できる.線形ピジ、ユアルサー
ボの特徴を以下に示す.
・カメラ姿勢角，首角度，マニピュレータの関節角の計測が不要である.
カメラ角度，首角度，マニピュレータの関節角の計測が不要であり これらのキャリ
プレーションエラーに対してロバストである.また，制御入力として用いる手先と
ターゲットの視空間座標の差は，カメラ姿勢や首姿勢が変化しでもほぼ一定値として
計測されるので，サーボ中にカメラや首関節が回転しでも，サーボ動作に及ぼす影響
が非常に小さいシステムである.よって，アクテイブピジョンを用いた画像処理シス
テムとの整合性も良いと考えられる.
・単純な制御則である.
計算量が少ない.特徴ベースのピジ、ユアルサーボでありながら，視空間座標系に基づ
くサーボ方式でもあるため，ハンドの軌道は，画像空間に比べて 3 次元的に認識の容
易な視空間上で推定することができる.
-柔軟でグローバルなキャリプレーションが可能である.
カメラとマニピュレータのパラメータ(焦点距離，リンク長さなど)を用いない直接
的なキャリプレーションが可能である.本手法におけるキャリプレーションとは，カ
メラ画像とマニピユレータの関節角度をマッピングする行列Rを定めることを意味す
る.キャリプレーションを行う領域を限定すると，作業領域に適した行列 R を設定
することが可能であるなど，柔軟なキャリプレーションが可能である.
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3.4 漸近安定性
Uo= 0.1 _._.-.- 0.3 -..-..-..-. 
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本節では，前節で提案したビ、ジ、ユアルサーボの収束安定性を検証する.ここで，マニピユ
レータは関節速度指令値どおりに理想的に動作するものとする Vdを静止ターゲツトとし
たとき，誤差 ev=V-Vd を定義すると，誤差システムは次式で表される.
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一EE}N????dH寸
nt
e'v = M(j)j 600 
100 _ 
。
由
ち
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(3.10) 
ここで， M(j) は，関節空間から視空間へのヤコビアンである .線形ピジ、ユア lレサーボに
おいて，関節速度は (3.8) 式で与えられる.このとき，閉ループ系のダイナミクスは次式で、
あらわされる.
ev = 一入M(j)R ev (3.11) 
以下，線形近似が行われた領域内 (Fig.2.11参照)の初期位置から同領域内に設定された
目標点に収束することを検証する.ここで，つぎのスカラー関数を定義する.
0 ・ ・ー・. .I_ -"-.L ﾟ ' / ,. ...,,. 1・“ a ・ 0
・600 ・400 -200 0 200 400 600 ・100 -50 0 50 100 150 
x [mm) i1 [cleg] 
Fig. 3.2: デカルト空間における吸引領域 Fig. 3.3: 関節空間における吸引領域
UW)=jehv 
上式は， (3.11) 式のシステムにおいて連続である .上式を微分すると次式を得る.
Jlu(V) 二一入e~M(j )R ev (3.13) 
dt 
(3.12) 
3.5 実験
本節では，実験とシミュレーションにより線形ビジュアルサーボの有効性を確認する.ま
ず，従来のステレオカメラを用いたピジ、ユアルサーボとの比較として，疑似逆行列を用い
るステレオピジ、ユアルサーボ [35] (付録 B章参照)との比較実験を行う.以下，線形ビジ、ユ
ア lレサーボを L-VS ， 疑似逆行列を用いるピジ、ユアルサーボを c-VS として記述する.つ
ぎに，線形ピジ、ユアルサーボがカメラ回転にロバストであることを実験により検証する.つぎに Q を次式で定義される閉領域とする.
U(V) < Uo (3.14) 
ここで ， Uo は， 正の定数である.もし，閉領域 Q に含まれる目標点 Vd 以外の全ての V
について，長U(V) く O が成り立つなら，不変集合定理 [37] より， 0 を初期位置とする軌
道はすべて己標点に収束することが保証される.ここで，閉領域 Q は，吸引領域と呼ばれ，
数値的に定義することができる. Fig.3.2 と Fig.3.3 は，線形近似を行った領域周辺にお
ける吸引領域を示す.
ここでは，状態ベクトル V を 2 次元とし，肩関節をとおる水平面 (Y = 200) 上におい
て解析を行った . (V = (γ1 B) ， また R は， Fig.2.20の 2 x 2 の行列とする.)図中の線は
Uo の等高線をあらわす.斜線でおおわれた領域は，マニピュレータの可動範囲とその境
界領域における傾きを考慮して求めた吸引領域を示す.点でおおわれた領域は ， U(V) の
時間微分値が負で，吸引領域に含まれると推定される領域を示す.本図より，吸引領域は，
線形近似が行われた領域に対して十分広い領域であることがわかる.
3.5.1 実験設備
Fig.3.4に実験設備の概略図を示す.ここで用いるステレオビジョンシステムのサンプリ
ングレートは 30Hz である.実験においてシステムは大雑把に設定しており，キャリプレー
ションは行っていない.また，マニピュレータの動作は前節と同じく水平面上に限定して
行った.
Neck 
Manipulator 
Fig. 3.4:実験設備
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3.5.2 軌道特性 3.5.3 カメラ角度に依存しない性質
L-VS はカメラ角度の計測が不要でありながら，カメラ回転の影響が非常に小さい.こ
のことを検証するために，カメラを手で約 1Hz の周期で水平方向に約土10 [deg] 回転きせ
ながら実験を行い，カメラ を固定して実験を行った場合の軌道との比較を行っ た. Fig.3.6 
は，実験より得られたハンドの軌跡を示す.軌道は どちらもほぼ等しく， L-VS においては，
サーボ中のカメラ回転が空間軌道にほとんど影響を及ぼさないことがわかる. Fig.3.7は，
左カメラ画像上の特徴点の時間変化を示す.軌道の周期的な変動は，カメラの回転をあ ら
わしている . Fig.3.8は，画像上におけるハンドと目標点の偏差の時間変化を示す.偏差は
滑らかに収束しており， L-VS においては，サーボ中のカメラ回転が時間軌道に対してほと
んど影響を及ぼさないことがわかる . ここで制御中にカメラの角度は一切用いていないこ
とに注意されたい .
L-VS と c-VS の軌道を実験とシミュレーションにより比較した.まず，初期位置と目標
位置をそれぞれ (X ， y)T= (-1 00 ,400)T , (300 ， 500)T として実験を行い，つぎに初期位置と
目標位置を逆に設定して実験を行った.また ， 同じ条件でシミ ュレーシヨンを行った . 結
果を Fi広・ 3.5 に示す . L-VS においては，シミュ レーシヨンと実験で得た軌道は， ほぼ同じ
で、あるふ， C-VS では大きく異なっている これは， L-VS がキャリプ レーションエラーに
対してロバストであることを示唆している .
また L-VS は視空間上におけるフィードパック制御であるために ， 視空間上において直
線軌道を描こうとする傾向があるが，人間型ハンドアイシステ ム においては， 視空間とマ
ニピュ レー タの関節空間は線形的な関係にあ る ので，関節空間において も 直線軌道を描く
傾向がある . このため， マニビュレー タの非可動領域を避けた収束軌道を描く特性を持つ .
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Fig. 3.5: 線形ピジ、ユ アルサーボと従来の手法の比較 Fig. 3.6: カ メ ラ 固定時と回転時の手先軌道
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Fig. 3.7: カメ ラ回転時の画像座標 xL
の軌道
Fig. 3.8: カメラ回転時の視空間にお
ける誤差の軌道
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3.6 モデル誤差に対する口バスト性
本章では，線形ピジ、ユアルサーボのモデル誤差に対するロバスト性をシミュレーシヨン
により検証する.従来のピジ、ユアルサーボ [30 ， 31 , 32 , 33 , 34 , 35] では，カメラ姿勢とマ
ニヒ。ユレータの関節角度は，正確に計測されているという前提に基づいていた.そのため，
これらの計測誤差はサーボ動作に悪影響を及ぼすと考えられる.これに対し，線形ビジュ
アルサーボでは 構成式にこれらのパラメータが含まれないため，計測自体が必要ない .
また，従来のピジ、ユアルサーボは，カメラは固定きれたものと仮定しており，このことが
カメラのキャリプレーションエラーに対するロバスト性を保証していた これに対し，線
形ピジ‘ユアルサーボはカメラ姿勢に依らないシステムであるため，カメラが回転する場合
でも，同等のロバスト性が保証される .現在，研究されている次世代ピジョンシステムの
多くが，回転可能なカメラシステムを用いており p 実環境におけるカメラの回転を利用し
た画像処理の有効性が報告されている [41 ， 42] ことを考えると，カメラの回転角を用いな
いピ、ジ、ユアルサーボの意義は大きい.また，カメラ姿勢に依らないシステムであることは，
固定カメラを用いる場合においても，カメラの設置姿勢の誤差に対するロバスト性を保証
する.マニヒ。ユレータの関節角度の計測が不要な点についても，計測誤差の影響を受けない
だけでなく，マニピュレータのモデル誤差を一部吸収することができるという利点がある
以上のようなモデル誤差に対する線形ビジュアルサーボのロバスト性について，シミュ
レーションにより検証を行なった.比較対象としては，前章までと同様， r疑似逆行列を用
いたステレオビジ、ユアルサーボj (C-VS ) を用いた.また，システムは前節 と同じモデル
を用いた.
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Fig. 3.9: カメラの姿勢誤差による影響
3.6.1 カメラの姿勢誤差による影響
L-VS では，カメラ姿勢が変化しでも，サーボ動作には影響がない.これに対し 3 平行ス
テレオカメラのモデルに基づく c-VS では，カメラの姿勢誤差がある場合，サーボ動作に
どのような影響があるかを調べるために，シミュレーション実験を行った.ステレオカメ
ラのうち左側のカメラ角度に対して，反時計まわりに 2 ， 5, 8, 10 [deg] の誤差を与えた場
合に得られた軌道を Fig.3.9 に示す L-VS では，軌道がほとんど変化していないのに対し
て， C-VS では大きく変化している. C-VS はカメラ誤差に対して大きく軌道が変化し不安
定となることが分かる.
3.6.2 マニピュレータの関節角度誤差による影響
L-VS の構成式にはマニピュレータの関節角度が含まれないため，関節角度の計測誤差に
よる影響は受けない. C-VS において，関節 )1の計測値が，実際より 5 ， 10, 20 [deg] の誤
差 ( ムj) があるとしてシミュレーションを行った結果を Fig.3.10 に示す. C-VS では，マ
ニピュレータの関節角度誤差とともに軌道が変化することがわかる.
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Fig. 3.10: マニピュレータの関節角度誤差による影響 (c-VS の場合)
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3.7 
第 3. 視空間を用いたビジ、ユアルサーボ
ビジュアルサーボに適したカメラ配置とマニピュレータ
の運動学的構造
本節ではカメラを用いたマニピュレータの運動制御において，カメラの配置とマニピユ
レータの運動学的構造が及ぼす制御特性への影響について考察しその評価を行う.
前節までは，時不変ゲインを用いたピジ、ユア jレサーボを提案し，人間型ハンドアイシス
テムにおいては可動領域のほぼ全域で漸近安定性が保証きれることを示した.しかし漸
近安定領域は，軌道が収束することは保証しでも，その収束軌道が適切であることは保証
していない.最悪の場合，渦巻状の軌道を描くこともありうる.そこで，本節では，ヤコビ
アンを時不変定数としたビジュアルサーボが，空間上でどのような収束軌道を描くかを評
価し，直線的な収束軌道が得られるカメラ配置とマニピュレータ構造について考察を行な
う.また，人間型ハンドアイシステムにおいては，ヤコビアンが広い範囲で空間的に一様
となり，収束軌道も安定することを示す.ヤコビアンが空間的に一様で、あるカメラとマニ
ピュレータの構造と配置は，他のピジ、ユアルサーボの制御法を用いる場合においても，ヤコ
ビアンの変動が小さいため，時間遅れなどによるヤコビアンの推定誤差が小きくなり，収
束軌道が安定すると考えられる.
3.7.1 ヤコビアンの非線形性が及ぼす軌道への影響
まずピジ、ユアルサーボの一般的な定式化を行う.画像特徴量ベクトルをι ロボットの位
置姿勢ベクトルをp， ロボットの関節角ベクトルを0 とすると，特徴量を目標値ごd ~ 、こ収束さ
せるためには，
u= 一入JヰotJ~age(とーし)
に基づいて関節速度指令値u を用いて制御すればよい [12]. 
Jδと tθp一一一 J ・ 9 一一-mαge 一 θP7TODot-θ9
(3.15) 
ここで、，
(3.16) 
と定義する.これらはそれぞれ，イメージヤコピアン，ロボットヤコビアンと呼ばれ?ロ
ボットの位置姿勢に応じて変化する時変な行列である. (3.15) 式の制御系の設計思想に基
づけば，その理想軌道はと空間における直線軌道である.しかし， (3.15) 式は，本来非線形
である制御系を離散時間内において線形系と近似していることにより，得られる収束軌道
はサンプリング周期とゲインにより大きく変動し，一般的には曲線的な軌道を描く [18]. す
なわち， JJムotJZ;αg eが離散化時間内に時変であることが，軌道が曲がる直接的原因とな っ
ている.
一方，本研究では，次式に示す時不変ゲインを用いた制御を提案した.
u= 一入 R ぽーとd) (3.17) 
ここで， R は画像特徴ベクトルとロボットの関節角ベクトルを時不変線形式により結びつけ
る近似定数である. (3.17) 式においては，もともと Rが近似値であるため ， R と JヰotJi，:んe
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の差により軌道は曲線的となる.つまり，いずれの手法においても軌道が曲線となるのは，
JヰotJjLL"が時変であることに起因している.
きて，デカルト空間におけるマニピュレータの手先の誤差ベクトルe= P -Pd を定義し，
ご ーし = Jimαgeeが満たされると仮定する.ここでマニピュレータが (3.17) 式に基づいて
理想的に動作し， 。 ニ包が成り立つと仮定すると，デカルト空間におけるマニピュレータ
の手先の誤差システムは次式のようにあらわすことができる.
e Jrobot u 
一入 JrobotRJimage ε (3.18) 
本式において ， J robotRJimageが，単位行列のスカラー倍に近い場合に， eは直線的に収束
する.そこで， (3.18) 式におけるヤコビアン (M= Jr似RJimage) に対して，次の評価量
L を定義する.
mTl句 m'!l "l mTI L(M) = →ニ x -.-~-二×・・・×ニピ旦Im1 " Im21" "Imnl 
xirn1 + rn2 + ・・・ +rnπ)T(11+ 12 + ・・・ +1π)
1 rnl + m2 + . . m n111 + 12 + . . . +九|
ただし?
M = (rn1 ， m2' ・ ・" rnn) 
li = (π1 ， η2γ ・ 1ηn)T {ηt 二 1 ， ηother 二 O} (3.19) 
L(M) はMが単位行列に近いほど 1 に近づくスカラー値である.以下，本評価量 L を用い
てヤコビアンの一様性(軌道の安定性)を評価する.また，評価量 L をヤコビアンの時不
変安定度と呼ぶ.
3.7.2 ハンドアイシステムのモデル
ハンドアイシステムの構造評価に用いるカメラとマニピュレータのモデルを Fig.3.11
に示す.マニピュレータは 2 リンク 2 自由度のスカラ型である.また，カ メラは基線長
2E = 70[mm]，焦点距離 f = 3[mm] の理想的な透視投影モデルに基づく平行ステレオカメ
ラを用いる.また，画像特徴量としては特徴点の視空間座標と= (γぅ e)T を用いる.左右の
画像平面上に投影された特徴点 (XL ， yL) , (X矢 yR) は次式で視空間座標 とに変換される.
と = ((XL -XR)/ f , (XL + XR)/2f)T (3.20) 
また，比較のため，マニピュレータに対して上面にカメラを 1 台取り付けたハンドアイ
システムを考える ( Fig.3.12 ) .このとき，カメラ画像にはデカルト座標 (x ， z) がそのま
ま投影されており，と =P， すなわちJimαgeが単位行列で、あると考える.一般には，このよ
うにカメラを配置することが多い.
40 第 3. 視空間を用いたピジ、ユアルサーボ 3.7. ピジ、ユアルサーボに適したカメラ配置とマニピュレータの運動学的構造 41 
ERA ey 
.喝、ごAND
。
が空間的に広い範囲で一様であり，収束軌道も安定することがわかる.
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3.7.3 ハンドアイシステムの構造とヤコビアンの関係
まず， Fi広・ 3.11 に示すハンドアイシステムにおいてカメラ配置，リンク長さを Ll = 
250 ， L2 ニ 380 ，W - 200, K ニ 200 と人間と似た値に設定したときの評価量 L の分布
を Fig.3.13 に示す.行列Rの値は， 2.6節と同様にカメラに対して正面の領域を対象にご
と 0の線形マッピングを行なう際の近似パラメータとして最小自乗法により定めた.また，
Fig.3.12に示すカメラを上面に取り付けたハンドアイシステムを用いる場合の評価量 L の
分布を Fig.3.14に示す.カメラ配置，リンク長さは同じく Ll = 250 , L2 = 380, VV ニ 200
と人間と似た値に設定した. Fig.3.13 と Fig.3.14を比較すると，ステレオカメラを用いる
ほうが広範囲において評価量 L の値が大きいことが分かる.図中の矢印線は， (3.17) 式に
基づくシミュレーションにより得られたマニピュレータの手先の軌道である.ここで，ゲ
インは入= 3，サンプリングタイムは 33[msec] とし，ステレオカメラ，単眼カメラ，それぞ
れにおいて 3 通りの試行を行なった.L が大きい領域においては，軌道は直線的となるこ
とが分かる.
以下， Fig.3.11 のシステムを用いる場合について，ヤコビアンが空間的に一様となるカ
メラ配置と マニピュレータの運動学的構造を評価量 L を用いて評価する . Ll + L2 ニ 630
の条件のもとで， Ll' L2の割合をそれぞれ変化させた場合に，可動範囲内における L > 0.6 
の領域の面積 αTα を求めた.結果を Fig.3.15 に示す.図より Ll = 230 において最も広
い面積が得られることがわかる.また，カメラと肩関節の水平距離 Wを変化させた場合の
L > 0 . 6 の領域の面積を Fig.3.16 に示す . W = -150 と W = 230 に局所最小値が見られ
るが， W = 230 と作業領域をカメラに対してやや右前方とする配置のほうが，面積 αreα
の変動も小さく安定していることがわかる.これらの結果は ， L の関値を 0.6 以外にした
場合でも同様に得られる.以上より，人間の眼と腕の構造と配置においては，ヤコビアン
。
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Fig. 3.15: リンク長さの比と時不変安
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Fig. 3.16: カメラ位置と時不変安定度
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本章では人間型のハンドアイシステムにおいて従来，非線形と考えられてきたステレオ
画像とロボットの関節角度のマッピングを線形近似できる性質を利用すると，時不変ゲイ
ンを用いたピジ、ユアルサーボが十分に広い領域で、動作可能で、あることを実験により示した.
また，本システムは計算量が少なく単純な制御が行えるだけでなく，モデル誤差(とくに
カメラ回転)に対してロバストであることを実験により示した さらに，ビジ、ユアルサー
ボにおけるヤコピアンの時不変性がパラメータ誤差や時間遅れなどに対してロバストな性
質を示すことに着目し，シミュレーションによりハンドアイシステムの構造と軌道安定性
の関係の評価を行った.
時不変ゲインを用いたピジ、ユアルサーボの研究としては，他に， Espiau ら [36] や橋本ら
[38] の研究がある.ピジユアルサーボに時不変ゲインを用いることは，計算量の低減やパ
ラメータ変動に対するロバストイヒなど多くのメリットが存在するが，収束可能な領域の広
きが問題となる.本節で示したシステムは，可動領域のほぼ全域にわたってヤコビアンが
一様であるために ， i斬近安定性が保証されるとともに，収束軌道も安定して得られる点が
特徴である.
ハンドアイシステムの構造評価に関する研究としては，他に Sharma ら [39] が，ビジ、ユ
アルサーボにおけるハンドアイシステムのカメラ配置に関する評価法として'motion perｭ
ceptibility' を提案している.これは，マニピュレータの可操作性 [10] をカメラとマニピユ
レータの関係に拡張したもので，マニピュレータの動きがどの程度カメラで観測されるか
を評価するものである.この評価法では，マニピュレータの可操作性とカメラの知覚性に
分けて考えることができる.すなわち，ロボットが動作しやすい場所を作業領域として設
定し，カメラは操作が見やすいような場所に設定するように，マニピユレータの構造とカ
メラの配置をそれぞれ独立に最適化することになる.これに対して，本研究で提案した評
価法は，マニピュレータの構造とカメラ配置は共に関係しあっており，それぞれ独立には評
価することができない点がこれまでの研究にない興味深い点である.本研究では，カメラ
とマニピュレータを独立に設置したシステムについて評価を行ったが，カメラがマニピユ
レータの手先に固定されたシステムについても同様に評価が行えると考えられる.
第 4 章 ビジ、ュアルサーボと画像特徴検出法
4.1 緒言
本章では?ピジ、ユアルサーボに用いる画像特徴検出法について考察を行い，ピジ、ユアル
サーボに適した画像特徴検出法の一手法として粗いオプテイカルフローを用いた平面運動
の検出法を提案する.本検出法は近似的なモデルに基づいた簡易な方法であるため，計測
精度は良いとは言えないが，微小な移動量の検出には優れている.また，非常に少ない計
算量で高速な計測が可能であるため，ピジ、ユアルサーボと組み合わせることによって 高
速かつ高精度な位置決め制御が実現できる.このように視覚系単独で用いる場合には非力
な手法が，運動系と組み合わせること ( ビジ、ユアルサーボ) によって大変優れた手法と成
りうることを本例は示している.
以下，本章ではまず， 4.2節においてピジ、ユアルサーボと画像特徴検出法の融合について
考察を行い，ピジ、ユアルサーボに用いる画像特徴検出法としては，環境復元の正確さより
も，目標とのずれ量が少ない計算量で高速に求まることが重要であることを述べる.次に
4.3節において粗いオプテイカルフローを用いた平面運動の検出法ならびに本手法を用いた
ピジ、ユアルサーボを提案する . 平面上の物体の位置決め実験 (Fig.4.1) によって，本手法
がサブピクセル精度の位置と姿勢に関する位置決めを高速に行うことができることを示す.
CAMERA 
Fig. 4.1: カメラを用いた平面上の物体の位置決め
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4.2 ビジ、ュアルサーボと画像特徴検出法
相関法
五百A
設定の手間 I 0 
計算量 | ム
計測精度| ム
回転量の検出 I x 
図形的特徴
重心 エッジ
ﾗ 
。
一
。
。
従来の
オプテイカルフロー
.-ー
ー
。
ー
ﾗ 
ら
。
Tab. 4. 1 : ピジ、ユアルサーボに用いる画像特徴検出法
カメラを用いて平面上の物体の位置と姿勢を目標に合わせるタスクを高精度に行うため
には，高精度な位置計測技術と物体を動かすロボットの高精度な制御技術が必要である.し
かし，カメラとロボットがいくら高精度であっても，カメラとロボ ッ トの位置関係が正確
に同定されなければ，対象物体の位置決め精度も向上しない.また，このようなキャリプ
レーションには，大変な手聞が必要である [4， 11]. そこで，視覚情報をもとにフ ィ ードバ ッ
ク制御を行うことにより，カメラやロボットのモデル誤差に対してロバストな位置決め制
御技術が近年は盛んに研究されている.これまでに提案されたビジ、ュアルサーボに用いら
れている画像特徴の検出方法について Tab.4 .1 にまとめる.
相関法 (テンプレートマ ッ チング法) は，目標をテンプレートとして取り込み，画像中
の探索領域を走査しながら各位置において相関値を計算し，最も相関値の大きい位置を目
標の位置として定める方法である [9] . 本手法は，目標をテンプレートとして取り込むだけ
で利用できるというシステム設定の簡便さと汎用性の高きが利点である.計算量が大きい
欠点、があるが，最近は実時間処理が行える専用画像処理装置(トラッキングビジョン:富士
通株式会社 ) [43] が安価に市販されたこともあって，近年は特に多く用いられている.相
関法における計測単位は通常は 1 ピクセルである.補間処理を併用することによ り ， 1/数
-1/10 ピクセル程度の精度で検出が可能とされているが [44 ， 45]，ハードウエアによるサ
ポートはまだ行われていない . また，回転量の計測には，少しずつ回転させたテンプレー
トを多数枚用意し，これらとのマッチング結果より最適なものを選ぶ手法が通常用いられ
4.2. ビ、ジユア Jレサーボと画像特徴検出法 45 
るが [9)，計算量が多 くな る欠点がある.ま た， 複数のテンプ レー トのマッチング結果よ り
線形補聞に よ り 回転量を得ょ うと する試みもみ られる [46 ] ・
次に図形的特徴を利用する方法は， 2 値化な どの前処理を行って得られた画像特徴の重
心位置やエッジ位置な どを用いる方法である [47] . 本手法は，計算量が少なくて済み，環境
の明度変化な どに対 して ロバストである反面，システム設計時には環境にあわせて画像処
理を調整した り ， 画像処理が適切に行えるように環境を設定する必要があり，システム設
定に手聞がかかる難点がある. しか し，回転量の検出やサブピクセル精度の計測などは容
易に可能であり ， 画像処理のカスタマイズを行うぶんだけ自由度は大きい.現在のビジュ
ア ルサーボの研究においては，処理の高速性から最も多く用い られている手法である .
オ プテ イ カ ルフロ ー とは時間的に連続した画像より得 ら れる画像上の速度場のことであ
る.画像中の物体を剛体と仮定することで，オプテ イ カルフローよ り， 物体の運動やカメ
ラの運動を計測することができる [48]. 通常，オプテイカルフローは時間的に連続した画像
を用いて，画像中の物体やカメラの速度を求めるのに用いられる [49] . これに対して，基準
画像と現在の画像を用いてオプテ イ カルフローを求めると，物体やカメラのずれ量を基準
画像に対する位置として計測することもできるはずである.しかし，オプテイカルフローは
大きな運動量に対 しては計測精度が悪いので，一般にこのような使用例は見られない . ォ
プテ イ カルフローの検出法としては，これまでに数多くの手法が開発されている [50J ・しか
し，精度の良いオプテイカルフローを得るためには多くの計算量が必要であるために，今
のところリア ルタイムにオプテイカルフローを利用した例としては p 画像中の動物体の抽
出のよ う に精度が問題とさ れない タスク [30 ， 52 ] に限定されている.
さて，ビジ、ユアルサーボを用いた位置決め制御においては，最終的な位置決め精度が重
要であり，途中の軌道はさほど問題とならない場合が多い.このような場合には，ピ、ジ、ユ
アルサーボに用いる特徴量としては，高速に得られることと，微小なずれ量が検出さ れる
ことが重要であ り ，収束動作の途中における計測精度は大きな問題とはな ら ない . 先に述
べた 3 つの特徴量を比較すると ( Tab.4 .1 ) ，計算量の少なさと計測精度の高さか ら， 図
形的特徴量を用いる方法が最も適しているように思われるが，システム設定の手聞が欠点
である.そこで本研究では，オプテイカルフローがシステム設定の手聞が少な く て済むこ
と，および微小な運動に対しては少ない計算量でも高精度な検出が可能であることに着目
し，計算量の少ないオプテイカルフローの検出法を提案する.また，リアルタイムにオプ
テイカルフローを検出しながら位置決め制御を行うビジ、ユアルサーボを提案する.オプテ イ
カルフローは大きな移動量に対しては，安定した検出が困難であるが，本研究では画像解
像度を変化させながら段階的に位置決めを行うことで，大きな誤差が存在する場合にも高
精度な位置決めを実現する.
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4.3 粗いオプテイカルフローを用いたビジュアルサーボ
4.3.1 はじめに
本節では，計算量の少ない粗いオプテイカルフローの検出法ならびに本手法を用いたピ
ジ、ユアルサーボを提案する. Fig.4.1 に示すような平面上の物体の位置決め制御実験によ っ
て，本手法は少ない計算量でありながら，サブピクセル精度で位置と姿勢の位置決めが行
えることを示す.さらに本手法が画像の明度変化に対してもロバストであることを示し，ま
た，本手法を用いた位置決め制御の収束漸近安定性をリアプノフ関数を用いて考察する.
4.3.2 粗いオプテイカルフローを用いた画像の並進量と回転量の検出
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Fig. 4.2: 画像の並進 Fig. 4.3: 並進量の検出モデル
いま，画像上の点 (x ， y) の濃度を I(x ， y) とし，画像全体 (画像に写っている物体と背景，
またはカメラ)が z 軸方向に dx だけ移動したとする (Fig.4.2) .また，移動後の画像上
の点の濃度は I'(x ， y) とする. Fig.4 .3は，このときの画像上の z 軸方向の一画素列の濃度
変化を示している.実線は移動前の濃度，点線は移動後の濃度である.このとき，画像上
の物体と背景の濃度が不変であると仮定すると，実線と点線で固まれた斜線部の面積は移
動量 dx に対して比例することが知られている [51]. 画像上の z 軸方向の各画素列における
斜線部の面積の総和を次式によって計算することで，画像全体の z 軸方向の並進量を近似
的に推定することができる.
:r -乞 IItl
:r, y 
んニ I(ιν)- I' (x ， y) ( 4.1) 
ここで S:rは推定並進量(斜線部の面積の総和) , 1tは濃度変化量である.しかし， S:rで、は
移動方向が判別できない.そこで，各点における空間的な濃度勾配の符号と濃度変化量の
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符号から画像の移動方向が判別できる性質を利用して，次式によって面積に方向性を持た
せる.
θI s;=5σt szgη(石))
I 1, x > 0 
szgη(x)=~ 0, x=O 
l -1 , x<O 
ここで ， s~は方向性を持たせた面積，告は点 (x ， y) における空間的な濃度勾配である.画
像が z 軸の正の方向に移動したときは s;は正であり，負の方向に移動したときは s; は負と
なる.ー
次に画像全体が z 軸方向に dx， y軸方向に dyだけ移動した場合を考える.このとき
( 4.2 ) 式の 1t は ， dx だけでなくのによっても影響を受けて変化するが， dyによる Lの変化
量とまの符号が無関係であると仮定すると，画像全体の総和を計算することで、(4.2) 式に
対するのの影響はキャンセルされる.このとき， s; と dx の比例関係は維持されるので υ 
軸方向の移動量が存在する場合で、も， (4.2 ) 式に よって z 軸方向の移動量が推定で、きる:
また同様に ， y軸方向の移動量も次式によって推定できる.
θI shE(L 幻g明))
( 4.2 ) 式， ( 4.3 ) 式は 2 枚の画像を平均して離散化すると，次式のようにあらわすことがで
きる.
( 4.2) 
(4.3) 
s; ニ乞(ムt szgη(ムェ))
工、，y
s; ニエ(ムt szgπ(ムν))
x ,y 
ムt = {(I(x-1 ,y-1)-I'(x-1 ,y-1)) 
+(I(x, y -1) -I' (x , y -1) 
+(I(x -1, y) -1'(x -1, y) 
+ ( 1( x , y) -l' (肌 y))}/4
ムx = {(I(x ,y)-I(x-l ,y)) 
+(I'(x , y) -1'(x -1, y))}/2 
ムν = {(I(x ,y)-I(x ,y-l)) 
+(1' (x , y) -1'(久 y -1))}/2 (4.4) 
ここで， S~ ， 弓はそれぞれ sL ， s;の離散化値，ムt ， ムx ， ムνはそれぞれ 1t ， 表?誌の離散化値
である.
次に酉像全体の回転量を求める.画像の回転中心が画像中心近傍にあると仮定すると，各
点におけるフローベクトル(オプテイカルフロー)が画像中心に対してなす回転モーメン
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トの和は，回転量に対して比例する.そこでまず.オプテイカルフローを検出する.オプ
テイカルフローの検出については，これまでに数多くの手法が開発されているが，本研究
では計算量の少なさを重視して， ( 4.4)式の託?勺が画像上の各点におけるフローベクトル
の総和を表していると考え，エを外した次式によってフローベクトルを求める.
Ux - ムt S 'lg叫ムx)
Uy ムt S 'lgη(ムν) (4.5) 
(U
x
, uy)Tは点 (x ， y) におけるフローベクトルを表す.これを粗いオプテイカルフローと呼
ぶ.画像中心の座標を (xc ， Yc) とすると，画像全体のフローベクトルがなす回転モーメント
は次式によって求まる.
s;= 乞(Ux (y -yc) -Uν (x-xc)) ( 4.6) 
包イ氾
ここで， s;は回転モーメントの総和であり，画像の回転量に比例する値である. (4.5 ) 式で
求める粗いオプテイカルフローは，大雑把な近似に基づくものであり，検出精度は悪いが，
( 4.4)式および( 4.6) 式で求める画像の並進量および回転量は，粗いオプテイカルフロー
が画像全体に対して平均をされるために， 4. 3 .5節， 4.3.6節で示すようにビジュアルサー
ボにとっては十分な精度で検出される. (4 . 5) 式のオプテイカルフローの検出方法について
は，次節で再度説明を行う .
きて， (4.4)式， (4.6) 式で求めた並進量および回転量は相対的なものであり単位は未知
である.そこで目標画像を z 方向 ， y方向に 1 [pixel] シフト，または 1 [deg] 回転して作成し
た画像ともとの画像を比較し，それぞれについて求めた並進量 5L 勾，および回転量尽を
基準値として次式のように並進量 Vx ， Vyおよび回転量 Veの単位付けを行う.
Vx ニ s~/5~[pixel] 
Vy = s~/弓 [pixel]
Ve = S;/5;[deg] (4.7) 
以上，画像の並進量と回転量の検出方法について説明した.本手法の実験結果は 4.3.5
節に示す.また，本手法を用いた位置決め制御の方法については， 4. 3.4節に示す .
4.3.3 組いオプテイカルフローに関する補足説明
本節では (4.5)式に示したオプテイカルフローについて，一般的なオプテイカルフローの
算出方法の観点から説明を行う.いま，画像上の点 (x ぅ y) の時刻 t における濃度を I(x ， ν? の
とし，微小時間 dt の聞に，点が dx ， のだけ移動したとする.画像上の物体の濃度が不変で
あると仮定すると次式が成り立つ [53]. 
I(x ぅ y ，t) = 1 (x+ dx , y + dy , t + dt) (4.8) 
4.3. 粗いオプテイカルフローを用いたビジュアルサーボ
右辺をテイラー展開し， 2 次以上の項を無視すると次式を得る.
δIθIθI I(x , y, t)= I(x , y, t)+ dx ~.L + dy一 +dt -_ 
θzθyθt 
整理すると次式を得る
θ1 dx θ1 dy θI 
一一-一一+一一・一一+一一 =0θx dt . θY dt θt 
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(4.9) 
(4.10) 
ここで見掛けの速度ベクトル(含ま)Tを (Ux川)T ， 空間的な濃度勾配記号をんら， 時間
的な濃度勾配妥を九とすれば次のように表現される.
ん • Ux + Iy' uy + λ=0 (4.11 ) 
本式はオプテイカルフローの時空間勾配条件と呼ばれる.この条件だけからフローベクト
ル (%71Lu)Tを一意に決定することはできないので，通常これにさまざまな制約を付加する
ことでフローベクトルの推定が行われる.
たとえば，あるブロック内の画素に関して，時空間勾配条件式の 2 乗誤差最小の条件の
下で (4.11 )式を解くと，次式が得られる [54J
LxuItι 
U中_ ~ l J J 
- Lx，y ん4
Lx.vItIu 
U刷- ，~了
ぴ Lx，yIy L ( 4.12) 
ただし，次式が近似的に成り立つと仮定している.
2ごんら =0 (4.13) 
x ,y 
本式は画素ブロック内に斜め方向の勾配が存在しないことを意味している. (4.12) 式は更
に次のように簡略化することができる [55].
Lx ,y Itsign(Ix) 
Ux - 2ごx ，y I ん|
Lx ,y Itsign(Iy) 
(4.14) U. , = εx，y Iyl y 
(4.12) 式， (4.14) 式は画像上のブロック内の画素について計算することで，各ブロック毎
の移動量を検出する方法である これに対して本研究で提案する(4.5) 式は前式を更に簡
略化したうえに，各ピクセル毎に計算するようにしたものと考えることができる.このよ
うに (4.5)式に提案した粗いオプテイカルフローは非常に簡略化を施しており，計算量が
少ない反面，計測精度も悪い しかし 3 後節で示すように，微小運動に対しては高精麦な
検出が可能であり，ピジ、ユア lレサーボに対しては十分に適用可能である.
50 第 4. ピジ、ユアルサーボと画像特徴検出法 4.3. 粗いオプテイカルフローを用いたピジ‘ユアルサーボ 51 
一般にオプテイカルフローは，画像の重力き量が大きい場合には精度よく安定に推定する
ことができない.そこで佐藤ら [57] は階層化された画像をもとにオプテイカルフローを大
まかな動きから細かな動きに向かつて順次推定する方法を考案している.この方法では，ま
ず原画像を縦横 1/2 に順次縮小した画像列を作成する.そして 3 それぞれの階層画像に基
づいて推定された動き量はその量だけつぎの階層画像を変位させることによって順次伝播
される.このように速度ベクトルを反復的に繰り返し補正することによって精度良く推定
する方法である.
きて，本研究では，最終的な位置決め精度の向上が目的であるので，佐藤らと同様に階
層画像を用意して，まず粗い画像で位置決め制御を行ったのちに，段階的に細かい画像で
位置決め制御を行うことによって，画像の動きが大きい場合にも精度の良い位置決めが行
えるようにする (Fig.4.4) .解像度を切り替えるタイミングは，各解像度において検出さ
れた並進推定量がある関値より小さくなった時点とする.関値の設定については 4.3.7節
で述べる.
4.3.5 平面運動の検出実験
本節では前述した平面運動検出法の実験結果を示す.実験には，写真を CCD カメラで
撮影して取り込んだ 150 x 150 画素の濃淡画像 (Fig.4 .5) を用いた.以下，この画像をソ
フト的に並進および回転させ，図中央の矩形領域 (96 x 96 画素)がカメラで観測されてい
ると考えて，移動前後の矩形領域の画像を比較することで画像の並進量，回転量の推定を
行つ.
4.3.4 階層画像を用いた段階的位置決め
組いオプテイカルフローの検出例
画像を水平方向に 10[pixel] 並進移動し， 10[deg] 回転きせたときの移動前後の矩形領域の
画像を， Fig.4.6 , Fig.4 .7にそれぞれ示す.これらの画像より縦横 1/2 に順次縮小した階
層画像を作成する.画像の階層化は， 2 x 2 [pixel] の画素の濃度値の単純平均を用いて行っ
た. Fig.4.8 , Fig.4 .9 はそれぞれ 12 x 12 画素に解像度を下げた画像である.
Fig.4.8 と Fig.4.9 について， (4.5) 式を用いてオプテイカルフローを求めた結果を Fig.4 .10
に示す. (4.5) 式より得られるオプテイカルフローは，計算量が小さい反面，精度の悪い大
雑把なものであることがわかる.このとき (4.7) 式を用いて得られた推定並進量，推定回転
量は Vx = 8.4[pixel], vy = 0.7[pixel] , Ve ニ 12 . 9[deg] であった.
4 x 24[pixel] |位置決め制御|
2 x 12 [pixel] 
一御一???-&巾一め一一決一置一位
Fig. 4.5: 使用した画像 (150x150) 
x 48[pixel] |位置決め制御|
Fig. 4.4: 階層画像を用いた段階的な位置決め
一口正二ぺ(~ぷ止で長。，L~と:01"v・~!d
9'0 
[IgXTd] X 
Z'O 0 Z'O-
図+蒋[IgXTd] X 
01 0 OZ-OZ-
互主事手ω喜宗寺~:11"予・~I且
(;1 x (;1) ~}@l酵~L /; :6・予・2日((;1 x (;1) ~}@l酔:8・予・~I丘
.を~C宇宙弓笠智斗男子璽~.2.寸弓道議}鵠1J}碧点~}盟
αぺf斗~.;司(;1x (;1 '>言+}早Xシ/今今宇1ムペf斗~.;ヨ9X9宇1.2.1閤コ喜三車回‘二主主・7:
'-f q}r;..壬殺にペJ)1-{:主叩場5与さ車田中鵜弓7:J) > 1Jh苧ll~}場‘ご主主'7: J) >滋z字国残得よE叩ミ~~
a f1 7:キ>~量点ll~}場事.2.つ凶ご?さ車田, ~了図α士'_.f-些ご1Z1・予・~I丘辛苦持二三つEE誹孝喜
当回:1~予畿二三干ト主主車回J_回現ω[~8p19"'_[~8p19-‘.2.寸弓輔さ車回号、']，中務盟手~}盟邑j:Df-
・ご:t1よミ濯華h平司::'7:主斗用等主必要濯、J-ll製ωßPì可ぺf斗~.:ヨ1'0
Gギ斗潟三t宇二L，ぺ符討議主~‘[8S]}与を1.-~完封筒点~鞍α~ð主ぺf斗~.:ヨI・o'芋1.2.刊号二?限↓三
喜平}立tぺw予果、会ωぺf斗~.;司五*:1湘一・7:，-r;..q}平寺士宮~ムヨ~l!!}平~宅待望平}ω~鞘ぺf斗
~ .:ヨ. L*匂中弓:'7:，ペ.2.毒ム叩弱宇1喜纏重?ω匂~士‘<7<.2.1伴ご1:主縄平寺中αßPì可ぺf斗d
J司I二五手・7:，-r;..q}平弓士宮rfb手G究班、嘉手}>習~皇よネ.2.つ手ギコ喜安繕J)容さ{-，ふ弓士会
主t予~習墓石句点J)つ〉皇~:1ら日制調与~~f場'~r菅野ω士・7:，-r;..q}r;..壬殺にペキ~主叩弱
点簿蜜'[1潟弓tペ1Jh与~務室毎コ実?‘平手・7:，-r;..q点二E殺をキ〉滋5字国獲得よE叩単語af17:キ〉
5量点ll~f誠Q了図・7:t.ぺ.2.，ぺw予ぺf斗~.;司をねff二f湯盟ωぺf斗t;0:ヨ96x 96 '+r~}東ω図
立・4主計11"予・~!d手苦戦ご:t1~誹孝喜家事.2.，ぺ箇予芋(L'v)、ふ~}盟墨{剥ω1.-~み1-{:~を\ぺ
ft争~}曇J易~ωll~}錫ご?湯ご正午トミ4喜多量μz主ふ回目車ω[I8x!d]0Z;..._[I8x!d]0(; -コ[早j年，x争~}匝邑l
(96X96)~毎回4乙/;:1.・予.~!ci (96X96)湯盟道:9・予・~I丘
'Et
「
当盟事
t:s .*--fr.1( j_てどさ只二三tぺw手一口Lぺ(t{.シ壬。どこJこtぺ百本'r'p 率、叩等主潟封~}盟弓、出--t十ぺ(f_.てど5Jョ'p彰(;s 
55 
次に同画像を久y両方向に同時に平行移動を行った場合の 96 x 96 ピクセル， 24 x 24 ピ
クセル， 6 x 6 ピクセル画像における推定結果を Fig.4.13 (左側 2 列)に示す.理想的には，
これらのグラフは傾き 1 の平面となるはずで、ある.まず~， 6 x 6 ピクセルの画像における推
定結果を見ると，ほぼ平面が現われており ， x ，y方向の並進が同時にある場合にも，それぞ
れ独立に並進量が推定できていることがわかる.次に 24 x 24 ピクセル 96 x 96 ピクセル
の推定結果を見ると，グラフ中央部のみにおいて平面が現われており，先に示した z 軸方
向のみに並進を与えた場合の推定結果 ( Fig. 4 .11 )と同様に，解像度が高くなるほど， 並
進量が推定できる領域が狭くなることがわかる .
次に z 方向の並進と画像中心周りの回転を同時に与えた場合の推定結果を Fig.4.14 (左
側 2 列)に示す. 同じくグラフに平面が現われており，並進量と回転量も独立に検出され
ている様子がわかる .
粗いオプテイカルフローを用いたピジ、ユアルサーボ4.3. ピジ、ユアルサーボと画像特徴検出法
0.6 -0.2 0 0.2 
。 [deg]
-0.6 
第 4.
0.5 
ー 1 . 5_ 1
12 
10 
8 
6 
4 
2 
。
-2 
54 
一mo
勺]
<D 
>
拡大図
-10 
・6 6 2 。-2 -4 
Fig. 4.12: 回転量の推定
。 [deg]
56 第 4. ピジ‘ユア Jレサーボと画像特徴検出法 4.3. 粗いオプテイカルフローを用いたビジ、ユアルサーボ 57 
ve [，制lVy [plxel) 1 0訓 Idt 
3 -
3 ・ 5000 
。
-5000 
-10000 
1 ~可~入入川市!ßQ:;r;P -500000 -15000 
2 -20000 
-3 
. 、、でh、』 -1&+06 
-25000 
.1 /c:: l 
推定並進量 vx (96 x 96) 
-5 
推定並進量 vx (24 x 24) 
推定並進量 vx (6 x 6) 
推定並進量 vy (96 x 96) 
推定並進量 η(24 x 24) 
推定並進量 vy (6 x 6) 
dU / dt(96 x 96) 
dU Idt 
nxu
qメ1X0
・
nunu
ynuAυ
avF1 
5
軒軒
軒
d恥MWV
ヲを勾
6
〆
F、lja-vvv
-5000 
-10000 
dU / dt(24 x 24) 
- 1 2d回 二・
dU'dt 
0 
・5∞
・ 1 000
-1500 
・2000
-2500 
-30∞ 
dU/dt(6 x 6) 
Fig. 4.13: x 方向， y 方向に平行移動させた場合の推定並進量 九 ，Vy とビジュアルサーボにおけ
る収束安定性 dU/dt
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Fig. 4.14: x 方向に平行移動させて，回転させた場合の推定並進量 Vx と推定回転量 V(J とピジ、ユ
アルサーボにおける収束安定性 dU/dt
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4.3.6 ビジ、ュアルサーボの漸近安定性
本節では， (4.7) 式を用いて位置決めフィードバック制御を行う場合の漸近安定性をリア
プノフ関数を用いて考察する.ここで、物体が速度指令値u - (ux ， 匂 ， ue)T どおりに理想的に
動作するものとする .まず，目標位置姿勢に対する誤差ベクト jレ e= (Vx , Vy, 1令 )Tを定義す
ると，誤差システムは次式で表される.
e=1ι (4.15) 
(4.7) 式で得られた推定誤差ベクトルê= (vx, vy, ve)T にスカラゲイン入を乗じて，速度指令
値を次式で与えるとする.
u= 一入色 (4.16) 
このとき閉ループ系のダイナミクスは， ( 4 . 16 ) 式 を ( 4.15)式に代入して次式で表される.
ε= 一入 t ( 4.17) 
以下，上式が目標位置姿勢に収束する領域を検証する.ここで次のスカラ関数(リアプノ
フ関数)を定義する.
U=jeTeM 
上式は(4.17) 式のシステムにおいて連続である.上式を微分すると次式を得る.
!_U = eT ?
dt 一入 eTê ( 4.19) 
次にQを次式で定義する閉領域と する.
U く U。 (4.20) 
ここで Uoは正の定数で、ある.もし，閉領域Qに含まれる目標点 (原点 ) 以外の e について
五U く O が成り立てば，不変集合定理 [37] によ って， ftを初期位置とする軌道はすべて目
標点に収束すること(漸近安定)が保証される .
以下，前節で用いた画像 ( Fig.4.6 ) における漸近安定領域の検証を行う .まず，回転を
与えずに並進量のみの制御を行う場合 ( e 二 (VX ' Vy ,O)T , ?= (vx ， vν ， O)T とする場合) につ
いて考える.このとき， 96 x 96[pixel] , 24 x 24[pixel], 6 x 6[pixel] の各解像度画像におい
て制御を行う場合の長Uの分布をそれぞれ， Fig.4.13の右側 1 列に示す.図中，実線の円
は4u < 0 の領域に含まれる最大半径の閉領域Q を示している.すなわち，実線の円の内
部州斬近安定が保証される領域で、ある.これらの図では，ほとんどの領域で長U < 0 が成
り立ち，芸U>O の領域(斜線部)はほとんど含まれない.また，これらの図におけるQは
すべて UO=202であり，半径 20[pixel] 以内の誤差であれば漸近安定が保証されることがわ
かる.
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次に ， x 軸方向の並進と回転の制御を行う場合 (y軸方向の並進を行わない場合， e -
( '/~， 0 , 1合 )T ， ?= (vx ， O ， ve)T と する場合)について検証する.このとき， 96 x 96 [pixel] , 
24 x 24[pixel], 6 x 6[pixel] の各解像度画像において制御を行う場合の長U<O の分布を
それぞれ， Fig.4.14の右側 1 列に示す.実線の円で示したQの領域は，それぞれ九二 82 ，
Uo = 142, Uo ニ 202である.すなわち，並進誤差 [pixel] と回転誤差 [deg] のノルムがそれ
ぞれ 8 ， 14 ， 20 以内であれば漸近安定が保証される.これらの図より，解像度が高くなるに
つれて斜線部の領域が大きくなり，漸近安定領域が狭くなることがわかる.
次に X ， Y方向の並進と回転を含む 3 次元の制御を行う場合同= (に?九?り)T ， ?= 
(VXJ vYJ ve)T とする場合)について検証する. Fig.4.15 の右側， および Fig.4 .16 に， 96 x 
96 [pixel] の解像度画像で制御を行う場合の長Uの分布を -20[deg] ~20[deg] の回転誤差毎に
おける断面図として示す 図中の斜線は，若U>O の領域を示し，実線の円は長U < 0 に
含まれる最大半径の閉領域ft (Uo ニ 153 ) を示してい る ( B=-20 ， ー 15 ， 15 ， 20[deg] の図は，
閉領域Qが含まれないため実線の円は図示していない) .これらの図より， 3 次元の制御に
おいては 96 x 96 [pixel] の解像度で制御を行う場合， eTe く 153の領域であれば (並進誤差
[pixel] と回転誤差 [deg] の ノルムが 15 以下であれば) 漸近安定が保証されることがわかる.
また，一辺の長さが 10.6 の立方体がQに内接することから， 10[pixel], 10[deg] 以内の誤差
であれば漸近安定が保証されることがわかる.また，同様に 12 x 12[pixel] の解像度画像を
用いて制御を行う場合の長U> 0 の分布を Fig.4.15の左側，および Fig.4.17に示す.Dは
Uo = 173であり ， eTe く 173の領域であれば (並進誤差 [pixel] と回転誤差 [deg] のノルムが
17 以下であれば)漸近安定が保証されることがわかる.また，同様に一辺の長さが 12 の
立方体がQに内接することから， 12[pixel] , 12[deg] 以内の誤差であれば漸近安定が保証さ
れることがわかる.このように解像度が低くなると，漸近安定領域は広くなるので，解像
度を切り替えながら制御を行う有効性が分かる.
前節で示したように，並進回転誤差の推定量の精度は悪くとも，本節で示したようにか
なり広い領域でピジ、ユアルサーボの漸近安定性は保証される.しかし，漸近安定性が保証
される領域の広さは，本節のように実際に誤差量を推定して確認する以外に推定する方法
がない.画像より何らかの特徴量を検出して，収束安定領域を求める手法の開発が今後の
課題である.
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Fig. 4.15: 漸近安定性の解析 (dU/dt の分布図)
一一一二一一一ハνnu
nunU《unun
u《U
21
1
,334F4 
??内ζ4
l
10 
o Y[p田el)
ー 10
・ IS
-20 
-20 ・ 15 -10 ・5 0 5 10 15 20 
X [pixeO 
-15 [deg] 
:認二:
????。64041
o Y [pixel) 
-5 
-10 
・ 15
-20 
.20 -15 -10 -5 0 5 10 15 20 
X 伊ixeO
o [deg] 
:;1= 
61 
20 ・・
13L 
・ 10 ー­
・20 -
20 .30 ・ ・
-40 --
15 
10 
o Y (p医90
-5 
ー 10
・ 15
-20 
・20 -15 -10 -5 0 5 10 15 20 
X (Pは9ij
15 [deg] 
Fig. 4.16: dU/dt の分布図 (96 x 96) 
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Fig. 4.17: dU/dt の分布図 (12x12)
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4.3.7 ビジ、ュアルサーボ実験
前述した画像の並進回転量検出法に基づいて，位置決めピジ、ユア Jレサーボの実験を行っ
た.まず， 実験システムの構成について説明する. Fig.4.18に実験システムの概観を示す.
マニピュレータ(ムーブマスタ RV-M2 :三菱電機 (株)製)の手先に Fig.4.5 に示す写真を
固定し， 500[mm] 上方から CCD カメラで撮影した.画像の取り込みには TRP-IY1G ((株 )
コンカレントシステムズ製)を用いて，写真上の 63 x 53[mm] の領域を 144 x 144[pixel] の
画像データ (0--255 の濃淡値データ)として 60Hz 周期で取り込んだ.画像上の 1[pixel] 
は写真上で 0 .44 x 0.37[mm] に相当する.画像処理とマニピュレータの制御にはトランス
ピュータ(インモス T 8 0 5:(株)コンカレントシステムズ製)を用いた.各処理に要し
た時間を Tab.4 .2 に示す.
CCD 
CAl\伍RAq 
x 
Fig. 4.18: 実験システム
Tab. 4.2: 各解像度で画像処理に要する時間
)園児一定.4
5
一推
笠計一量.[一回一指龍一一捌
12 x 12 [pixel] 124 x 24[pixel] I 48 x 48[pixel] 
10 I 7 I -29 
3 20 95 
マニピュレータは各関節を角速度制御することで，手先に固定した写真を任意の並進速
度，回転速度で動作させた.なお，マニピュレータの位置決め精度は約 0.3[mm] である.
次に具体的な実験方法について説明する.まず，写真を原点 (x=y= f} =O ) に固定し
た状態で画像を取り込み， 48 x 48 , 24 x 24, 12 x 12[pixel] の各階層画像を作成する.画像
の階層化は， 3 x 3，または 2 x 2[pixel] の画素の濃度値の単純平均を用いて行った.次に，
写真の位置と姿勢の初期誤差を与えた後に画像を取り込み， ( 4.7) 式による並進量と回転量
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の推定値にスカラーゲインを乗じて，写真の並進速度と回転速度の指令値を生成した.は
じめは 12 x 12[pixel] の解像度で制御を行い，推定並進量が x，y ともに土0.1 [pixel] 以内かつ，
推定回転量が土2 [deg] 以内になったときに，解像度を 24 x 24[pixel] に上げて制御を行い，
さらに，推定並進量が x ，y ともに土0.1 [pixel] 以内かつ，推定回転量が土l[deg] 以内になった
ときに，解像度を 48 x 48 [pixel] に上げて制御を行った 1
並進量 (10 ， 10)[mm]，回転量一10[deg] を初期誤差として与えた場合の実験結果:を Fig.
4.19 , 4.20 , 4.21に示す.図中の縦線は解像度が切り替わったタイミングを示している.
粗い画像より段階的に解像度を切り替えながら位置決めが行われている様子がわかる.
48 x 48 画像 (1 [pixel] のサイズは1.3 x 1.1 [mm]) を用いた場合の最終的な位置決め誤差
は (0.0 ，0.0) [mm], 0.3[deg] であり，サブピクセ jレ精度の位置決めが実現できていることが
わかる.また， 12 x 12[pixel] の解像度の画像を用いた場合でも，かなりの精度で移動量を
中食出していることがわかる.
次に 12 x 12 [pixel] の解像度だけを用いる場合，または， 12 x 12 と 24 x 24[pixel] の解
像度を用いて制御を行う場合について実験を行った.本実験ではカメラと画像との距離，
および写真を変更し， 200 x 286[mm] の写真を 144 x 144[pixel] の画像データとして取り
込んだ.取り込んだ画像上の 1 [pixel] は， 1.4 x 1. 3[mm] に相当する.初期誤差として，並
進移動量 (7グ) [mm]，回転量-7[deg] を与えた場合の実験結果を Fig.4.22 ヲ 4.23 ， 4l.24 に示
す.図中，実線は 12 x 12[pixel] の解像度だけで制御を行った結果であり，点線は 12 x 12 
と 24 x 24 [pixel] の解像度で制御を行った結果である.解像度は推定並進量が x.， y ともに
土0.1 [pixel] 以内かつ，推定回転量が土2[deg] 以内になったときに切り替えた. 12 x 12[pixel] 
の解像度のみを用いた場合と 12 x 12 と 24 x 24[pixel] の解像度を用いた場合の最終的な位
置決め精度を Tab .4.3 に示す. 12 x 12 [pixel] の解像度より 24 x 24[pixel] の解像度のほう
が精度良く位置決めが行えていることが確認できる.また，どちらの解像度においても約
0.1 [pixel] 以下の精度で位置決めが行えていることがわかる 2
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Tab. 4.3: 最終的な収束誤差
y[mm]([pixel]) 
0.2 (0.026) 
-0.9 (-0.06) 
x[mm] ([pixel]) 
09 (0.11) 
l. 7 (0.10) 
解像度 (1 [pixel] のサイズ)
24 x 24 (8.4 x 7.8[mm]) 
12 x 12 (16.8 x 15.6[mm]) 
6 5 4 3 2 
-2 
-10ﾒ 
4 
.6 
-8 
????
l解像度を切り替えるタイミングは，現在は経験的に定めている.タイミングが早すぎる(または遅すぎ
る )と， 解像度に対する誤差量が大きすぎて(または小きすぎて)推定誤差の精度が悪くなる可能性がある
(4.3.5節参照 ) .また， 4.3.6節に示したように，収束動作の漸近安定領域は，解像度が高くなるにつれて狭
くなるために，切り替えるタイミングが早すぎると漸近安定が保証されなくなる可能性もある.そのため，切
り替えるタイミングはやや遅めに設定したほうが (関値を小さく設定したほうが) 安全であるが，誤差に対
する解像度が低すぎると，推定誤差量が小きくなる傾向があるために収束時間が長くなる傾向がある.画像
に適した解像度切り替えのタイミングの設定は今後の課題である.
2本実験では，ロボットマニピユレータの位置決め精度が限られているために， 48 x 48 の画像を用いた実
験を行っていないが，高精度な制御が可能なマニピュレータで，より高解像度の画像で制御を行えば，さら
に高精度な位置決めが行えると予想される.
Fig. 4.24: eの変化
TIME (sec) 
Fig. 4.21: eの変化
66 第 4. ピジユア jレサーボと画像特徴検出法
4.3.8 環境の明度変化に対する口バスト性
本節では，粗いオプテイカルフローが環境の変化による画像全体の明度変化に対しでも
ロバストに平面運動を検出できることを説明する. ( 4.4)式のえの計算において，ムx > 0 
の領域とムz く 0 の領域に分割すると次式のようにあらわすことができる.
え-乞ムt+ 芝ムt
ð ", >O ð ", <O 
ここで，環境の明度変化により目標画像に対して観測画像全体の濃度が c だけ大きくなっ
たと仮定すると，目標画像と観測画像の濃度差ムt も c だけ大きくなるので，上式は次式の
ようになる.
S'x = -L (ムt+ c)+乞(ムt+ c)
ム"， >0 ð ", <O 
ここで，2::ι>0 と乞おくoの領域面積が等しいと仮定すると，
九= -L (ムt) +乞(ムt)
ム"， >0 ð ", <O 
二 S;
のように画像濃度の変化による増分値 c がキャンセルされて，画像明度が変化しない場合
と同じ推定量が得られることが予想される. 2二ム"， >0 と乞ι<0の領域面積は，ある程度の濃
淡の変化が存在する画像であればほぼ等しいと考えられる.そこで実際に環境明度を変化
させて並進量，回転量がどのように推定されるかを実験した.
目標画像としては Fig.4.25 に示す画像を用いた.環境を明るく，または暗くした状態で
Fig.4.25の画像を取り込んだ画像を Fig.4.26 ぅ Fig.4 .27に示す.それぞれの画像の平均濃
度は， 165 , 137, 106 である. Fig.4.26 , Fig.4.27の画像をソフト的に-6~6[pixel] の範囲で
並進させたときの推定並進量を Fig.4.28 ， Fig.4.30に示す.また， -6~6[deg] の範囲で回
転させたときの推定回転量を Fig.4.29 ぅ Fig.4.31 に示す.これらの図より画像全体の濃度
が変化しでも，並進および回転量はほぼ変わらずに計測されることがわかる.しかし，並
進量，回転量が 0 の場合でも，微小ながら並進量，回転量が計測されるため，収束位置に
は微小な誤差が生じる.これは，2::ι>0 と乞ム"， <0の領域面積が微小に異なるためであると
考えられる.この問題は次節で示すように空間的な微分画像を用いることで解決できる.
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Fig. 4.25: :基準画像 Fig. 4.26: 明るい画像
Fig. 4.27: 暗い画像
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4.3.9 エッジ抽出を行った画像への適用
前節まで，オプテイカルフローの検出には CCD カメラより取り込んだ画像をそのまま用
いていた.しかし，従来の画像処理で行われている各種のフィルターをかけた画像に対して
も本手法はそのまま適用することができる.そこで，本節では環境の明度変化にロバスト
な画像処理として空間 l 次微分を施した画像に対して並進量，回転量の推定実験を行った.
空間 1 次微分は Fig.4 .32 に示すオペレータをマスク処理することによって行った.前節と
同じ条件で，空間 l 次微分を施した画像に対して行った実験結果を Fig.4 .33--- Fig.4.36 に
示す.環境明度が変化しても，空間 1 次微分を施した画像ではほとんど画像濃度は変化し
ないので，明るい画像を用いた場合と暗い画像を用いた場合でほとんど同じ結果が得られ
ている.また，前節の実験で検出された 0 点における並進量，回転量の検出誤差も検出さ
れておらず，空間 1 次微分を施した画像に対する運動量の推定は環境の明度変化に対して
大変ロバストであることがわかる.
o 2 4 6 
9 [deg] 。 -1 。
-1 。 l 
。 l 。
Fig. 4.28: 明るい画像での推定並進量 Fig. 4.29: 明るい画像での推定回転量
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Fig. 4.32: 空間 1 次微分オペレータ
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Fig. 4.30: 暗い画像での推定並進量 Fig. 4.31: 暗い画像での推定回転量
原画像を用いた場合の推定結果
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Fig. 4.33: 明るい画像での推定並進量 Fig. 4.34: 明るい画像で、の推定回転量
8 
6 
4 
-4 
-4 ・2 0 2 4 6 
X [pixel] 
??
12x1 
r〆て".. 48x4 
，・ ・ .
96x9(j----
2 
-8 
・ 10
-4 ・2 0 2 4 6 
8 [deg] 
Fig. 4.35: 暗い画像での推定並進量 Fig. 4.36: 暗い画像での推定回転量
一次微分画像を用いた場合の推定結果
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4.3.10 おわりに
本節では，計算量の少ないオプテ イ カルフローの検出方法として i粗いオプテ イ カ ルフ
ロー ? を提案し，画像の並進量と回転量が，近似的なモデルに基づく簡素な画像処理を用い
ても，環境の明度変化に対してロバストでかつ高速に検出できることを示 した.また，画像
解像度を段階的に変化させながら，本手法で得た画像のずれ量に基づいて ピジ、ユアルサ ー
ボを行うことで，サブピクセ jレ精度の位置と姿勢に関する位置決め制御が高速に行えるこ
とを示した.本手法は，実画像を直接用いて計測を行うので， 画像の図形的特徴量 (重心，
エ ッジなど) を用いる方法のように，事前に画像の特徴を設定したり，対応点問題を考慮
する必要がない.また，テンプレートマッチング法に比べると計算量が少ないので，特徴
量の設定が難しい大きな画像 (写真や印刷物など) を高精度に位置決めするよ うなタスク
において特に効果を発揮すると考えられる.
本手法の最大の問題点は，収束安定領域が画像により異なる点である.オプテイカルフ
ローを検出するためには，画像全体にある程度の濃度変化が存在しなければならない.ま
た，この濃度変化は各階層画像 (各解像度の画像) においてそれぞれに存在しなければな
らない.例えば，細かい模様はあるが全体的にはのっペりとした画像 (例えば格子上の模
様が画面全体にあるような画像) の場合には，本手法の適用可能な誤差範囲は狭いと思わ
れる.また，本手法を適用した場合の漸近安定領域は，目標画像をソフトまたはハード的
にシフト，回転させて誤差量の検出を実際に行って確認する以外，現状では確認する手段
はない.画像が与えられたときに，少ない計算量で漸近安定領域を調べる手法の開発が今
後の課題である.また，本研究では，カメラに対して物体を移動させて位置決めするタス
クを扱ったが，画像中のテンプレートを検出した移動量に基づいて動かすことで，画像中
の動物体の追跡のようなタスクにも応用できると考えられる.
4.4 結言
本章では，ピジ、ユア Jレサーボに適した画像特徴の抽出法として，粗いオプテイカルフロー
を用いた平面運動の検出法を提案し，ピジ、ユアルサーボに適用することで近似的なモデル
に基づく小さい計算量の簡素な画像処理によっても，高精度に並進と回転の位置決めを行
うことができることを示した.ビジュアルサーボにおいては，高速な画像処理が必要とさ
れるが，一方で本章に示したように簡素な画像処理で得た画像特徴を用いても，十分な制
御性が得られる特徴がある. しかし，現在のピジ、ユアルサーボの研究の多くは，画像処理
の手間を少なくするために，実験室内の整備された環境においてしか行われておらず，実
際の複雑な環境中においてピジ、ユアルサーボを適用することに重点をおいた研究は少ない.
出口らは，実画像を固有空間法によって次元圧縮することでカメラ運動と画像情報を結合
し，ピジ、ユアルサーボを行う手法を提案した [59]. 本手法は実画像を直接的に用いたピジ、ユ
ア Jレサーボを目指したもので，概念的には大変興味深いものであるが，莫大な計算量が必
要であるといった欠点がある.しかし，本章に示したようにピジュアルサーボは近似的な
大雑把なモデルを用いた画像特徴量であっても十分な制御が可能であるので，出口らのよ
うなアプローチも計算量が少なくなるように十分に簡易化ができれば有用となるであろう.
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今後のピジ、ユアルサーボの研究では，タスクに応じて適切な特徴量を如何に抽出するかと
いった実環境における具体的な応用が重要となると思われる.
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本研究では，ハンドアイシステムにおける視覚系と運動系の融合について以下の点を明
らかにしプこ.
1.人間の眼と腕に似せた運動学的構造を持つハンドアイシステムにおいては，従来，非
線形と考えられてきたステレオ画像とロボットの関節角度のマッピングが時不変な線
形マッピングとして近似できる.
2. 1. における時不変線形マッピングの近似精度について，カメラの配置とマニピュ
レータの運動学的構造を評価すると，最も精度良く近似が行える構造は，人間の眼と
腕の構造と似たものである.
3. 通常，ビ、ジ、ユア jレサーボにおいては，カメラの姿勢とマニピュレータの関節角度を実
時間で計測して，適切なゲイン(ヤコビアン)を計算する必要があるが， 1. の性質
を利用すると，これらを計測せずにゲインを時不変としても十分に広い領域で動作可
能なシステムが構成できる.また，時不変ゲインを用いたピジ、ユアルサーボは，制御
式が単純で計算量が少なく，パラメータ変動(とくにカメラ回転)に対してロバスト
である .
4. ピジ、ユアルサーボにおけるパラメータ変動や時間遅れに対するロバスト性は，カメラ
情報とマニピュレータの関節角度のマッピングのヤコビアンの空間的な一様性を示す
4ヤコビアンの時不変安定度?で評価することができる.
5. 4 . の 4ヤコビアンの時不変安定度?を用いてカメラ配置とロボットアームの運動学
的構造を評価すると，最も広い領域でヤコビアンが一様である構造(パラメータ変動
や時間遅れに対するロバスト性が広範囲で得られる構造)は人間の眼と腕の構造と似
たものである.
6. ピジ、ユアルサーボに用いる画像特徴の検出法としては，正確な環境復元よりも，目標
とのずれ量が小さい計算量で高速に求まる手法が適切である.粗いオプテイカルフ
ローを用いた平面運動の検出方法は，近似的なモデルに基づいた大雑把な手法である
が，ピ、ジ、ユアルサーボサーボと組み合わせることによって平面上の物体の位置と姿勢
を高速かつ高精度に位置決めすることができる.
以下，それぞれについて考察と今後の課題を記す.
1.についてハンドアイシステムの制御においては，カメラ情報よりデカルト空間へのマツ
ピング( 3 次元復元)とデカルト空間よりロボットの関節角度へのマッピング(キネ
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マテイクス)を用いて，デカルト空間を介在したマッピングを基礎とするのが一般的
であるが，本研究ではハンドアイシステムのマッピングにおいては変換誤差(キャ リ
プレーション誤差)が存在することを前提として，カメラ情報よりロボッ ト の関節角
度への直接的な時不変線形マッピングを用いた点が従来にない新しい概念である .カ
メラ情報からロボットの関節角度への直接的なマッピングを試みた研究は古くか ら
存在しており，ニューラルネットワークを用いる手法や，メモリーベースのマッピン
グを用いる手法が見られる.しかし，これらの研究のほとんどは，制御対象が未知
であったり，制御対象が時間的に変動する場合の学習方法の開発を目的としたもので
あるため，学習速度や学習精度といったマッピングの効率は議論されても，マッピン
グに適した制御対象についての議論は見られない.本研究で示した線形近似マッピ
ングの近似精度は決して良いものではないが，マッピングが線形的である場合には，
ニューラ Jレネットワークを用いたマッピングを行う場合にも，その収束速度が速いこ
とが報告されている.すなわち，制御に適したマッピングを行うためには，マッピン
グの手法の選択と同時に制御対象をいかに設計するかが重要であることを本結果は示
している.
2. について人間における視覚情報と上肢運動感覚のマッピングに関する研究は，生体・
生理工学の分野で古くから盛んに行われている.しかし，本研究で示したような時不
変線形マッピングは，工学的には計算量が少ない，単純であるといった利点はあって
も，生体の仕組みを説明する場合には，生体の構造が非常に複雑であり，そのほとん
どが非線形的な要素で構成されているなどの理由によって，このようなアプローチ
はほとんどない.しかし先に述べたようにマッピングが線形的であることは，他の
マッピングの手法を用いる場合でも収束速度が速いなど多くの利点を持つと考えられ
る.また，フィードパック制御のゲインを時不変とすることができる.生体における
フィードパックのゲインが時変であるか時不変であるかは，マッピングの仕組みとは
別に取り扱うことが可能であり，生体・生理工学的にも興味の持てる問題である.本
研究では，上肢を単純な 2 リンクモデルとして平面上のマッピングのみを取り扱った
が， 3 次元またはさらに多次元のマッピングを行う場合に同様の手法が適用できるの
かどうかは，今後の課題である [61]. また，本研究ではハンドアイのマッピング，す
なわちカメラ情報とロボットの関節角度のマッピングを取り扱ったが，他のセンサに
関するマッピング，たとえば手先の力覚と関節トルクなどのマッピングも同様に線形
マッピングとして取り扱うことができるかどうかも興味ある課題である .
3. について本研究では時不変ゲインを用いたピジ、ユアルサーボがカメラ回転に対してロ
バストであることを示したが，具体的にどのようにカメラを回転させればいいかは述
べていない.しかし，人間において眼球の回転は空間知覚を担う重要な要素であるこ
とが知られており，ロボットピジョンにおいてもカメラ回転を利用した画像処理(ア
クテイブピジョン)の研究が盛んであることを考えると，カメラ回転に対してロバス
トであることは有用であると思われる.ピジ、ユアルサーボに適したカメラ回転は，画
像特徴の検出法とも密接に関連すると思われるので重要な課題である.
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6. についてオプテイカルフローは従来計算量が膨大であり，リアルタイムのフィードパッ
ク制御には適さないと思われていたが，検出精度を犠牲にすると少ない計算量でしか
も最終的な位置決め精度が優れた特徴量の抽出法と成りうることを示した.本手法は
計算量の少なさと対応点問題を解く必要がない点が利点であり，広い領域の位置決め
が要求されるタスク (たとえば印刷物の位置決め，および印刷ミスの抽出など) に有
用であると思われる.本研究ではカメラを固定した状態で目標物体を位置決めするタ
スクを扱ったが，他にも，テンプ レートマ ッチングのように画像中の目標物体の追跡
などのタスクにも応用可能であると思われる.
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付録
A ステレオカメラの運動学
本章では，ステレオカメラの画像座標とデカルト空間座標の変換について説明を行う.な
お本章は [60] を参考としている.
Fig.A.l に示す 3 つの座標系を定義する . L:w は環境中に固定きれたワールド座標系 ， L:R 
はロボットの頭部に固定されたロボット座標系 ， L:c はカメラプラットフォームに固定きれ
たカメラ座標系で，全て右手系の 3 次元直交座標系とする . L:R , L: cの z 軸はステレオカメ
ラの基線と一致するものとし，基線の中点をこれらの座標系の原点とする.また，ステレ
オカメラの両視軸はカメラ座標系L:cの xz平面内で運動するものとする.ロボットの頭部
は，環境に対して 1 軸の回転と並進の自由度を持つとし，ロボット座標系の?ワールド座標
系に対する y 軸まわりの回転角を( , x 軸方向への並進距離を d とすると，ロボット座標
系乞R からワールド座標系L:w への同時変換行列 wYR は次式となる.
cos ( 。 sin ( d 
WTR= I 
。 l 。 。
-sin ( 0 cos ( 0 
(A.l) 
。 。 。 1 
また，カメラ座標系のうロボット座標系に対する z 軸まわりの回転角を αD とすると，カ
メラ座標系 L:c からロボット座標系L:R への同時変換行列 RTc は次式となる .
1 0 0 0 I 
R Tr. = I 0 cosαD -sinαD 0 I 
~ I 0 sin αD COS ( 0 I (A.2) 
o 0 0 1 I
まず，環境中のある点をステレオカメラの視線が注視しているとき，カメラの姿勢から
その視線の交点 wp の座標を求める . 左右のカメラの焦点位置と回転中心は一致するもの
とし，カメラ座標系において，これらの回転中心をそれぞれ， CR(E , 0, 0) , CL( -E, 0 , 0) 
，回転角を αR ， αL とする.ここで， 2E は基線長である.このとき，カメラ座標系にお
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ける注視点 CF(CZ91CU97CZ9) をカメラ回転角 αR ， αL で表すと，
Cj5 = 
となる.
C 寸
Xn I 9 I 
CYg I 一
目ー
C_ I 
Zn I 9 I 
1 I 
E(tanαR +tanαL) 
(tanαR-t組 αL)
-2E 
tan αR -tan αに
-:_2E 
tan αR -tan αL 
1 
また， WF は同時変換行列 WTLRTc を用いると，
wp=W7h RTc cp 
付録
(A.3) 
(A.4) 
となる.従って，環境中に固定された注視点 Wp はロボットの関節変数 (αLαL ， αDベぅ d)
により (A.3) ， (A.4)式で表すことができる.
次に，点 Wp を注視するロボットの関節変数をW戸により表すことを考える.しかし，
空間中の 1 点を注視することを目的とする場合には，このピジョンロボットは 2 自由度
冗長である為に，逆運動学の解は無限に存在し，拘束条件を与えなければ解くことができ
ない.頭部の回転角( ，並進量 d は与えられるものとしていあ αL ， αD) を注視点の座標
A. ステレオカメラの運動学
R戸eS::g ， Ryg/Zg ) と (， d を用いて表すと，
R - tan-1 r 向山竺)白L - tan- 1今 I (も7q+ RE元g)cos 
RZg 
臼D = tan-1 r と)
となる.ここで， RP は
cos ( 0 -sin ( -d cos ( 
κDP→ w町T→I 1i wWP• =1| 01 。 。 I Wp 
sin ( 0 cos く -dsin ( 
。 G 。 1 
である.
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(A.S) 
(A.6) 
よって，頭部の回転角〈および並進量 d が与えられるとき，空間中の l 点 Wp を注視す
るカメラの回転角 (αぁ αL ， αD) が決まる.
また， Fig.Aに示すように，カメラ座標系~Cにおいて，ステレオカメラが点F=(czg?o，czg) 
を注視しているとき，空間中のある点。 = (CX ,C y ,C Z) の画像中の投影位置は，
xR f ~X -:~ c~sαR -Z sinαR 
yR 
(X -E) sin αU R+zcosαR 
αR + Z cosαR 
(A.7) 
xL f ~X + ~~ C~sαL -Z sinαL 
(X + E) 山 αL + Z cosαL 
yL 
(X + E) sin αL + Z COSαL 
となる.ここで fは焦点距離であり ， (αιαL ， αD) は (A.S) 式により求まる.
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Fig. A.2: 注視におけるステレオカメラの幾何学
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Tab. 5.1: サフィ ッ クスの定義
座標系 添字
ワールド座標系 2ω w (World) 
カメラ座標系 乞E C (Camera) 
左画像座標系 εl (Left) 
右画像座標系 :Er T (Right) 
仮想、画像座標系 :E1 I (Image) 
B 疑似逆行列を用いたステレオビジ、ュアルサーボ
本章では， 3章の実験およびシミュレーションにおいて，比較対象として用いた f疑似逆
行列を用いたステレオ視によるピジ、ユアルサーボj [35] について説明する. [35] では，カ
メラをマニピュレータの手先に搭載したシステムを想定しているが，本研究は手と眼が分
離したシステムであるため，以下に示すような方法を用いた.
B.l ステレオ視のモデル
ステレオ視における各座標系を定義し，ステレオ視のモデルについて説明する.また，各
座標系における値は，表 5 . 1 の添字により表現することにする.ここで用いたステレオ視の
モデルは，一般に標準配置のステレオ視モデルと呼ばれるもので，以下のような座標系を
定義する.図 B . 3 に示すように， 2 台のカメラ中心を基線長 2Eだけ離し，それらの光軸の
方向が基線に対して直角になるように配置し， 2 台のカメラ聞の中心にカメラ座標系:Ecの
原点をとる.このとき，カメラ中心から光軸方向に焦点距離 fだけ離れた位置で光軸と直
角に交わる平面が画像平面であり，光軸と画像平面の交点を左右それぞれ左画像座標系L:[，
右画像座標系L:rの原点とする.また，ワールド座標系:Ewtま，適当な位置に原点がとられて
いるものとする.各座標系の x， y ， z軸のとり方は，図 B.3に示す通りとする.
左右の画像座標値をカメラ座標系の値を用いて表現すると次式を得る.
xL = fCx~E Cz (B.8) 
xR = f Cx -E (B.9) = f Cz 
yL = f u Cz (B.10) 
yR = f u Cz (B.l1) 
これがステレオ視のモデルとなる.
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ただし
θ xL θ xL θ xL 
Lwf / メ //f θ Cx θθXC3K 1 θ Cz / θ xR θ xR / JJc 二 ?Cx ?cy_ ?Cz / θ yL θ yL θ yL (B.14) 
θ Cx θθYcy R θ Cz θ yR θ yR 
θ Cx ?cy θ Cz 
である.こ れにステレオ視のモデル (B.8)~(B.ll ) 式を代入する と 以下のようになる.
1 cx+E 
。
c 
l 
z cZ2 Cx -E 
。 一一
JJc=fl Cz l アν2 (B.15) 。
Cz Cd:ν 2 。
Cz cZ2 
CRω をワールド座標系からカメラ座標系への回転行列とすると，画像中の特徴点速度Ip
とワールド座標系における特徴点速度wþの聞には，次式の関係が成立する.
Fig. B.3: ステレオカメラのモデル IP ニ JJcCRw Wþ (B.16) 
JJc を イ メージヤコピアンと呼ぶ.
B.2 イメージヤコビアン
(B.12) 
B.3 フィードバック入力の生成
マニピュレータの手先速度と関節速度を関係づける行列をロボットヤコビアンと呼ぶ.マ
ニピユヤータの手先に特徴点を配置すると，ワールド座標系における特徴点速度wþ と関節
角速度jの問には，ロボ ッ トヤコビアンWJj を用いた次式の関係が成立する.
初台 =ωJj j (B.17) 
( B.13 ) 式を代入すると，画像中の特徴点速度Ip と関節角度Jの聞には，次式の関係が成立
する.
IP ニ IJcCRw WJj ] (B.18) 
画像中の特徴点位置Ip と画像中の目標位置Jpd より，マニピュレータ関節への フ ィー ド
バ ッ ク入力uは次式のように生成する.
いま，対象物体上の特徴点pを考え，その画像中の座標を (XL ， yL ), (XR , yR) とする.
これら左右の画像座標をまとめて仮想的な画像座標系 Iを定義し，画像中の特徴点の現在
位置を次式のように記述する.
画像中の特徴点速度Ip とカメラ座標系から見た特徴点速度cρの間には，その相互関係を
表すヤコビ行列1Jcを用いて，次式の関係が成立する.
u= 一入ωJr- 1 cRw -1 IJt(Ip -Ipd) 
IJfは，イメージヤコビアンの疑似逆行列
IJ:=(IJ7IJc)-1IJf 
(B.19) 
(B.20) 
Iþ=IJccρ 、1jノqο ???J''E、、 であり，入はゲインである.
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