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Abstract—Neighbor discovery is essential for the process of
self-organization of a wireless network, where almost all rout-
ing and medium access protocols need knowledge of one-hop
neighbors. In this paper we study the problem of neighbor
discovery in a static and synchronous network, where time is
divided into slots, each of duration equal to the time required
to transmit a hello message, and potentially, some sort of
feedback message. Our main contributions lie in detailing the
physical layer mechanism for how nodes in receive mode detect
the channel status, describing algorithms at higher layers that
exploit such a knowledge, and characterizing the significant
gain obtained. In particular, we describe one possible physical
layer architecture that allows receivers to detect collisions, and
then introduce a feedback mechanism that makes the collision
information available to the transmitters. This allows nodes
to stop transmitting packets as soon as they learn about the
successful reception of their discovery messages by the other
nodes in the network. Hence, the number of nodes that need
to transmit packets decreases over time. These nodes transmit
with a probability that is inversely proportional to the number of
active nodes in their neighborhood, which is estimated using the
collision information available at the nodes. We show through
analysis and simulations that our algorithm allows nodes to
discover their neighbors in a significantly smaller amount of
time compared to the case where reception status feedback is
not available to the transmitters.
I. INTRODUCTION
Wireless sensor and ad-hoc networks are increasingly being
developed and deployed in civilian and military scenarios.
Wireless networks are very attractive as they can be deployed
without spending the time, money, and energy involved in
setting up a wired network [12], [13]. In such a network,
nodes coordinate among themselves to establish routes and
communicate with each other. However, route construction
generally requires nodes to know their one-hop neighbors after
they are deployed. Knowledge of one-hop neighbors is also
essential to perform medium-access control and to construct
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minimum weight (e.g. energy) spanning trees. Hence, in a self-
organized wireless network, before the execution of any other
protocol (such as topology control, medium access and routing
protocols) can begin, nodes must execute an initialization
phase during which they discover their one-hop neighbors,
henceforth referred to as neighbor discovery. This phase must
proceed as quickly as possible to allow the network to begin
operation.
The most commonly used neighbor discovery algorithm
is probabilistic, with nodes randomly exchanging neighbor
discovery packets with their neighbors. The neighbor dis-
covery packet is often broadcasted using a CSMA (Carrier
Sense Multiple Access) protocol to reduce the probability of
multiple nodes accessing the channels at the same time [9],
[10]. If simultaneous channel accesses occur, collisions occur
and colliding packets are assumed to be lost. These Aloha-
like discovery algorithms are slow and suffer from the hidden
terminal problem, which decreases their reliability. Recently,
several slotted-time based neighbor discovery algorithms have
been proposed [1]–[3], [5], [6], [8], [15], [17]. Time is slotted
in order to enhance reliability and increase discovery speed;
at each slot, each node decides (based on a deterministic or
random decision process) to transmit or to listen to other
transmissions. Note that the probability that two or more nodes
transmit in a slot is greater than zero and thus collisions will
occur in the network. In previous protocols [1]–[3], [5], [6],
[8]–[10], [15], [17], nodes do not have knowledge of whether
their transmissions have been received by all neighbors, and
thus nodes must continue to transmit to discover neighbors
with some desired reliability.
In [16], we considered the scenario that nodes have a reli-
able collision detection mechanism. We proposed an algorithm
in which nodes stop transmitting packets as soon as they learn
about the reception of their packets by their neighbors. For a
single clique of n nodes and using a highly idealized PHY
layer, we showed that:
• Using such an algorithm, each node discovers all its n−1
neighbors in an expected time equal to ne that yields at
least lnn improvement over Aloha-like algorithms and is
within a factor e of the optimal.
• Lack of synchronization among nodes results in at most
a factor of two slowdown in the algorithm performance.
We proposed an asynchronous version of our algorithm.
• Despite starting execution at different time instants, each
node can discover all its neighbors. We also relaxed the
requirement that the number of nodes be known.
As stated above, in [16] we assumed that nodes are all in
transmission range of each other and transmission errors due
to fading are negligible. Here, we take a more detailed look
a the PHY layer where we consider the general case of
channels with fading. We consider the network setting, where
nodes are not all in transmission range of each other. The
main contribution of the current paper can be summarized as
follows.
• We propose a reliable and practical collision detection
mechanism that provides collision information to the
transmitters.
• We introduce an efficient retransmission scheme to deal
with losses due to fading, where the collision information
is used to enhance the performance of the scheme.
• We show through simulations that our algorithms allow
nodes to discover their neighbors much faster than Aloha-
like algorithms.
For the sake of simplicity, we consider that nodes are syn-
chronous on slot boundaries and start the neighbor discovery
process at the same time instants. However, the algorithms in
[16] can be used in conjunction with what is proposed here
in an analogous fashion to relax these assumptions.
In particular, we introduce a physical layer energy detection
mechanism that gives nodes the ability to estimate their recep-
tion status when they are in receive mode. Such a mechanism
has been widely used by medium access and physical layer
protocols. Examples include CSMA/CA in which the decision
that a node is permitted to either transmit or has to defer
its transmission depends on whether it senses the channel
as idle or busy. In this paper we consider more complex
cases in which nodes are not only able to distinguish between
busy and idle channels, but are also capable of discerning
between errors and collisions. We detail one possible physical
layer configuration for such. Using this energy detection
mechanism, we propose a simple feedback mechanism that
provides collision information to the transmitters. With the
feedback, we only need to carry one bit of information
to the transmitters; whether collisions occurred during their
transmissions or not. Hence, we do not need to schedule
receivers; rather, they simultaneously transmit NACK packets
during a slot that is reserved for feedback if they detect
collision in the previous transmission slot. If a transmitter
detects energy during the feedback slot corresponding to its
transmission slot, it concludes that a collision has occurred
during its transmission.
After introducing the feedback mechanism, we discuss the
slotted version of the discovery algorithm proposed in [16],
where we consider that nodes are all in transmission range
of each other, they know the number of their neighbors, and
transmissions are over additive white Gaussian noise (AWGN)
channels. We then address the case of channels with fading,
where a collision is not the only source of loss in the network
and packets can be lost due to transmission errors. We propose
an efficient retransmission scheme to enhance the reliability
of our discovery algorithm, where we use the collision in-
formation to increase the probability that no collisions occur
during the retransmission of a packet. Finally, we consider
that nodes do not know the exact number of their neighbors.
Hence, nodes need to estimate this number to adjust their
transmission probabilities. We show that collision information
is useful for this estimation procedure and can be used by
nodes to adjust their transmission probabilities. We evaluate
the performance of our algorithm in the network setting, where
we relax the last assumption that nodes are all in transmission
range of each other. We show that our algorithm allows nodes
to discover their neighbors in a significantly smaller amount
of time compared to Aloha-like discovery algorithms.
The goal of this paper is to clearly demonstrate the utility
of physical layer feedback in facilitating neighbor discovery.
Hence, we take a clean Aloha-like approach as a baseline,
rather than one of the more complicated algorithms of [1]–[3],
[5], [6], [8], [15], [17]. In addition, we note that [16] has shown
that such an approach is order optimal in the single clique case
without fading, and we believe that these results also hold for
the network setting with fading channels as assumed in this
paper. Hence, we relegate comparison of our algorithms with
more advanced algorithms to the future.
The rest of this paper is structured as follows. In the
following section we describe the network setting and assump-
tions for our study. Section III describes Aloha-like neighbor
discovery algorithms and their analysis. In Section IV, we
introduce our energy detection mechanism. We then propose
our feedback mechanism and discuss its overhead cost in the
rest of Section IV. Section V introduces our algorithms. We
evaluate the performance of our algorithms in the network
setting in Section VI. Finally, Section VII concludes this paper
and discusses possible future research.
II. MODEL AND ASSUMPTIONS
Consider a network of n nodes where nodes are not mobile.
Each node is equipped with a transceiver that enables the node
to transmit and receive a signal. Nodes are distinguishable
by unique identifiers (ID) that can be MAC addresses or
geographic positions provided by GPS. The goal is to propose
an algorithm in which nodes in the network discover their
neighbors, i.e. determine their identifiers, as quickly as pos-
sible. Neighbor discovery algorithms function by exchanging
messages between nodes, where these messages contain the
identifiers of transmitters. Hence, if a node receives a message,
it discovers the transmitter of the message. In this paper we do
not consider gossip-based approaches, hence the hello message
contains only the identifier of the transmitter. We assume that
two nodes are neighbors if they are in transmission range of
each other, i.e. the signal transmitted by one of the nodes can
be heard by the other node. Stated more precisely, we assume
that when a node transmits, the average (over time) received
energy at its neighbors is greater than a threshold.
We assume that time is divided into slots and nodes are
perfectly synchronized. This synchronization can be obtained
through a base station that broadcasts clock messages to
the nodes or by using GPS clock synchronization [4], [7].
During any given time slot, a node can either be in transmit
or receive mode but not both; i.e. nodes are half-duplex. A
collision occurs in such a setting if two or more neighbors
transmit at the same time, and the collided packets are
assumed to be lost. However, a collision is not the only
source of packet loss in the network where, due to fading
and interference from non-neighboring nodes, the received
signal-to-interference plus noise ratio (SINR) between any
two nodes is time-varying; thus, there will be transmitted
packets that cannot be successfully decoded by all neighbors
even if no collision occurs in the network. We denote by Pe
the expected packet loss rate due to fading. As we discuss
in Section IV, a receiver can distinguish between successful
reception, collision, transmission error, and the case that a
channel is idle. However, this information is not automatically
available at transmitters; hence, a transmitter can never be sure
about the reception of its discovery message without feedback
from receivers. In this paper, we first briefly study random
discovery algorithms without feedback. We then consider in
detail the case that collision information is made available to
transmitting nodes.
III. RANDOM PROTOCOL WITHOUT FEEDBACK
Each slot is assumed to have duration equal to the time
required to transmit a packet, where L (in bits) is the size
of a discovery packet. Consider a random node i. At every
slot, i selects one of these modes; with probability pi the
node transmits and with probability (1 − pi) it chooses to
receive (listen). When a node is in receive mode and if it
successfully receives a transmission from a neighbor, the node
records the identity of the neighbor. We refer to this algorithm
as Algorithm 0. Let ni be the number of neighbors of node i;
p∗i =
1
ni
is the value of pi that maximizes the probability of
discovering a neighbor within a given time (see [15] and [6]
for more details).
IV. RECEPTION STATUS FEEDBACK
An important assumption underlying the current work is the
ability of receiving nodes to distinguish between successful
reception, collision, transmission error, and a free channel. The
idea is that the amount of energy received during a given time
slot at a receiver can be used to determine the activity during
that time period. Our energy detection mechanism performs as
follows. First, a receiving node checks whether the received
signal power during a given listening period, averaged over the
period, is above a given threshold τ1. If the answer is “yes”, the
receiving node attempts to decode the packet; if the decoding
is successful, the node recovers the ID of its neighbor and
considers the status a success, else, it decides the status was
collision. If the average received power at a node is less than
τ1, the node needs to decide if something is on the channel
to distinguish between the error and free states. The output of
Fig. 1. Receivers need to decide between three hypothesis; free, error,
and success/collision. We propose an energy detection mechanism at the
PHY layer of nodes that compares the average received energy, γ, with two
thresholds τ0 and τ1, where τ0 < τ1. A receiver considers its reception status
as free if γ < τ0 and as error if τ0 ≤ γ < τ1, o.w., it attempts to decode
the packet; if decoding is successful its reception status is success, else, it
concludes that a collision occured.
the energy detector is then compared to a second threshold τ0,
which is set above the power of the noise floor but below τ1.
If the received signal power is above τ0, the node estimates its
status as error, else it decides that its reception status is free
(see Figure 1). In this section, we first describe one possible
physical layer architecture for the generation of such. We then
propose a feedback mechanism that provide this information
to transmitters.
A. Energy Detection Mechanism
A potential scheme is provided based on the assumption that
discovery messages are transmitted using (potentially coded)
binary phase-shift keying (BPSK); however, it will be clear
that similar results are easily obtained in an analogous fashion
for other modulation schemes.
Consider packets of L bits transmitted by a set of K active
nodes, that are in transmission range of the receiver of interest,
during a given time slot. The transmitted signal from the kth
active node during a given time interval is given by:
sk(t) =
L−1∑
l=0
√
Es(−1)b
(k)
l p(t− lTs) k = 0, 1, . . . ,K − 1
where Es is the transmitted energy per symbol, b(k)l is the
lth data bit of the “hello” message for the kth user, p(·)
is the unit-energy pulse shape, and Ts is the symbol time.
We will assume that the gain (inverse of the attenuation
caused by path-loss and shadowing) β on each of the paths
is identical, and define the average received energy from a
given transmitter as Er = βEs. Assuming independent slow
frequency-nonselective Rayleigh fading between each of the
active transmitters and the receiver of interest, the multipath
fading on a given packet from transmitter k is a (scalar)
complex zero-mean Gaussian random variable hk [14]. Then,
working any phase offset (and time synchronization in the
narrow-band case) between transmit and receive oscillators
into the complex variable hk, the (complex) received signal
during a given time slot is:
y(t) =
K−1∑
k=0
√
βhksk(t) + v(t) + i(t) (1)
where v(t) is an additive white Gaussian noise process with
(two-sided) power spectral density N02 and i(t) is a Gaussian
process with power density I that represents interference
from non-neighboring nodes. After pulse-matched filtering
and symbol-spaced sampling, the elements of the (complex)
received vector for a given packet are given by:
yl =
K−1∑
k=0
√
Erhk(−1)b
(k)
l + vl + il, , l = 0, 1, . . . , L− 1
where vl and il are zero-mean complex Gaussian random
variables with variance N02 and I , respectively.
Modern error control codes demonstrate a threshold effect;
that is, if there is no collision (K = 1) and the received signal-
to-noise-interference ratio (SINR) Er|h0|2
N0+2I
is above a given
threshold γd
N0
, the packet decodes with high probability. Hence,
Pe = 1− P (|h0|2 ≥ (N0 + 2I)γd
N0Er
) = 1− e−
(N0+2I)γd
N0Er . (2)
Likewise, if the received SNR is below that threshold, it is
quite unlikely that the packet will be decoded. In the latter
case, the receiver wishes to determine the status of the channel.
In the absence of a model for the number of colliding users
and of their sequences, one could use an energy detector. The
output of the energy detector, normalized by L, is:
γ =
1
L
L−1∑
l=0
|yl|2
=
1
L
L−1∑
l=0
|
K−1∑
k=0
hk
√
Er(−1)b
(k)
l + vl + il|2.
In particular, as detailed below, our feedback mechanism
requires the receiver to decide between the following three
hypotheses, listed in increasing order of (expected) received
energy (see Figure 1):
H0 : free
H1 : error
H2 : success / collision
The statistics of γ under the three hypotheses can be easily
evaluated and a minimum error classifier for the 3-class
problem derived. We concentrate on a threshold detector which
is close to optimal in the case of low SNR. Since “success”
can be determined by the packet decoding successfully, the
thresholding on γ need only try to detect a collision, and,
hence, with a slight abuse of notation, γ under the three
hypotheses can be written as:
H0 : γ =
1
L
L−1∑
l=0
|vl + il|2
H1 : γ =
1
L
L−1∑
l=0
|h˜0
√
Er(−1) ∗ b(0)l + vl + il|2
H2 : γ =
1
L
L−1∑
l=0
|
K−1∑
k=0
hk
√
Er(−1)b
(k)
l + vl + il|2
where h˜0 has probability density function of the random
variable h0 conditioned on the event {|h0|2 < (N0+2I)γdN0Er }.
The logical hypothesis test is then given by:
γ < τ0 : Decide H0
τ0 ≤ γ < τ1 : Decide H1
τ1 ≤ γ : Decide H2
where τ0 and τ1 are two thresholds to be selected.
The thresholds τ0 and τ1 can be set to minimize the total
error probability. When L is large, the decision statistic γ can
be approximated as a real Gaussian variable with means µi
and variance µ2i under the i-th hypothesis, where
µ0 =
N0
2
+ I,
µ1 = µ0 + ϑEr,
µ2 = µ0 +KEr,
and ϑ = (1 − e−
(N0+2I)γd
N0Er )( (N0+2I)γd
N0Er
+ 1) < 1. Hence, the
threshold τ0 could be set to µo+ϑEr2 and τ1 to µ0+
(1+ϑ)Er
2 . In
practice, nodes can use an estimate of I to set their thresholds.
Let Pi→j be the probability of selecting hypothesis j when
hypothesis i is correct. First, consider P0→j , j = 0, 1, 2. Under
H0, γ has a central chi-square distribution with 2L degrees
of freedom, and thus it is straightforward to show (see, for
example, [11, pg. 43]):
P0→2 = P (γ ≥ τ1|H0)
= e−
Lτ1
N0+2I
L−1∑
k=0
1
k!
(
Lτ1
N0 + 2I
)k
,
P0→1 = P (τ0 ≤ γ < τ1|H0)
= e−
Lτ0
N0+2I
L−1∑
k=0
1
k!
(
Lτ0
N0 + 2I
)k
− e−
Lτ1
N0+2I
L−1∑
k=0
1
k!
(
Lτ1
N0 + 2I
)k
,
P0→0 = 1− P0→2 − P0→1.
Next, consider P1→j , j = 0, 1, 2. Under H1, the distribution of
γ is independent of the value of the data bits; hence, {b(0)l , l =
0, 1, . . . , L − 1} can be assumed to be 0. It is then easy to
observe that, conditioned on h˜0, γ is non-central chi-square
with 2L degrees of freedom and (see, for example, [11, pg.
45]):
P1→2 = P (γ ≥ τ1|H1)
= Eh˜0 [P (γ ≥ τ1|h˜0,H1)]
= Eh˜0

QL


√
2|h˜0|2LEr
N0 + 2I
,
√
2Lτ1
N0 + 2I



 ,
P1→1 = P (τ0 ≤ γ < τ1|H1)
= Eh˜0 [P (τ0 ≤ γ < τ1|h˜0,H1)]
= Eh˜0

QL


√
2|h˜0|2LEr
N0 + 2I
,
√
2Lτ0
N0 + 2I




− Eh˜0

QL


√
2|h˜0|2LEr
N0 + 2I
,
√
2Lτ1
N0 + 2I



 ,
P1→0 = 1− P1→2 − P1→1,
where QL(·, ·) is Marcum’s generalized Q function. Finally,
consider P2→j , j = 0, 1, 2. Under H2, the most likely chance
of not detecting that collision occurs when there are only
two users; hence, assume γ =
∑L−1
l=0 |h0
√
Er(−1)b
(0)
l +
h1
√
Er(−1)b
(1)
l +vl+il|2. Here, we require only the probabil-
ity of not detecting a collision (without regard to what type of
error), which we denote P2→{0,1}, which allows the following
bounding. The randomness of the data bits (over l) provide a
form of diversity, and hence performance is lower bounded if
the bits are assumed constant; that is, if the data bits in the
sets {b(0)l , l = 0, 1, . . . , L− 1} and {b(1)l , l = 0, 1, . . . , L− 1}
are assumed to be equal to zero. Then, employing this bound
and the distribution of non-central chi-square random variables
again, we have
P2→{0,1} = P (γ ≤ τ1|H2)
≤ P (
L−1∑
l=0
|√Er[h0(−1)b
(0)
l + h1(−1)b
(1)
l ] +
vl + il|2 < Lτ1)
≤ P (
L−1∑
l=0
|h0
√
Er + h1
√
Er + vl + il|2 < Lτ1)
= Eh0,h1 [P (
L−1∑
l=0
|h0
√
Er + h1
√
Er +
vl + il|2 < Lτ1)|h0, h1]
= Eh0,h1
[
1−QL
(√
2|h0 + h1|2LEr
N0 + 2I
,
√
2Lτ1
N0 + 2I
)]
and
P2→2 ≥ Eh0,h1

QL


√
2|h0 + h1|2LEr
N0 + 2I
,
√
2Lτ1
N0 + 2I



 .
B. Feedback Mechanism
Now we show how receivers provide collision information
to transmitters. We assume that time is divided into slots, each
of duration equal to the time required to transmit a packet of
size (1+α)L bits, where 0 < α ≤ 1. We divide each such slot
into two sub-slots as depicted in Figure 2. The first sub-slot is
assigned to nodes to broadcast their discovery packets of size
L bits. The second sub-slot is used to send NACK packets of
size αL bits. Receiving nodes transmit NACKs in the second
sub-slot if they detect a collision during the first sub-slot.
Note that these NACKs may collide when two or more nodes
transmit in the second sub-slot. Nodes that transmitted during
.     .     . 
0 1 t-1 t
!LL !LL
time
Fig. 2. Each transmission slot is divided into two sub-slots; the first sub-slot
with a duration equal to the time that one requires to send a discovery packet
of size L bits and the second sub-slot with duration equal to αL bits, which is
the length of a NACK packet. Transmitting nodes transmit in the first sub-slot,
and the second sub-slot is assigned to receiving nodes to transmit NACKs.
the first sub-slot, and receivers that did not detect a collision,
listen to the channel during the second sub-slot and simply
perform energy detection; if they detect their reception status
as either success, collision, or error, they conclude that NACK
packets were transmitted in the second sub-slot and that a
collision occurred in the first time slot.
In theory, we only need one bit of feedback; hence, the
corresponding overhead is negligible, i.e. α ≪ 1. However,
in practice we need to consider constraints such as switching
delay, synchronization complexity, and other physical layer
constraints to make a transmission feasible. In particular, in a
slotted communication protocol it is typical for the slots to be
of equal length as this simplifies synchronization. In the ap-
proach described here where only one bit of information must
be returned to complete the communication, then there would
be an inefficiency arising from the rest of the acknowledgment
slot being unused. We could increase efficiency by making the
slot size smaller and using multiple short slots for the transmit
period and a single short slot for the acknowledge message;
however, a dramatic reduction in slot size to the “few bits”
level could possibly result in synchronization issues and make
it difficult to detect an acknowledgment from a distant node
in such a short slot. For the sake of simplicity we consider
α = 0.5, which is a reasonable value for α when L is on the
order of a few hundred bits.
C. Parametric example
Let γd = 6 dB and Er/N0 = 16 dB; for I = 0 this
results to Pe = 0.1 which is a reasonable value for packet
loss rate in wireless networks [14]. Also, let L = 200 bits and
α = 0.5. At the first sub-slot of each slot, we have {P0→2 =
0, P0→1 = 0, P0→0 = 1}, {P1→2 ≈ 0, P1→1 ≈ 1, P1→0 ≈
0}, and {P2→0,1 ≈ 0, P2→2 ≈ 1}. At the second sub-slot
we have {P0→2 ≈ 0, P0→1 ≈ 0, P0→0 ≈ 1}, {P1→2 ≈
0, P1→1 = 1 − P1→0, P1→0 = 8 × 10−7}, and {P2→0,1 ≈
0, P2→2 ≈ 1}, where transmitted NACK packets have a size
of α × L = 100 bits. We can see from this example that our
energy detection mechanism performs almost perfectly when
I = 0 (e.g., inside a single clique where nodes are all in
transmission range of each other as we assume in Section V).
However, this mechanism is less reliable when the interference
from non-neighboring nodes is not negligible (we will detail
this in Section VI).
V. RANDOM DISCOVERY ALGORITHMS WITH RECEPTION
STATUS INFORMATION AT TRANSMITTERS
In this section we show how nodes in the network can use
collision information to efficiently discover their neighbors.
We explain the idea behind our algorithms for a single clique
of n nodes, where neighbor discovery consists of determining
the IDs of all nodes in the network. We start with the simplest
case where the exact number of nodes in the network, n,
is known by all nodes, and additive white Gaussian noise
(AWGN) is assumed. We then extend our algorithm to chan-
nels with multipath fading. Finally, we consider the case where
n is not known a priori and hence nodes must estimate n to
determine their transmission probability.
A. AWGN Channels
We first consider the case of an AWGN channel where
the average and instantaneous received SINRs between any
two nodes are the same. Thus any loss between neighbors is
caused by collisions. In this case, the probability that a receiver
fails to detect a collision is essentially zero (see Section IV).
Hence, if a node transmits a discovery message and receives no
NACKs from receivers, it concludes that its transmission was
successful. During the execution of neighbor discovery, nodes
divide into active nodes and passive nodes. Here an active
node is one that does not believe that it has been discovered
and continues to actively participate in neighbor discovery.
A passive node, on the other hand, is one that was once
active but believes that it has been discovered by its neighbors
and stops participating actively in neighbor discovery. Our
algorithm functions as follows: once a node learns that its
packet has been received by its neighbors, it stops transmitting
discovery messages but continues to listen to the channel for
transmissions from its neighbors. Therefore, the number of
nodes attempting to transmit their hello messages, i.e. the
number of active nodes, decreases over time. As stated before,
we showed in [16] that this algorithm is in the order of optimal
in the single clique case without fading.
Let Nh be the set of nodes that successfully transmit their
messages in the first h time slots; and NCh be the comple-
mentary set of Nh. Nh =| Nh | is the number of successful
transmissions, success events, that occur by time h. Obviously,
Nh is non-decreasing in h, N0 = 0, and 0 ≤ Nh ≤ h, as only
a single successful transmission can occur in each time slot.
Ni,h denotes the set of nodes discovered by node i in the first
h time slots where Ni,h =| Ni,h |. At time h+1, i executes the
following algorithm; if i ∈ NCh it transmits with probability
pi,h and listens with probability 1− pi,h, otherwise, it listens
to the channel. p∗i,h = 1n−Ni,h is the optimal value of pi,h that
maximizes the probability of discovering a neighbor within a
given time (see [16]). Note that, assuming that all nodes start
with knowledge of n, the feedback protocol of the previous
section guarantees that Nh is known by all nodes at time h+1,
i.e., Ni,h = Nh for any h and i.
We compare Algorithm 1 with Algorithm 0 through simu-
lations where Pe = 0. Using Algorithm 1, each time slot is
of length (1 +α)L bits, while without feedback a slot is only
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Fig. 3. The probability that a random node i does not discover its neighbor
j within t slots (the non-discovery probability) is depicted using Algorithm 1
and the results are compared with the case that we apply Algorithm 0. The
results are shown for networks of 10 nodes where Pe = 0. α represents the
feedback overhead where each slot of the proposed algorithm in this section
needs 1 + α time units. We set α = 0.5.
of size L bits. We account for this difference in our evalu-
ation. Figure 3 depicts the probability of non-discovery; the
probability that a random node i does not discover neighbor j
within time t time slots, for both of the protocols. We plot the
results versus time in units of L bits slots with the overhead
of αL accounted for in the proposed algorithm (i.e. k slots of
the proposed algorithm requires (1 + α)k time units).
The results clearly indicate that the probability of not
discovering a neighbor decays much faster for the case that
transmitters have side information about the reception of their
messages. We see that the expected time to reach to a decay
probability equal to 10−5 is up to 3 times less for the case
that we use Algorithm 1, thus confirming our analytical results
in [16]. We did simulations under Matlab where we applied
Algorithm 0 and Algorithm 1. We consider a perfect energy
detection mechanism at the physical layer and, per above, we
suppose that transmission over links is errorless. To calculate
the non-discovery probability at t, we count, at each node,
the number of neighbors that have not been discovered after t
slots, sum the obtained numbers at all nodes, and divided the
sum by 10×9 = 90 where 10 is the number of nodes and 9 is
the number of neighbors per each node. Every point obtained
through simulation in Figure 3 corresponds to an average over
108 simulations. The confidence intervals are very small so we
do not report them here.
B. Channels with fading
We consider the more general case of channels with fading.
In this case, if a transmitter broadcasts a discovery packet
and does not detect energy in the second sub-slot, it cannot
conclude that its packet has been received by all neighbors,
since with probability Pe, the expected packet loss probability
between two neighbors, a neighbor may fail to decode the
packet. In this section, we propose an extension of Algorithm 1
to address this problem.
In Algorithm 2, nodes switch to the passive mode only
after they have transmitted their packets at least b times,
without detecting a collision during these transmissions. We
propose an efficient retransmission scheme, where we use
the collision information at transmitters and the ability of
receivers to estimate their reception status to increase the
probability that no collisions occur during the retransmission
of a packet. Algorithm 2 operates as follows: if i successfully
transmits a packet at time h (i.e. no collision occurs during
the transmission of the packet), it retransmits the packet again
at time h + c with a probability pr if bi < b, where bi is the
number of times that node i has transmitted the packet without
collision, b and c are positive integers, and 0 ≤ pr ≤ 1 (in
this section, we set pr = 1). Nodes that are in receiving mode
at time h and detect their reception status as either success or
error will assign to receiving mode at time h+ c. Hence, the
probability that a collision occurs during the retransmission of
the packet is smaller than the case that all active nodes can
transmit at time h + c. Once i transmits its packet b times
without a collision, i.e. bi = b, it switches to passive mode.
Also, similar to Algorithm 1, if i is in receiving mode at time h
and it receives a packet, it saves the identifier of the transmitter
and if it is a new neighbor then Ni,h+1 = Ni,h + 1. We
assume enough temporal diversity that the multipath fading
can be assumed to be independent from slot to slot, and thus
set c = 1.
We applied Algorithm 2 in Matlab where we use the physi-
cal model proposed in Section IV with I = 0. The simulation
results show that pi,h = 1n−Ni,h is the value of pi,h that
maximizes the probability of discovering a neighbor within a
given time. Hence, using Algorithm 2 we set pi,h = 1n−Ni,h .
Figure 4 depicts the non-discovery probability for the scenario
described in the previous section with n = 10, α = 0.5, and
Pe = 0.1. Every point on a simulation curve corresponds
to the average over 107 simulations, and shows the 95%
confidence intervals. For each point on a curve we find the
b∗ that minimizes the non-discovery probability. The results
indicate the performance of Algorithm 2 as it reaches a desired
non-discovery probability much faster than Algorithm 0.
The parameter b∗ can be estimated by
⌊
ln(Pnd)
ln(Pe)
⌋
+1, where
Pnd is the desired non-discovery probability and ⌊A⌋ is the
nearest integer less than or equal to A. A rough explanation for
this estimation is the following: if a node transmit a packet b∗
times without a collision, then the probability that at least one
of its neighbors fails to discover the node is equal or greater
than (Pe)b
∗
; hence, b∗ need to be greater than
⌊
ln(Pnd)
ln(Pe)
⌋
to guarantee a non-discovery probability less than Pnd. The
simulation results show that this is a good estimation hence
we use it in our simulation experiments.
C. Estimating the number of neighbors
Until now, we have assumed that each node knows how
many neighbors it has (in the case that all nodes are in
transmission range of each other; this assumption is equivalent
to saying that n is known to all the nodes). However, in many
scenarios this number is not known a priori; hence, nodes need
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Fig. 4. The non-discovery probability of Algorithm 2 is compared with
Algorithm 0 where n = 10 and Pe = 0.1.
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Fig. 5. The non-discovery probability of Algorithm 3 is compared with
Algorithm 0, where n = 10, Pe = 0.1, and nˆ = 50 and 100. nˆ is the initial
estimate of the number of nodes in the network used by nodes.
to estimate this value to adjust their transmission probability.
Previous studies show that overestimation or underestimation
of this value degrades the performance of random discovery
algorithms [6], [8], [15].
In this section, we extend Algorithm 2 to use collision
information provided by our feedback mechanism to adjust
the estimation of the number of neighbors of a node1. Let
nˆi,h be the node i estimate of the number of its neighbors at
time h. We assume that there is a known upper bound for the
number of neighbors of nodes in the network, nˆ, and this is
used by the nodes at h = 0; i.e. nˆi,0 = nˆ for any i. Suppose
h ≥ 1 is a slot that is not assigned for retransmission and
assume i is an active node at this slot. Using Algorithm 2, the
probability that i transmits in h is pi,h = 1(nˆi,h−Ni,h) where
(nˆi,h −Ni,h) is i’s estimate of the number of active nodes in
its neighborhood. Recall that Ni,h is the number of passive
neighbors of i at time h. We described in Algorithm 2 how i
1We showed in [16] that not knowing n results in no more than a factor of
two slowdown in the performance of discovery algorithms. We also proposed
discovery algorithms that achieve this performance. However, algorithms in
[16] rely on the assumptions that transmissions are over AWGN channels
and nodes are all in transmission range of each other; hence, they cannot be
directly applied here and need to be modified.
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Fig. 6. tmin is the minimum time to reach a non-discovery probability less
than 10−5. The results are shown for n = 10 and Pe = 0.1.
estimates Ni,h. In Algorithm 3, we add a supplementary step
to Algorithm 2 to use the collision information available at i to
adjust its estimate of nˆi,h. Algorithm 3 functions as follows;
at time h, if this time slot is not assigned for retransmission,
then:
• nˆi,h+1 = nˆi,h + 1 if i detects a collision at time h.
• nˆi,h+1 = nˆi,h − 1 if i detects a free channel at time h.
The rest of Algorithm 2 remains unchanged.
Using Algorithm 3, i increases its estimate of the number of
its neighbors by one if it detects a collision, as underestimation
of the number of neighbor nodes increases the collision
probability. It decreases nˆi,h by one if it detects a free channel,
where overestimation of nˆi,h increases the probability that
nobody transmits in a time slot. This algorithm is analogous to
TCP in that TCP adjusts the transmission rate of transmitters
(end users) to the level of congestion observed in the network,
where here the probability that an active node transmits in a
given time slot is adjusted to the level of collision seen by
the node in previous slots. Algorithm 3 uses a simple additive
increase additive decrease mechanism. This may not be the
best algorithm, but simulation results show that it performs
well compared to discovery algorithms without feedback. Note
that applying Algorithm 0, nodes always transmit with the
same probability, i.e. pi = 1nˆ for any i.
Figure 5 depicts the decay error probability of Algorithm 3,
obtained through simulations, with the 95% confidence inter-
vals. We also compare it to Algorithm 0. The results are shown
for n = 10, α = 0.5, Pe = 10−5, and for nˆ = 50, 100. From
Figures 5 and 4, we can observe that not knowing n results
in at most a factor of two slowdown compared to the case
that n is known a priori in which we apply Algorithm 2. The
results also indicate that using Algorithm 3, nodes discover
their neighbors much faster than Algorithm 0. In Figure 6,
we depict tmin, the minimum time required to guarantee
a non-discovery error probability less than 10−5, versus nˆ
n
.
We see that increasing nˆ
n
, tmin increases much faster using
Algorithm 0.
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Fig. 7. A collision that occurs due to simultaneous transmissions of nodes 4
and 5 cannot be detected as none of the receiving nodes is in the transmission
range of both the transmitters.
VI. EVALUATION OF ALGORITHM 3 IN THE NETWORK
SETTING
In this section we consider scenarios in which nodes are not
all in transmission range of each other. Figure 7 is an example
of such a setting, where the lines show one-hop connectivity.
If the separation between nodes 4 and 5 is large enough, then a
transmission from node 4 (5) will degrade the received SNR at
the local clusters N5 = {6, 7, 8} (N4 = {1, 2, 3}) only slightly
so that successfully decoding is possible and no collision is
detected.
Recall that pr is the probability that a transmitter retransmits
its packet in its assigned retransmission slot as defined in
Section 5.2. Now suppose the case that nodes 4 and 5 transmit
at the same time and consider that all the other nodes in the
network are in the receiving mode. Collisions occur due to
simultaneous transmission of 4 and 5, but none of the nodes
in the network can detect the collision. Hence 4 and 5 consider
their transmissions as success, i.e. they conclude that there was
no collision during their transmissions. The other nodes in the
network either receive the packet transmitted by their neighbor
or detect their reception status as error (the probability that
some of the nodes detect their reception status as free is so
small that we ignore it to make the example easier to follow.).
Using Algorithm 3 with pr = 1, nodes 4 and 5 both retransmit
their packets at the next slot. Obviously, they will not detect
a collision during their retransmissions so they continue the
retransmission procedure until they decide to switch to the
passive mode, i.e. nodes 4 and 5 will keep retransmitting in
successive slots and will never discover each other. Simula-
tions over different topologies confirm our observations from
this example: using Algorithm 3 with pr = 1, there is a small,
but non-negligible, probability that a node will not discover
all of its neighbors.
Here, we propose a backoff mechanism to solve this prob-
lem. Setting pr < 1 achieves this. A very small value of pr will
degrade the algorithm since it increases the time to discovery.
Hence, there is a p∗r that minimizes the decay probability for a
given t (see Sec. 5.2 for definition of t). However, finding p∗r
analytically is very difficult;hence, we relegate this to future
work, and here show the performance of our algorithm for
pr = 0.5.
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Fig. 8. The non-discovery probability using Algorithm 3 compared with
the case that Algorithm 0 is used. The results are proposed for the network
setting scenarios described in this section.
We consider scenarios where the position of nodes are
distributed according to a Poisson point process of constant
spatial intensity λ ∈ R2, in a square of size 1× 1. Nodes are
neighbors if the distance between the nodes is less than r, the
transmission range. Hence, if i is a neighbor of j, j is also
a neighbor of i. However, if i discovers j, it does not mean
that j has discovered i, as j needs to receive discovery packets
from i to discover it. To calculate the decay probability at t, we
count the number of neighbors at each node that have not been
discovered in the first t slots; sum these values at all the nodes;
and then divide the sum by the sum of the number of neighbors
of each node in the entire network. We use the model proposed
in Section IV-A for the physical layer transmissions, where
we estimate I with I = KN0/2, where K is the number of
non-neighboring nodes of the receiver of interest that transmit
in the slot and N0/2 is the energy received from a non-
neighboring interfering node. As we stated in Section IV-
C, our collision detection mechanism is less reliable in the
scenario we consider in this section compared to the single
clique of Section V. Hence, we expect some degradation in
the performance of our algorithm. However, as we will see,
this degradation is negligible compared to the gain of using
our algorithm.
In Figure 8, we depict the average of non-discovery prob-
abilities that we obtained for 200 random scenarios, with the
95% confidence intervals, where for each scenario we run the
simulation 106 times. We consider scenarios with λ = 20, 30
and r = 0.3. The results are shown for α = 0.5, Er
N0
= 16dB,
and γd = 6dB. For each point on a curve we find the b∗
that minimizes the decay probability. We set nˆ0 = 100. The
results clearly indicate the utility of feedback in the process
of neighbor discovery. We observe again that the probability
of non-discovery decays much faster when transmitters have
access to collision information.
VII. DISCUSSION AND CONCLUSIONS
In this paper we have shown that reception status feedback
can be obtained and is of great utility in reducing the time for
discovering neighbors. The simulation and analytical results
indicated that the expected time to discover all the neighbors
using the discovery algorithm with feedback is smaller than
that of algorithms that do not have access to collision infor-
mation.
According to the retransmission scheme in Section V, a
transmitter is discovered by its neighbors after sending mul-
tiple discovery packets. While real neighbors are identified
more reliably with such a scheme, nodes far away from the
transmitter in a network setting could be wrongly identified
as legitimate neighbors because they would receive one of the
discovery packets with a non-negligible probability. Note that
the average number of discovery packets received from a node
by the neighbors of the node is roughly b(1−Pe), where b is
the retransmission threshold and Pe is the average transmission
error probability. Hence, one can propose a threshold-based
decision mechanism such that a node decides that another node
in the network is its neighbor if the number of packets it has
received from that node is greater than a threshold. We relegate
the analysis of such a mechanism to the future.
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