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E-mail addresses: dsn@hig.se (D. Sundgren), madIn real-life decision analysis, the probabilities and utilities of consequences are in general
vague and imprecise. One way to model imprecise probabilities is to represent a probabil-
ity with the interval between the lowest possible and the highest possible probability,
respectively. However, there are disadvantages with this approach; one being that when
an event has several possible outcomes, the distributions of belief in the different probabil-
ities are heavily concentrated toward their centres of mass, meaning that much of the
information of the original intervals are lost. Representing an imprecise probability with
the distribution’s centre of mass therefore in practice gives much the same result as using
an interval, but a single number instead of an interval is computationally easier and avoids
problems such as overlapping intervals. We demonstrate why second-order calculations
add information when handling imprecise representations, as is the case of decision trees
or probabilistic networks. We suggest a measure of belief density for such intervals. We
also discuss properties applicable to general distributions. The results herein apply also
to approaches which do not explicitly deal with second-order distributions, instead using
only ﬁrst-order concepts such as upper and lower bounds.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Imprecise probabilities are often modelled by intervals. There is a number of different approaches to deciding the interval
boundaries; in [1] capacities were introduced, and then further developed in [11,12]. Capacities of order 2 can be used for
interval probabilities, see [5]. Interval-valued probability functions have been based on classes of probability measures as
in [9]. The Dempster–Shafer theory, [4,13], provides a framework for modelling upper and lower probabilities. In [15,16]
interval based probabilities are thoroughly investigated, and in [14], possible interval based decision rules are compared.
A geometric approach to interval-valued probabilities is taken in [10].
In decision analysis, it is common to seek to maximize the expected utility, a sum of products of probabilities and utilities.
The probabilities of the possible outcomes of an event are expressed using intervals pi 2 ½ai; bi. One can formulate the prob-
lem as a multi-linear problem with interval constraints pi P ai; pi 6 bi and similarly for the utilities. One approach for max-
imizing the expected utility is to compute the minimal and maximal expected utilities respectively, for each decision
alternative, by using the upper and lower bounds for the probability intervals. If one decision alternative has a higher min-
imal expected utility than the maximal expected utility of another alternative, the latter is said to be dominated by the for-
mer. If one decision alternative dominates all the others, it is the one to choose. Typically, however, the respective
alternatives’ intervals of expected utility overlap. The problems of interval based approaches to decision analysis are
discussed in [3].. All rights reserved.
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nates the others. Contraction means that the intervals are narrowed towards central parts of the intervals, in the extreme
case even to a single point between ai and bi. The method can be modiﬁed by giving three numbers per probability, lower
and upper bound and a value somewhere in between that is held to be the most likely, contraction is in that case made to-
wards this latter value. There is, however, a certain degree of ambiguity in the contraction procedure in its standard form;
the ﬁnal probability interval used in the calculation of the expected utility is the one required to obtain an optimal alterna-
tive, derived from but not exactly the one initially supplied by the decision-maker.
Restricting the process to just one value per probability is one way of solving the issue mentioned above. This approach
might at ﬁrst sight seem to disregard the reason for introducing intervals in the ﬁrst place, namely the vagueness of the prob-
ability estimates. However, conceptually, imprecision may be reconciled with single-value probabilities if they are consid-
ered to be the centre of mass of a second-order distribution. Employing the centre of mass, or centroid, in this way is
suggested in [7,8]. We argue that, in decision situations with many possible outcomes, most of the information in a sec-
ond-order distribution is unnecessary and that it is enough to calculate the expected utility via the centroids, avoiding
the in general cumbersome task of eliciting a second-order distribution through, e.g., sampling, as in [6], and computing
the corresponding distribution on the expected utility.
When the variables xi; i ¼ 1; . . . ;n are constrained by intervals ½ai; bi, an n-dimensional polytope is formed. In decision
analysis, where the maximal expected utility is sought, the xi are either the probabilities pi or utilities ui of the possible
outcomes of an event. In the case of probabilities the n 1-dimensional polytope formed by xi 2 ½ai; bi; i ¼
1; . . . ;n 1; xn ¼ 1
Pn1
i¼1 xi
 
is cut by the plane
Pn
i¼1xi ¼ 1. Note that only n 1 probability variables are restricted by
intervals, since the nth variable xn ¼ 1
Pn1
i¼1 xi is determined by the ﬁrst n 1 ones.
A point in the polytope represents a probability distribution over the possible outcomes. Thus, the polytope is a subspace
of the space of all possible probability distributions.
In some cases there are strong second-order effects when all interval based probabilities pi 2 ½ai; bi of the n possible out-
comes of an event are considered under the fundamental restriction (normalization)
Pn
i¼1pi ¼ 1. When n is large and some of
the intervals are wide, the resulting second-order distribution is warped towards the lower bound and most of the informa-
tion of the intervals is lost. We suggest that the centroid is particularly suitable for representing a probability in such cases.
When the intervals become more narrow as n grows, the second-order effects are more subtle and the centres of mass are
closer to the midpoints of the intervals. In either case, the centroid is a reasonable choice for a single-value representative of
a probability interval.
One of the consequences of these results is that there are always second-order effects present when expressing imprecise
probabilities. Even a seemingly ﬁrst-order approach such as interval bounds gives rise to second-order effects. For a decision-
maker, the results in this paper may also serve as a reality check. Say that a decision-maker estimates probabilities with
intervals, he or she can then examine the corresponding second-order distributions and their centroids and reﬂect on
whether these really reﬂect his or hers beliefs.
2. Some properties of belief distributions
The basic idea of belief distributions is that a decision-maker does not necessarily have to believe as strongly in all pos-
sible functions that the points of the polytope represent. Distributions expressing various beliefs enable a differentiation of
functions.
Deﬁnition 1. Let a unit cube ½0;1n be given. By a belief distribution over B, we mean a positive distribution g deﬁned on the
unit cube B such thatZ
B
gðxÞdVBðxÞ ¼ 1;where VB is some k-dimensional Lebesque measure on B.
Example 2. Letf ðx1; x2Þ ¼ 3 x
2
1 þ x22
 
if x2 > x1
0 otherwise
(be a function deﬁned on the unit cube ½0;12. f is a belief distribution over ½0;12 since the volume under the function surface
x3 ¼ f ðx1; x2Þ is one.
In this paper, we assume a belief distribution corresponding to equal belief in all points of the polytope. This ‘uniform
belief’ assumption will be used for presentational purposes and does not in any way mean that it is the only valid interpre-
tation of boundary approaches. This issue has been thoroughly debated over the years. Other approaches, such as preferences
for and valuation of a gamble, lead to a decision-maker’s support of the gamble, in which case the second-order distribution
could be interpreted as support, either varying or uniform. Thus, while the concept ‘belief’ is used throughout the paper, it
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uniform distributions; they are merely less complicated from a presentational point of view. In some cases, the warp effect is
even stronger for other distributions than for uniform belief.
Belief distributions can also be used to represent subsets of a unit cube by considering the support of the distributions.
However, when representing a subset of lower dimension than the unit cube itself, distributions that are upper bounded can-
not be used, since a mass under such a distribution will be 0 while integrating with respect to some Lebesque measure de-
ﬁned on the unit cube. This particular problem is solved in detail in [7].
An important task is to investigate the relationship between different distributions. In particular, we need to study the
relationship between the, typically high-dimensional, background (global) distribution and projections of this on various
sub-spaces. Thus, we need a semantics for this relationship – what do beliefs over some subset of a unit cube mean with
respect to beliefs over the entire cube. One reasonable candidate for providing this semantics is provided by the concept
of S-projections.
Deﬁnition 3. Let B ¼ ½0;1k and A ¼ ½0;1is ; ij 2 f1; . . . ; kg be unit cubes. Let F be a belief distribution on B, and let
fAðxÞ ¼
Z
BnA
FðxÞdVBnAðxÞ:Then fA is the S-projection of F on A.
The S-projection can be regarded as a second-order distribution on A.
In the sequel, we will only compute S-projections with respect to a single variable, i.e. A will have dimension one.
Deﬁnition 4. Given a belief distribution F over a cube B, the centroid Fc of F isFc ¼
Z
B
xFðxÞdVBðxÞ;where VB is some k-dimensional Lebesque measure on B.
As can be seen from the deﬁnition, a centroid is a centre of mass generalized to arbitrary dimensions.
Here, we study distributions where
Pn
i¼1xi ¼ 1 and xi 2 ½ai; bi for i ¼ 1; . . . ;n 1, xn ¼ 1
Pn1
i¼1 xi. I.e., we can interpret
xi; i ¼ 1; . . . ;n as probabilities and we assume that belief is uniformly distributed over the polytope.3. The warp effect of S-projections
In order to see which second-order distributions on the single probabilities comply with a uniform distribution on the
polytope xi 2 ½ai; biði ¼ 1; . . . ;n 1Þ;
Pn
i¼1xi ¼ 1, we will project the uniform distribution on one of the axes. That is, we will
compute the S-projection f ðx1Þ and centroid fc of x1. We choose x1 w.l.o.g. since if one wishes to compute, say, the S-projec-
tion f ðx3Þ or the corresponding centroid one can replace x1 in the formulas below with x3. Since in our formulation only
x1; . . . ; xn1 have interval boundaries, we work with the ðn 1Þ-dimensional polytope formed by xi 2 ½ai; bi for
ði ¼ 1; . . . ; n 1Þ and Pn1i¼1 xi 6 1.
We denote the k 6 2n1 vertices of the rectangular parallelepiped deﬁned by xi 2 ½ai; bi; i ¼ 1; . . . ;n 1 that fall inside the
(hyper-)pyramid with apex in ð0;0; . . . ;0Þ and base Pn1i¼1 xi ¼ 1 by rj ¼Pn1i¼1 ci;j; ci;j 2 fai; big, ordered such that
d1 P d2 P   P dk, where dj ¼ 1 rj þ c1;j ¼ 1
Pn1
i¼2 ci;j. Further, for each vertex rj, we let Pj be the pyramid with apex
in ðc1;j; c2;j; . . . ; cn1;jÞ and base
Pn1
i¼1 xi ¼ 1.
f ðx1Þ is produced by integrating over the solid with respect to all variables except x1 and dividing by its volume. fc is then
obtained by integrating x1f ðx1Þ with respect to x1. First we compute the solid’s volume.
Lemma 5. The volume of the solid resulting from the rectangular parallelepiped deﬁned by xi 2 ½ai; bi; i ¼ 1; . . . ;n 1 being cut by
the plane
Pn1
i¼1 xi ¼ 1 isPk
i¼1ð1Þmi ð1 riÞn1
ðn 1Þ! ;where mi is the number of terms bj in ri.
Proof. We ﬁrst compute the volume of the pyramid P1 with apex in ða1; a2; . . . ; an1Þ and then subtract the volumes of all the
other Pi; i ¼ 2; . . . k since they are outside of the solid. But the pyramids Pi corresponding to ri with an even numberm of bj:s
will have to be added according to the principle of inclusion and exclusion since they are subsets of
Pm1
i¼0
m
i
 
removed
pyramids; if ri 6 1 has a term bj, there must be a rp ¼ ri þ aj  bj 6 1.
And the volume of the pyramid Pi isZ 1c2;ic3;i...cn1;i
c1;i
Z 1x1c3;i...cn1;i
c2;i
. . .
Z 1x1x2...xn1
cn1;i
dxn1 . . . dx2 dx1 ¼ ð1 riÞ
n1
ðn 1Þ! ;completing the proof. h
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Example 6. Let n ¼ 4, x1 2 ½0:1; 0:4; x2 2 ½0:2;0:7, and x3 2 ½0:1;0:3. With x1 þ x2 þ x3 6 1 we have a polytope with ﬁve
vertices inside the pyramid with apex in [0,0,0] and base x1 þ x2 þ x3 ¼ 1 : ð0:1; 0:2; 0:1Þ, (0.4,0.2,0.1), (0.1,0.2,0.3),
(0.4,0.2,0.3) and (0.1,0.7,0.1).
Now, let us form ﬁve pyramids P1 through P5 with these vertices as apices. First, we may remove P5 ðx2 > 0:7Þ from P1,
see Fig. 1a. The volume of P1 is
ð1a1a2a3Þ3
6 and the volume of P5 is
ð1a1b2a3Þ3
6 .
We remove P2 ðx1 > 0:4Þ with volume ð1b1a2a3Þ
3
6 , see Fig. 1b. And then we deal with P4 ðx1 > 0:4; x3 > 0:3Þ with volumeð1b1a2b3Þ3
6 , but P4 is a subset of P2, which we have already removed. We add P4, since P4 will be removed again when we
ﬁnally remove P3 ðx3 > 0:3Þ, see Fig. 1c. Finally, we remove P3 with volume ð1a1a2b3Þ
3
6 , see Fig. 1d.
Theorem 7. With dkþ1 ¼ a1 the S-projection f ðx1Þ equalsP
i2Ij ð1Þ
mi ðn 1Þðdi  x1Þn2Pk
i¼1ð1Þmi ð1 riÞn1
;where Ij ¼ fi 2 N : 1 6 i 6 j 1; c1;i – b1g, for dj 6 x1 6 minðdj1; b1Þ; j ¼ 2; . . . ; kþ 1.Fig. 1. Computing the volume of a polytope.
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equal to one, di 6 x1 6 di1; i ¼ 2; . . . ; kþ 1. In each such segment we proceed as in Lemma 5 and integrate over the pyramids
Pj, adding and subtracting the results as appropriate. Here, though, when di 6 x1 6 di1, only P1 through Pi1 come into
consideration.
Integrating over the pyramid Pi with respect to all variables except x1 results inZ 1x1c3;i...cn1;i
c2;i
Z 1x1x2c4;i...cn1;i
c3;i
. . .
Z 1x1x2...xn1
cn1;i
dxn1 . . . dx3 dx2 ¼ ðdi  x1Þ
n2
ðn 2Þ! :Dividing by the volume from Lemma 5 gives the result. h
The cut that a certain value of x1 makes through the polytope cannot increase its area when x1 grows, since doing so
would violate the
Pn
i¼1xi ¼ 1 constraint. Therefore, the S-projection f ðx1Þ is a non-increasing function.
Example 8. As an example of how the boundaries of the other variables change with x1 we can look at the polytope from
Example 6 from another angle (x1 grows to the left), see Fig. 2. The interesting values of x1 are 0:1ða1Þ, 0:2ð1 b2  a3Þ and
0:4ðb1Þ.
Normalizing by dividing with the volume we getf ðx1Þ ¼
3 ð0:7 x1Þ2  ð0:5 x1Þ2  ð0:2 x1Þ2
 
0:63  0:33  0:43 þ 0:13  0:93 ¼ 4:8 24x
2
1;when 0:1 6 x1 6 0:2 andf ðx1Þ ¼
3 ð0:7 x1Þ2  ð0:5 x1Þ2
 
0:63  0:33  0:43 þ 0:13  0:93 ¼ 5:76 9:6x1;when 0:2 6 x1 6 0:4.
Corollary 9. The centroid fc of x1 isPk
i¼1ð1Þmi ð1 riÞn1 ðn 1Þc1;i þ di
  
n
Pk
i¼1ð1Þmi ð1 riÞn1
  :Proof. The corollary follows from integrating xf ðx1Þ from a1 to minðd1; b1Þ with f ðx1Þ as in Theorem 7. h4. Exploring the warp effect
The warp effect, i.e. belief distributions becoming concentrated toward their centres of mass, is important for real-life
applications of uncertain interval reasoning and interval decision analysis. Whenever a decision-maker makes statements
of probability using intervals as representations of second-order uncertainty (i.e. not uncertainty of the event itself occurring
but rather of the probability of the event occurring), the upper and lower pair of boundaries must be handled. As the warp
effect shows, the results are far from everyday intuition. In order to make the discussion of the effect clearer, we present
some examples highlighting the nature of the warp effect.
Example 10. We have x1 2 ½0:2;0:6; x2 2 ½0:1;0:2 and x3 2 ½0:2;0:7, n ¼ 4; k ¼ 3, r1 ¼ a1 þ a2 þ a3 ¼ 0:5; d1 ¼
1 a2  a3 ¼ 0:7;r2 ¼ b1 þ a2 þ a3 ¼ 0:9; d2 ¼ 1 a2  a3 ¼ 0:7;r3 ¼ a1 þ b2 þ a3 ¼ 0:6, and d3 ¼ 1 b2  a3 ¼ 0:6. ThenFig. 2. The x1 ¼ di in the polytope of Example 6.
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3 ð0:7 x1Þ2  ð0:6 x1Þ2
 
0:53  0:43  0:13if 0:2 6 x1 6 0:6, andfc ¼ ð1 r1Þ
3ð3a1 þ d1Þ  ð1 r2Þ3ð3b1 þ d2Þ  ð1 r3Þ3ð3a1 þ d3Þ
4 ð1 r1Þ3  ð1 r2Þ3  ð1 r3Þ3
  ¼ 0:347:We see the graph of f ðx1Þ in Fig. 3.
Example 11. Let r1 ¼ a1 þ a2 þ a3 þ a4 ¼ 0:2þ 0:1þ 0:05þ 0:15 ¼ 0:5 and r2 ¼ a1 þ b2 þ a3 þ a4 ¼ 0:2þ 0:3þ 0:05þ
0:15 ¼ 0:7 be the only sums c1 þ c2 þ c3 þ c4 that are less than or equal to one. Then n ¼ 5; k ¼ 2; d1 ¼ 0:7; d2 ¼ 0:5 andf ðx1Þ ¼
4 ð0:7x1Þ3ð0:5x1Þ3ð Þ
0:540:34 ; 0:2 6 x1 6 0:5
4ð0:7x1Þ3
0:540:34 ; 0:5 6 x1 6 0:7;
8<
:the graph of f ðx1Þ is shown in Fig. 4, and fc ¼ 0:306.
Example 12. If we let n ¼ 6 and x1 2 ½0:15;0:7; x2 2 ½0:1;0:2; x3 2 ½0;0:25; x4 2 ½0:2;0:55 and x5 2 ½0:25; 0:7,
k ¼ 3;r1 ¼ 0:7;r2 ¼ 0:8;r3 ¼ 0:95; d1 ¼ 0:45; d2 ¼ 0:35, and d3 ¼ 0:2. Thenf ðx1Þ ¼
5 ð0:45 x1Þ4  ð0:35 x1Þ4  ð0:2 x1Þ4
 
0:35  0:25  0:055if 0:15 6 x1 6 0:2,f ðx1Þ ¼
5 ð0:45 x1Þ4  ð0:35 x1Þ4
 
0:35  0:25  0:055
if 0:2 6 x1 6 0:35 andf ðx1Þ ¼ 5ð0:45 x1Þ
4
0:35  0:25  0:055
if 0:35 6 x1 6 0:45.
Finally, we have that fc ¼ 0:203. We see the graph of f ðx1Þ in Fig. 5a.Fig. 3. f ðx1Þ when x1 2 ½0:2; 0:6; x2 2 ½0:1; 0:2 and x3 2 ½0:2;0:7.
Fig. 4. Example of S-projection f ðx1Þ when n ¼ 5.
Fig. 5. The effect of widening an interval.
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n ¼ 6; x1 2 ½0:15;0:7; x2 2 ½0:1;0:2; x3 2 ½0;0:25; x4 2 ½0:2;0:55 and x5 2 ½0:1;0:7, k ¼ 4 and r1 ¼ 0:55;r2 ¼ 0:65;r3 ¼
0:8;r4 ¼ 0:9; d1 ¼ 0:6; d2 ¼ 0:5; d3 ¼ 0:35, and d4 ¼ 0:25. Then we getf ðx1Þ ¼
5 ð0:6 x1Þ4  ð0:5 x1Þ4  ð0:35 x1Þ4 þ ð0:25 x1Þ4
 
0:455  0:355  0:25 þ 0:15if 0:15 6 x1 6 0:25,f ðx1Þ ¼
5 ð0:6 x1Þ4  ð0:5 x1Þ4  ð0:35 x1Þ4
 
0:455  0:355  0:25 þ 0:15if 0:25 6 x1 6 0:35,
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5 ð0:6 x1Þ4  ð0:5 x1Þ4
 
0:455  0:355  0:25 þ 0:15if 0:35 6 x1 6 0:5,f ðx1Þ ¼ 5ð0:6 x1Þ
4
0:455  0:355  0:25 þ 0:15if 0:5 6 x1 6 0:6, and fc ¼ 0:233. The graph of the S-projection f ðx1Þ is shown in Fig. 5b. One effect of widening the interval of
x5 from [0.25,0.7] to [0.1,0.7] is that four corners instead of three of the rectangular parallelepiped formed by the intervals
xi 2 ½ai; bi ﬁt inside the pyramid xi P 0;
Pn1
i¼1 xi 6 1.
Example 14. If ai ¼ 0 and bi ¼ 1, f ðx1Þ ¼ ðn 1Þð1 x1Þn2, and fc ¼ 1n. In Fig. 6 we see the graphs of f ðx1Þ for n ¼ 3;4;5;6;7,
and 8.
Example 15. If ai ¼ 0 and bi ¼ b ¼
1
n1þ 1n2
2 , every possible sum
Pn1
i¼1 ci is less than one, except
Pn1
i¼1 bi. Then we can express
f ðx1Þ asðn 1Þ Pn2i¼0 ð1Þi n 2i
 
ð1 ib x1Þn2
 
Pn2
i¼0 ð1Þi
n 1
i
 
ð1 ibÞn1for 0 6 x1 6 1 ðn 2Þb andðn 1Þ Pn3i¼0 ð1Þi n 2i
 
ð1 ib x1Þn2
 
Pn2
i¼0 ð1Þi
n 1
i
 
ð1 ibÞn1for 1 ðn 2Þb 6 x1 6 b.
The graphs of f ðx1Þ for n ¼ 3;4;5;6;7 and 8 are shown in Fig. 7. We see that when, as in this case, the upper bound bi is
adjusted to the fact that
Pn
i¼1xi ¼ 1, the second-order distribution of xi approaches the uniform distribution and the centroid
goes to the middle point of the interval as n grows.
Examples 14 and 15 are in a sense extreme cases. In the ﬁrst case, the support of the S-projection f ðx1Þ remains constant
while the centroid tends towards zero and in the second case, the support of f ðx1Þ decreases while the centroid tends to-
wards the middle of the interval. It is conceivable that there are sequences of interval bounds that make the centroid tendFig. 6. xi 2 ½0;1;n ¼ 3;4;5;6;7 and 8.
Fig. 7. xi 2 0; 12ðn1Þ þ 12ðn2Þ
h i
; n ¼ 3;4;5;6;7 and 8.
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can never be larger than the midpoint of the interval bounds. Furthermore, the centroid of a probability variable can only
grow if the corresponding upper interval bound grows.
5. Conclusions
We have demonstrated that second-order belief can supply important insights to the decision-maker when handling
interval representations, such as in decision trees or probabilistic networks, and that interval estimates (upper and lower
bounds) in themselves are not complete. The results apply also to approaches which do not explicitly deal with belief
distributions.
The main second-order effect on interval based probabilities is the centroid tending towards the lower bound when n
grows as the upper part of the interval contains a shrinking part of the total belief. This effect is dramatic when all or some
of the intervals are wide but less pronounced when the intervals are allowed to shrink in inverse proportion to n.
This is an important observation for reasoning with interval probabilities, either in the form of decision analysis or by
other means of inference. The interval boundaries (upper and lower) do not carry the same information. Neither do points
in between, and disregarding this information leads to warp effects in the results of probabilistic interval computations.
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