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Available online 19 April 2016Cycling volumes are necessary to understandwhat inﬂuences ridership and are essential for safety studies. Tradi-
tional methods of data collection are expensive, time consuming, and lack spatial and temporal detail. New
sources have emerged as a result of crowdsourced data from ﬁtness apps, allowing cyclists to track routes using
GPS enabled cell phones. Our goal is to determine if crowdsourced data from ﬁtness apps data can be used to
quantify andmap the spatial and temporal variation of ridership. Using data provided by Strava.com, we quantify
how well crowdsourced ﬁtness app data represent ridership through comparison with manual cycling counts in
Victoria, British Columbia. Comparisons aremade for hourly, AMandPMpeak, and peakperiod totals that are sep-
arated by season. Using Geographic Information Systems (GIS) and a Generalized Linear Model we modelled the
relationships between crowdsourced data from Strava and manual counts and predicted categories of ridership
into low, medium, and high for all roadways in Victoria. Our results indicate a linear association (r2 0.40 to
0.58) between crowdsourced data volumes andmanual counts, with one crowdsourced data cyclist representing
51 riders. Categorical cycling volumes were predicted and mapped using data on slope, trafﬁc speeds, on street
parking, time of year, and crowdsourced ridership with a predictive accuracy of 62%. Crowdsourced ﬁtness data
are a biased sample of ridership, however, in urban areas the high temporal and spatial resolution of data can pre-
dict categories of ridership and map spatial variation. Crowdsourced ﬁtness apps offer a new source of data for
transportation planning and can increase the spatial and temporal resolution of ofﬁcial count programs.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Keywords:
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App1. Introduction
Increased concern over global climate change has resulted in a grow-
ing need for sustainable transportation modes that are emission free
(Chapman, 2007). These can include active transportation such as cy-
cling and walking which provide a number of health beneﬁts to partic-
ipants while also reducing motor vehicle congestion and greenhouse
gas emissions (Cupples and Ridley, 2008; Handy et al., 2014). Among
active modes, cycling has perhaps the greatest potential for growth in
North America (Pucher and Dijkstra, 2003), with many cities having
low cycling rates as low as 1% (Pucher and Buehler, 2008).
Data on cycling volumes support decision making and research by
enabling, for example, investigation of factors that inﬂuences ridership
(Griswold et al., 2011; Niemeier, 1996) and quantiﬁcation of exposure
when assessing cycling safety (Nelson et al., 2015). Ridership data are
difﬁcult to obtain and often limited by traditional methods of data col-
lection (Gosse and Clarens, 2014; Nordback et al., 2013). Traditional
data collection methods typically include manual counts of cyclistsrsity of Victoria, Department of
@uvic.ca (T. Nelson),
. This is an open access article underduring peak commuting periods, which are adjusted to provide an esti-
mate of overall ridership.While traditional counts provide an indication
of overall volumes, they lack spatial detail and temporal coverage (Ryus
et al., 2014).More recently cities are installingpermanent count stations
(Grifﬁn et al., 2014), which provide excellent data on ridership through
time but continue to lack spatial detail. In an effort to better characterize
ridership, annual average daily bicycle (AADB) volumes have been uti-
lized to apply daily and monthly adjustment factors to explain ﬂuctua-
tions in cyclist volumes at different periods of the year (El Esawey,
2014). Stated preference surveys have also been employed which ask
cyclists to provide input into characteristics that are important when
choosing cycling routes (Forsyth et al., 2012; Sener et al., 2009;
Stinson and Bhat, 2003). The existing suite of ridership survey methods
can provide insight into cycling route choice, but can be challenging to
implement over broad spatial scales (Grifﬁn and Jiao, 2015) and are ex-
pensive to repeat through time.
Through the expansion of Global Positioning Systems (GPS) new
methods for collecting detailed cycling route information have
emerged. GPS enabledmobile devices, such as smartphones, allow indi-
viduals to track and map their location (Broach et al., 2012; Casello and
Usyukov, 2014; Hood et al., 2011; Le Dantec et al., 2015). Researchers
have used GPS tracks of cyclists to quantify variables that inﬂuence
route choice such as slope, distance, bicycle facility, trafﬁc speeds, andthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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et al., 2011; Menghini et al., 2010). GPS technology has also led to pop-
ular use ofﬁtness apps,where individuals can track routes, distance, and
speedwhen exercising. Data generated through ﬁtness apps is a form of
“crowdsourced data”. Crowdsourced data allows the public to engage
and provide data for a wide variety of transportation areas (Misra
et al., 2014), including valuable insight into cycling route choice includ-
ed in bikeability assessments (Krykewycz et al., 2012). Strava is one of
the largest cycling ﬁtness apps in the world, with global coverage and
over 2.5 million GPS routes uploaded weekly (Strava, 2015). Strava is
marketed to athletes for training and ﬁtness tracking; however, any
type of cyclistmay use the app. One study (Grifﬁn and Jiao, 2015) exam-
ined Strava data in Austin, Texas and found that users tended to use
roads with bicycle lanes, shoulders, paths, steep slopes, and in populat-
ed places (Grifﬁn and Jiao, 2015).
While crowdsourced ﬁtness app data present an opportunity to col-
lect detailed space–time ridership data, as with all crowdsourced data,
there are challenges to effective use. Crowdsourced data lack the quality
assurance of traditional geographic data collection measures (Goodchild
and Li, 2012). Additionally, concerns around potential biases from user
submitted content are difﬁcult to quantifywithout comparing against ref-
erence data sources (Jackson et al., 2013). Cyclists may be using ﬁtness
apps for commuting purposes; however, thismight be a secondary objec-
tive for downloading the app. While challenges exist, the volume and
space–time resolution of crowdsourced data may have additional infor-
mation content that can be leveraged to improve the availability of rider-
ship data.
Our goal is to determine if crowdsourced ﬁtness app data can be
used to quantify andmap the spatial and temporal variation of ridership
within a city. We analyzed a crowdsourced ﬁtness app dataset from
Strava from January 1, 2013 to December 31, 2013 in Victoria, BC,
Canada and according to the following objectives. First, we quantiﬁed
linear correlations in space–time cycling trends between standard rid-
ership surveys and crowdsourced data. Second, we constructed a
model to predict total bicycle volumes using crowdsourced data and
Geographic Information Systems (GIS) metrics associated with rider-
ship. Third, for Victoria we mapped predicted categorical ridership vol-
umes (low, medium and high) along individual road segments by
season.
2. Materials and methods
2.1. Study area
Our study area is the city of Victoria, BC Canada. Victoria has a pop-
ulation of approximately 80,000 residents and boasts the highest per-
centage of the population that cycles to work in Canada at 5.9%
(Statistics Canada, 2011; Statistics Canada, 2012) (Fig. 1). Victoria is
the urban core of the wider Capital Region District with a population
of approximately 375,000 (Capital Regional District, 2014). Victoria
temperatures on average range between from 0 °C (32 °F) in the winter
and 24 °C (75 °F) in the summer and precipitation levels range from
19 mm in summer to 233 mm in winter (Government of Canada,
2015). As a reﬂection of Victoria's climate, many cyclists ride year
round; however, ridership is the highest in spring and summermonths.
The cycling facilities in the region consist of on-street bike lanes and
multi-use paths, most notably the four metre wide paved Galloping
Goose Regional Trail, a 60 km trail heavily used by both commuter
and recreational cyclists. During the time period of this study no sepa-
rated bike-only facilities existed.
2.2. Victoria cycling counts
In 2013 manual counts of cyclists were completed at 18 locations in
Victoria as part of the regional bike count program. Cyclists are counted
in January, May, July, and October to capture variation in seasonalcycling volumes due to changes in weather conditions. 34 days of man-
ual counts were collected (n = 6, 8, 6 and 14 in each season). Manual
counts ranged from 15 to 534 cyclists per hour, 59–1296 during peak
periods, and 143–2169 daily. Count stations consisted of two-, three-
or four-leg intersections and included major roadways with and with-
out bike lanes, quiet residential streets, on street parking, and paved
multi-use trails. Cyclists were counted on one week day (Tuesday,
Wednesday, or Thursday) during peak commuting trafﬁc periods (7–
9 am and 3–6 pm).
2.3. Crowdsourced cycling data from the Strava ﬁtness app
We obtained a crowdsourced cycling dataset from Strava for 2013
for all of Victoria, BC. The data provided by Strava included a road net-
work shapeﬁle where the number of Strava users cycling on a particular
roadway could be queried. Therewere 3650unique cyclists using Strava
which collectively mapped 74,679 routes in the Victoria region
(Table 1). Ridership counts were provided for each road segment at a
one-minute temporal resolution. 77% of users were male and 19%
were female and 4% did not specify a gender (Table 1). The high spatial
and temporal coverage of Strava data in Victoria allows for counts to be
obtained in the same locations and time periods as those collected
through manual counts. Strava cyclists at the same locations ranged
from 0 to 20 cyclists per hour, 0–38 during peak periods, and 0–59
daily. While only a small portion of the Strava data was used to directly
compare with manual counts, much more was used in creating predic-
tion maps for volumes of cyclists at unknown locations.
2.4. Summary of explanatory variables
Seven explanatory variables using geospatial datasets were used in
this study (Table 2). The variables were considered based on their rele-
vance in previous research evaluating cycling route choice.
2.5. Crowdsourced data and manual count comparisons
To compare cyclist counts between crowdsourced data and manual
count data, crowdsourced data were aggregated into hourly intervals
andmatched to days whenmanual counts were conducted. PostGreSQL
was used to summarize and extract crowdsourced data counts for each
individual road segment in Victoria.We then aggregated these volumes
for each road segment to match manual count periods between 7 am–
9 am and 3 pm–6 pm. Comparisons between the two datasets were
made at an hourly level, AM period (7–9 am combined) and PM period
(3–6 pm combined), and peak period totals (AM and PM periods com-
bined). R2 values using simple linear regression for each time period
provide an indication of the strength of the relationship between man-
ually counted cyclist volumes and crowdsourced cyclist volumes. The r2
became stronger as the timewindow increased: for the hourly, AM and
PM periods and peak period totals the r2 was 0.40, 0.56, and 0.58, re-
spectively. As a result, all subsequent analysis focused on the peak peri-
od total volume of riders cycling during the AM and PM count periods.
2.6. Modeling analysis
We developed a test model to examine the feasibility of predicting
cycling volumes in Victoria, using crowdsourced data and other explan-
atory variables listed in Table 2. We used a Generalized Linear Model
(GLM) with a Poisson distribution, as ridership data are in the form of
count data (Crawley, 2005; Zuur et al., 2010). GLMs have the added ben-
eﬁt of beingﬂexible in terms ofmodel parameters which allow for vary-
ing distributions to be ﬁtted (Zuur et al., 2007). In the GLMwe aimed to
predict cycling volume for all unsampled, individual road segments in
Victoria. The 34 days of manual cycling volumes at 18 count locations
were the dependent variable. Explanatory variables offered to the
model were those found to be signiﬁcant in previous studies. Time of
Fig. 1. Study area Victoria, BC Canada.
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Crowdsourced cyclist volume data (e.g., Strava) was included as an ex-
planatory variable, as data coverage for Victoria was nearly continuous.
We modeled predicted cycling volumes at a daily level to provide a
broad overview of cycling volumes across AM (7 am–9 am) and PM
(3 pm–6 pm) peak trafﬁc periods for each season (January, May, July,Table 1
Victoria sample Strava rider age and gender breakdown.
Age Male Female
Under 25 174 (6%) 32 (5%)
25–34 591 (21%) 185 (27%)
35–44 712 (26%) 151 (22%)
45–54 527 (19%) 83 (12%)
55–64 249 (9%) 53 (8%)
65–74 80 (3%) 9 (1%)
75–84 6 (0%) 1 (0%)
85–94 0 (0%) 0 (0%)
Age not speciﬁed 460 (16%) 169 (25%)
Total 2799 (77%) 683 (19%)and October). Predictions were made across the entire road and trail
network in Victoria, including paved multi-use paths.
We used step-wise backward selection to remove explanatory vari-
ables not associatedwith volumes at a signiﬁcance of p b 0.05 (Crawley,
2005). Collinearity between explanatory variables was examined using
Variance Inﬂation Factors (VIF), and those above a threshold VIF of 4
were removed from the model to reduce the effects of collinearity be-
tween explanatory variables.2.7. Model error analysis
Model error was evaluated using cross validation. Data were ran-
domly partitioned into 90% and 10% subsets, where the GLM prediction
was ﬁt on the 90% subset and tested on the 10% subset 100 times. This
10% subset represents a sample of data that were not used in building
the model and as such can be used to compare how well the GLM pre-
dicts cycling volumes compared to the observed volumes within this
10% portion. By conducting cross validation 100 times, each with a ran-
dom 90% and 10% of data, an average error was computed to determine
the percent difference between predicted cycling volumes (using 90%
subset) and observed cycling volumes (10% testing subset).
Table 2
Explanatory variables considered for analysis.
Description Source Type Variable
category(s)
Operationalization Relevance
Strava ﬁtness app data Strava.com Shapeﬁle Continuous Count of the number of cyclists using Strava
on each road segment for any chosen time
period in 2013.
Potential for crowdsource data in transportation
and cycling (Misra et al., 2014; Krykewycz et al.,
2012).
Slope (%) Geological Survey
of Canada
Raster
DEM 30 m
resolution
Continuous Slope map calculated from DEM and average
slope (%) attributed to each road segment.
Cyclists found to be generally deterred by areas
with hills and increased slope (Broach et al.,
2012).
Population density
(population per km2)
Statistics Canada
Census Tracts
Polygon Continuous Population density given by population per
km2 for each census tract in Victoria. Value
attributed to road segments that are located
in each tract.
Denser population areas shown to have more
cyclists (Winters et al., 2010).
Pavement widths (m) City of Victoria Shapeﬁle Continuous Roadway width from curb to curb for each
road segment.
Wide roadways shown to be deterrent for
cyclists (Allen-Munley and Daniel, 2006).
On-street parking City of Victoria Shapeﬁle On-street parking
permitted or not
On-street parking permitted or not on each
road segment.
Parked vehicles on roadways deter cyclists
(Stinson and Bhat, 2003).
Posted trafﬁc speed
limit
City of Victoria Shapeﬁle 20 km/h,
30 km/h,
40 km/h,
50 km/h
Posted trafﬁc speed limit attributed to each
road segment.
Motor vehicle volumes deterrent and cyclists
prefer low trafﬁc speed areas. (Hood et al.,
2011; Landis et al., 1997)
Bike facilities (painted
bike lanes and paved
multi-use trails)
Capital Regional
District
Shapeﬁle Yes
No
Bike facility refers to a painted bike lane or
multi-use trail. If either was present on a
road segment or trail then denoted as ‘Yes’
or ‘No’.
Cyclists prefer to use bike facilities especially
off-street pathways (Stinson and Bhat, 2003;
Winters et al., 2013)
Table 3
Regression estimates for GLM of cycling volumes along street segments.
Variable Category Estimate
(log)
Cycling volume
change per 1 unit
increase
P-value
Crowdsourced cyclist
volume
Continuous 0.050 + 51 b0.001
Segment slope (%) Continuous −0.078 −72 0.002
Posted speed limit
(reference 20 km/h)
50 km/h −1.424 −740 b0.001
40 km/h −1.942 −834 b0.001
30 km/h 0.261 +291 0.025
Month
(reference January)
May 0.543 +703 b0.001
July 0.700 +986 b0.001
October 0.009 +9 0.938
On street parking
(reference none)
Yes −0.279 −237 0.007
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As the aim of themodel was to predict categories of cycling volumes,
we also assessed the accuracy of predictions to low, medium, and high
classes. Five different classiﬁcations breakdowns of low, medium, and
high cycling volumes were assessed to compare predicted volumes to
observed volumes. Kappa coefﬁcientswere calculated to provide amea-
sure of classiﬁcation accuracy and a suitable classiﬁcation to use for
mapping (Jensen, 2005).
2.9. Mapping cycling volumes
We createdmaps using the predictionmodel derived for Victoria cy-
cling volumes and the selected classiﬁcation levels for all road and trail
segments in Victoria. Given the variation in cycling volumes during the
year, we created maps for each count season to provide a visual indica-
tion of the changes in volumes throughout the year. Volumes of cyclists
were grouped in low, medium, and high categories for mapping.
3. Results
The results section below summarizes the methodological process
and highlights key ﬁndings for each section. First we explain the results
of the GLM analysis and variables found to be associated with cycling
volumes. Second we assess the accuracy of the model based on a cross
validation approachusing training and testingdatasets. Third,we exam-
ine the results of different categorical breakdowns used to distinguish
low, medium and high cycling volumes based on the GLM predictions.
Finally, we examine the results of the prediction maps generated for
each season in Victoria.
3.1. Modeling analysis results
Results of the GLM for predicting cycling volumes included ﬁve ex-
planatory variables (Table 3): Crowdsourced data volumes, segment
slope, posted speed limit, time of year, and available on street parking.
By taking the exponential of the log estimate compared to themodel in-
tercept, log estimates can be transformed into cycling volume change
that is represented by a one unit increase in each variable or factor
level. Count locations withmore crowdsourced cyclists were associated
with increasedmanual count volumes: given the regression coefﬁcient,an increase of one crowdsourced cyclist would correspond to 51 more
cyclists at a location, all other parameters held constant. For slope, a
one percent increase in slope resulted in 72 fewer cyclists. Segments
with posted limits of 50 km/h and 40 km/h had lower cyclist volumes
than 20 km/h, while 30 km/h road segments were higher volume.
Time of year signiﬁcantly affected cycling volumes with May, July, and
October all resulting in increased volumes compared to January. Season-
alitymattered; inMay therewere 703 cyclistsmore than January, in July
986more, andOctoberwas similar to January. The presence of on-street
parking facilities was shown to deter cyclists, where segments with on-
street parking having 237 fewer cyclists compared to areas with no on-
street parking. Variables not retained in the model include pavement
width (p-value = 0.291), population density (p-value = 0.863), and
bike facilities (p-value = 0.884).
3.2. Modeling error analysis results
Through cross validation, 100 model iterations using a random 90%
and 10% subset of data were conducted and had an overall average
model error of 38%. On average, over half of the predictions (55%) had
errors of less than 30% (Fig. 2).
3.3. Categorical breakdown of cycling volume results
Weassessedﬁve different categorical breakdown thresholds for pre-
dicted cycling volumes using low, medium, and high classes. Results
Fig. 2. Percentage of observations predicted within an amount of model error, via cross validation. For instance, 55% of predictions had errors of less than 30%.
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breakdowns and the associated accuracy of how well predictions were
made in each category (Table 4). Scenario 3, where low volumes of cy-
clist were between 0 and 199, medium volumes of cyclist between 200
and 999, and high volumes 1000+, had the highest predictive accuracy
of all low, medium and high categories with 76%, 77%, and 85% respec-
tively.While the Kappa coefﬁcientwas slightly lower than other scenar-
ios, categorical predictions were conducted in subsequent analysis and
are most accurate using this scenario. Based on this, the Scenario 3
threshold ranges were used for subsequent predictive model mapping.Table 4
Categorical breakdown analysis for thresholds of low, medium and high.
Range Category Accuracy Percent of links
in category
Kappa
coefﬁcient
Scenario 1 0–199 L 76% 52% 0.55
200–799 M 74% 35%
800+ H 65% 13%
Scenario 2 0–299 L 90% 75% 0.63
300–699 M 54% 10%
700+ H 75% 14%
Scenario 3 0–199 L 76% 52% 0.59
200–999 M 77% 39%
1000+ H 85% 9%
Scenario 4 0–149 L 46% 28% 0.44
150–599 M 75% 57%
600+ H 88% 14%
Scenario 5 0–399 L 98% 78% 0.71
400–599 M 20% 8%
600+ H 88% 14%3.4. Mapping cycling volumes results
The predicted cycling volume maps by season are shown in Fig. 3,
using classiﬁcation breakdowns of low (0–199), medium (N200–999),
and high (N1000) based upon highest accuracies. May and July had
overall higher volumes of cyclists on all roadways than January and Oc-
tober. Most roadways that had high volumes of cyclists in January and
October remained high throughout the year.4. Discussion
We assessed the contribution of crowdsourced cycling volume data,
collected through the Strava cycling app, for predicting cycling volumes
in Victoria, the Canadian city with the highest work commute cycling
mode share (Statistics Canada, 2011). Our ﬁndings suggest that
crowdsourced data may be a good proxy for estimating daily, categori-
cal cycling volumes. Although crowdsourced cyclists represent a small
portion of all cyclists, comparison with manual counts revealed a linear
relationship between crowdsourced cyclists and total ridership in
Victoria. The associations were strongest when ridership was aggregat-
ed to peak period totals that included both AMand PM counts of cyclists
where the regression analysis accounted for 58% of the variance be-
tween the two datasets. Crowdsourced data from Strava is generally
marketed as a ﬁtness app with users in Victoria logging an average
trip distance of 30 km. In urban areas, recreation and commuting riders
seem to use the same routes, at least during mid-week.
Based on the results of the GLM analysis, locations with more
crowdsourced cyclists were shown to predict increases in overall cy-
cling volumes. On average, an increase of one crowdsourced cyclist rep-
resented an increase of 51 cyclists compared to the baseline volume of
Fig. 3. Peak period (AM and PM combined) predicted cycling volumes for Victoria, based on the GLM regression.
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ness apps can be an important indicator of overall cycling activity during
peak weekday commuting periods. While crowdsourced riders only
represent a sample of the overall cycling population, this sample can
signiﬁcantly improve model prediction capabilities. Future studies
should investigate associations between crowdsourced cyclist volumes
and cyclist volumes on weekends, or off-peak weekday periods, when
higher proportions of recreational and ﬁtness riders are expected.
The key predictors inﬂuencing Victoria cyclists' route choice are con-
sistent with previous research results. Steeper slopes are deterrents
(Broach et al., 2012; Hood et al., 2011), and in our study a one percent
increase in slope resulted in 72 fewer cyclists on average. In our analysis,
we restricted themodel to themost urban area, and our results may in-
dicate that in urban locations, recreational riders and commuters use
the same routes. A similar study focusing on the larger city of Austin
Texas, USAwhich included rural areas, found that a sample of Strava cy-
clists preferred to cycle in areas with steeper slopes, which were
thought to provide a more physical challenge (Grifﬁn and Jiao, 2015).
In scenic or more rural areas outside of Victoria the route selection of
Strava riders may vary more. Trafﬁc speeds and on street parking have
both been found to deter cyclists (Hood et al., 2011; Stinson and Bhat,
2003), and this was consistent with our results. Seasonality was signif-
icantly associated with cycling volume, as has been found elsewhere(Heinen et al., 2010; Miranda-Moreno and Nosal, 2011). While spring
and summer months saw increased cycling volumes attesting to more
favourable weather conditions, weather conditions in Victoria are less
extreme than other locations in Canada that see colder temperatures
and increased snowfall.
A surprising result was that the presence of bike facilities was not
signiﬁcant in predicting cycling volumes. This may be due to the limited
number of count stationswith cycling facilities. Of the 18 count stations,
only two on-road locations had bicycle facilities, which were painted
bike lanes on all intersection legs, and only one count station was locat-
ed along an off-street multi-use path, albeit a location with three times
the cycling volume of other locations. Substantial evidence shows that
off-street paths are a preferred infrastructure type (Broach et al., 2012;
Heinen et al., 2010; Winters and Teschke, 2010) and that cyclists will
detour a small amount (b400 m) to areas where these are available,
owning to their importance in route choice (Winters et al., 2011). Stud-
ies in other areas withmoremanual count locations along bike facilities
may yield different conclusions.
Model error highlighted the error between predicted cycling vol-
umes and observed cycling volumes at each count station. The overall
averagemodel error was 38% based on cross validation. Error results in-
dicated that the majority of predicted volumes (55%) had errors less
than 30%. Categorical breakdowns of low, medium and high volumes
96 B. Jestico et al. / Journal of Transport Geography 52 (2016) 90–97of cyclists highlighted that using a range of 0–199 for low, 200–999 for
medium, and 1000+ for high had the highest predictive categorical ac-
curacy of 76%, 77%, and 85%.
Predicted cycling volume maps outlined the change in cycling vol-
umes at different times of the year. May and July saw overall levels of
ridership increase over January and October. However, volumes along
major cycling routes remained high throughout the year. Prediction
maps move beyond identifying individual variables that inﬂuence cy-
cling to provide visual depictions of changes in cyclist volume across
space and time. The added beneﬁt of these maps is their ability to pro-
vide important cycling exposure data for safety studies aiming to char-
acterize risk. By mapping cycling volumes, we provide a visual context
for discussions between various stakeholders that can aid future man-
agement decisions surrounding cycling infrastructure and planning.
Thiswas theﬁrst study to evaluate the contribution of crowdsourced
data to predicting cycling volumes, and was conducted in the Canadian
city with the highest proportion of cycling commuters. The investiga-
tion lays out a model for how this widespread crowdsourcing datasets
can bring added value to modeling cycling volumes. The limitations of
this exploratory work could be enhanced by inclusion of origin and des-
tination data and we invite repetition of this work in areas with exten-
sive manual count programs.
5. Limitations
This research provides a novel approach to incorporating
crowdsourced data to predict cycling volumes, but there are limitations
to note. The focus of this research is on urban environments and the
results aremost applicable to other similarmid-sizeNorthAmerican cit-
ies. Results may differ in large metropolitan centres or rural environ-
ments, or if Strava riders' route choices differ from general cyclists
more substantially. We used all 18 manual count locations available
for Victoria. Count locations were determined by the municipality. The
availability of data formore count stationsmight strengthenmodel pre-
dictions. Less proximal stationswould also limit any effects of spatial au-
tocorrelation. Given the evidence on the impacts ofmotor vehicle trafﬁc
volumes on cycling route choice (Kang and Fricker, 2013; Sener et al.,
2009), trafﬁc volumewould have been a desirable covariate for models.
However, trafﬁc volume was not available for study locations.
6. Conclusions
Understanding ridership trends and cycling route choice is a critical
component of cycling research and practice, in order to inform safety,
planning, and policy related to cycling. This research aimed to incorpo-
rate crowdsourced data to predict cycling ridership volumes across
Victoria, BC throughout the year. Our results found that within urban
environments and in mid-size North American cities, cyclists using
crowdsourced ﬁtness apps choose similar routes as commuter cyclists.
In more scenic and rural environments this result could differ.
Crowdsourced cycling data present a new type of data that allows for
continuous spatial and temporal coverage to be incorporatedwithman-
ual counts, through modelling and GIS, to predict categories of cycling
volumes. Integrating the spatial and temporal detail contained within
crowdsourced cycling data can provide valuable insight to supplement
existing techniques for assessing cycling route choice. We welcome
thiswork to be repeated in other settings, especially comparisons across
urban and rural settings, to understand if spatial and temporal route
choice trends vary by setting.
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