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ABSTRACT One of the most actively developing areas in ﬂuorescence microscopy is the achievement of spatial resolution
below Abbe’s diffraction limit, which restricts the resolution to several hundreds of nanometers. Most of the approaches in
use at this time require a complex optical setup, a difﬁcult mathematical treatment, or usage of dyes with special photophysical
properties. In this work, we present a new, to our knowledge, approach in confocal microscopy that enhances the resolution
moderately but is both technically and computationally simple. As it is based on the saturation of the transition from the ground
state to the ﬁrst excited state, it is universally applicable with respect to the dye used. The idea of the method presented is based
on a principle similar to that underlying saturation excitation microscopy, but instead of applying harmonically modulated excita-
tion light, the ﬂuorophores are excited by picosecond laser pulses at different intensities, resulting in different levels of saturation.
We show that the method can be easily combined with the concept of triplet relaxation, which by tuning the dark periods between
pulses helps to suppress the formation of a photolabile triplet state and effectively reduces photobleaching. We demonstrate our
approach imaging GFP-labeled protein patches within the plasma membrane of yeast cells.INTRODUCTION
Fluorescence microscopy represents one of the most
powerful imaging techniques in molecular biology, since
1), it allows for specific labeling, and 2), compared to stan-
dard light microscopy, it is enormously sensitive, yielding
high image contrast. Moreover, since fluorescence excitation
is rather noninvasive, fluorescence microscopy is a perfect
tool for imaging in living systems. However, as with any
optical imaging technique, fluorescence microscopy is
diffraction-limited in resolution, and depending on the exci-
tation and emission wavelength used, as well as the numer-
ical aperture of the objective, its resolution is usually on the
order of several hundreds of nanometers. To break that
diffraction limit, special methods have been developed: stim-
ulated emission depletion (1) reduces the volume from which
fluorescence is generated by depleting excited molecules
within a ringlike region at the edges of the diffraction-limited
excitation spot. The final resolution is given by the saturation
level of the depleting process, i.e., by the depletion intensity.
This approach has been shown to achieve up to 12 times
better (2) spatial resolution in a lateral dimension. By
combining it with 4Pi-microscopy by using two objectives
(3), it can also be used to significantly improve the axial
resolution. The price of this superior performance is an enor-
mous technical complexity, which has until now, prevented
a wider distribution of stimulated emission depletion micros-
copy, although recent progress in the technology may
perhaps change that (4). Another set of methods is based
on the precise localization of stochastically activated single
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0006-3495/09/11/2623/7 $2.00fluorophores and can achieve lateral resolution of ~20 nm
(5–7). Nowadays, it has been shown, even common fluores-
cence dyes can be utilized for this kind of photoswitching
microscopy (8,9), which makes these approaches even more
attractive.
A third set of techniques makes use of saturation of the
transition from the ground to the first excited state and the
resulting nonlinearity between excitation and fluorescence
intensity. For wide-field imaging, structured (10) or patterned
(11) illumination is introduced, and the information on higher
resolution is deduced from higher-order harmonics that
appear in the Fourier transform of the image. A similar idea
was also implemented for confocal microscopes, where it is
known as saturation excitation (SAX) microscopy. Instead
of the spatial modulation of light, a temporally modulated
excitation is applied (12,13). In theory, the resolution
enhancement of both these approaches can go to infinity,
although the real performance is substantially dependent on
the brightness and photostability of the fluorophores used.
The impact of photostability is even more crucial, since the
excitation intensities have to be rather large to reach sufficient
saturation.
In this article, we present an alternative to SAXmicroscopy
that, instead of using temporal harmonic light modulation,
acquires the entire saturation curve at every scanning step.
The amount and order of nonlinearity is obtained from
fitting of the saturation curves to a theoretical model that
can be represented by an infinite Taylor series. The method
is both experimentally and mathematically simple, improves
both lateral and axial resolution in a similar manner, and
is dye-independent. The experimentally improved resolution
is moderate, but comparable with resolution using SAX
microscopy. The most important benefit of the presented
doi: 10.1016/j.bpj.2009.08.002
2624 Humpolı´ckova´ et al.method is that it can be easily combinedwith triplet relaxation
(T-Rex) (14,15), which helps to reduce the amount of triplet




The experiments were performed with a home-built optical setup based on
the inverted microscope IX71 (Olympus, Hamburg, Germany). The setup
differs from a standard confocal setup mainly in the detector employed, the
usage of a reference beam, and the synchronization of the components. The
master unit is the 3D sample scanning stage (PIMars XYZ NanoPositioner,
200 200 200 mm, PI, Karlsruhe, Germany), which provides the external
synchronization clock for a fast back-illuminated EMCCD camera
(DU-860D-CS0- #BV iXon 128  128 pixels, Andor, Belfast, United
Kingdom). The camera sends trigger pulses to a DAQ board (PCIe 6259,
National Instruments, Austin, TX), which outputs a predefined modulation
voltage to an acousto-optical tunable filter (AOTFnC-400.650, AAOptoelec-
tronic, Orsay, France), and with TTL pulses triggers the laser (470-nm diode
laser head LDH-P-C-470 with PDL800-B driver unit, PicoQuant, Berlin,
Germany).
A predefined sequence of 80-ps laser pulses with a time delay of 10–20 ms
between them passes through the acousto-optical tunable filter, which modu-
lates their intensity, and is then coupled into a single-mode polarization-
maintaining optical fiber (LINOS Photonics, Goettingen, Germany) for
spatial mode filtering. Recollimation is done with an air-spaced objective
(UPLSAPO 4X, Olympus). Before the collimated laser beam enters the
back port of the microscope body, part of the light, a reference beam, is
reflected with a beam splitter. The microscope itself contains the standard
confocal part consisting of a z470rdc dichroic mirror (Chroma, Rockingham,
VT), a water immersion objective (UPLSAPO 60, Olympus), a 50-mm
pinhole placed at the focal plane of the left camera port, a recollimation
lens, and an HQ515/50 bandpass emission filter (Chroma). Apart from the
fluorescence light, which is focused on a small spot on the CCD, the refer-
ence beam is also focused onto a different part of the CCD. The camera is
operated in a frame transfer mode, taking a single line with 3  3 binning.
All the focused fluorescence falls onto one single binned pixel, the focused
reference light falls onto another single binned pixel, and the rest of the chip
is used for background correction. The speed of the camera and the chosen
operation mode make it possible to take one frame (an intensity reading) for
every scanner clock tick (5 kHz). All optomechanical components were
bought from Thorlabs (Newton, NJ).
For each scanned image position, several intensity readings (one per each
scanner clock tick) are made with different excitation intensities (intensity
ramp). In the case of measurements on labeled latex particles, 100 intensity
points were acquired, and in the case of measurements in yeast cells, only
two intensity levels were used. The scheme of the pulse sequence for both
measurements is visualized in Fig. 1.
Sample preparation
For construction of the Ato1p-GFP strain, GFP fluorescent tag was fused
(16) to the C-terminus of the ATO1 gene directly in the chromosome.
A GFP-CaURA3 cassette was provided with its 50-end homologous to the
end of the ATO1 gene (without a stop codon) and its 30-end homologous
to the downstream region of the ATO1 gene. For amplification of the
construct, we used A1D (50-tat gta ctg gct cgt cca ttc cca tta cca tct act
gaa agg gta atc ttt ggt gac ggt gct ggt tta-30) and A1R (50-aaa act act ctt ttt
tat ttc aat agt tct cgt tat tag tag gtc gtc ctc tcg atg aat tcg agc tcg-30) primers
and the pKT209 (17) plasmid as a template. The constructed cassette was
transformed (18) into BY4742 Saccharomyces cerevisiae cells. Positive
transformants were selected on SD agar medium. Correct integration ofBiophysical Journal 97(9) 2623–2629the cassette was verified using the VD (50-atg tga gca agc caa aca ag-30)
and VR (50-cgg aga cag aaa att tgt gac-30) primers.
The live yeast cells were suspended in water and a drop of the suspension
was placed on the coverslip and covered by a layer of freshly prepared
agarose gel.
The 50-nm latex beads were obtained from Invitrogen (Carlsbad, CA).
THEORY
Assuming that the intersystem crossing rate is much slower
than the depopulation of the S1 state via fluorescence, at first
approximation, the formation of the triplet state can be
neglected and only transitions between the S0 and the S1 state
taken into account. Then, the kinetics of S1 formation is
a solution of the equations
dS0
dt
¼ kex S0 þ kS1
dS1
dt
¼ kex S0  kS1;
(1)
where S0 and S1 stand for the probability of finding a mole-
cule in the S0 and S1 states, respectively; k is the fluorescence
rate; and kex is the excitation rate during the pulses (assumed
to have constant intensity over their duration), such that
kex ¼ sabs Iex TR=Tp. Iex is the average excitation intensity,
sabs is the absorption cross section, TR is the time between
two pulses, and Tp is the length of the pulses. For a contin-
uous-wave excitation, TR ¼ Tp. Since we use picosecond
pulses with a pulse repetition frequency low enough that
all fluorophores in the S1 state can relax to the S0 state before
the next pulse arrives, the initial conditions at the start of
every excitation cycle are the same, assuming that no triplet















































































FIGURE 1 Scheme of pulsed sequences used at every pixel for bead
measurements (a) and cell imaging (b). The envelope line corresponds to
the intensity amplitude established on the acoustooptical tunable filter.
The black peaks stand for the individual laser pulses. The insets show parts
of the sequences in detail.
Higher Resolution by Optical Saturation 2625temporal profile of the fluorescence intensity upon excitation
is (steady-state solution of Eq. 1)
Ifl ¼ kK: (2)
K corresponds to the average probability of finding a
molecule in the S1 state during the excitation cycle. For the


















In the continuous-wave mode, the saturation curve is
described by the hyperbolic term; in the pulsed mode, satu-
ration is governed by the exponential term in Eq. 4 (see
Fig. 2). It is important to note that in the case of pulsed exci-
tation, the excitation intensity is concentrated within the
short pulses, which induces a much higher excitation rate
during a pulse than the same average intensity induces in
the continuous-wave mode.
On a longer timescale, the total amount of both singlet
states decreases due to triplet state formation. This process
occurs on a microsecond timescale. To include this triplet
state formation in the model, the set of equations comprising
Eq. 1 can be solved using the initial condition~st¼0 ¼~sðtÞ,
which changes on the microsecond timescale t. In particular,
one has S0ðt ¼ 0Þ ¼ aðtÞ and S1ðt ¼ 0Þ ¼ 0. The solution
of the Eq. 1 equations for S1 then reads
FIGURE 2 Calculated saturation curves for the dyewith no transition to the
triplet state for continuous-wave (1) and pulsed (2) excitation and for a dye
with intersystem crossing to the triplet state for continuous-wave (3) and
pulsed (4) excitation. (Inset) Corresponding fraction of triplet state occupancy
at continuous-wave (10) and pulsed (20) excitation. For the calculation, the
parameter valuesusedwere t ¼ 1k ¼ 3 ns,
kisc
kph
¼ 1,TR¼25ns, andTp¼ 80ps.The probability of finding a molecule in the triplet state is
determined by TðtÞ ¼ 1 S0  S1 ¼ 1 aðtÞ. The func-





where kISC is the intersystem crossing rate and kph is the rate
of phosphorescence. The angled brackets stand for the
temporal average over the excitation cycle. In our case,
hS1it ¼ aðtÞK. The solution of Eq. 6 reads
aðtÞ ¼ kph þ kISCKe
ðkph þ kISCKÞt
kph þ kISCK : (7)















Fig. 2 shows four saturation curves at four different condi-
tions: pulsed and continuous excitation with and without
triplet state formation. It is obvious that in the case of the
pulsed excitation, the saturation behavior gets more
pronounced even at lower excitation power. Moreover, in
the pulsed mode, the fraction of molecules in the triplet state
can be considerably reduced, since triplet state relaxes back
to the ground state during the dark period.





kph þ kisc K

¼ kiscK
kph þ kisc K; (10)
which, together with Eq. 4, relates the entire triplet state frac-
tion with the length of the pulses (‘‘on’’ times) when the
triplet state is being populated, and with the length of the
dark period (‘‘off’’ times) when depopulation is occurring.
Fig. 3 shows how the ratio between on and off times affects
the triplet state occupancy. It is obvious that the longer
the off times and the shorter the on times, the lower the
amount of triplet state occupied, even at high excitation rates.
It has been shown that this can be utilized for efficient
suppressing of photobleaching, which mainly occurs from







1 eðkþ kexÞt: (5)Biophysical Journal 97(9) 2623–2629
2626 Humpolı´ckova´ et al.The main advantage of acquiring saturation curves at
every pixel of the image is that we can easily choose the
scenario of the saturation and consequently keep the amount
of triplet state under control. By tuning the dark periods
between individual pulses, the formation of the triplet state
can be almost circumvented, which allows for measuring
even at powers where photobleaching would usually be
unavoidable. The advantage of this approach is that it does
not require any special photophysical properties of the
used dye and is therefore rather universal. In all the cases
described in this work, we used 80-ps pulses separated by
either 10 or 20 ms, which means that the triplet state can
be entirely neglected and the saturation can be described as
if no triplet state was involved.
As mentioned, saturation in the pulsed mode is governed




1 ekexð~rÞTp ¼ að~rÞIex  bð~rÞI2ex þ cð~rÞI3ex
 dð~rÞI4ex þ . :
(11)
Thus, the fluorescent image is composed of a sum of contri-
butions proportional to increasing powers of the excitation
intensities. The resolution of the contribution proportional





. Fig. 4 shows line profiles of the contributions
of different powers of the excitation intensity.
RESULTS AND DISCUSSION
Although there is no theoretical limit in resolution improve-
ment, the experimentally achievable resolution is limited by

















FIGURE 3 Dependence of the triplet state occupancy on pulse length (ON
time) for repetition frequencies of 1 MHz (1), 200 kHz (2), 100 kHz (3), and
50 kHz (4). The dependencies use the excitation intensity kex ¼ 500 MHz.
The other parameters are the same as in Fig. 2.
Biophysical Journal 97(9) 2623–2629curves measured at every pixel have to be fitted to the
higher-order polynomial functions. The fitting is more sensi-
tive to noise the higher the used polynomial order. We tested
the method by scanning subdiffractional (50 nm) heavily
labeled latex particles that were deposited on a coverslip.
Fig. 5 shows saturation curves at various positions within
the focal spot. It is obvious that the higher the intensity, the
bigger the extent of the observed saturation due to the increas-
ing number of nonlinear terms contributing to the curve.
The saturation curves at every pixel were initially fitted to










FIGURE 4 Line profiles of the contributions to the fluorescence intensity
profile proportional to the first to fifth powers (1–5) of the excitation inten-













FIGURE 5 Saturation curves at different positions of the 50-nm latex
particle with respect to the confocal spot. The maximum intensity (at the
back aperture of the objective) of the 80-ps, 470-nm pulsed laser at 10
MHz was 60 mW. Every intensity point was generated by two pulses sepa-
rated by 20 ms (see Fig. 1 a). The original image was 80  80 pixels, at
10 nm each; the image shown and the corresponding curves were obtained
by 4  4 binning.
Higher Resolution by Optical Saturationcase of the contribution corresponding to the fourth power of
the excitation intensity, the imagewas already too noisy to see
improved resolution. Therefore, we restricted fitting to the
third order, which provided us with enough signal. Fig. 6
shows the fluorescence intensity contributions corresponding
to the first, second, and third powers of excitation intensity,
respectively. By fitting a two-dimensional Gaussian distribu-
tion to the bead images, we determined a reduction in resolu-
tion by a factor of 1.2 for the second order and a factor of
1.3 for the third order in each direction. The discrepancy
between these values and the theoretical values of 1.4 and
1.7 is due first to the noise and second to the third-order
polynomial function being only a rough approximation of
the entire Taylor series.
Since we obtain a reasonable improvement in resolution
only for the contributions corresponding to the second and
third powers of the excitation intensity, there is apparently
no need to acquire the entire saturation curve. As long as
the overall number of photons remains the same, two or three
intensity points are sufficient. The red curve in Fig. 6 was
calculated from two intensity points only. The points were
obtained from the saturation curves measured at every pixel
(see Fig. 5) by integrating the intensity of the first and second
50 intensity points. Apparently, resolution enhancement is
almost the same, as it was obtained for the quadratic contri-
bution from the fitting of the entire saturation curve.
In the case of cell imaging, we usually deal with fluorescent
proteins that are much dimmer than the heavily labeled latex
beads. Therefore, the main issue of these measurements is
how many photons can be obtained at each pixel. In the































FIGURE 6 Fluorescence intensity contribution corresponding to the first
(1), second (2), and third (3) powers of the excitation intensity and the cor-
responding line profiles. The red curve was obtained from two intensity
points calculated as a sum of fifty low- and fifty high-intensity points.
The halfwidths (Gaussian fitted) of the line profiles shown are 260 nm
(1), 210 nm (2), 195 nm (3), 220 nm (red).only. To have similar amounts of photons from both intensity
levels, signal for the low-intensity point with no saturation
was acquired for a longer time than that for the high-intensity
point with pronounced saturation. Fig. 7 shows the image of
a yeast cell with GFP-labeled Ato1p protein, a membrane
protein supposed to be an ammonium exporter (19). It is easily
observed that the protein is inhomogenously distributed
within the membrane by the marked regions where pearl-
like structures appear at higher resolution.
Besides the resolution increase, as also shown by line
profiles in Fig. 7, another advantage of our imaging method
becomes visible when looking into the cell. Whereas the
original image exhibits a high autofluorescence signal from
the cytosol, the higher-resolution image shows almost the
same intensity inside as well as outside the cell. The reason
is that most autofluorescent molecules have a much lower
extinction coefficient than good fluorescent labels and there-
fore are much less saturated than, e.g., GFP molecules,
which suppresses their contribution in the higher-resolution
image.
The important issue that needs to be addressed concerning
our approach is the relatively long acquisition time (~11 min
in the case of Fig. 7). The most important parameters of the
measurement that are involved are the on and off times. In
our experiment, we can increase the on time by applying
more 80-ps pulses, one after another, with a delay of tens
of nanoseconds, which keeps the character of the S0-to-S1
saturation and is not enough to recover the molecules that
turned into the triplet state. In such a case, we would obtain
more photons during the on time, but the triplet-state fraction
would increase and more photobleaching would occur as
a consequence. In all of the experiments presented here, to
prevent any observable photodegradation, we used only
one 80-ps pulse. Although the length of the on time can be
tuned so that the number of photons within the one on/off
period increases and photobleaching is still kept on an
acceptable level, the length of the off time is always given
by the lifetime of the triplet state. In the presence of oxygen,
which is known to be a rather potent triplet quencher, the
lifetime of the triplet is usually only a few microseconds;
therefore, the length of the dark period has to be 10–20 ms
for the system to recover before another excitation takes
place. If the recovery is not sufficient, photobleaching would
occur due to accumulated molecules in the reactive triplet
state and the system would then continue its recovery during
the following excitation, and the saturation curve at each
pixel would depend on the entire history of the system,
which would be far too complex.
One way to shorten the acquisition time is to employ
reducing and oxidizing agents (ROXS) (20), possibly
together with the removal of oxygen. ROXS quickly
reduce/oxidize the triplet state and consequently oxidize/
reduce the formed radical anion/cation, thus quenching mole-
cules in the triplet state and repopulating the ground state. The
main advantage of using ROXS is its fast depletion of the
2627Biophysical Journal 97(9) 2623–2629














FIGURE 7 Yeast cell with GFP-labeled Ato1p membrane protein. (a)
Conventional confocal image. (b) Fluorescence image corresponding to
the second power of the excitation intensity. The image was calculated
from two intensity points. The low- and high-intensity points were integrated
from 760 and 95 laser pulses, respectively. Pulses were separated by 10 ms
(see Fig. 1 b). The time spent on one pixel was 10 ms. The image size is
250  250 pixels, with a pixel size of 20 nm. The entire acquisition time
was ~11 min. The low-intensity/high-intensity pulse ratio for excitation
photons was ~0.2. In the case of the high-intensity pulses, the laser power
was 15 mW at 10 MHz at the back aperture of the objective.Biophysical Journal 97(9) 2623–2629triplet state, which almost switches off the most significant
photobleaching pathway. This would be helpful when
increasing the on time, since the dark state promptly formed
from the triplet state is much less reactive. Conversely, the
lifetime of the dark state is usually rather long, and the concen-
trations of the ROXS have to be usually in the millimolar
range to reduce the lifetime of the dark state to the micro-
second level (20). In summary, using ROXS can reduce the
acquisition time or increase the data quality because the on
time can be prolonged more easily and not so many on/off
cycles are needed. The drawback of employing ROXSwould
be a loss of universal applicability of our method with respect
to the dye, especially as use of ROXS together with fluores-
cence proteins has never been reported, to the best of our
knowledge.
CONCLUSION
In this article, we have described a simple method for reso-
lution enhancement in fluorescence microscopy that is based
on the optical saturation of fluorescence in a confocal micro-
scope. It has to be pointed out that our approach works on the
same principle as so-called SAX microscopy. The difference
between the two methods is analogous to the difference
between measuring fluorescence lifetime in frequency
(phase fluorometry) and measuring it in the time domain
(time-correlated single-photon counting). Both phase fluor-
ometry and SAX use harmonically modulated excitation
intensity to observe either the phase shift caused by a delayed
fluorescence response or higher-order harmonics caused
by the nonlinear dependence of fluorescence intensity on
excitation intensity. The time-domain lifetime approaches,
as well as the application of the saturation ramp, measure
the temporal or excitation intensity dependence of the fluo-
rescence directly and subsequently fit the data to the theoret-
ical model. Although both SAX and the saturation ramp
approach provide similar resolution, the latter allows for
combining saturation measurements with the so-called
T-rex method that enables considerable suppression of pho-
tobleaching, which plays a crucial role when high excitation
intensities are required. We applied our method to the
imaging of fluorescently labeled living yeast cells and were
able to show that, in addition to achieving higher image reso-
lution, we could efficiently suppress autofluorescence origi-
nating from less saturable molecules.
Compared to the other techniques commonly used to over-
come the diffraction limit, the resolution improvement using
our approach is rather moderate: our data demonstrate
a squeezing of the point-spread function by ~30%. However,
since there is no theoretical limit, there is a potential to
improve this value by achieving a better signal/noise ratio.
Moreover, our method exploits only saturation of the transi-
tion between the S0 and S1 states, which is achievable for any
chromophore. In addition, the method enhances the lateral
and axial resolution to a similar extent and causes almost
Higher Resolution by Optical Saturation 2629no photobleaching or degradation of the sample due to long,
high-intensity exposures. Last but not least, the need for
experimental equipment and further mathematical treatment
of the data obtained using our method is rather low.
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