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We analytically investigate a non-equilibrium quantum pumping for a single quantum dot connected to exter-
nal leads on the basis of the quantum master equation (QME). We show that the Coulomb interaction associated
with the spin effect in the dot induces the Berry-like phase in the parameter space and this phase results in the
excess charge transfer for the cyclic modulation of parameters in leads. We obtain an analytical expression of
the curvature of the phase and that for the pumped currents.
PACS numbers: 05.60.Gg, 73.23.-b, 73.63.Kv
I. INTRODUCTION
The recent development in the nanotechnology enables us
to explore the physics of quantum transport for highly tunable
systems. In fact, one can make a nanometer scale confinement
structure, known as the quantum dot (QD). Using attaching
external leads can be attached via the tunnel coupling, elec-
trons can transport through QD. There are a number of tunable
parameters in the QDs, e.g., energy level in a QD, bias volt-
age, and tunnel barrier between the QD and the leads. Those
tunablities enable us to compare the theory with the experi-
ment for a variety of physical effects.
Quantum transport phenomena attract theoretical and ex-
perimental investigations to reveal the quantum many-body
properties under various non-equilibrium circumstances. One
of the major issues of the quantum transport is the electron
transfer induced by a cyclic temporal change of the param-
eters in the system. Those phenomena, known as quantum
pumping, are widely observed. The electron pumping by
the quantum effect has been proposed by Thouless.1 This
phenomenon is also closely connected with Berry phase and
Berry curvature.2 In the cyclic modulation of parameter, the
eigenstates can gain the Berry phase even if the Hamiltonian
of the system itself return to the initial Hamiltonian. If the cur-
vature corresponding to Berry phase is non zero in parameter
space, the cyclic modulation of the parameter produces cur-
rents. The original idea of the quantum pumping for a closed
system has been extended to an open system3–13 and repre-
sented by a geometrical expression.14 Since then, the various
effects on the quantum pumping have been investigated, e.g.
Coulomb interaction in QD,15 interaction of two electrons in
a triple-well structure.16 The spin pumping have also been in-
vestigated in the presence of Kondo effects.17,18 Experimen-
tally, the quantum pumping has been realized by the transport
experiment in the mesoscopic systems.19–24 In those experi-
ments, the quantized dc current has been obtained by modula-
tion of the parameters.
The geometrical phase also appears in the context of master
equation. If the parameter of the Liouvillian is adiabatically
varied, the eigenstates obtain the geometrical phase similar
to the Berry phase. This geometrical phase, so called Berry-
Sinitsyn-Nemenman (BSN) phase, has originally been offered
in the context of the classical master equation for stochastic
systems.13,27–34 In these systems, the excess part of the cumu-
lant generating function is expressed by a Berry-like phase on
the eigenstate of the classical master equation. It is notable
that Ref. 33 analyzed a spin-boson model under a cyclic mod-
ulation of two temperatures in the reservoirs, and obtained the
pumped current. In Ref. 35, the QME for adiabatic modula-
tion of the reservoir parameters has been analyzed, such as
temperatures and chemical potentials in leads. The authors
have demonstrated that the BSN phase exists in general, and
thus, the pumped current can exist for general situations under
the adiabatic modulations of reservoir parameters. They have
applied their method to a double QDs system with inter-dot
repulsion, and have obtained the BSN curvature for various
interaction strength, which vanishes in no-interacting limit. It
is remarkable that the quantum pumping is generated by the
modulation of the parameters in thermal baths. This analy-
sis has already been extended to demonstrate the existence of
a path-dependent entropy in a nonequilibrium QD system.25
However, their calculation is numerical and, thus, explicit pa-
rameter dependence is unclear. Moreover, they have not taken
into account the effect of spins in the QDs nor the precise
intra-dot interaction. In this paper, thus, we analyze a more
realistic system of the QD connected to external leads and ob-
tain the BSN curvature and pumped current analytically. We
show that the electron-electron interaction in QD induces the
quantum pumping.
The present paper is organized as follows. In Sec. II, we
introduce the model for the QD coupled to external leads and
present a brief review of calculation for the pumped current in
the basis of quantum master equation. In Sec. III, we apply
the method presented in the Sec. II to our model. The ana-
lytical expression of BSN curvature for our model is derived.
We show that the electron-electron interaction in QD induces
the finite BSN curvature. We also show that we can obtain
the pumped current by modulating the parameters in the bath.
In Sec. IV, we summarize our results and discuss the implica-
tions for geometrical pumping under many body correlation.
In Appendix A, we derive the QME for our model in the pres-
ence of counting field. In Appendix B, we present the detailed
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FIG. 1: A schematic picture of a quantum dot coupled with two leads.
calculation for BSN curvature.
II. MODEL AND METHOD
In this section, we present our model and the derivation for
the geometrical expression of charge pumping and the corre-
sponding curvature on the basis of QME.
A. Model
We consider a QD connected with two external leads by
using the Anderson model. Our model is depicted in Fig. 1.
The Hamiltonian is given by
H = Hs + Hbath + Hint, (1)
Hs =
∑
σ
ǫ0d†σdσ + Un↑n↓, (2)
Hbath =
∑
γ,k,σ
ǫka
†
γ,k,σaγ,k,σ, (3)
Hint =
∑
γ,k,σ
Vαd†σaα,k,σ + h.c., (4)
where, a†
α,k,σ and aα,k,σ are, respectively, the creation and the
annihilation operators for the electron in the leads α(= L,R)
with the wave number k, the energy ǫk, and the spin σ.
Similarly, d†σ and dσ are those in the QD, respectively, and
nσ = d†σdσ. U and Vα are, respectively, the electron-electron
interaction in the QD and the transfer energy between QD
and the lead α. Hereafter, we refer to the two leads as heat
baths (HBs). We adopt a model in the wide band limit for
leads, which corresponds to a boson system with Ohmic dis-
sipation. We denote, in this paper, the line width Γ = πνV2
where V2 = V2L +V
2
R and ν is the density of states in the leads.
In this paper, we consider a geometrical pumping caused by
an adiabatic modulation of the parameters in the HBs. In par-
ticular, we focus on the case that the chemical potential in left
lead µL and right lead µR are adiabatically controlled through-
out this paper. It is straightforward to expand the parameter
space to include the other parameters, such as the tempera-
tures in leads, the energy level of QD, the tunnel potential,
and so on. In this paper we consider the case that the param-
eters except for the chemical potentials are symmetric in the
left and the right leads, i.e. TL = TR ≡ T and VL = VR ≡ V .
The generalization toward asymmetric tunneling or asymmet-
ric temperature case is straightforward and that adds no qual-
itative change to following arguments. For simplicity, we set
~ = 1, e = 1 and kB = 1.
We neglect the Kondo effect in this paper. This treatment
can be justified at temperatures much higher than Kondo tem-
perature TK. Because TK is typically much smaller than the
line width of the energy level in QD, the following argument
is expected to be valid for wide range of temperatures.
B. Method
In Ref. 35, the excess charge transfer has been calculated
on the basis of QME. This is a suitable way to express the
charge pumping as the geometrical quantity. Since the charge
pumping is represented as the Berry-like phase, the geometri-
cal pumping in the system is characterized by the correspond-
ing curvature (BSN curvature).
First, we introduce the counting field χ, in order to count
the number of the electrons which transfer from the left lead
to the right lead. Then the generation function of the number
of the transferred electrons is given by
Z(χ) = 〈e−iχNt eiχN0 〉, (5)
where N0 and Nt are the number of the electrons in left leads
at initial time 0 and at time t, respectively. The cumulant
generating function (CGF) is given by S (χ) ≡ ln Z(χ) and
∂F(χ)/∂(iχ)|χ=0 yields 〈Nt − N0〉. From now on, we assume
that commutable relation [Hs, N] = 0 holds. In other words,
we decompose full Hamiltonian as Hs + Hint as [Hs, N] = 0
holds. Thus Eq. (5) is rewritten as
Z(χ) = Tr
[
eiHχ te−iH−χ tρ0
]
, (6)
where ρ0 is the density matrix of the whole system in the ini-
tial state, and H±χ satisfies
eiH±χ t = e±
i
2χN eiHte∓
i
2χN . (7)
Equation (6) describes the following “time evolution”. The
initial state described by ρ0 evolves by the “Hamiltonian” H−χ
from the initial time to t and the state at t evolves backward
by Hχ.
In order to analyze Eq. (6), we make another assumption,
corresponding to the Markovian approximation. In Eq. (5),
if t is much larger than the tunnel rate ∼ ~/Γ, the memory
effect is negligible. Thus the time evolution of ρχ becomes
local in time. By integrating out the degrees of freedom for
conduction electrons, we obtain the following formal quantum
master equation.
dρχ
dt = K
χρχ. (8)
This is the generalization of the QME in the presence of count-
ing field and thus we call this equation as the generalized
QME (GQME). The explicit form of Kχ corresponding to the
setup in Fig. 1 will be presented in the next section.
Next we consider the modulation of the parameters. For the
consistency with the above discussion, the modulation must
be slow compared with the tunnel rate. We follow the method
3described in Ref. 34. The density matrix of the system can be
expanded as
ρχ(t) =
∑
n
cn(t)eΛ
χ
n (t)ρχn(~α(t)), (9)
where ~α(t) denotes the set of parameters at time t, λn and
ρ
χ
n are, respectively, the eigenvalue and the corresponding
right eigenfunction of the Kχ in Eq. (8). Here, Λχn(t) ≡∫ t
0 dt
′λχn(~α(t′)) is the dynamical phase which corresponds to
the house-keeping part of the generating function (5). If t is
much larger than the characteristic time, Eq. (9) is reduced to
ρχ(t) = c0(t)eΛ
χ
0 (t)ρχ0(~α(t)), (10)
where ρχ0 is the eigenvector whose eigenvalue χ0 has the max-
imum real part. The order of the time gap between the longest
and the second longest relaxation times for the eigenmodes
can be estimated as 1/Re(¯λ0 − ¯λ1), where λ1 has the second
maximum real part and ¯λn stands for the time average of λn.
The above approximation corresponds to the adiabatic condi-
tion of the parameter modulation. Thus we obtain the excess
part by subtracting the house-keeping part from the total CGF.
The excess part of the CGF becomes
S ex(iχ) = −
∫
C
lχ0,~α(t) · dρ
χ
0,~α(t) + surface terms, (11)
where lχ0,~α(t), dρ0,~α(t) ≡ dρ
χ=0
0,~α(t), is the left eigenvector corre-
sponding to the eigenvalue λχ0 . The total derivative on the right
hand side of Eq. (11) is taken in the parameter space. Thus we
obtain the average number of electrons transfered from the left
lead to the system by differentiating Eq. (11) with respect to
iχ,
∆N = −
∫
C
l′0,~α(t) · dρ0,~α(t), (12)
where l′0,~α(t) = ∂l
χ
0,~α(t)/∂(iχ)|χ=0 and C represent the integra-
tion path along the trajectory in parameter space, respectively.
Thus, ∆N is expressed as the integration of Berry-like phase.
Indeed, the Berry-like phase has the corresponding BSN cur-
vature, as
FµL,µRdµL ∧ dµR = dl′0,~α(t) ∧ dρ0,~α(t), (13)
where ∧ is the wedge product. The above argument can be
easily generalized to the higher cumelant which is related to
the valiance, skewness, and so on.
III. RESULTS
In this section, we apply the method described in the previ-
ous section to our model depicted in Fig. 1. In the first sub-
section, we derive the GQME for our system. In the second
subsection, we calculate the BSN phase and curvature for our
system. We also estimate the geometrical pumping for cyclic
modulation.
FIG. 2: (Color online) The BSN curvature in µL-µR plane for U =
Γ(Fig. a), U = 20Γ(Fig. b), and U = 40Γ(Fig. c), where temperature
is set to be T = 10Γ. We normalize the peak and dip values to
be +1(Red) and −1(Blue), though those values depend on U. (See
Figs. 3 and 4.) The peak and dip positions lie near ǫ0 and ǫ0 + U,
respectively. The half width is approximately equal to ∼ T for each
case.
A. Quantum Master Equation
In our system, the GQME becomes the rate equation be-
tween ρ ≡ (ρd, ρ↑, ρ↓, ρe)T , corresponding to the double occu-
pied state, singly occupied state (up spin or down spin), and
empty state, respectively. Indeed this is the generalization of
the QME derived in Ref. 36. The generalized Liuvillian for
our system in a wide band case is
Kχ
~α
= K (L→D) χ
~α
+K (D→L) χ
~α
, (14)
K (L→D) χ
~α
= Γ

0 f (1)χ+ f (1)χ+ 0
0 − f (1)+ 0 f (0)χ+
0 0 − f (1)+ f (0)χ+
0 0 0 −2 f (0)+

, (15)
K (D→L) χ
~α
= Γ

−2 f (1)− 0 0 0
f (1)χ− − f (0)− 0 0
f (1)χ− 0 − f (0)− 0
0 f (0)χ− f (0)χ− 0

, (16)
in the leading order of V with Markovian approximation.
(For derivation, see Appendix A.) Here, f ( j)χ+ = eiχ f ( j)L (ǫ0) +
f ( j)R (ǫ0) and f ( j)χ− = e−iχ[1 − f ( j)L (ǫ0)] + 1 − f ( j)R (ǫ0) where
we have introduced Fermi distribution function f ( j)γ (ǫ0) =[
1 + e−β(ǫ0+ jU−µγ )
]−1
in the lead γ with the inverse temperature
β = T−1. Note that f ( j)± satisfies f ( j)± ≡ f ( j)χ=0± . The Liouvil-
lian R(L→D) χ
~α
represents the process that the electron transfers
from the leads to the QD and R(D→L) χ
~α
represent the opposite
process. As we mentioned, the parameters are denoted by a
vector ~α(t) = (µL, µR), which is easy to control in an experi-
ment. The following calculation can be extended to the other
parameter spaces.
B. BSN curvature and pumped current
In this subsection, we analyze the BSN curvature for two
limiting cases, U/Γ ≪ T/Γ or U/Γ ≫ T/Γ. First, we show
that the Coulomb interaction induces the BSN curvature. This
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FIG. 3: The peak structure of BSN curvature along µL = µR line for
T = 10Γ and U = Γ. This result corresponds to the case of U ≪ T .
Here, the solid line shows the full result of the adiabatic expression
of Eqs. (8), (10) and (14)-(16) obtained by the numerical calculation,
while the broken line and dotted line illustrate the results of the first
order and second order perturbation, respectively.
means that, the BSN curvature is zero for U = 0. In the case
of U = 0, the density matrix of the system can be decomposed
into ↑ spin space and ↓ spin space and thus the model is equiv-
alent to the two noninteracting spinless Fermion system. The
Generalized Liuvillian for each spin becomes
Kχ
~α
= Γ
( − f (0)− f (0)χ+
f (0)χ− − f (0)+
)
. (17)
Then we can easily verify that the BSN curvature is zero from
Eq. (13) (see Appendix B). The BSN curvature for U ≪ T is
given by the expansion of βU as
FµL,µR =
β2
(2 f+ + f−)3 (A1βU + · · · ) , (18)
where
A1 = − e
2βǫ0 − eβ(µL+µR)
(eβǫ0 + eβµL )3(eβǫ0 + eβµR)3 e
β(2ǫ0+µL+µR), · · · . (19)
The result clearly exhibits that the geometrical pumping is for-
bidden in following situations, (i) at high temperature limit
and (ii)“ macroscopic” modulation |ǫ0 − µL|, |ǫ0 − µR| ≫ U.
In the situation (ii), the separation between the peak and the
dip for the BSN curvature becomes smaller than the energy
scales |ǫ0−µL | and |ǫ0−µR|. Then the effect from the peak and
that from the dip are canceled out. Thus we conclude the geo-
metrical pumping is purely quantum effect, which is contrast
to the case for the spin-boson model, equivalent to a classi-
cal two-level system. In Fig. 2, we plot the BSN curvature
for various strength U. This result illustrates that U makes
the peak and the dip separate. In Fig. 3, the peak position
and the magnitude along µL = µR line are plotted. The first
order expansion yields good approximation and second order
expansion is indistinguishable from the full numerical calcu-
lation of the adiabatic model. This figure , thus, ensures that
the perturbation treatment is valid.
In real experimental setups we can assume the situation of
U/Γ ≫ 1 and U/T ≫ 1 where the double occupied state is
forbidden when max{|ǫ0 − µL |, |ǫ0 − µR|} ≪ min{|U − µL |, |U −
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FIG. 4: The peak structure of BSN curvature along µL = µR line
for T = 10Γ. The solid line shows the full expression obtained by
the numerical calculation for U = 40Γ. The dotted line shows the
result obtained by adopting the analytical expression for U/T ≫ 1 to
U = 40Γ. In this case, though U is not significantly large (U/T = 4),
we obtain a good coincidence between the analytical expression for
large U and the full calculation of the adiabatic expression.
µR|}. Thus, the basis of the GQME reduces to ρ˜ = (ρ↑, ρ↓, ρe)
and generalized Liuvillian becomes41
Kχ
~α
=

− f (0)− (ǫ0) 0 f (0)χ+ (ǫ0)
0 − f (0)− (ǫ0) f (0)χ+ (ǫ0)
f (0)χ− (ǫ0) f (0)χ− (ǫ0) −2 f (0)+ (ǫ0)
 . (20)
In the case, the pumped current and the BSN curvature are,
respectively, given by
∆N = −2
∫
C
1 + f (0)L (ǫ0)
2 f (0)+ (ǫ0) + f (0)− (ǫ0)
dg, (21)
where g = f (0)+ (ǫ0)/[2 f (0)+ (ǫ0) + f (0)− (ǫ0)] and
FµLµR =
4
(2 f (0)+ + f (0)− )3
∂ f (0)L (ǫ0)
∂µL
∂ f (0)R (ǫ0)
∂µR
. (22)
This expression clearly shows that the peak of the BSN
curvature is near (µL, µR) = (0, 0). We can also calcu-
late the BSN curvature for the case of U/T ≫ 1 and
min {|ǫ0 − µL|, |ǫ0 − µR|} ≫ max {|U − µL |, |U − µR|}. In this
case, the BSN curvature becomes
FµLµR = −
4
(2 f (1)− + f (1)+ )3
∂ f (1)L (ǫ0)
∂µL
∂ f (1)R (ǫ0)
∂µR
. (23)
Thus in the case of U/T ≫ 1, the BSN curvature has a peak
around (µL, µR) = (0, 0) and a dip around (µL, µR) = (U,U).
We plot the BSN curvature along µL = µR line in Fig. 4. It is
shown that the full adiabatic expression of the BSN curvature
is well approximated by a superposition of Eqs. (22) and (23)
even when U = 40Γ (U/T = 4). For T ≪ Γ, Eq. (22) becomes
FµLµR ≃
4
(2 f (0)+ + f (0)− )3
δ(µL − ǫ0)δ(µR − ǫ0). (24)
Thanks to the Stokes theorem
∆N =
∫
S
dS FµLµR , (25)
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FIG. 5: The current obtained by cyclic modulation in the parameter
space. The trajectory of the parameter modulation is depicted in in-
set. We make the cyclic modulation of radius µ from the energy level
in QD. We use the analytical expression for U ≫ T and set T = 10Γ.
the pumped current is given by
∆N =
4
(2 f (0)+ + f (0)− )3
∣∣∣∣∣∣
ǫ0=µL,ǫ0=µR
, (26)
where
∫
S denotes the integration over the region enclosed by
the trajectory of the parameter modulation. Then we can con-
clude we achieve the charge pumping of order ∼ e in one cy-
cle.
We also calculate the pumped current at high temperatures
T = 10Γ (see Fig. 5). We plot the pumped current against
the radius of parameter modulation. We set the origin of the
circle as ǫ0(= 0). Even in the case of high temperatures, we
can obtain the charge pumping of order ∼ e in ∼ 10 cycles of
the parameter modulation.
IV. CONCLUSION AND DISCUSSION
We have analyzed the geometrical pumping for a system
of a QD connected with two external leads based on the QME
approach. We have derived the analytical expressions for BSN
curvature for the case of βU ≪ 1 or βU ≫ 1. We have shown
that the Coulomb interaction in the QD causes the non-zero
BSN curvature in µL-µR plane. For U = 0, the BSN curvature
is zero in µL-µR plane and the peak and the dip emerge for
U , 0. In contrast to the spin boson model and the spinless
model,26,35 the electron-electron interaction in the QD has the
central role in this system. We also analyze the BSN curvature
when ǫ0 and ǫ0 +U are well separated, where the peak and the
dip of the curvature appear near ǫ0 and ǫ0 + U, respectively.
Thus the quantum pumping can be achieved in our setup with
parameter modulation only in the HBs.
Throughout this paper, we have ignored the Kondo correla-
tion which is equivalent to the case T ≫ TK. The examination
of strong coupling regimes (T ≪ TK) would require calcula-
tions using the renormalization improved perturbation theory,
self consistent Born approximation, etc., which is beyond the
scope of the present paper. The investigation of the finite time
modulation which brings non-adiabatic correction and non-
Markovian effect are also the future issues. In the case of bo-
son transport, the non-adiabatic effect have been studied and
the generalization to the case of fermion transport is expected
to be straightforward.43
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Appendix A: GQME for Anderson model
In this appendix we summarize the derivation of Eqs. (14)
- (16). As is assumed, the density matrix of full system ρ is
decomposed into the matrix of system ρSand the matrix of the
bath in thermal equilibrium ρbath at initial time t0,
ρ(t0) = ρs(t0)ρbath. (A1)
The time evolution of ρ(t) is described by Liouvillian as
d
dtρ(t) = Kρ(t). (A2)
As is the case of Hamiltonian (1), the full Liouvillian K can
be decomposed into Ks, Kbath, and Kint. As can be seen from
the form of time evolution equation, the Dyson’s equation in
quantum system can be used. By the Laplace transformation
of ρ(t)
ρ(z) =
∫ ∞
t0
dte−z(t−t0)ρ(t), (A3)
the Eq. (8) becomes
ρ(z) = 1
z − K ρ(t0) = G
0(z) +G0(z)KintG0(z) + · · · , (A4)
where G0(z) = (z − Ks − Kbath)−1. From Eqs. (A1) and (A4),
the reduced density matrix which is obtained by tracing out
the bath degrees of freedom becomes
ρs(z) = Trbath
[(
G0(z) +G0(z)KintG0(z)KintG0(z)
)
ρs(t0)ρbath
]
,
(A5)
in the second order ofKint. It can be shown that the term linear
to Kint vanishes. By using Kbathρbath = 0, the first term of Eq.
(A5) can be rewritten as
Trbath
[
G0(z)ρs(t0)ρbath
]
= G0s (z)ρs(t0), (A6)
where G0s (z) = (z − Ks)−1. Now we define the effective Liou-
villian Keff , which describes the time evolution of ρs as
ρs(z) = 1
z − Keff(z)ρs(t0). (A7)
This is equivalent to the following time evolution equation
d
dtρs =
∫ t
t0
dτKeff(t − τ)ρs(τ). (A8)
6Here we can see the non-Markovian effect, i.e. memory effect
from previous times. By decomposing Keff(z) into the “free
part” and the “self energy part” as Keff = Ks + Σ(z), it be-
comes more clear that the memory effect is induced by the
interaction. By expanding (A7) in Keff(z), we obtain
ρs(z) =
(
G0s (z) +G0s (z)Σ(z)G0s (z) + · · ·
)
ρs(t0), (A9)
where G0s (z) = (z−Ks)−1. From Eqs. (A5), (A6), and (A9), we
can easily see that the second order term in Eq. (A5) is equal to
second term in Eq. (A9). Thus the lengthy calculation yields44
Σ(z) = −
∑
c,c′=±
∑
ξ=±
cc′Jc′−ξ,σ|aa′〉〉〈〈aa′|Jcξ,σ′ I(ξ, c, a, a′),
(A10)
where |a, b〉〉 = |a〉〈b| is the two state vector and Jc
ξ,↑ is the
ladder operators (for the case of ↓, the definition is the same)
defined as
J+
+,↑ = |e, α〉〉〈〈↑, a| + | ↓, α〉〉〈〈d, a|, (A11)
J+−,↑ = | ↑, α〉〉〈〈e, a| + | ↓, α〉〉〈〈d, a|, (A12)
J−
+,↑ = |α, ↑〉〉〈〈a, e| + |α, d〉〉〈〈a, ↓ |, (A13)
J−−,↑ = |α, e〉〉〈〈a, ↑ | + |α, ↓〉〉〈〈a, d|, (A14)
and I(ξ, c, a, a′) is given by
I = V2
∑
k
 f
−ξc
γ (ωk)
z + iξωk + i∆a,a′
 , (A15)
where ∆a,a′ = ǫa−ǫa′ is the energy difference of the QD states.
In the case of flat band dωk/dk = const, the function I which
describes the effect of spectrum for the leads on tunneling pro-
cess, can be rewritten as
I =
1
π
Γ
∫ D
−D
dω
f −ξcγ (ω)
z + iξω + i∆a,a′
, (A16)
where the line width Γ is defined as Γ = πνV2 with the density
of states in leads ν.
Next we make an assumption which corresponds to neglect
the memory effect in Eq. (A8). This is valid when the time
scale of the dynamics of the system is much larger than that
of bath. By taking the long-time limit z → +0, we can use
the relation limη→+0(ω + iη)−1 = −iπδ(ω) + Pω−1. Assuming
the wide band limit D → ∞, the imaginary part of Σ can be
negligible and thus, we obtain
Σ(z) = −1
2
Γ
∑
c,c′=±
∑
ξ=±
cc′Jc′−ξ,σ|aa′〉〉〈〈aa′|Jcξ,σ′ f −cξγ (∆aa′ ).
(A17)
By replacing Σ(z) → Σ(+0) (long-time limit), Eq. (A8) can be
rewritten as
d
dtρs = Keff(z = +0)ρs(t). (A18)
Thus the Liouvillian for our system without the counting field
becomes Eq. (14) with χ = 0. In the present case, the count-
ing field can be easily taken into account by the transposi-
tion, a†L,σ → e−iχ/2a†L,σ and aL,σ → eiχ/2aL,σ.37 By using this
method, we arrive at Eq. (14).
Appendix B: Detailed calculation for BSN curvature
1. In the case of βU ≪ 1
When U = 0, the density matrix of the system can be de-
composed into ↑ spin space and ↓ spin space and the Gen-
eralized Liuvillian for each spin is given by Eq. (17). The
eigenvalues of the matrix are
λ± = Γ
[
−1 ±
√
Dχ
]
, (B1)
with Dχ = 1 + ( f (0)χ+ f (0)χ− − f (0)+ f (0)− ), where λ+ has the maxi-
mum real part. Thus the right eigenstate corresponding to λ+
for χ = 0 is
ρ
χ=0
0 =
1
2
(
f (0)+ , f (0)−
)T (B2)
and left eigenstate corresponding to λ+ and its derivative with
χ at χ = 0 is
lχ0 =
1,− 1
2 f (0)χ−
(
f (0)+ − f (0)− −
√
Dχ
) , (B3)
l′0 = (0, 1), (B4)
where lχ0 is normalized to be l
χ=0
0 = (1, 1). Substituting Eqs.(B2) and (B4) into Eq. (13), we obtain FµL,µR = 0 for U = 0.
Next, we adopt the perturbation in terms of βU. The Liou-
villian can be expanded in powers of βU, as
Kχ
~α
= Kχ
~α
∣∣∣
βU=0 + βU
∂Kχ
~α
∂βU
∣∣∣∣∣∣∣
βU=0
+ · · · , (B5)
Kχ
~α
∣∣∣
βU=0 = Γ

−2 f− f χ+ f χ+ 0
f χ− − f− − f+ 0 f χ+
f χ− 0 − f− − f+ f χ+
0 f χ− f χ− −2 f+
 ,(B6)
∂Kχ
~α
∂βU
∣∣∣∣∣∣∣
βU=0
= Γ

−2 ˙f− ˙f+ ˙f+ 0
˙f− − ˙f+ 0 0
˙f− 0 − ˙f+ 0
0 0 0 0
 , (B7)
where we drop the superscript of f±, and denote
(∂ f (1)/∂βU)βU=0 as ˙f . We treat the first term on the
right hand side of Eq. (B5) as an unperturbed part. The four
eigenstates of unperturbed part can be easily obtained from
the tenser product of eigenstates for Eq. (17). For example,
the right eigenvectors can be written as
ρi, j = (ρ(1)↑i ρ(1)↓j , ρ(1)↑i ρ(2)↓j , ρ(2)↑i ρ(1)↓j , ρ(2)↑i ρ(2)↓j )T , (i, j = 0, 1),(B8)
where ρ0 is given by Eq. (B2) and ρ1 is the right eigenstate
corresponding to λ−. Here we put superscript ↑ or ↓ to indicate
the spin degrees of freedom and (i) denotes i-th component of
density matrix vector. We can show that ρi, j is indeed the
eigenvectors of Eq. (B6), by decomposing to spin ↑ space and
7spin ↓ space
Kχ
~α
∣∣∣
βU=0 = Γ

− f− 0 f χ+ 0
0 − f− 0 f χ+
f χ− 0 − f+ 0
0 f χ− 0 − f+

+Γ

− f− f χ+ 0 0
f χ− − f+ 0 0
0 0 − f− f χ+
0 0 f χ− − f+
 . (B9)
The eigenstates ρ00, ρ01, ρ10, and ρ11 have corresponding
eigenvalues 2λ+, λ++λ−, λ−+λ+, and 2λ−, respectively. Thus
the eigenvector ρ0,0 corresponds to the eigenvalue which has
maximum real part. The left eigenstates can be obtained by
the same procedure.
For simplicity, we define βU = δ and denote Liouvillian as
K = K0 + δK1 +O(δ2). We use the perturbation method. First
we expand the eigenvector and eigenvalue in β as
R = ρ00 + δR1 + O(δ2), (B10)
λ = λ+ + δλ1 + O(δ2), (B11)
where R is the eigenvector of K with eigenvalue.λ. Here we
show the calculation up to first order in δ. The left hand side
and right hand side of KR = λR becomes
KR = (K0 + δK1) (ρ00 + δR1) , (B12)
λR = (λ+ + δλ1) (ρ00 + δR1) . (B13)
By taking inner product with 〈l00|, Eqs. (B12) and (B13) yield
λ1 =
l00K1ρ00
l00 · ρ00
. (B14)
Next we expand R1 by eigenvectors ρi, j as
R1 =
∑
(i, j),(0,0)
Ci, jρi, j. (B15)
The Eqs. (B12) and (B13) lead to
Ci, j =
li, jK1ρ00
2λ+ − λi, j
, (B16)
where λi, j is the eigenvalue corresponding to li, j. The resulting
expression of R1 becomes
R1 =
f+ ˙f+
8

2 + f+
− f+
− f+
−2 + f+
 . (B17)
From the same procedure, it is shown that the left eigenvector
for χ = 0 is (1, 1, 1, 1) up to O
(
(βU)2
)
, namely the coefficient
of the first order in βU vanishes. We further apply the pertur-
bation for iχ to lχ and obtain
l′ = −1
2
(
2( f+ ˙f+)′,
[
˙f+( f+ − 1)
]′
,
[
˙f+( f+ − 1)
]′
, 0
)
+O((βU)2), (B18)
where f ′ = ∂ f /∂(iχ)|χ=0. Thus the BSN curvature (13) be-
comes Eq. (19).
2. In the case of βU ≫ 1
In the case of βU ≫ 1, the generalized Liouvillian for |ǫ −
µL|, |ǫ − µR | ≪ |ǫ + U − µL |, |ǫ + U − µR| is given by Eq. (20).
The eigenvalues of the matrix are
λ0,± = Γ f (0)− ,
Γ
2
[
−(2 f (0)+ + f (0)− ) ±
√
˜Dχ
]
, (B19)
with ˜Dχ = (2 f (0)+ + f (0)− )2 + 8( f (0)χ+ f (0)χ− − f (0)+ f (0)− ), where λ+
has the maximum real part. Thus the right eigenstate corre-
sponding to λ+ for χ = 0 is
ρ
χ=0
0 =
1
2 f (0)+ + f (0)−
(
f (0)+ , f (0)+ , f (0)−
)T (B20)
and left eigenstate corresponding to λ+ is
lχ0 =
1
Cχ
(
−2 f (0)− ,−2 f (0)− ,Cχ
)
, (B21)
with Cχ = 2 f (0)+ − f (0)− −
√
˜Dχ, where lχ0 is normalized to be
lχ=00 = (1, 1, 1). By substitution Eqs. (B20) and (B21) into Eq.(13), we obtain Eq. (22).
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