pecially in tools that partially automate the process, such as compilers, parsers, lexical analyzers and compiler compilers. By 1969, regular expressions had been incorporated into computer science curricula in most of the major programs as part of classes on formal languages and automata theory. The first textbook was Hopcroft and Ullman's Formal languages and their relation to automata [Hopcroft and Ullman, 1969] ; current textbooks retain much of the same structure and material, e.g. Peter Linz's An Introduction to Formal Languages and Automata [Linz, 2001] 2 In particular, the work Dewey undertook in Experimental Logic [Dewey, 2004 , Hester et al., 2007 . Pragmatist approaches to AI seem few and far between, but see [Burke, 1995] . Recent work by Okrent has extended a Dewey-inspired reading of Heidegger that focuses on intentionality and tool-use as one way to reformulate the philosophical basis of rationality. Intentionality as a case of tool-use is close to what is sought here as an explanation in the case of regular expressions, though the present case does not fit neatly within Okrent's explanation of intentionality, in part because the actors discussed here do not always understand their own manipulations of logical systems as a tool-oriented, intentional activity. And yet, I argue, it is possible to understand what they have done within this frame, and that this re-description is a step towards articulating the understanding of intentionality necessary to remove logic from the domain of pure reason and show its function in the domain of practical reason, especially after the advent of software and programmable computers. See especially [Okrent, 2007 , Okrent, 1991 extensively in the early spread and development of the World Wide Web. to control at least some of our symbol-saturated information environment 120 today.
121
As a tool, its proliferation is tied to the proliferation of the UNIX op- System. grep is the most famous of these tools-so famous that it is used 128 colloquially by geeks to mean "search" as in "I grepped for my socks. multi-user operating systems [Lee et al., 1992] . That version of QED did 159 3 There is no scholarly historical work on UNIX and its origins at Bell Labs that explores the range of activities underway there. Salus [Salus, 1994] In 1968, Thompson also published a short "Programming Techniques" 170 paper for the CACM in which he described the "Regular Expression Search
171
Algorithm" he had implemented [Thompson, 1968] . What made regular 172 expressions a more powerful tool for search was that they allowed for a 173 kind of parallel processing. Rather than searching up and down a tree of 174 possibilities through brute force, backtracking every time it fails, regular 175 expressions allow the program to search more efficiently by "looking ahead" 176 and figuring out which paths can be eliminated. 4 .
177
It is not at all obvious, however, how Thompson reached this point. Prior 178 to his implementation of this algorithm (which was originally written in As-179 sembly language for the IBM 7090, on which CTSS ran, and presented in 180 4 Russ Cox has written a technical history of the different implementations of the matching engine that Thompson used, and those that are in use to day, demonstrating differences in efficiency and speed that have been lost over time [Cox, 2007] . The Algorithm that Thompson implemented also bears some similarity to the general AI approach to "reasoning as search" given the focus on pattern matching and backtracking. Thompson's use of regular expressions, however, seems to be the first such implementation and entirely distinct from the AI tradition of problem solving. Kleene had written his paper in 1951, during a summer at RAND, after 274 had given him McCulloch and Pitts paper to read [Kleene, 1979] . Upon 276 reading this paper, Kleene's first inclination as a mathematician was to push 277 further the model it contained-a model of the brain as a logical calculus. The analogy between logic and thinking is obviously not unique to Mc-403 8 Lily Kay points out that even though their paper is routinely adopted as an origin point for AI, McCulloch was himself "not an AI enthusiast. He was far less interested in machines that try to think than in the mechanical principle of thought (and by mechanical he did not mean physicochemical or reductionist). He was attracted to 'Machines that Think and Want': how we know particulars and universals, the desire for food, woman and bed, music, poetry, mathematics. And he sought a mathematical corrective to the mindless blackbox of behaviorism and the tripartite Platonic conjectures of psychoanalysis." [Kay, 2002, 603-4] twentieth century, and especially under the influence of the Hilbert pro- Dreyfus locates his original critique of AI in just this age-old desire, which he refers to as Platonic in origin. Dreyfus' book is not a critique of reason per se, however, but an alternative explanation of human reason drawing on concepts of embodiment and background know-how [Dreyfus, 1992] . It does not, however, make any assumptions about whether embodiment or background knowledge are themselves mediated by the presence and proliferation of machines and symbol systems, regardless of whether they were created with the intention of being able to reason autonomously. Thinking with machines seems to me to fit into our "background" know-how in ways that neither AI nor Dreyfus seems to give any credit. soundness of their model, they were not making empirical statements about that of Carnap's logic; or to put it differently, they created yet another 501 language-a brain-language or nerve-language-which they showed to have Fig 2) . Latour's work on immutable mobiles appears in Drawing Things Together [Latour, 1990] ; See also Paul Rabinow on the concept of "remediation" [Rabinow, 2008] . The success of logic, seen in this light, might also be measured oppo- Newell and Simon's project made no explicit formal equivalence, it trans-560 lated nothing. They did invent a new artificial language-a precursor to the 561 programming language LISP-but they did not attempt to prove that that 562 language was equivalent to any other. Rather, the implicit formal equiva-563 lence maintained in AI is that between the human capacity for reason and we form symbiotic relationships with them, we translate them from paper 573 to machine, to patent to software.
574
If one sees AI as the attempt to create a second race of thinking beings, 575 then one can only pronounce its failure; but seen from the perspective of 576 "logical instruments" AI might also be seen as a similarly successful research 
