The manner in which the variable x, measuring distance from the leading edge, first enters into the solution of the title problem is elucidated. The structure of the corresponding eigenfunctions is different in each of four regions of the boundary layer and the corresponding contribution to the velocity is weaker than any finite power of -x + Ut, where t measures time and the variable x first enters at x = Ut. A comparison between the predicted variations of displacement thickness and of the skin friction with the computed values obtained by Dennis (2) is favourable.
Introduction
IN part I of this paper Stewartson (6) considered the development of the unsteady boundary layer on a semi-infinite flat plate immersed in an infinite viscous fluid. The plate is given, impulsively, a velocity U at time t = 0 in a direction parallel to its length and thereafter moves in the same direction with the same velocity. It was found that the structure of the boundary layer at a fixed distance x from the leading edge is different, according as T (= Utjx) Jjl. If T < 1 it is the same as for an infinite plate and independent of x. If T > 1, x enters the structure, which approaches the steady Blasius form asr->-oo. Physically, the significance of T = 1 is due to the wave-like character of the governing equation when regarded as a function of x and t. This means that the disturbance caused by the presence of the leading edge travels through the boundary layer with the maximum local velocity at any station of x, i.e. the mainstream velocity. Hence, the effect of the leading edge is felt when Ut > x, i.e. T > 1. Two interesting questions which naturally arise relate to the mathematical mechanism by which the variable x enters the solution at T = 1+ and the variable t disappears as T->-OO. An answer to the second question was indicated in the paper but very little progress was made with the first question.
Since then the problem has aroused considerable interest and of the subsequent contributions we mention especially the first full numerical solution by Hall (3), the numerical solution of the similarity form of the governing equation by Dennis (2) and the completion of the mathematical description of the solution as T -> oo by Watson. This study has just been published as an Appendix to Dennis's paper, which also includes a full bibliography to which the reader is referred for further details of the work that has been carried out.
The purpose of this paper is to answer the first question posed above by elucidating the manner in which the variable x enters the solution at T = 1 +. Referring to (6, section 5) the basic problem is to find a function r(£, T) satisfying
together with the boundary conditions tft = difi/d£ = 0 when £ = 0, 1 as £ -> oo and as r -*• oo,
The dependence of 0 on T is weak when T-1 is small and positive; we may therefore linearize the equation by writinĝ
and neglecting T 2 . Then Y satisfies with boundary conditions T = 0 when T = 1, T = S¥/d£ = 0 when t, = 0, and ar/9£->0as £->oo. The appropriate structure for Y is found using a method devised by Brown and Stewartson (1) in a related problem, to which the reader is referred for further details. There is a critical value of £, around which the whole solution pivots, that at which the coefficient of 3 2X F/3££r in (4) vanishes. Since Ai£») when£>l (5) and T-1 <^ 1, we can, to a close enough approximation, define this point to be£ = £ 0 , where
We now divide the range of £ into four parts, each of which requires a different choice of scaling and a different treatment.
and, as a first approximation, we neglect the right-hand side. A solution of the reduced equation is needed in which 9T/9£ is exponentially small as £ -> oo and also oscillates near £ = £ 0 , in order to provide the basis for an eigenfunction. If £ 0 ^> 1, as is the case, the appropriate solution is
where Ai is Airy's function, I = £ 0 +r(8/£ 0 )*, (T-1) dp/dr = &Q+l+(Ko)*P, (9) p is a slowly varying function of £ 0 , which tends to a finite limit as £ 0 -»-oo, to be determined later, and A n , for any integer n, denotes a multiplicative constant, whose value may or may not be determined by the methods of this paper. The relative error in (8) is difficult to assess without explicitly computing the next term in the expansion, which is a formidable task, but it is expected to be 0(£^"*) when Y = 0 (1) . Further the solution needs modifying in the neighbourhood of £ = £ 0 , because the terms on the righthand side can no longer be neglected. It is convenient to discuss the appropriate changes which then arise in a separate region of the boundary layer.
Region II: 1-ty o \dt, « T-1
Here we introduce a new variable so that 9 £ = Co-rP°g(Ho^)+log-8f]+o (£"-»+«) (11) to for any e > 0. In this region, which must overlap with Region I, we require S r^j \ and so the operator |=-Ko^ + o(£ 0 -).
We take the appropriate form for T in this region to be
to make a match with (8) feasible, and in addition, using (8), we anticipate Now, on substituting (13) into (4), we find that S 5W7. 2 the relative error being o (£o~t + *)> « being any positive number, when S <->-' 1 and 0{t^2S) when 8 > 1. We need a solution of (15) to match with (8) as S -> 0 and to die away as 8 -»• oo, on the physical ground that the eigenfunction Y must be centred on £ = £ 0 . Mathematically this condition as 8 -> oo turns out to lead to a consistent description of the eigenfunction and Region II can, from some points of view, be thought of as a boundary layer below the inviscid solution in Region I. The appropriate solution of (15) 
where K o is the Bessel function of zero order, of the second kind and with imaginary argument, which duly dies away exponentially as 8 -> co. In the limit S -> 0
where y = 0-577 is Euler's constant, and in terms of £ this reduces to .... (18) Moreover, when Y is small, (8) implies that°±
Comparing (18) and (19) and assuming that Regions I and II overlap we see that a match is possible if
neglecting higher powers of {log(r-I)" 1 }" 1 , where x n (n = 1,2,...) are the zeros, in ascending order, of Ai(-x) = 0 and K 1 = 2-238, K 2 = 4-09, etc. Since the number of roots of Ai(-x) is infinite and * n ->oo with n this argument leads to a physically and mathematically reasonable set of eigenvalues and eigenfunctions but we cannot claim as yet that the set is complete.
An immediate consequence of (20) is that we can make an estimate of the contribution to the displacement thickness from \F when T-1 is small. Since the eigenfunction is assumed to be centred on £ = £ 0 we must have Y -> 0 asand, by comparing (18) with (19), MT) = 4 e (T-lK 0 -"«e Xp/ i(T); (21) incidently this result confirms (14), in view of (9). With this value of *F as boundary condition, we can integrate (8) across Region I, to obtain
YtT.ooJW^T-l^o-'/'exp^T), ' (22) because the contribution from Region I is of relative order £,f * compared with that from Region II.
On the assumption that the error in (I(T), as defined in (9) and (20), is 0(£$), and arises from the error in (8) when T ~ 1 and from the matching procedure between Regions I and II, we have extended the formula for /X(T) by one further term. If we define^!^-^^,
the extra term is the final term of (23) apart from the change of sign and logT(T,oo)-log8* = o{log 1/(T-l)}*+« (24) for any e > 0. The determination of the next term in the expansion ia likely to be formidable since there are many sources of the error.
Professor Dennis, in a private communication, has kindly supplied further data from his numerical calculations, which has been used to infer the computed value of the displacement thickness and hence the deficit under the Rayleigh value when T > 1.. A comparison between the computed value 8^ of this deficit and our asymptotic formula is shown in Table 1 below. The variation in the ratio 8^/8* between T = 1-1 and T = 1-5 is about 10% which can be regarded as satisfactory since the value of 8^ varies by a factor of over 80 in the same interval.
When S> 1, (16) implies that
but on examining the relative size of the terms neglected in writing down (15) we find that those 0(l,^z $) now become significant. We are led therefore to introduce a new region of the range 0 < £ < oo in which S = 0{?%).
Region III: S ~ $
The new term which becomes significant in this region comes from the term 9 2X F/3£&T in (4) and in addition, when S^> 1, the only other term of primary significance is 3 31 F/3£ 3 . Further, in the coefficient of d^/d^dr, the variation with respect to r is of secondary importance so that the governing equation reduces to and neglecting terms of relative order £<f 2 . We note that whereas in all other regions the characteristic independent variable is 0(1), for example T in Region I and £ in Region IV below, here the characteristic variable s is small. The reason is that it enables the governing equation (27) of this region to be written in a simple form and is purely a matter of convenience. The range of values of s for this region is 1, i.e.
The lower limit on a is equivalent to requiring S !> 1 and we see, from (25), that then sd/ds ^> 1, which is assumed in deriving (26) and enables us to neglect the terms proportional to dW/dt, 2 and 9Y/3T in (4). It may now be verified that (27) is satisfied by
where B n (n = 1, 2, 3...) is a relatively slowly varying function of £ and r, provided a£(f 2 <^s <^ a, which agrees with (25) and satisfies |s9<J> 0 /ds| ^> |O 0 |. An appropriate solution of (27), valid for all s in the range CT£<J" B <^ s <^ 1, is where C x is a slowly varying function of a and to, and c is a real positive constant. We estimate (30) using the method of steepest descents. When ot^a < 8 < a the saddle is at o, = J_ log ! + £-(I log !)* + ... 
Further details, including a more precise determination of B 2 , may be obtained by continuing the expansion further and including higher powers of £<f r but it rapidly becomes extremely complicated and, since £ 0 is itself only a slowly varying function of T, there seems no advantage at this stage in writing them down.
In terms of T, £ (33) implies that, on leaving Region III,
The exponent in (34)' consists of two series of descending powers of log 1 /(T -1); in the first the coefficients of the series are independent of £ and the terms neglected are o{log 1/(T-1)} 1+ * (e > 0); in the second the terms neglected are o{log 1/(T-1)}*. In addition the opportunity has been taken to replace part or all of the powers of log 1/(T-1) in the definition of a by corresponding powers of J£ 2 instead of ££*, as the definition (6) would imply. The change makes a negligible difference to 3T/3£ in Region in and anticipates the need for matching the solution when s/a ^> 1 with the solution in Region IV as £ -> oo.
Region IV: £ ~ 1
The lowest region of interest extends from the lower edge of Region III right down, to the plate and, taking the hint supplied by the necessity of matching our solution with (34) as £ -> oo, we assume that 
where Q 10 is a constant; also 02 = fA 2 logP+e M , (44) where Q i0 is a constant.
Finally, from (39)
i A-«-^-i J J 4
The dominant factors of (34), i.e. those in the exponent which depend on 
We are now in a position to consider the boundary conditions T = 9Y/S£ = 0 at £ = 0. Although in (35) T is exponentially small when £ = 0, it is not zero and it is necessary to add two other solutions of (4) to it in order that these conditions may be satisfied. One new solution is provided by taking the opposite sign to P from that chosen in (41) but now we shall need to add to P a constant in order that the coefficients of (T-I)" 1 in (35) and this second solution be equal when £ = 0. Thus the new solution is domina-
and is negligible in comparison with (35) as soon as £ > 0. It is noted that the corresponding form for R becomes highly singular as £ -> oo but for similar reasons to those stated in (1) it is not thought that the resulting modifications to T are significant. A third solution is given by
by analogy with the solution given by Lam and Rott (4) of a related equation, where M is arbitrary and
Taking L and M to be 0{exp[-P^O)/^-1)]} we can now satisfy all the boundary conditions at £ = 0 and can be confident that the dominant form of *F for £ > 0 is given by the structure found in this paper. It follows that the dependence of the skin friction on T near T = 1 is described by J^expl-^tog-)-^(log _)f + o (log-) j. (50) since ^(0) = 0-850, where e is any positive number. The leading term of (50) has also been obtained in a partial investigation of the problem by Smith (5). Dennis (2) has given a table of values of the skin friction computed from the numerical solution of the impulsive flat plate boundary layer and in Table 2 below a comparison is made between his results and the predictions of (50). In this table F D denotes the excess in the value of dhpldt, 2 at £ = 0 over that predicted by Rayleigh's solution, as computed by Dennis. The values of F D when r-1 is very small are clearly too small to be significant. In the range 1-3 ^ T < 1-6, logF/F D is fairly constant which is encouraging. Its value (-^ 5) is rather higher than that (/-^ 2-3) for log 8*I8 D given in Table 1 , but the discrepancy might possibly be removed if as many terms in the series for the exponent were retained in (50) as were retained in (23).
