Cohomology for Frobenius kernels of $SL_2$ by Ngo, Nham V.
ar
X
iv
:1
20
9.
16
62
v3
  [
ma
th.
RT
]  
11
 O
ct 
20
13
COHOMOLOGY FOR FROBENIUS KERNELS OF SL2
NHAM V. NGO
Abstract. Let (SL2)r be the r-th Frobenius kernels of the group scheme SL2 defined over an al-
gebraically field of characteristic p > 0. In this paper we give for r ≥ 1 a complete description of the
cohomology groups for (SL2)r. We also prove that the reduced cohomology ring H
•((SL2)r, k)red
is Cohen-Macaulay. Geometrically, we show for each r ≥ 1 that the maximal ideal spectrum of the
cohomology ring for (SL2)r is homeomorphic to the fiber product G ×B u
r. Finally, we adapt our
calculations to obtain analogous results for the cohomology of higher Frobenius-Luzstig kernels of
quantized enveloping algebras of type SL2.
1. Introduction
1.1. In recent years, the cohomology and representation theory of Frobenius kernels has received
considerable interest. It is well-known that the category of restricted representations for the Lie
algebra of an algebraic group in characteristic p > 0 is equivalent to that of representations over the
first Frobenius kernels of the algebraic group. This connection has inspired many investigations of
the cohomology for the first Frobenius kernels of algebraic groups. For higher Frobenius kernels, the
cohomology is of interest as it provides information about the original group scheme. For instance,
let G be a simple, simply-connected algebraic group defined over an algebraically closed field k of
characteristic p > 0. Denote by Gr the r-th Frobenius kernel of G. Then for each i ≥ 0, we can
identify Hi(G,M) with the inverse limit lim
←−r
Hi(Gr,M) [15, II.4.12]. In 2006, Bendel, Nakano, and
Pillen computed the first and second degree cohomology of the r-th Frobenius kernels of G [3],[4].
However, the state of affairs for higher degree cohomology remains an open problem in general.
Via geometry, more is known about the cohomology of Frobenius kernels. It was first noticed for
semisimple algebraic groups by Friedlander and Parshall that there is an isomorphism between the
cohomology ring for G1 and the coordinate ring of the nilpotent cone of the Lie algebra g =Lie(G)
[10]. A generalization was obtained for the higher Frobenius kernels by Suslin, Friedlander, and
Bendel [19], [20]. They constructed a homeomorphism between the spectrum of the Gr-cohomology
ring and the variety of r-tuples of commuting nilpotent elements in g. Moreover, in the case
G = SL2, Suslin, Friedlander, and Bendel explicitly computed the support varieties for the induced
module and simple module of every dominant weight [20, Proposition 6.10].
On the subject of cohomology for finite groups, Benson and Carlson studied the algebraic struc-
ture of cohomology rings [7]. One of their major concerns is whether the cohomology ring of a
finite group is Cohen-Macaulay. It is known that if E is an elementary abelian p-group, then the
cohomology ring for E is Cohen-Macaulay [5, 5.18]. In this paper we are concerned with the same
question applied to the cohomology of Frobenius kernels. Since the cohomology ring for the first
Frobenius kernel of G is isomorphic to the coordinate ring of the nullcone, it is Cohen-Macaulay.
Our proof in Section 7 establishes the Cohen-Macaulayness of the cohomology rings for the higher
Frobenius kernels of SL2.
1.2. Main results. The paper is organized as follows. We establish basic notation in Section 2.
Then in Section 3, we derive explicit spectral sequences to compute the cohomology of Br from the
spectral sequences stated in [15, I.9.14] and recall a strategy to calculate the cohomology of Gr.
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Section 4 contains cohomology calculations for the subgroup schemes Ur, Br, and Gr of SL2 where
B is a fixed Borel subgroup of G and U is its unipotent radical subgroup. The computation for
cohomology ofGr provides a new proof of a result of van de Kallen concerning good filtrations on the
cohomology groups Hn((SL2)r,H
0(λ)) with n ≥ 0 and an arbitrary dominant weight λ [21]. One will
notice that the results in this section depend highly on the multiplicity of certain dominant weights.
Hence, in the next section we introduce an algorithm that calculates the character multiplicity of
a weight µ in H•(Br, λ), and hence the multiplicity of H
0(µ) in H•(Gr,H
0(λ)). In Appendix, we
provide computer calculations showing that our algorithm is faster than the one encoded by using
Ehrhart polynomial. We compute the rings H•(Br, k)red and H
•(Gr, k)red in Section 6 in order
to investigate their geometric structures. In the process, we develop several techniques to study
reduced commutative rings. This computation shows that there is a homeomorphism between
the spectra of the reduced Gr-cohomology ring and the ring of global sections on G ×
B ur (cf.
Proposition 6.2.4). This also plays a key role in showing that the reduced Br- and Gr-cohomology
rings are Cohen-Macaulay (Section 7). This new result inspires us to state a conjecture on the
Cohen-Macaulayness of the cohomology ring for the Frobenius kernels of an algebraic group.
The last section is devoted to studying analogous results for the higher Frobenius-Lusztig kernels
of quantum groups. These objects, which are analogs for the hyperalgebras of the higher Frobenius
kernels of an algebraic group, were first defined by Drupieski in [9] in the context of quantized
enveloping algebras defined over fields of positive characteristic. He verified various properties of
the Frobenius-Lusztig kernels which are similar to the results obtained in the case of characteristic
0.
2. Notation
2.1. Representation theory. Let k be an algebraically closed field of characteristic p > 0. Let
G be a simple, simply-connected algebraic group over k, defined and split over the prime field Fp.
Denote by h the Coxeter number of G. Fix a maximal torus T of G, and denote by Φ the root
system of T in G. Fix a set Π = {α1, . . . , αn} of simple roots in Φ, and let Φ
+ be the corresponding
set of positive roots. Let B ⊂ G be the Borel subgroup of G containing T and corresponding to
Φ+, the set of positive roots, and let U ⊂ B be the unipotent radical of B.
Let W be the Weyl group of Φ; it is generated by the set of simple reflections {sα : α ∈ Π}.
Write ℓ : W → N for the standard length function on W , and let w0 ∈ W be the longest element.
Let (·, ·) be the inner product associated with the Euclidean space E := ZΦ ⊗Z R. Given α ∈ Φ,
let α∨ := 2α/(α,α) be the corresponding coroot. Set α0 to be the highest short root of Φ, and ρ
to be one-half the sum of all positive roots in Φ. Then the Coxeter number of Φ is h = (ρ, α∨0 )+ 1.
Suppose λ =
∑
α∈Πmαα a weight in X, then the height of λ is defined as ht(λ) =
∑
α∈Πmα.
Let X be the weight lattice of Φ, defined by the Z-span of the fundamental weights {ω1, . . . , ωn},
and let X+ ⊂ X be the set of dominant weights. Simple G-modules are indexed by λ ∈ X+, and
denoted by L(λ). The simple module L(λ) can be identified with the socle of the induced module
H0(λ) = indGB− λ. Set g = Lie(G), the Lie algebra of G, b = Lie(B), u = Lie(U). Denote by S
•(u∗)
and Λ•(u∗) respectively the symmetric algebra and exterior algebra over u∗. Throughout this paper,
the symbol ⊗ means the tensor product over the field k, unless otherwise stated. Suppose H is
an algebraic group over k and M is a (rational) module of H. Denote by MH the submodule
consisting of all the fixed points of M under the H-action.
Let Y be a group scheme. Then for every positive integer r, the scheme Y (r) is defined by for
each k-algebra A,
Y (r)(A) = Y (A(−r))
where A(−r) is identified with A as a ring but the action of b ∈ k on A(−r) is the same as bp
r
acting
on A (see [15, I.9.2]). Now consider G as a group scheme. Then, for each r let Fr : G→ G
(r) be the
r-th Frobenius morphism. The scheme-theoretic kernel Gr = ker(Fr) is called the r-th Frobenius
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kernel of G. Given a closed subgroup (scheme) H of G, write Hr for the scheme-theoretic kernel of
the restriction Fr : H → H
(r). In other words, we have
Hr = H ∩Gr.
Given a rational G-module M , write M (r) for the module obtained by twisting the structure map
for M by Fr. Note that Gr acts trivially on M
(r). Conversely, if N is a G-module on which Gr acts
trivially, then there is a unique G-module M with N =M (r). We denote the module M by N (−r).
Now suppose R ⊆ S are finitely generated commutative k-algebras. Let Fr(S) = {s
pr | s ∈ S}
for every r ≥ 1. If we have the following inclusions
Fr(S) ⊆ R ⊆ S
then the inclusion R →֒ S induces the homeomorphism from Spec S onto Spec R, and we call this
map an F -isomorphism [5, 5.4].
2.2. Geometry. Let R be a commutative Noetherian ring with identity. We use Rred to denote the
reduced ring R/NilradR where NilradR is the radical ideal of 0 in R, which consists of all nilpotent
elements of R. Let Spec R be the spectrum of all prime ideals of R. This set is a topological space
under the Zariski topology. Let X be a variety. We denote by k[X] the algebra of regular functions
defined on X. Note that when X is an affine variety, k[X] coincides with the coordinate algebra of
X.
Denote by N the nilpotent cone of g. There is an adjoint action of G on g which stablizes N .
We call it the dot action and use “·” for the notation. For H a subgroup of G, suppose X,Y
are H-varieties. Then the morphism f : X → Y is called H-equivariant if it is compatible with
H-action.
Given a G-variety V , it can be seen that B acts freely on G× V by setting b · (g, v) = (gb−1, bv)
for all b ∈ B, g ∈ G and v ∈ V . The notation G×B V stands for the fiber bundle associated to the
projection π : G ×B V → G/B with fiber V . Topologically, G ×B V is a quotient space of G × V
in which the equivalence relation is given as
(g, v) ∼ (g′, v′)⇔ (g′, v′) = b · (g, v) for some b ∈ B.
In other words, each equivalence class of G ×B V represents a B-orbit in G × V . The map m :
G ×B V → G · V defined by mapping [g, v] to g · v for all g ∈ G, v ∈ V is called the moment
morphism. It is obviously surjective. Although G×B V is not affine, we still denote by k[G×B V ]
the ring of global sections on this variety. It is sometimes useful to make the following identification:
k[G×B V ] ∼= k[G× V ]B . Note also that Spec k[G×B V ] = G×B V .
3. Main tools
In this section, we introduce some methods to compute Br and Gr-cohomology which will be
applied later to obtain results on (SL2)r-cohomology. For simplicity, we write S
i and Λj instead
of Si(u∗) and Λj(u∗). We start with the spectral sequences in [15, Proposition I.9.14]. Replacing
g∗ by u∗, we immediately get spectral sequences to compute cohomology of Ur with coefficients in
a B-module M . The resulting spectral sequences can be written as follows: If p 6= 2, then
(1) Ei,j1 =
⊕
M ⊗ Sa1(1) ⊗ · · · ⊗ Sar(r) ⊗ Λb1 ⊗ Λb2(1) ⊗ · · · ⊗ Λbr(r−1) ⇒ Hi+j(Ur,M)
where the direct sum is taken over all ai’s and bj’s satisfying
(2)
{
i+ j = 2(a1 + · · ·+ ar) + b1 + · · ·+ br
i =
∑r
n=1(anp
n + bnp
n−1).
If p = 2, then
(3) Ei,j1 =
⊕
M ⊗ Sa1 ⊗ · · · ⊗ Sar(r−1) ⇒ Hi+j(Ur,M)
4 NHAM V. NGO
where the direct sum is taken over all ai’s satisfying
(4)
{
i+ j = a1 + · · · + ar
i =
∑r
n=1 anp
n−1.
These spectral sequences will play important roles in our calculations for cohomology in later
sections.
3.1. Spectral sequence for Br-cohomology. We first prove an easy lemma related to Frobenius
twist and untwist of a module.
Lemma 3.1.1. Suppose M is a G-module. Then for j ≥ i ≥ 0 we have
MTj/Ti ∼=
[(
M (−i)
)Tj−i](i)
.
Proof. From [15, Proposition I.9.5], we can identify Tj/Tj with Tj−i via Fi. Then Tj−i acts on M
by untwisting the morphism Fi, that is M
(−i). So instead of computing Tj/Ti-invariant of M , we
calculate the Tj−i-invariant of M
(−i) and then twist it back to the Tj-module structure; hence the
isomorphism follows. 
In order to set up an inductive proof, we now look at a simple case when r = 2 and p 6= 2. As
B2/U2 ∼= T2 is diagonalisable, Corollary I.6.9 in [15] gives us
Hi+j(U2,M)
T2 ∼= Hi+j(B2,M).
So applying the fixed point functor on both sides of the spectral sequence (1), we have⊕(
M ⊗ Sa1(1) ⊗ Sa2(2) ⊗ Λb1 ⊗ Λb2(1)
)T2
⇒ Hi+j(B2,M)
where the direct sum is taken over all ai, bi’s satisfying the condition (2). As S
a2(2) is T2-invariant
and Sa1(1) ⊗ Λb2(1) is T1-invariant, each direct summand on the left hand side is isomorphic to the
following
Sa2(2) ⊗
(
M ⊗ Sa1(1) ⊗ Λb1 ⊗ Λb2(1)
)T2 ∼= Sa2(2) ⊗ [(M ⊗ Sa1(1) ⊗ Λb1 ⊗ Λb2(1))T1]T2/T1
∼= Sa2(2) ⊗
(
Sa1(1) ⊗ Λb2(1) ⊗ (M ⊗ Λb1)T1
)T2/T1
∼= Sa2(2) ⊗
[(
Sa1 ⊗ Λb2 ⊗
[
(M ⊗ Λb1)T1
](−1))T1](1)
where the last isomorphism is obtained from Lemma 3.1.1. This computation can be generalized
for arbitrary r as follows.
Theorem 3.1.2. There exists, for each B-module M , a spectral sequence converging to H•(Br,M)
as a B(r)-module with the following E1-terms: If p 6= 2, then
Ei,j1 =
⊕
Sar(r) ⊗




[([
(M ⊗ Λb1)T1
](−1)
⊗ Sa1 ⊗ Λb2
)T1](−1)
⊗ ..⊗ Λbr


T1


(r−1)
(5)
where the direct sum is taken over all ai, bj satisfying condition (2). If p = 2, then
Ei,j1 =
⊕
([([
(M ⊗ Sa1)T1
](−1)
⊗ Sa2
)T1](−1)
⊗ ..⊗ Sar
)T1
(r−1)
(6)
where the direct sum is taken over all ai satisfying condition (4).
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Proof. We only give a proof for the case when p 6= 2 since that for the case p = 2 is very similar.
First consider the spectral sequence for U1-cohomology as follows:⊕
M ⊗ Sa1(1) ⊗ Λb1 ⇒ Hn(U1,M)
Taking T1-invariant functor on both sides, we have⊕
(M ⊗ Sa1(1) ⊗ Λb1)T1 ⇒ (Hn(U1,M))
T1 ∼= Hn(B1,M)⊕
Sa1(1) ⊗ (M ⊗ Λb1)T1 ⇒ Hn(B1,M).
This verifies the theorem for r = 1. Suppose it is true for r. Apply the invariant functor (−)Tr+1
on the Ur+1-spectral sequence, we obtain⊕(
M ⊗ Sa1(1) ⊗ ..⊗ Sar+1(r+1) ⊗ Λb1 ⊗ ..⊗ Λbr+1(r)
)Tr+1
⇒ Hi+j(Br+1,M)
with ai, bj satisfying {
i+ j = 2(a1 + · · ·+ ar+1) + b1 + · · · + br+1
i =
∑r+1
n=1(anp
n + bnp
n−1).
In order to complete our induction proof on r, we show that the E1-page of this above spectral
sequence can be rewritten in the form of (5). Indeed, using similar argument as for the case r = 2
earlier, we have the following isomorphisms for each direct summand of LHS.
Sar+1(r+1) ⊗
[(
M ⊗ Sa1(1) ⊗ · · · ⊗ Sar(r) ⊗ Λb1 ⊗ · · · ⊗ Λbr(r−1)
)Tr
⊗ Λbr+1(r)
]Tr+1/Tr
∼= Sar+1(r+1) ⊗
[(
M ⊗ Sa1(1) ⊗ · · · ⊗ Sar−1(r−1) ⊗ Λb1 ⊗ · · · ⊗ Λbr(r−1)
)Tr
⊗ Sar(r) ⊗ Λbr+1(r)
]Tr+1/Tr
.
By applying the inductive hypothesis on the Tr-invariant module in the bracket and Lemma 3.1.1,
the last module is then isomorphic to the following.
Sar+1(r+1) ⊗





[([(M ⊗ Λb1)T1](−1) ⊗ Sa1 ⊗ Λb2)T1
](−1)
⊗ ..⊗ Λbr


T1


(r−1)
⊗ Sar(r) ⊗ Λbr+1(r)


Tr+1/Tr
∼= Sar+1(r+1) ⊗







[([(M ⊗ Λb1)T1](−1) ⊗ Sa1 ⊗ Λb2)T1
](−1)
⊗ ..⊗ Λbr


T1


(−1)
⊗ Sar ⊗ Λbr+1


T1
(r)
.
This completes our proof. 
3.2. Spectral sequence for Gr-cohomology. Recall form [15, II.12.2] that if R
i indGBM = 0 for
all i > 0, then Gr-cohomology can be computed from the following spectral sequence
Rn indGB(H
m(Br,M)
(−r))⇒ Hn+m(Gr, ind
G
BM)
(−r).
In particular, for any dominant weight λ ∈ X+, we always have
Rn indGB(H
m(Br, λ)
(−r))⇒ Hn+m(Gr,H
0(λ))(−r).
So our strategy is to compute Hm(Br, λ) first by Theorem 3.1.2, then use this spectral sequence to
get Gr-cohomology of H
0(λ).
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4. Cohomology
We assume from now on that G = SL2. Let α be the only simple root in the root system Φ of
G. Denote ω the fundamental weight in the weight lattice X [12, 13.2]. Then we have ω = α2 . Note
also that u is a one-dimensional vector space so we have the following T -module identifications on
each degree of the exterior algebra
Λi = Λi(u∗) =


k if i = 0,
α if i = 1,
0 otherwise.
This section is organized by the value of p. More explicitly, the first three subsections is to deal
with the cohomology of Ur, Br, and Gr in the case p 6= 2 while the last one is to provide results in
the case p = 2. Although same methods are applied for both cases, their results are quite different.
The author finds this organization is more convenient than listing 2 cases for each result of the
section.
Our overall goal is computing the cohomology Hn(Gr,H
0(λ)) for every dominant weight λ ∈ X+.
Following the strategy in Subsection 3.2, we start with Ur-cohomology. We assume p 6= 2 for the
first three subsections.
4.1. Cohomology of Ur.
Proposition 4.1.1. Let λ be a dominant weight. For each r ≥ 1, there is a B-isomorphism
Hn(Ur, λ) ∼=
⊕
n=2(a1+···+ar)+b1+···+br
λ⊗ Sa1(1) ⊗ · · · ⊗ Sar(r) ⊗ Λb1 ⊗ Λb2(1) ⊗ · · · ⊗ Λbr(r−1).
Proof. Recall from Section 3 that Ur-cohomology can be computed by the following spectral se-
quence
Ei,j1 =
⊕
λ⊗ Sa1(1) ⊗ · · · ⊗ Sar(r) ⊗ Λb1 ⊗ Λb2(1) ⊗ · · · ⊗ Λbr(r−1) ⇒ Hi+j(Ur, λ)
where the direct sum is taken over all tuples (a1, . . . , ar, b1, . . . , br) ∈ N
r×{0, 1}r satisfying i+ j =
2(a1 + . . . + ar) + b1 + . . . + br and i =
∑r
n=1(anp
n + bnp
n−1). Observe that as a B-module,
Sm = mα and Λ0 = k,Λ1 = α, and Λm = 0 for m > 1. Consider for each n > 0, we have
di,jn : E
i,j
n → E
i+n,j−n+1
n where the B-module E
i,j
n has weight
λ+ pa1α+ · · ·+ p
rarα+ b1α+ · · · + p
r−1brα = λ+ (pa1 + · · ·+ p
rar + b1 + · · · + p
r−1br)α
= λ+ iα.
Likewise, Ei+n,j−n+1n is of weight λ+(i+n)α. As all the differentials respect to T -action, we must
have λ+ iα = λ+(i+n)α if the map is nonzero. This implies n = 0, and so di,jn = 0 for all i, j and
n > 0. Hence the spectral sequence collapses at the first page. The result therefore follows. 
When λ = 0, the isomorphism is also compatible with the ring structure. This computation was
completely done by Andersen-Jantzen in [1, 2.4]. We recall their result as follows.
Corollary 4.1.2. For each r ≥ 1, there is an isomorphism of B-algebras
H•(Ur, k) ∼= S
•(1) ⊗ · · · ⊗ S•(r) ⊗ Λ• ⊗ · · · ⊗ Λ•(r−1).
Consequently,
H•(Ur, k)red ∼= S
•(1) ⊗ · · · ⊗ S•(r).
Remark 4.1.3. Observe that U is isomorphic to Ga. Our method can be applied for V = G
n
a
to obtain the same result as in [15, Proposition I.4.27(b)]. Our approach not only gives a shorter
proof but also provides more information on the module structure of H•(Ur, k). It guarantees
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the isomorphism is compatible with the B-module action which will become handy in computing
Gr-cohomology later.
4.2. Cohomology of Br. For later convenience, we identify S
•(i) with the polynomial ring k[x](i) =
k[xi] where xi has weight p
iα and degree 2. We also denote for each 1 ≤ i ≤ r by yi−1 the generator
of the exterior algebra Λ(i). In particular, we have
S•(1) ⊗ · · · ⊗ S•(r) ⊗ Λ• ⊗ · · · ⊗ Λ•(r−1) = k[x1, . . . , xr]⊗ Λ(y0, . . . , yr−1).
Now we make use of this notation to describe the Br-cohomology.
Proposition 4.2.1. Suppose λ is a dominant weight in X+, i.e., λ = mω for some non-negative
integer m. For each r ≥ 1, there is a B-isomorphism
Hn(Br, λ)
(−r) ∼=
⊕〈
xa11 y
b1
0 x
a2
2 y
b2
1 · · · x
ar
r y
br
r−1
〉
where the direct sum is taken over all ai, bj satisfying the following conditions
(7)


ai ∈ N and bi ∈ {0, 1} for all 1 ≤ i ≤ r
n = 2(a1 + · · ·+ ar) + b1 + · · ·+ br
m
2 + b1 + (a1 + b2)p+ · · ·+ arp
r ∈ prX+.
Proof. It is observed that collapsing of the spectral sequence (1) implies the collapse of the one in
Theorem 3.1.2. So Proposition 4.1.1 implies that
Hn(Br, λ) ∼=
⊕
Sar(r) ⊗



[([(M ⊗ Λb1)T1](−1) ⊗ Sa1 ⊗ Λb2)T1
](−1)
⊗ ..⊗ Λbr


T1


(r−1)
where the direct sum is taken over all tuples (a1, . . . , ar, b1, . . . , br) ∈ N
r × {0, 1}r satisfying n =
2(a1 + . . . + ar) + b1 + . . . + br. Using the identifications earlier, we can explicitly write out the
cohomology for Br as a decomposition of weight spaces
Hn(Br, λ)
(−r) ∼=
⊕〈
xa11 y
b1
0 x
a2
2 y
b2
1 · · · x
ar
r y
br
r−1
〉
where each monomial weights
arα+
λ+b1α
p +(a1+b2)α
p
+(a2+b3)α
p + · · ·+ (ar−1 + br)α
p

 ∈ X+.
This is equivalent to m2 + b1 + (a1 + b2)p + · · · + arp
r ∈ prX+. Now as U is an abelian group
in this case, it trivially acts on both sides of the above isomorphism. Hence, this isomorphism is
compatible with B-action via the identification B/U ∼= T . 
Remark 4.2.2. For each tuple (a1, . . . , ar, b1, . . . , br) ∈ N
r×{0, 1}r satisfying (9), there is γ = nω
for some non-negative integer n such that
(8)
m
2
+ b1 + (a1 + b2)p+ · · ·+ (ar−1 + br)p
r−1 + arp
r =
n
2
pr.
LetNr(p,m, n) denote the number of solutions (a1, . . . , ar, b1, . . . , br) ∈ N
r×{0, 1}r for the equation.
As a consequence, we establish our goal of this subsection.
Theorem 4.2.3. Suppose λ = mω ∈ X+. Then there is a B-module isomorphism
H•(Br, λ)
(−r) ∼=
∞⊕
n=0
(nω)Nr(p,m,n)
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and so
chH•(Br, λ)
(−r) =
∑
n∈N
Nr(p,m, n)e(nω).
4.3. Cohomology of Gr. We are now ready to compute Gr-cohomology.
Theorem 4.3.1. Suppose λ = mω ∈ X+. Then there are G-module isomorphisms
H•(Gr,H
0(λ))(−r) ∼= indGB(H
•(Br, λ)
(−r)) ∼=
∞⊕
n=0
indGB (nω)
Nr(p,m,n) .
where each Nr(p,m, n) is defined in Remark 4.2.2. In particular, if λ = 0, then the first iso-
morphism is compatible with the cup-products on both sides, i.e., it is an isomorphism of graded
G-algebras.
Proof. Recall the spectral sequence in Section 3.2, we have
Em,n2 = R
m indGB(H
n(Br, λ)
(−r))⇒ Hn+m(Gr,H
0(λ))(−r).
Note that all weights of H•(Br, λ) are also weights of H
•(Ur, λ) which are in turn weights of λ ⊗
S•(1)⊗· · ·⊗S•(r)⊗Λ•⊗Λ•(1)⊗· · ·⊗Λ•(r−1) by the spectral sequence (1). So all weights of Hn(Br, λ)
are dominant for each n ≥ 0. It follows from Kempf’s vanishing that Rm indGB(H
n(Br, λ)) = 0 for
each n ≥ 0 and m > 0. Hence the spectral sequence collapses at the first page and we obtain
Hn(Gr,H
0(λ))(−r) ∼= indGB
(
Hn(Br, λ)
(−r)
)
.
This implies the first isomorphism in the theorem, that is,
H•(Gr,H
0(λ))(−r) ∼= indGB(H
•(Br, λ)
(−r)).
Moreover, by [1, Remark 3.2], this isomorphism respects the graded Hn(Gr, k)-module structure on
both sides. Hence, in the case λ = 0 it is a graded G-algebra isomorphism. The other isomorphism
follows by Theorem 4.2.3. 
Remark 4.3.2. This theorem gives us an explicit good filtration of H•(Gr,H
0(λ))(−r); thus, show-
ing the same property for each Hn(Gr,H
0(λ))(−r) with n ≥ 0, r ≥ 1. This result is similar to the
one in [1, 4.5(1)] and [21, Corollary 2.2]. In fact, for arbitrary simple algebraic group G, it is
conjectured that Hn(Gr,H
0(λ)) has a good filtration [15, 12.15].
Following Theorem 4.2.3, we immediately obtain the analogous result for Gr-cohomology.
Corollary 4.3.3. Suppose λ = mω ∈ X+. Then we have
chH•(Gr,H
0(λ))(−r) =
∑
n∈N
Nr(p,m, n) chH
0(nω).
4.4. The case p = 2. The results in this subsection are analogs of those in previous subsections.
Most of proofs will be omitted.
Proposition 4.4.1. Let λ be a dominant weight. For each r ≥ 1, there is a B-isomorphism
Hn(Ur, λ) ∼=
⊕
n=a1+···+ar
λ⊗ Sa1 ⊗ Sa2(1) · · · ⊗ Sar(r−1).
Consequently, there is an isomorphism of B-algebras
H•(Ur, k) ∼= S
• ⊗ S•(1) ⊗ · · · ⊗ S•(r−1).
Proof. Same argument as in the proof of Proposition 4.1.1 is applied for the spectral sequence 3. 
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Proposition 4.4.2. Suppose λ is a dominant weight in X+, i.e., λ = mω for some non-negative
integer m. For each r ≥ 1, there is a B-isomorphism
Hn(Br, λ)
(−r) ∼=
⊕
〈xa11 x
a2
2 · · · x
ar
r 〉
where the direct sum is taken over all ai satisfying the following conditions
(9)


ai ∈ N for all 1 ≤ i ≤ r
n = a1 + · · · + ar
m+ 2a1 + 4a2 + · · ·+ 2
rar ∈ 2
rX+.
Proof. Same argument as in the proof of Proposition 4.2.1 is applied for the spectral sequence 6. 
Theorem 4.4.3. Suppose λ = mω ∈ X+. Then there are G-module isomorphisms
H•(Gr,H
0(λ))(−r) ∼= indGB(H
•(Br, λ)
(−r)) ∼=
∞⊕
n=0
indGB (nω)
Nr(2,m,n) .
where Nr(2,m, n) is the number of r-tuples (a1, . . . , ar) ∈ N
r satisfying the equation
m+ 2a1 + 4a2 + · · ·+ 2
rar = 2
rn.
In particular, if λ = 0, then the first isomorphism is compatible with the cup-products on both sides,
i.e., it is an isomorphism of graded G-algebras.
5. An algorithm to compute Nr(p,m, n)
5.1. Results in the preceding section indicate that the number Nr(p,m, n) plays an important
role in the cohomology of Br and Gr. It is closely related to the problem of counting integral
lattice points in a polytope. In particular, let Pr be a polytope in R
r determined by the following
equations: 

m
2 + y1 + (x1 + y2)p+ · · ·+ (xr−1 + yr)p
r−1 + xrp
r = n2 p
r,
0 ≤ xi ≤
n
2 p
r for each 1 ≤ i ≤ r,
0 ≤ yi ≤ 1 for each 1 ≤ i ≤ r.
Then for p 6= 2 and m,n ≥ 0 we have Nr(p,m, n) = |Pr ∩Z
r| for each r ≥ 1. So one can use Barvi-
nok’s algorithm to compute the right-hand side. However, this algorithm is getting slow when r is
big due to many complicated subalgorithms and computations involving Complex Analysis. Barvi-
nok actually proved that the algorithm terminates after a polynomial time for a fixed dimension
depending on the data for vertices of the polytope (see [2] for further details).
5.2. In this subsection, we sketch an alternative program to calculate the number Nr(p,m, n) with
given non-negative integers m,n; r ≥ 2 and a prime p > 2. We start with an algorithm to compute
the number of solutions (c1, ..., cr) satisfying the equation
(10) npr = (c1 + d1)p+ ...+ (cr + dr)p
r
with given nonnegative integer di for each i. Define recursively a family of functions Ni : p
iN→ N
as follow:
• Ni(0) = 1 for each 1 ≤ i ≤ r
• For each n ∈ N, N1(np) =
{
0 if d1 > n
1 otherwise
• For each n ∈ N, N2(np
2) =
{
0 if d2 > n
Σn−d2j=0 N1(jp
2) otherwise
• For each n ∈ N, Ni+1(np
i+1) =
{
0 if di+1 > n
Σ
n−di+1
j=0 Ni(jp
i+1) otherwise
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Theorem 5.2.1. For each n ∈ N, the number of solutions of equation (10) is Nr(np
r).
Proof. We prove by induction on r. It is trivial for r = 1. Suppose it is true for r − 1. From
equation (10), we have n− dr + 1 choices for cr ∈ {dr, dr +1, .., n}. For each cr = i, the number of
solutions is Nr−1(np
r − ipr) = Nr−1[p(n− i)p
r−1]. Summing all the terms and using the recursive
formula, we get the total number of solutions Nr(np
r). 
Now the algorithm consists of following steps:
• If m is even and n is odd, or if m is odd and n is even then the function returns 0.
• If both m,n are even, then let m′ = m2 and n
′ = n2 . The equation 8 hence becomes
(11) m′ + b1 + (a1 + b2)p+ ...+ (ar−1 + br)p
r−1 + arp
r = n′pr.
(a) Write m′ into base p-expansion. Suppose m′ = d0 + d1p + ... + dhp
h for some h ∈ N.
Note that if b1 +m
′ > n′pr then, of course, Nr(p,m, n) = 0.
(b) For each r-tuple (b1, ..., br) ∈ {0, 1}
r , we use previous theorem to compute number
Nr(m
′, n′, b1, ..., br) of solutions for
d0+ b1+ (a1+ d1+ b2)p+ ...+ (ar−1+ dr−1+ br)p
r−1+ (ar + dr)p
r = (n′− dr+1p− ...− dhp
h−r)pr.
(c) We have Nr(p,m, n) = Σb1,..,brNr(m
′, n′, b1, ..., br).
• If both m and n are odd, then repeat Step 2 with m′ = m+12 and n
′ = n+p
r
2 .
Remark 5.2.2. This algorithm was coded and compared with the one coded by applying Erhart’s
theory. The tables in Appendix 9 shows that our program runs faster than the other.
6. Reduced rings and geometry
6.1. Reduced Br-cohomology ring. In Theorem 4.2.3, we computed H
•(Br, k) as a B-module.
Describing its ring structure, however, is extremely hard for big r (see [1]). By looking at the
reduced part, we can compute H•(Br, k) as a finitely generated H
•(Ur, k)red-module. We first need
the following observation.
Lemma 6.1.1. Given any T -algebra M , there is an isomorphism
(MTr)red ∼= (Mred)
Tr .
Proof. Note that Mred =M/NilradM , we consider the short exact sequence
0→ NilradM →M →Mred → 0.
As Tr is diagonalisable, (−)
Tr is exact, so we obtain that
0→ (NilradM)Tr → (M)Tr → (Mred)
Tr → 0.
On the other hand, we know that (MTr)red = M
Tr/Nilrad (MTr ). So we just need to check that
(NilradM)Tr = Nilrad (MTr) which is true since both equal to Nilrad (M) ∩MTr . 
From Corollary 4.1.2 (respectively Proposition 4.4.1 in the case p = 2), we can identify H•(Ur, k)red
with the polynomial algebra k[x1, . . . , xr] where each xi is of weight p
iα (respectively pi−1α). The
preceding lemma and Corollary 4.1.2 imply that
H•(Br, k)red ∼=
(
H•(Ur, k)
Tr
)
red
∼= (H•(Ur, k)red)
Tr
∼=
(
S•(1) ⊗ · · · ⊗ S•(r)
)Tr
∼= (k[x1, . . . , xr])
Tr .
As a B-module, this reduced cohomology ring can be represented in terms of monomials as follows.
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Theorem 6.1.2. For r ≥ 1, there is a B(r)-module isomorphism
(12) H•(Br, k)red ∼=
⊕
〈xa11 , x
a2
2 , . . . , x
ar
r 〉
where the ai are non-negative integers satisfying
(13) a1 + a2p+ · · ·+ arp
r−1 = npr−1
for some n ∈ N. Furthermore, let R = k[xp
r−1
1 , x
pr−2
2 , . . . , xr], then the reduced ring H
•(Br, k)red is
a finitely free R-module with the basis Br = {x
a1
1 , x
a2
2 , . . . , x
ar−1
r−1 } where for each i = 1, . . . , r − 1,
0 ≤ ai < p
r−i and satifies the equation (13).
Proof. The right-hand side is obtained by setting m = b1 = b2 = · · · = br = 0 in the Propo-
sition 4.2.1 (respectively setting m = 0 in Proposition 4.4.2). Now observe that every tuple
(m1p
r−1,m2p
r−2, . . . ,mr) with mi a non-negative integer is a solution for (13). It follows that
H•(Br, k)red contains R as a subring. Moreover, it can be verified that every monomial in the
right-hand side of the isomorphism (12) is uniquely written as a product of an element in R and a
monomial in Br. The fact that Br is finite completes our proof.

Corollary 6.1.3. For each r ≥ 1, there is a homeomorphism from Spec k[x1, . . . , xr]
(r) onto
Spec H•(Br, k)red.
Proof. We recall the r-th Frobenius homomorphism of rings
F : k[x1, . . . , xr]
(r) → k[x1, . . . , xr]
F(f) 7−→ fp
r
for all f ∈ k[x1, . . . , xr]. Observe that
H•(Br, k)red ⊆ k[x1, . . . , xr]
(r)
are finitely generated commutative algebras. Note further that ImF = k[xp
r
1 , . . . , x
pr
r ] lies in the
ring R = k[xp
r−1
1 , x
pr−2
2 , . . . , xr]; hence is a subalgebra of H
•(Br, k)red. The inclusions
ImF ⊆ H•(Br, k)red ⊆ k[x1, . . . , xr]
(r)
implies that the morphism i : Spec k[x1, . . . , xr]
(r) → Spec H•(Br, k)red is an F -isomorphism.
Hence, it is a homeomorphism. 
Remark 6.1.4. One can easily construct an example where this morphism is not an isomor-
phism. For instance, when p 6= 2, from the computation of Andersen and Jantzen [1, 2.4] we have
Spec H•(B2, k)red = Spec k[x
p
1, x2] which is obviously not isomorphic to Spec k[x1, x2] as there is
no degree one morphism from one to the other.
6.2. Reduced Gr-cohomology ring. We first develop some techniques to compute reduced rings
in general context.
Lemma 6.2.1. Let k be a perfect field. Suppose G is a split reductive group over k and let M be
a k-algebra. Then we have Nilrad(k[G]⊗M) = k[G]⊗NilradM .
Proof. Consider the short exact sequence
0→ NilradM →M →Mred → 0.
As G is reductive, the coordinate algebra k[G] is free over k [15, II.1.1]. So we have the following
sequence
0→ k[G]⊗NilradM → k[G]⊗M → k[G]⊗Mred → 0
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is exact. It follows that
k[G]⊗Mred ∼=
k[G] ⊗M
k[G] ⊗NilradM
.
On the other hand, since k[G] is reduced, it is well-known that the ring k[G] ⊗Mred is reduced
when k is perfect. This implies that k[G]⊗NilradM = Nilrad (k[G] ⊗M). 
Lemma 6.2.2. Suppose the same assumptions on k and G as in Lemma 6.2.1. Given a B-algebra
M and suppose that all weights of NilradM are dominant. Then, as an algebra, we always have[
indGBM
]
red
∼= indGB(Mred).
Proof. We first show that
[
(k[G]⊗M)B
]
red
∼= [(k[G] ⊗M)red]
B . Let A = k[G]⊗M . Then we need
to prove (AB)red ∼= (Ared)
B , i.e., A
B
Nilrad(AB)
∼=
(
A
Nilrad(A)
)B
. This is equivalent to showing that the
following sequence
0→ Nilrad(A)B → AB → (Ared)
B
is right exact; hence equivalent to H1(B,Nilrad(A)) = 0. Indeed, the preceding lemma shows that
Nilrad(A) = Nilrad(k[G] ⊗M) = k[G] ⊗Nilrad(M).
It follows by [15, Proposition I.4.10] and Kempf’s vanishing that
H1(B,Nilrad(A)) = H1 (B, k[G]⊗Nilrad(M)) ∼= R1 indGB (Nilrad(M)) = 0
since all weights of NilradM are dominant. Finally, we have(
indGBM
)
red
∼=
[
(k[G] ⊗M)B
]
red
∼= [(k[G] ⊗M)red]
B
∼= [k[G] ⊗Mred]
B
= indGB(Mred).

Now we are back to the assumption G = SL2. The following result provides a link between the
reduced parts of Br- and of Gr-cohomology.
Theorem 6.2.3. For each r ≥ 1, there is a G-isomorphism
H•(Gr, k)
(−r)
red
∼= indGB H
•(Br, k)
(−r)
red .
Proof. It immediately follows from Theorem 4.3.1 and the lemma above. 
Proposition 6.2.4. For each r ≥ 1, there is a homeomorphism from Spec k[G ×B ur] onto
Spec H•(Gr, k)red.
Proof. Let u(1) × · · · × u(r) = Spec k[x1, . . . , xr] where each u
(i) is identified with the weight space
kpiα; hence we consider it as an affine space equipped with the B-action. In Corollary 6.1.3, we
can see that the F -isomorphism i arises from the inclusion H•(Br, k)red ⊆ k[x1, . . . , xr]
(r), so it is
compatible with the B-action. It follows the B-equivariant homeomorphism
i(−r) : u(1) × · · · × u(r) → Spec H•(Br, k)
(−r)
red .
Apply the fibered product with G over B on both sides, we have a homeomorphism
idG ×B i
(−r) : G×B
(
u(1) × · · · × u(r)
)
→ G×B Spec H
•(Br, k)
(−r)
red .
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On the other hand, define a map:
Φ : ur → u(1) × · · · × u(r)
(y1, y2, . . . , yr) 7→ (y
p
1 , y
p2
2 , . . . , y
pr
r )
for all yi ∈ u. It is easy to see that Φ is a B-equivariant continuous map which is also a homeomor-
phism. It follows that the fibered products G×B
(
u(1) × · · · × u(r)
)
and G×B u
r are homeomorphic
as a topological space. Now combine two above homeomorphisms and apply Theorem 6.2.3, we
establish a homeomorphism from Spec k[G ×B ur] onto Spec H•(Gr, k)red; hence completes our
proof. 
7. Cohen-Macaulay Cohomology ring
It is known that there are many classes of groups for which the cohomology is Cohen-Macaulay
[6]. Our calculations in this section provide an evidence for the conjecture that simple algebraic
groups also have Cohen-Macaulay cohomology. In particular, we show that the reduced rings
H•(Br, k)red and H
•(Gr, k)red are Cohen-Macaulay. These results are true for any characteristic
p > 0, but we only present the proofs in the case p 6= 2. As the strategy is the same for the other
case, we leave technical detail for readers.
7.1. First we restate some facts in [14].
Lemma 7.1.1. Suppose λ ∈ ZΦ. Then for each n ∈ Z there is an G-isomorphism
indGB(S
n(u∗)⊗ λ) ∼= k[G×B u](2n+2ht(λ)).
Moreover, the algebra indGB(S
n(u∗)⊗ λ) is k[G ×B u] shifted by the degree 2ht(λ).
Proof. This is a consequence of Proposition 8.22 in [14]. Note that since λ ∈ ZΦ, we have λ¯ = 0.
Then replace k[Oˆ, 0] = k[O] by k[G×B u] in the formula in page 111. 
Lemma 7.1.2. For each λ ∈ ZΦ, the algebra indGB
(
S•(u∗(1) × · · · × u∗(r))⊗ λ
)
is isomorphic to
indGB S
•(u∗(1) × · · · × u∗(r)) with the degree shifted by 2ht(λ).
Proof. We employ the algebra map in the previous lemma. In particular, for each degree n, we first
consider
indGB
(
Sn(u∗(1) × · · · × u∗(r))⊗ λ
)
=
⊕
a1+···+ar=n
indGB
(
Sa1(u∗(1))⊗ · · · ⊗ Sar(u∗(r))⊗ λ
)
∼=
⊕
a1+···+ar=n
indGB ((a1p+ · · ·+ arp
r)α+ λ)
=
⊕
a1+···+ar=n
indGB
(
S(a1p+···+arp
r)(u∗)⊗ λ
)
∼=
⊕
a1+···+ar=n
k[G×B u]2(a1p+···+arpr)+2ht(λ).
Now if λ = 0 in this observation, we obtain for each n that
indGB
(
Sn(u∗(1) × · · · × u∗(r))
)
∼=
⊕
a1+···+ar=n
k[G×B u]2(a1p+···+arpr).
This implies our proof. Consequently, the two algebras in the lemma are isomorphic (without the
grading). 
Lemma 7.1.3. The ring R = indGB
(
S•(u∗(1) × · · · × u∗(r))
)
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Proof. It is not hard to see that k[ur] is a free k[u∗(1)×· · ·×u∗(r)]-module. As the induction functor
preserves direct sums, we have k[G×B ur] is a free R-module. Hence there is a flat homomorphism
of R-modules
R →֒ k[G×B ur]
By [17, Theorem 5.2.7 - 5.4.1], we obtain that the ring k[G ×B ur] is Cohen-Macaulay. As the
flatness is locally preserved, Proposition 2.6(d) in [13] implies that the Cohen-Macaulayness of R
follows from that of k[G×B ur]. 
We can now establish the goal of this section.
Theorem 7.1.4. Both rings H•(Br, k)red and H
•(Gr, k)red are Cohen-Macaulay.
Proof. Note that H•(Br, k)red = k[u
(1) × · · · × u(r)]Tr , an invariant of a regular domain by a finite
group scheme Tr. So it is Cohen-Macaulay by a famous result of Hochster and Roberts [11].
Next by Theorem 6.2.3, we have the decomposition of R-modules
H•(Gr, k)red ∼= ind
G
B H
•(Br, k)red
∼=
⊕
xλ∈Br
indGB (xλ ⊗ k[x1, . . . , xr]) .
In other words, the ring H•(Gr, k)red is a free R-module. By the previous lemma, R is Cohen-
Macaulay, so is H•(Gr, k)red. 
7.2. Open questions. The results above imply many open questions involving the properties in
commutative algebra like Cohen-Macaulayness for the objects in representation theory as follows.
Conjecture 7.2.1. Suppose R is a B-algebra. If R is Cohen-Macaulay, then so is indGB R.
Conjecture 7.2.2. Let G be a simple algebraic group defined over an algebraically closed field k of
characteristic p, a good prime for G. Then both H•(Br, k)red and H
•(Gr, k)red are Cohen-Macaulay.
Evidently, if r = 1 then the results of Andersen and Jantzen [1], Friedlander and Parshall [10]
show that H•(Br, k)red ∼= S
•(u∗) is regular and H•(Gr, k)red ∼= k[N ] is Cohen-Macaulay. Although
our computation supports the conjecture in the case G = SL2 for arbitrary r, it is a difficult
problem as very little appears to be known about cohomology of higher Frobenius kernels.
8. Quantum calculations
In this section, we apply our methods to compute cohomology for the Frobenius–Lusztig kernels
of quantum groups defined in [9]. We first recall the definitions as follows. (Details can be found
in [9, 2.1-2.2].)
8.1. Notation and Construction. We basically recover the material in [9, Section 2.1] in the
case g = sl2. Let k be a field of characteristic p 6= 2. Let ℓ be an odd positive integer not divisible
by p. Denote by Φ = {α,−α} the root system of sl2.
Let q be an indeterminate and let Uq be the quantized enveloping algebra associated to sl2, which
is the Q(q)-algebra defined by the generators E,F,K,K−1 and satisfying the relations
KK−1 = 1 = K−1K,
KEK−1 = q2E,
KFK−1 = q−2F,
EF − FE =
K −K−1
q − q−1
.
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Set A = Z[q, q−1]. For given integer i, set
[i] =
qi − q−i
q − q−1
,
then denote [i]! = [i][i − 1] . . . [1]. Note that [0]! = 1 as a convention. Suppose m is a positive
integer and n is an integer, we write[
n
m
]
=
[n][n− 1] . . . [n−m+ 1]
[1][2] . . . [m]
where
[
n
0
]
= 1. Next, for each m ≥ 0, we define the m-th divided powers as follows:
E(m) =
Em
[m]!
, F (m) =
Fm
[m]!
.
Now the Lusztig A-form quantized enveloping algebra UA is defined as the A-subalgebra of Uq
generated by {E(n), F (n),K±1 : n ∈ N}. Fix ζ ∈ k a primitive ℓ-th root of unity in k. We consider
k as A-algebra by the homomorphism Z[q, q−1]→ k mapping q 7→ ζ. Let
Uζ =
Uk
〈Kℓ ⊗ 1− 1⊗ 1〉
where Uk = UA ⊗A k. Denote by uk the Hopf subalgebra of Uk generated by {E,F,K}. Let uζ be
the image of uk in Uζ , and call it the small quantum group.
For each r ≥ 1, we define Uζ(Gr) to be the subalgebra of Uζ generated by
{E,E(p
iℓ), F, F (p
iℓ),K : 0 ≤ i ≤ r − 1},
and call it the r-th Frobenius-Lusztig kernel of Uζ . Note that if p = 0 then we obtain for every
r ≥ 1 that Uζ(Gr) = uζ . We also define for each r ≥ 1
Uζ(Br) = Uζ(B) ∩ Uζ(Gr) =
〈
E,E(p
iℓ),K : 0 ≤ i ≤ r − 1
〉
,
Uζ(Ur) = Uζ(U) ∩ Uζ(Gr) =
〈
E,E(p
iℓ) : 0 ≤ i ≤ r − 1
〉
.
Let G = SL2, a group scheme defined over k. Let Dist(G) be the algebra of distributions on G. It
is known that there is an isomorphism of Hopf algebras between Uζ//uζ and Dist(G). The quotient
map Fζ : Uζ → Dist(G) is the quantum analog of the Frobenius homomorphism. Note that the
restriction Fζ : Uζ(Tr)→ Dist(Tr) for each r ≥ 1 induces an isomorphism Uζ(Tr)//u
0
ζ
∼= Dist(Tr).
8.2. Cohomology of Uζ(Ur). It is observed that for each r ≥ 1, Uζ(Ur) is a normal subalgebra
of Uζ(Br). There is a right adjoint action of U
0
ζ on Uζ(Br) such that Uζ(Ur) is a U
0
ζ -submodule of
Uζ(Br). Then from [9, Theorem 4.3.1], the cohomology H
•(Uζ(Ur), k) is a left U
0
ζ -module. Before
computing this module stucture, we need to revise some notation in Section 2. Let S•(x0, . . . , xr) be
the symmetric algebra over x0, . . . , xr of degree 2. Then this symmetric algebra can be considered
as a U0ζ -module by assigning weight p
iℓα to xi for each 0 ≤ i ≤ r. Let Λ
•(y0, . . . , yr) be the exterior
algebra generated by y0, . . . , yr of degree 1. By assigning weight α to y0 and weight p
i−1ℓα to
yi for all 1 ≤ i ≤ r, we obtain the U
0
ζ -module structure of Λ
•(y0, . . . , yr). Now we compute the
cohomology of Uζ(Ur) as follows.
Theorem 8.2.1. For each r ≥ 1, there is an isomorphism of U0ζ -algebras
H•(Uζ(Ur), k) ∼= S
•(x0, . . . , xr)⊗ Λ
•(y0, . . . , yr).
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Proof. Note that Uζ(Ur) is in this case the same as grUζ(Ur), the associated graded algebra of
Uζ(Ur). According to [9], it is a k-algebra generated by Eα and E
(piℓ)
α for all 1 ≤ i ≤ r− 1, subject
to the relations (6.1.2), (6.1.3), and (6.1.4) in [9] applied with Φ+ = {α}. Hence, by Theorem 4.1
and Remark 4.2 in [16], we obtain the isomorphism as desired. 
Remark 8.2.2. This result is a special case of [9, Proposition 6.2.2] in which Drupieski computed
the cohomology of grUζ(Ur) in a more general context.
8.3. Cohomology of Uζ(Br). Since Uζ(Br)//Uζ (Ur) ∼= Uζ(Tr), for each r ≥ 1, there exists a
Lyndon-Hochschild-Serre spectral sequence
Ei,j2 = H
i(Uζ(Tr),H
j(Uζ(Ur), k))⇒ H
i+j(Uζ(Br), k).
As Uζ(Tr) is a semisimple Hopf algebra, the spectral sequence collapses at the second page and
then we obtain the following algebra isomorphism
H•(Uζ(Br), k)) ∼= H
0(Uζ(Tr),H
•(Uζ(Ur), k)) = H
•(Uζ(Ur), k)
Uζ(Tr).
Note that the U0ζ -module stucture is preserved via this isomorphism. From Theorem 8.2.1, first
taking the u0ζ-invariant of H
•(Uζ(Ur), k), we have
H•(Uζ(Ur), k)
u0
ζ ∼= (Λ•(y0))
u0
ζ ⊗ S•(x0, . . . , xr)⊗ Λ
•(y1, . . . , yr)
= S•(x0, . . . , xr)⊗ Λ
•(y1, . . . , yr)
since Λ•(y0)
u0
ζ = Λ•(yℓ0) = k. Note also that each generator’s weight in Λ
• is divided by ℓ under
the Frobenius homomorphism. These results can be enclosed in computing the Uζ(Tr)-invariant of
Uζ(Ur)-cohomology as follows.
H•(Uζ(Ur), k)
Uζ(Tr) ∼=
(
H•(Uζ(Ur), k)
u0
ζ
)Uζ(Tr)//u0ζ
∼=
(
S•(x0, . . . , xr)⊗ Λ
•
ζ(y1, . . . , yr)
)Uζ(Tr)//u0ζ
∼=
(
S•(x′0, x
′
1, . . . , x
′
r)⊗ Λ
•(y′1, . . . , y
′
r)
)Dist(Tr)
where x′0 is of weight α, and each x
′
i (or y
′
i+1) is of weight p
iα for all 0 ≤ i ≤ r. Now we can use
an analogous argument as in Subsection 4.2 to compute the Uζ(Br)-cohomology.
Theorem 8.3.1. For each r ≥ 1, there is an isomorphism of T -modules
H•(Uζ(Br), k)
(−r) ∼=
⊕
n∈N
(nα)N
′
r(p,n)
where N ′r(p, n) is the number of solutions (a0, . . . , ar, b1, . . . , br) ∈ N
r+1 × {0, 1}r for the equation
(a0 + b1) + p(a1 + b2) + · · ·+ p
r−1(ar−1 + br) + p
rar =
n
2
pr.
Remark 8.3.2. Comparing with the equation (8) in Section 4, we have
N ′r(p, n) =
∞∑
m=0
Nr(p,m, n).
It is also observed that Nr(p,m, n) = 0 whenm > np
r so the sum above is well-defined and N ′r(p, n)
is finite.
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8.4. Cohomology of Uζ(Gr). We first need to develop a spectral sequence which is similar to the
one in Subsection 3.2.
Lemma 8.4.1. Let M be a Uζ(B)-module such that R
i ind
Uζ
Uζ(B)
M = 0 for each i ≥ 1. Then there
is for each r ≥ 1 a spectral sequence of G-modules
Ri indGB H
j(Uζ(Br),M)
(−r) ⇒
(
Hi+j(Uζ(Gr), ind
Uζ
Uζ(B)
M)
)(−r)
.
Proof. Note that the category of rational B-modules (resp. G-modules) is equivalent to the cate-
gory of integrable Dist(B)-modules (resp. locally finite Dist(G)-modules) [8, 6.9, 9.4]. Identifying
Dist(H) with Uζ(H)//uζ via the restriction of Frobenius homomorphism Fζ where H is G,B,Gr,
or Br. Let
F1(−) = ind
G
B(−) ◦ (−)
Uζ(Br)(−r),
F2(−) = (−)
Uζ(Gr)(−r) ◦ ind
Uζ
Uζ(B)
(−)
being functors from the category of Uζ(B)-modules to the category of rational G-modules. From
[15, Proposition I.4.1], we have the following spectral sequences
Ri indGB H
j(Uζ(Br),M)
(−r) ⇒ Ri+jF1(M),(14)
Hi(Uζ(Gr), R
j ind
Uζ
Uζ(B)
M)(−r) ⇒ Ri+jF2(M).(15)
On the other hand, we consider
indGB(M
Uζ(Br))(−r) ∼= indGB(M
uζ(B))Uζ(Br)//uζ(B)(−r) ∼= indGB(M
uζ(B))Br(−r)
which is isomorphic to the functor
(
indGBM
uζ(B)
)Gr(−r)
by [1, 3.1]. In addition, we have(
indGBM
uζ(B)
)Gr ∼= (indGBMuζ(B))Uζ(Gr)//uζ
∼=
[(
ind
Uζ
Uζ(B)
M
)uζ]Uζ(Gr)//uζ
∼=
(
ind
Uζ
Uζ(B)
M
)Uζ(Gr)
where the second isomorphism is because of Theorem 5.1.1 in [9]. In summary, the two functors
F1 and F2 are naturally isomorphic. Hence, the spectral sequences (14), (15) converge to the same
abutment. Since Ri ind
Uζ
Uζ(B)
M = 0 for each i ≥ 1, the second spectral sequence collapses and then
gives us the desired spectral sequence. 
Remark 8.4.2. As the isomorphism between F1 and F2 respects the cup-products, similar argu-
ment as in [1, Remark 3.2] shows that the spectral sequence in the lemma above is compatible with
the H•(Uζ(Gr), k)-module structure.
Now we can compute the cohomology of Uζ(Gr).
Theorem 8.4.3. There are for each r ≥ 1 G-module isomorphisms
H•(Uζ(Gr), k)
(−r) ∼= indGB H
•(Uζ(Br), k)
(−r) ∼=
⊕
n∈N
indGB(nα)
N ′r(p,n)
in which the first isomorphism is of graded k-algebras.
Proof. Note first that Ri ind
Uζ
Uζ(B)
k = 0 for all i ≥ 1 by the quantum version of Kempf’s Vanishing
Theorem [18, Theorem 5.5]. The preceding lemma implies the following spectral sequence
Ri indGB H
j(Uζ(Br), k)
(−r) ⇒ Hi+j(Uζ(Gr), ind
Uζ
Uζ(B)
k)(−r).
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On the other hand, Theorem 8.3.1 shows that Hj(Uζ(Br), k)
(−r) is decomposed into dominant
weight spaces for each j ≥ 0. Hence, we have
Ri indGB H
j(Uζ(Br), k)
(−r) = 0
for all i > 0, which implies the collapse of the spectral sequence so that we have for each j ≥ 0
indGB H
j(Uζ(Br), k)
(−r) ∼= Hj(Uζ(Gr), k)
(−r)
as a G-module. By Remark 8.4.2, these isomorphisms extend to the first isomorphism of the
theorem. The second one immediately follows from Theorem 8.3.1. 
8.5. Cohen-Macaulay quantum cohomology. We continue establishing in this section analo-
gous results as in Sections 6 and 7. As most of the arguments here are similar to those of the
aforementioned sections, we omit details of proofs below.
We begin by looking at the reduced parts of quantum cohomology rings.
Proposition 8.5.1. For each r ≥ 0, there are isomorphisms of rings
H•(Uζ(Br), k)red ∼= S
•(x0, . . . , xr)
Tr ,
H•(Uζ(Gr), k)red ∼= ind
G
B S
•(x0, . . . , xr)
Tr .
Proof. We have
H•(Uζ(Br), k)red ∼=
(
H•(Uζ(Ur), k)
Uζ(Tr)
)
red
∼=
(
(H•(Uζ(Ur), k)
u0
ζ )Uζ(Tr)//u
0
ζ
)
red
∼=
(
[S•(x0, . . . , xr)⊗ Λ
•(y1, . . . , yr)]
Tr
)
red
∼= ([S•(x0, . . . , xr)⊗ Λ
•(y1, . . . , yr)]red)
Tr
∼= S•(x0, . . . , xr)
Tr
where the fourth isomorphism is from Lemma 6.1.1. Next, Lemma 6.2.2 gives us the second
isomorphism of the proposition. 
Now the following theorem shows that the Frobenius-Lusztig kernels of quantum groups also
have Cohen-Macaulay cohomology.
Theorem 8.5.2. For each r ≥ 0, the cohomology rings H•(Uζ(Br), k)red and H
•(Uζ(Gr), k)red are
Cohen-Macaulay.
Proof. The argument is similar to that given for Theorem 7.1.4. 
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9. Appendix
9.1. In this section we compare the effectiveness of two programs computing the numberNr(p,m, n).
The first program is encoded from the algorithm in Section 5 and denote by F1 in the tables below.
The other one is applied Ehrhart’s theory on counting integral lattice points in a polytope and de-
note by F2.
1 Note also that both programs are written in MAGMA code and run on the MAGMA
computer algebra system.
In both tables, we fix m = 0 and respectively consider p = 3 in Table 1, and p = 5 in Table 2.
The last two columns show the time needed to compute Nr(p,m, 0) for all 0 ≤ m ≤ 10. The results
show that Nr(p, 0, n) = 0 if n is odd, hence only results for m even are exhibited in the tables.
Table 1. p = 3
r\n 0 2 4 6 8 10 F1 F2
2 1 3 5 7 9 11 0 1.56 (s)
3 1 13 37 73 121 181 0 5.74 (s)
4 1 111 545 1519 3249 5951 0.01 (s) 41.04 (s)
5 1 2065 17857 70705 195601 439201 0.77 (s) 67392.07 (s)
Table 2. p = 5
r\n 0 2 4 6 8 10 F1 F2
2 1 3 5 7 9 11 0 1.86 (s)
3 1 21 61 121 201 301 0 7.15 (s)
4 1 503 2505 7007 15009 27511 0.08 (s) 43.86 (s)
5 1 42521 377561 1505121 4175201 9387801 16.78 (s) 69773.82 (s)
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