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2Abstract
In this study, we present a thorough benchmarking of our direct anharmonic vibra-
tional variation–perturbation approach for adsorbed molecules on surfaces. We then
use our method to describe the vibrational structure of a water molecule adsorbed on
a Pt(111) surface and compare our results with the available experimental data. By
using an explicitly-correlated hybrid method to describe the molecule–surface inter-
action, we improve on the initial periodic PBE/DZP potential energy landscape and
obtain vibrational frequencies that are of near-experimental accuracy. We introduce
an implementation of anharmonic z-polarised IR intensity calculation and explain the
absence of antisymmetric O–H stretch in the experimental data for the adsorbed water
molecule, while the symmetric O–H stretch is predicted to be visible.
1 Introduction
Adsorbed molecules on metal surfaces are an important part of modern chemistry as they
are key to understanding heterogeneous catalysis, electrochemistry, sensing development
and the fundamentals of adhesion, to name a few. However, there are still a number of
unanswered questions regarding the molecular implications of adsorption, the energetics
that decide which site is suitable for a given molecule or the di↵usion and reactive kinetics of
adsorbed molecules, for example. One of several tools available to surface scientists to answer
such questions is vibrational spectroscopy of adsorbed molecules. Indeed, carefully designed
experiments can interrogate single or groups of molecules deposited on various surfaces to
determine how adsorption alters their properties (see for example Ref.1).
In order to understand the vibrational signature of molecules deposited on surfaces and
guide experiments, we need to develop theories that go beyond the traditional harmonic
regime, as the nature of the interactions at play naturally generate asymmetries in the
way the molecule vibrates. Unfortunately, the determination of anharmonic vibrational
frequencies for adsorbed molecules on a surface still remains a challenge for both electronic
3structure theory and vibrational theory. While model potentials are often used in biological
systems with the aid of molecular dynamics simulations, for example, the presence of metal
surfaces renders this type of modelling very delicate and a first-principle approach is usually
more successful. To date there are only a handful of techniques that are currently able to
obtain anharmonic frequencies directly from first principles calculations and even fewer that
are able to provide a fully quantum mechanical account of vibrational structure on surfaces.
In this study, we aim to assess the performance of our fast vibrational configuration
interaction with perturbation selected interctions (Fast-VCIPSI-PT2) scheme2 compared to
the radial basis function neural network (RBF-NN) approach developed by Manzhos and
Carrington.3 Both approaches can solve the vibrational Schro¨dinger equation for adsorbed
systems. While we have already applied successfully variants of our approach to a number of
adsorbed molecular systems (4-mercapto-pyridine on Au(111)4 and acetylene on Cu(001)5),
we mainly compared our results to available experimental data. However, in order to truly
assess the accuracy of our scheme, it is usefult to compare with theoretical data and thus limit
the influence of external factors on the comparison that often occur when using experimental
data.
RBF-NN was developed to achieve wavenumber accuracy for low-lying vibrational en-
ergy levels by including anharmonicity and high-dimensional mode coupling.3 Moreover, the
approach does not require an analytical representation of the PES and uses instead an au-
tomated sampling procedure, suitable to on-the-fly PES construction. It also use a compact
set of parametrised Gaussian functions as vibrational basis which is optimised variationally
using non-linear fitting. The reported accuracy of RBF-NN (see for example Ref.6) and its
ability to account for high-dimensional mode coupling make this method a suitable reference
for direct vibrational calculations of molecules adsorbed on a surface. Indeed, there are only
few published examples of direct calculations of vibrational properties for adsorbed systems.
As the study of Manzhos and Carrington3 uses a potential energy surface computed on-the-
fly with the SIESTA periodic density functional theory (DFT) program,7 this provides a
4good benchmark to our direct approach.
The aim of this study is twofold, the first part aims at benchmarking the accuracy of
our method in determining vibrational frequencies for adsorbed molecules on surfaces and
the second part focuses on developing a methodology that provides reliable predictions of
these vibrational frequencies using a hybrid scheme. More specifically, we focus here on the
adsorption of a water molecule on Pt(111). There are only very few studies that investigate
water monomers on Pt(111)8,9 and these observations are often hampered by the formation
of water clusters or layers as these form quickly on the Pt(111) surface.10 The formation of
water dimers and trimers render the assignment of monomer frequencies di cult, particularly
for the O–H stretches.11 In this study, we selected the two vibrational frequencies that we
believe are attributable to a single water molecule adsorbed on the surface. This assignment
combines data obtained from single molecule action spectroscopy8 and more traditional
Reflection-Absorption IR Spectroscopy (RAIRS) experiments.9 We show later on that our
calculations are in agreement with this choice.
This paper is organised as follows: we present a summary of our theoretical approach in
Section 2, and then provide the computational details of our study in Section 3. Section 4
is divided in two sub-parts: subsection 4.1 discusses how we benchmark our direct VCIPSI-
PT2 approach against results obtained in Ref.,3 first for an isolated water molecule and then
for an adsorbed water molecule on Pt(111). In subsection 4.2 we introduce the use of an
explicitly-correlated hybrid method to improve of description of adsorbed water and assign
observed vibrational modes. Our conclusions are presented in Section 5.
2 Theory
2.1 Vibrational wave function
Throughout this study, we use the VCIPSI-PT2 method to solve the vibrational Schro¨dinger
equation using a potential energy surface (PES) obtained directly from periodic DFT or local
5basis set quantum chemical codes (i.e. on the fly construction). The details of our approach
can be found elsewhere2 but we briefly outline the procedure below. The n-dimensional
vibrational wave function,  k(Q), is expressed as a product of single-mode wave functions
(modals), '(k)i (Qi), in rectilinear normal coordinates, so that:
 k(Q) =
nY
i=1
'(k)i (Qi) (1)
where k = {k1, k2, . . . , kn} specifies the excitation quanta of each single-mode wave function.
This leads to a convenient decoupling of the n-dimensional vibrational Schro¨dinger equa-
tion into a set of n independent single mode equations through the introduction of an e↵ective
mean-field potential, #(k)i (Qi):
#(k)i (Qi) =
*Y
j 6=i
'(k)j (Qj)
     V (Q)
     Y
j 6=i
'(k)j (Qj)
+
. (2)
where V (Q) is the potential energy surface (PES).
Thus we obtain:
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where hˆi(Qi) =  12 @
2
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+ V (1)i (Qi) is the rectilinear single-mode hamiltonian for mode i.
Note that we neglect the Coriolis coupling term in this study as we are mainly interested in
pure vibrational spectra. This set of equations is solved self-consistently until convergence
of the energy of the vibrational state of interest. This approach is know as the vibrational
self-consistent field (VSCF) and has been introduced by Bowman,12 Carney et al.,13 Cohen
et al.14 and Gerber and Ratner.15
However, this mean-field approach removes the direct correlation between vibrational
modes as each one is treated separately, through the use of #(k)i (Qi). There are a num-
ber of methods to recover this correlation such as vibration second-order perturbation the-
6ory (VMP2),16 vibrational configuration interaction (VCI)17 or vibrational coupled-cluster
(VCC),18 to name a few. Our current approach is based on a variation–perturbation method
that combines VCI accuracy but uses multi-reference VMP2 to select the VCI basis itera-
tively (see Ref.2 for more details). Once the iterative VCI space is stable, the contribution
from the remaining states is included through a perturbative correction.
2.2 Potential energy surfaces
The potential energy for this study is represented using a high-dimensional model, or hier-
archical n-mode expansion, of the PES. This approach was suggested by Jung and Gerber19
for the development of multi-dimensional PES in direct-VSCF calculations. In order to limit
the computational e↵ort, the PES is truncated to include only single mode terms, V (1)i (Qi),
and mode–mode (pairwise) terms, V (2)ij (Qi, Qj), so that:
V (Q) =
nX
i=1
V (1)i (Qi) +
nX
i=1
nX
j>i
V (2)ij (Qi, Qj) (4)
Chaban et al.20 have shown that the pairwise approximation in a VSCF-based approach
leads to reasonable vibrational frequencies for large molecular systems. There are a number
of advantages to this pairwise representation, in particular it leads naturally to a conve-
nient isomorphism between VSCF equations and standard electronic structure theory, also
the scheme o↵ers a practical way of treating large molecular systems since the low-order
terms in the expansion are expected to contribute most to the anharmonicity. Finally, the
approach also limits the computational e↵ort associated with the construction of the PES
to be nominally O (n2).
In our implementation,21 we use a grid approach to compute each terms in the PES,
where each point on the grid is computed automatically using density functional theory or
quantum chemical methods (direct approach). This approach is convenient as it removes
the need for an analytical expression for the V n(Q) terms. Over the years, we have also
7developed a technique that reduces the computational e↵ort further, named fast-VSCF (see
Ref.22–24 for example), and we use this technique in this study to limit the vibrational
space to include only the intramolecular modes of the adsorbed water molecule and neglect
the explicit coupling between adsorbate and surface. This type of “Born–Oppenheimer”
separation of high-frequency and low-frequency modes was chosen to be consistent with
the approach of Manzhos and Carrington3 and also because we showed that the fast-VSCF
approach performs well for other adsorbed systems.4,5
2.3 Infrared intensities calculations
In order to compute the infrared transition intensities, we construct a global dipole surface
expressed as:
~µ(Q) = ~µ(0) +
nX
i=1
~µi(Qi) (5)
where ~µ(0) is the dipole moment at equilibrium and ~µi is the dipole moment along normal
coordinate Qi. In practice, we compute the dipole moment at each 1D grid point and
then interpolate the dipole moment to a finer-meshed representation using a cubic-spline
algorithm for each component.
Adapting the formulation of Chaban et al.25 to an uncoupled one-dimensional vibrational
wave function for consistency, the strength of the fundamental transition from ⌫i = 0 to
⌫i = 1 for mode i, Ii, is given by the integral:
Ii =
8⇡3NAv
3hc
⌫i
  ⌦'⌫i=0i (Qi)   ~µi(Qi)   '⌫i=1i (Qi)↵  2 (6)
where NAv is Avogadro’s number, h is Plank’s constant, c the speed of light and ⌫i is the
uncoupled, diagonal, fundamental frequency for mode i. Using this expression, we can also
isolate a particular polarisation such as z polarisation for intensities perpendicular to the
surface (assuming that the surface normal is parallel to the z direction). The limitation
8of the scheme is that it cannot model intensity borrowing or combination bands, as those
inherently rely on coupled dipole surfaces.
2.4 Hybrid PES scheme
Our hybrid scheme has already been described in details in a previous study (see Ref.5 for
details), but we present the main features below. The approach is based on an “our own n-
layered integrated molecular orbital and molecular mechanics” (ONIOM) type partitioning,
where the total energy of the adsorbate molecule is computed using a high-level method,
E(high, adsorbate), and a low-level method, E(low, adsorbate), then the energy of the en-
tire system (adsorbed molecule and surface) is computed using the same low-level method,
E(low, system).
The total energy of the system is then simply given by:
Etot = E(low, system)  E(low, adsorbate) + E(high, adsorbate). (7)
Given that this is an additive scheme, we can use the same approach to compute hybrid
dipole moments needed for IR intensities and thus:
~µtot = ~µ(low, system)  ~µ(low, adsorbate) + ~µ(high, adsorbate). (8)
As we are mainly investigating water on Pt(111) in this study, there is a clear partitioning
between adsorbate and system, without need for any link atoms. A schematic diagram of
the partitioning used is shown in Fig. 1.
Our approach gives complete flexibility to use di↵erent levels of theory for di↵erent parts
of the system and allows the use of completely di↵erent implementations of electronic struc-
ture theory. In this study, the low-level method will be periodic density functional theory
(DFT) as our system is periodic, while the high-level method will be explicitly correlated
coupled-cluster theory. Note that each level is implemented in a di↵erent electronic structure
9Figure 1: Schematic representation of the hybrid DFT–QM scheme showing the partitioning
for a water molecule adsorbed on a Pt(111) surface. See text for details.
package and we use a Python script to compute the final hybrid energy and dipole.
3 Computational details
All periodic density functional calculations use the SIESTA 3.1 program7 with parame-
ters that follow closely Ref.3 in order to provide the fairest comparison. We use the
Perdew–Burke–Ernzerhof exchange–correlation functional26 along with a standard double-
zeta (DZP) basis set including polarisation functions27 and corresponding norm-conserving
Martins–Troullier pseudo potentials.28 Those pseudo potentials were initially developed for
the ABINIT code29 but are considered the default pseudo potentials for SIESTA calculations.
Following Ref,3 we use a mesh cuto↵ and filter cuto↵ of 400 Ry for both geometry optimi-
sation and force constant calculations. We optimise each wave function with a tolerance on
the change in density matrix of 10 5. We also use an increased cuto↵ radii for the DZP basis
(Eshift = 0.01 Rydberg) and 3⇥3⇥1 Monkhorst–Pack k -point mesh to sample the Brillouin
zone. The Pt(111) surface is described using a 3 layer model that was kindly provided by
the authors of Ref3 and we relax the topmost layer of Pt while the bottom two layers are
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kept fixed at their PBE bulk positions. The unit cell is a 3 ⇥ 3 cell (a = b = 8.44710 A˚,
  = 60 ) and the separation between the top layer and the bottom layer of the slab image
is 15.2 A˚ which ensures minimal interactions between slabs.
The CCSD(T)-F12 calculations are performed using the ORCA 3.0.2 suite of quantum
chemistry programs, using the resolution of the identity approximation (RI-CCSD(T)) along
with the cc-pVTZ-F12 basis set,30 an auxiliary cc-pVTZ-F12-CABS F12 basis set31 and a
cc-pVQZ/C auxiliary basis set for the RI correlation.
We obtain the harmonic normal modes, Qi, by diagonalising a mass-weighted partial
Hessian matrix constructed using force constants computed in SIESTA. Note that all surface
atoms are kept frozen during the force constant determination.
The anharmonic vibrational calculations are performed using the VCIPSI-PT2 algo-
rithm2 implemented in the PVSCF program21,32 that is developed in our laboratory. We
use the ab initio/DFT energy values computed for 16 points along each each rectilinear vi-
brational coordinate to interpolate a finer-meshed representation of the diagonal terms of
the PES using a cubic-spline algorithm. The starting and finishing points of each coordi-
nate scan in q-space are optimised to ensure that the curve supports at least eight bound
states. Each mode–mode coupling term is computed for 16⇥ 16 regularly spaced grid points
and then interpolated on a finer mesh using a bicubic interpolation.33 These points form a
discretised version of the PES of the system, V (Q), as formulated in Eq. (4).
All the 1-D VSCF equations are solved using the FGH method.34,35 We compute the
correlation corrections using the VCIPSI-PT2 method and explore a VCI basis made of all
one-mode, two-mode and three-mode excitations (VCISDT) up to seven excitation quanta
(nmax = 7). The iterative VCI matrices are diagonalised using our own implementation of
the Davidson algorithm. Note that the vibrational calculation is only performed for the
 -point of the Brillouin zone (  approximation4,36).
The anharmonic transition intensities are computed using a diagonal (1D) representation
of the dipole surface and the 1D vibrational wave functions (i.e. without including e↵ects
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from vibrational correlation).
4 Results
4.1 Benchmarking our approach
For our benchmarking we use SIESTA along with a Pt(111) surface model and parameters set
(kindly provided by the authors of Ref.3) to perform direct Fast-VCIPSI-PT2 calculations
on an adsorbed water molecule on Pt(111). Note that there could be small di↵erences
between the SIESTA version and parameters that we use and those of Ref.,3 but these are
considered suitably small to be nearly identical in both cases. As both approaches compute
essentially exact solutions to the vibrational Schro¨dinger equation, we expect that di↵erences
in computed vibrational frequencies can be mainly attributed to the description of mode–
mode couplings (2-D PES for our approach vs 3-D PES for RBF-NN).
4.1.1 Isolated water molecule
The vibrational spectrum of an isolated water molecule provides an initial simpler benchmark
of our implementation compared to the RBF-NN approach. The spectrum of the water
molecule was computed in Ref.3 as it was used in order to compute the vibrational shift
caused by adsorption on a Pt(111) surface.
Before computing the vibrational spectrum, we first optimise the water molecule geometry
at the PBE/DZP level of theory and obtain d(O–H) = 0.972 A˚ and \(H–O–H) = 104.5 , in
agreement with the results reported in Ref.3 (d(O–H) = 0.97 A˚ and \(H–O–H) = 104.3 ).
Using the optimised geometry, we compute the Hessian matrix and then use the normal
modes to construct the necessary PES for the anharmonic calculation. Our VCIPSI-PT2
results are shown in Table 1, where we use two types of PES for water: one constructed using
SIESTA and parameters identical to those used for the adsorbed water molecule on Pt(111)
and a more accurate RI-CCSD(T)-F12/cc-pVTZ-F12 PES obtained with ORCA. Note that
12
we include coupling between all mode pairs.
Table 1: Comparison of the fundamental vibrational frequencies of the water
molecule computed using the VCIPSI-PT2 method and the RBF-NN approach.
All frequencies are in cm 1 and the relative IR transition intensities are given
in parentheses. Note that the PBE PES is computed using SIESTA at the
PBE/DZP level of theory and that the RI-CCSD(T)-F12 results are computed
using ORCA and a cc-pVTZ-F12 basis set. The IR transition intensities are
computed using a 1D representation only.
Mode RBF-NN3 VCIPSI-PT2
PES PBE PBE RI-CCSD(T)-F12 Exp.37(Intens.38)
1 3600 3576 (1.00) 3738 (0.73) 3756 (0.60) ⌫3 (B2)
2 3468 3444 (0.006) 3642 (0.004) 3657 (0.03) ⌫1 (A1)
3 1525 1537 (0.79) 1603 (1.00) 1595 (1.00) ⌫2 (A1)
rms dev. — 21 136 147
rms dev. 147 165 14 —
We see that our results are in good agreement with the RBF-NN results from Ref.,3
with the largest deviations occurring for both stretching modes (24 cm 1 di↵erence for
each mode). We note that the overall rms deviation is only 21 cm 1, a reasonable result
given that we neglect the mode–mode–mode (3D) coupling in our water PES whereas it is
implicitly included in the RBF-NN results. In a previous study of methanol,39 we quantified
the accuracy loss caused by limiting the PES expansion to 2D coupling to about 30 cm 1.
Indeed, if we express the PES in curvilinear normal coordinates using this approach —which
tends to improve the 2D description of the PES (see below)— the VCIPSI-PT2 method
leads to ⌫3 = 3615 cm 1, ⌫1 = 3470 cm 1 and ⌫2 = 1543 cm 1 and a lower rms deviation of
13 cm 1 from the RBF-NN values. It should also be noted that the di↵erences in versions
of SIESTA and calculation parameters could also lead to deviations of a similar order of
magnitude.
If we now focus on the measured fundamental frequencies reported in Table 1, we observe
that the vibrational results obtained using a PBE/DZP PES and either vibrational method
show a marked deviation for both stretching modes (over 200 cm 1 for the symmetric stretch
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⌫1) resulting in a rms deviation of 147 cm 1 for RBF-NN and 165 cm 1 for VCIPSI-PT2.
Note that the bending mode is reasonably well reproduced, with deviations of 70 cm 1 and
58 cm 1 for RBF-NN and VCIPSI-PT2, respectively. This is consistent with the observation
that bond stretches are often too weak in DFT while bending modes are better described by
this approach.4
Using a wave function based approach, such as the RI-CCSD(T)-F12/cc-pVTZ-F12, to
compute the PES o↵ers a much better description of the vibrational spectrum of water. We
see that the maximum error for this PES using the VCIPSI-PT2 approach is now 18 cm 1
for the asymmetric stretch (⌫3) and the overall rms deviation is lowered to 14 cm 1, an
order of magnitude more accurate. The remaining error can be attributed to the lack of 3D
couplings in the PES and neglected rotation–vibration terms in the Hamiltonian, which can
amount up to 13 cm 1 for water (see Ref.40). In support of this assumption, a VCIPSI-PT2
calculation using the same PES but expressed in curvilinear normal coordinates leads to
⌫3 = 3758 cm 1, ⌫1 = 3662 cm 1 and ⌫2 = 1599 cm 1 and thus a rms deviation of merely
4 cm 1 from the experimental values. We have shown that such coordinate transformation
leads to a much improved description of the vibrational problem,39 nearly eliminating the
need for 3D couplings in some systems.
Finally, let’s consider the IR transition intensities for each mode as shown in parentheses
in Table 1. This quantity was not reported in the study of Manzhos and Carrington,3 so
we cannot compare with their results. However, experimental values do exist and these are
reported in the last column of Table 1. First of all, we note that both dipole surfaces (PBE
and CCSD(T)-F12) predict that the totally symmetric ⌫1 mode is of very low intensity, in
accordance with the available experimental data. However, while the asymmetric stretch (⌫3)
and the bending mode (⌫2) are predicted to be intense for both PES, we note that the dipole
surface obtained from PBE calculations predicts the asymmetric stretch to be the most
intense, while CCSD(T)-F12 correctly assigns the most intense transition to the bending
mode, in accordance with experimental data. This could indicate that the PBE/DZP dipole
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moment is only qualitatively reliable, i.e. it can be used to predict if a mode is not IR active,
but might be less reliable when predicting intensity patterns.
4.1.2 Geometry and energetics of H2O on Pt(111)
The water molecule adsorbs preferentially on a top site of the Pt(111) surface, as remarked
by a number of studies (see Ref.41 for an overview). The internal geometry of the water
molecule changes slightly to longer bond lengths, d(O–H) = 0.987 A˚, and a slightly more
acute H–O–H angle, \(H–O–H) = 103.2 , in full agreement with Ref.3 If we now consider the
inter-molecular degrees of freedom, the distance between the oxygen atom of water and the
nearest Pt atom is d(O–Pt) = 2.53 A˚ and the average water tilt angle \(H–O–Pt) = 87.7 .
This is longer than the result of d(O–Pt) = 2.31 A˚ reported in Ref.,3 but longer distances
have also been reported for the monomer (for example, d(O–Pt) = 2.40 A˚ in Ref.41).
We also computed the adsorption energy of water on the top site of Pt(111) by sub-
tracting the total energy of the relaxed water molecule and relaxed bare Pt(111) surface
from that of the adsorbed water on Pt(111). Our results, EPBEads. = E
PBE
opt (H2O@Pt(111))  
EPBEopt (H2O)   EPBEopt (Pt(111)) =  60.8 kJ/mol (or  0.63 eV) is slightly smaller than the
adsorption energy determined in Ref.3 The current experimental estimate of the dissociation
energy42 is obtained from calorimetry for D2O on Pt(111) and is E
exp.
ads. =  51.3±1.6 kJ/mol,
which is in good agreement with our value. Earlier measurements are also available, for ex-
ample Eexp.ads. =  54.2 ± 3 kJ/mol was obtained by examination of adsorption kinetics10
and Eexp.ads. =  52± 2 kJ/mol from temperature-programmed desorption.43 However, despite
the good agreement, note that these measurements are not specifically performed on single
molecules and are likely to include collective e↵ects originating from neighbouring molecules.
Indeed, Meng et al.41 have reported binding energies for water clusters and water bilayers
on Pt(111) that would indicate that collective e↵ects can have a significant influence on the
binding energy (up to 70% increase in adsorption energy per water molecule).
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4.1.3 Benchmarking vibrational frequencies for H2O on Pt(111)
Similarly to the isolated water molecule, we use the optimised geometry of the adsorbed water
molecule on the top site of Pt(111) obtained at the PBE/DZP level of theory and compute a
partial Hessian matrix where all Pt atoms are considered fixed. This Hessian matrix contains
3 internal degrees of freedom (3 water modes) and 6 “inter-molecular” modes that describe
the frustrated translation of H2O on the surface and the rotation of the molecule above the
surface. As Ref.3 only considered the internal modes of the water molecule, we use our Fast-
VSCF technique to limit our VCIPSI-PT2 calculation to only account for those 3 modes,
with couplings up to 2D, while neglecting all inter-molecular modes in a first instance. The
results of our vibrational calculations are summarised in Table 2, along with those of Ref.3
for comparison.
Table 2: Computed fundamental vibrational frequencies of a water molecule
adsorbed on a Pt(111) surface. Comparison between the VCIPSI-PT2 method
and the RBF-NN approach both without and with mode couplings. All frequen-
cies are in cm 1. Note that the PBE PES is computed using SIESTA and the
PBE/DZP level of theory.
1D PES Coupled PES
Mode RBF-NN3 Diagonal RBF-NN Fast-VCIPSI-PT2
1 3561 3608 3216 3264 ⌫anti.
2 3235 3294 3119 3175 ⌫sym.
3 1510 1521 1452 1465 ⌫bend
rms dev. – 44 – 43
In order to mitigate the di↵erent treatment of mode–mode coupling between the RBF-NN
approach and our VCIPSI-PT2 method, we first compare the results obtained using a PES
limited to a sum of 1D terms (first two results columns of Table 2). We observe that both
methods lead to similar results, with the symmetric stretch showing the largest deviation
(59 cm 1), followed by the antisymmetric stretch (47 cm 1) and finally the best agreement
is obtained for the bending mode with only 11 cm 1 deviation from the benchmark data of
Ref.3
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If we now include up to 2D intramolecular coupling for water (see last two results columns
of Table 2), keeping in mind that RBF-NN implicitly couples all 3 modes together, we see
that our results remain of similar quality, with deviations of a similar order — larger for
⌫sym. (56 cm 1) than for ⌫anti. (48 cm 1) and the best agreement between the two methods
for ⌫bend (13 cm 1). This is in line with our observation for the isolated water molecule,
where our computed bending mode frequency seem to be in better agreement with RBF-NN
than the O–H stretches. One other interesting point is the fact that either of our 1D and
2D models lead to anharmonic frequencies that are higher than those computed using the
RBF-NN approach. This could be indicative of a systematic issue in either approaches.
To summarise, we see that the VCIPSI-PT2 approach provides results that are of similar
quality to those obtained using the RBF-NN method developed by Manzhos and Carrington3
and we are confident that both approaches are congruent. We computed an rms deviation
of about 20 cm 1 for the fundamental frequencies of an isolated water molecule and about
45 cm 1 for those of H2O on Pt(111), which is coherent with the error caused by neglecting
mode–mode couplings higher than 2D. Unfortunately, our current curvilinear implementa-
tion is not applicable to molecules on surfaces and thus we will use exclusively rectilinear
coordinates for adsorbed systems. Finally, it is worth noting that the error of typical surface
spectroscopy measurements (HREELS or action spectroscopy,8 for example) can be of the
order of several meV (tens of cm 1) and thus the di↵erence observed between our approach
and that of Ref.3 is commensurate with the experimental error.
4.2 Improving the description of adsorbed water on Pt(111)
Having now benchmarked the results of our VCIPSI-PT2 approach for water adsorbed on
Pt(111), we now investigate how realistic the SIESTA PBE/DZP approach is at describing
the vibrational experimental data. Table 3 presents a comparison of the fundamental vibra-
tional frequencies (along with z-polarised IR intensities) of a single water molecule adsorbed
on a top site of Pt(111) compared to the available experimental data. Note that we use
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our Fast-VSCF technique to limit the VCIPSI-PT2 calculation to only account for the three
intra-molecular water modes (⌫anti., ⌫sym., ⌫bend), with couplings up to 2D, while neglect-
ing all adsorbate–surface modes (translation and rotation of the water molecule above the
surface) and all Pt(111) phonons.
Table 3: Water adsorbed on a Pt(111) surface – hybrid results. Note that the
PBE PES is computed using SIESTA at the PBE/DZP level of theory and that
the RI-CCSD(T)-F12 results are computed using ORCA and a cc-pVTZ-F12
basis set. The z-polarised IR transition intensities are computed using a 1D
representation only. D3 corrections are BJ-damped Grimme corrections using
the dftd3 program and applied a posteriori.
VCIPSI-PT2
Mode PBE PBE-D3 CCSD(T)-F12kPBE-D3 Exp
1 3264 (0.004) 3255 (0.004) 3438 (0.004) — ⌫anti.
2 3175 (0.73) 3166 (0.73) 3385 (0.47) 3344± 8 Ref.9 ⌫sym.
3 1465 (1.00) 1466 (1.00) 1532 (1.00) 1550± 20 Ref.8 ⌫bend
rms dev. 133 139 31 –
If we consider the first result column of Table 3, which compares our VCIPSI-PT2 results
obtained for a standard PBE/DZP PES using SIESTA, we note that there is a significant
deviation from experimental results. The symmetric stretch ⌫sym. shows a very large de-
viation of 169 cm 1 and the bending mode a slightly smaller deviation of 85 cm 1. The
antisymmetric stretching mode is unlikely to be visible due to negligible z-polarised IR in-
tensity. We compute a large rms deviation of 133 cm 1 for the combination of the two visible
frequencies, with both predicted fundamentals underestimating the experimental data. We
also observed this type of poor agreement for anharmonic frequencies obtained from a PES
constructed using the PBE exchange–correlation functional in our investigation of acetylene
on Cu(001)5 for a number of stretching and bending modes.
There has been a recent interest in correcting DFT approaches to include dispersion forces
for adsorbed molecules44,45 as these can have an impact on binding energies, adsorbate–
surface distances and possibly vibrational frequencies. In order to investigate the role of dis-
persion in this system, we use the DFT-D3 approach suggested by Grimme44 (including their
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Becke–Johnson finite-damping term46) as implemented in their dftd3 program V3.1 (avail-
able from Grimme’s website) and add this as an a posteriori correction to our PBE/DZP
potential energy surface. This means that a D3 correction is computed for every point on our
PES and added to the existing energy values obtained from SIESTA. Note that we also in-
clude contributions from Axilrod–Teller–Muto three-centre dispersion terms to the standard
D3 dispersion energy correction. These three-body correction terms (denoted D3(ABC) in
the literature) account for the non-pairwise additivity of the dispersion terms44 and have
been shown to be significant for adsorbed molecules.47 The corresponding anharmonic vi-
brational results are shown in the second result column of Table 3. As this procedure has
no e↵ect on the dipole moment of the system, the z-polarised IR intensities are the same as
those obtained with the original PBE/DZP surface.
We observe that dispersion corrections do not influence the anharmonic frequencies much
in this case, with the largest deviation occurring for both O–H stretching modes (9 cm 1
di↵erence) and only 1 cm 1 di↵erence for the bending mode. Both stretching modes are
thus slightly weakened by the addition of a dispersion term while the bending mode remains
una↵ected — this is not unexpected as this system is unlikely to display large changes in
dispersion e↵ects during intramolecular vibrations. However, the binding energy of the water
molecule on the top site of Pt(111) is more strongly a↵ected by dispersion corrections, leading
to a corrected adsorption energy of EPBE D3ads. =  78.2 kJ/mol (or  0.81 eV), including three-
body corrections.
Since we are focusing on the fundamental internal vibrations of the adsorbed monomer
on the surface rather than on its frustrated translations and rotations, we can use a hybrid
scheme to improve the quality of the intramolecular PES. The approach we developed re-
cently for the vibrations of acetylene on Cu(001)5 can be easily applied here by constructing
a hybrid PES where the water molecule is described at the RI-CCSD(T)-F12/cc-pVTZ-
F12 level of theory while the rest of the system is computed using periodic PBE-D3/DZP
calculations. Indeed, we have shown for the isolated water molecule in Section 4.1.1 that
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CCSD(T)-F12 leads to anharmonic frequencies and IR intensities that are in very good
agreement with the available experimental data. Therefore,“merging” both techniques using
a hybrid scheme should o↵er a better description of the internal degrees of freedom of water,
while retaining the periodic description of the metal surface.
The results obtained with our hybrid PES are shown in the third result column of Ta-
ble 3. We see immediately that using a high-level correlation method for the water PES
improves significantly the agreement with experiment. The O–H stretch frequencies increase
by 183 cm 1 (⌫anti.) and 219 cm 1 (⌫sym.), while ⌫bend increases by 66 cm 1. Such mode
sti↵ening is characteristic of the di↵erence between PBE and explicitly-correlated methods
and is already apparent for the isolated water molecule results shown in Table 1, for exam-
ple. For the adsorbed water molecule on Pt(111), this PES improvement leads to a dramatic
reduction of the deviation from the available experimental data with only 41 cm 1 di↵er-
ence for the symmetric stretch (⌫sym.) and 18 cm 1 for the bending mode (⌫bend). The rms
deviation for our hybrid approach from the measured vibrational fundamentals is 31 cm 1
(or 4 meV), within the accepted experimental error for this type of surface measurements
(see also error bars in Table 3).
Interestingly, removing the D3 dispersion corrections from our hybrid PES (i.e. using
standard PBE/DZP for the periodic system instead) does not a↵ect the vibrational results
much. We see the bending frequency left unchanged at ⌫bend = 1532 cm 1, while there is
a very small increase for both O–H stretching frequencies (⌫anti. = 3444 cm 1 and ⌫sym. =
3389 cm 1). Overall the rms deviation from the measured vibrational fundamentals is slightly
higher (34 cm 1) compared to the results of the dispersion-corrected hybrid shown in Table 3.
This highlights that the explicitly-correlated part of the hybrid PES (CCSD(T)-F12) corrects
the intramolecular region, which is the main part of the PES probed by the experimental
data, but that dispersion corrections do not impact the frequencies of the water molecule
much, as seen earlier for pure PBE vs PBE-D3 PES.
Let’s consider the z-polarised IR intensities reported in Table 3. We see that for both
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DFT and hybrid dipole models, the antisymmetric mode (⌫anti.) has a very low intensity
compared to that of the other two modes, rendering it nearly invisible to techniques for
which the selection rule requires a dipole change perpendicular to the surface. This is the
case for a number of surface spectroscopies, such as RAIRS or EELS,48 and thus we predict
that ⌫anti. is unlikely to be observed using standard surface techniques. The bending mode
(⌫bend) is predicted to be the most intense by both PBE and hybrid dipole surfaces, and
the symmetric stretch (⌫sym.) is now predicted to be visible, albeit with a disagreement in
relative intensity between PBE and hybrid PES.
5 Conclusions
In this study, we have benchmarked our direct VCIPSI-PT2 approach with vibrational results
obtained with a di↵erent method (fully-coupled RBF-NN3) but for a PES computed using
the same periodic DFT program (SIESTA). We compared results obtained for an isolated
water molecule and a water molecule adsorbed on the top site of a Pt(111) surface and found
our results to be in agreement with the RBF-NN results, if we account for possible di↵erences
in SIESTA versions and absence of mode–mode coupling involving more than two modes in
our approach. In all cases, our approach has proven to be of su cient accuracy to compare
to available surface spectroscopy data.
We also presented our implementation of z-polarised IR intensities calculation, which is
necessary for the understanding of surface vibrational data. Indeed, a number of common
surface science techniques have propensity rules that disallow signal from vibrations without
dipole change perpendicular to the surface (z direction in our case). Using our method we
showed for a water molecule adsorbed on Pt(111) that the antisymmetric mode (⌫anti.) has
a very low intensity but that the symmetric mode (⌫sym.) and the bending modes (⌫bend)
are intense. This is in contrast with the IR spectrum of the isolated water molecule, for
which both theory and experiment agree that its symmetric mode (⌫1) has a low IR inten-
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sity. Therefore, it appears that the IR signal from a water molecule is deeply a↵ected by
attachment on a Pt(111) surface. This is mainly due to the geometry at the binding site
(top site in this case) and the electronic redistribution that occurs upon binding.
We noted that a posteriori dispersion correction (PBE-D3) a↵ects the adsorbate–surface
binding energy more that the adsorbate internal vibrational spectrum, causing only marginal
changes in vibrational structure. However, these corrections (including three-body terms)
are not su cient to improve the vibrational description of the water monomer attached
to the Pt(111) surface. It can be concluded in this case that dispersion corrections most
likely shift the entire PES to lower energies (explaining the increased binding energy) but
that the dispersion-corrected PES retains the original curvature obtained from uncorrected
PBE/DZP.
Finally, we also showed that it is possible to achieve a very accurate description of the
water vibrational spectrum by using a hybrid QM-DFT approach. The use of explicitly-
correlated CCSD(T)-F12 to describe the water molecule within a hybrid scheme for the
computation of PES of adsorbed molecules leads to dramatic improvements in the predicted
vibrational spectrum and enables us to obtain near-experimental accuracy for this system. In
particular, this also enables us to identify the vibrations originating from the water monomer
on the surface — a task that has thus far remained di cult experimentally due to the natural
tendency of water to cluster together on the surface.
Our new benchmarked approach is thus suitable to exploring further the vibrational be-
haviour of adsorbates on surfaces by providing a solid quantum mechanical treatment of both
vibrational structure and vibrational intensities. This work also highlights the importance
of a reliable description of the potential energy surface beyond standard DFT approaches.
Such description is achieved here by using a hybrid methodology that combines periodic
DFT with advanced explicitly-correlated quantum chemical techniques.
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