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Abstract
We consider a wireless network with a set of transmitter-receiver pairs, or links, that share a common channel,
and address the problem of emptying finite traffic volume from the transmitters in minimum time. This, so called,
minimum-time scheduling problem has been proved to be NP-hard in general. In this paper, we study a class of
minimum-time scheduling problems in which the link rates have a particular structure consistent with the assumed
environment and topology. We show that global optimality can be reached in polynomial time and derive optimality
conditions. Then we consider a more general case in which we apply the same approach and thus obtain approximation
as well as lower and upper bounds to the optimal solution. Simulation results confirm and validate our approach.
Index Terms– algorithm, interference, optimality, scheduling, wireless networks.
I. INTRODUCTION
In a wireless network with a shared multiple access channel, the minimum-time scheduling problem amounts
to determining which links are allowed to transmit simultaneously, and for how long, so that a given finite traffic
volume at the sources can be delivered in minimum time. We consider the case in which all the links can be divided
into several clusters, and in each cluster the activated links transmit at the same rate, which is determined by the
numbers of simultaneously activated links in respective clusters. We illustrate in Figure 1 an example scenario that
corresponds to this case. Suppose a base station is located at a central point and the users are distributed along
co-centric circles around it. Then users on the same circle have equal distance to the base station and hence identical
geometric channel gain if the propagation environment is isotropic.
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2Fig. 1. An example wireless network
Assume all the users on the same circle transmit with the same power, we refer to the links with users on the
same circle as a cluster. The links of the same cluster transmit at the same rate but that rate does depend on how
many of them transmit at the same time. The reason is that, the total interference a link experiences only depends
on how many links in each cluster are enabled instead of the individual elements of the activated set. It is worth
noting that the scenarios corresponding to this case are not restricted to this simple topology. In fact, any case that
has such multi-cluster symmetry in link rates is included.
A. Related Work
The Minimum-Time Scheduling Problem (MTSP), also known as the Minimum-Length Scheduling Problem,
represents a fundamental aspect of resource allocation in wireless networks. The scheduling problem has been
studied either through classical, so called protocol models [12], [17], [18] or through so called physical model
(e.g., [3], [11]). The latter enables successful decoding in the presence of interference and uses a cross-layer view
of transmission rate and access control, thus making it possible to integrate this with general network resource
allocation problems (e.g., [5], [7], [9]).
In solving MTSP with signal-to-interference-and-noise ratio (SINR) constraints, several algorithms have been
proposed. Notable amongst them is a column-generation-based solution method that was used in [14], which can
approach or attain an optimal solution, with the advantage of a potentially reduced complexity. In [16] it was
formulated as a shortest path problem on directed acyclic graphs and the authors obtained suboptimal analytic
characterizations. In [13], a modular algorithmic framework was provided to encompass exact as well as sub-
optimal, but fast, scheduling algorithms, all under a unified principle design.
Previous complexity analysis [2], [4], [6], [10] concluded the hardness of the scheduling problem with discrete
rates, that is, a discrete set corresponding to SINR threshold. In [1], we proved that the problem remains NP-
hard for most general cases of continuous rate functions. These ealier fundamental results provide the motivation
for investigating the case that is on one hand polynomially tractable and on the other hand has high potential to
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3approximate general practical scenarios.
B. Contributions and Organization
In this paper, our contributions include the following. First, we consider the class of MTSP with multi-cluster
cardinality-based rates, proving it can be solved in polynomial time. Then we derive the optimality conditions for
the solutions that correspond to emptying each cluster separately. Finally we apply this model to more general
scenarios with k-means clustering and propose a column generation algorithm that can either precisely determine
the optimal schedule, or provide a good approximation, as well as upper and lower bounds, to the optimum.
The paper is organized as follows. In Section II, we discuss the system model of MTSP and introduce the
concept of multi-cluster cardinality-based rates, followed by the complexity analysis in Section III. Then the problem
decomposition is studied in Section IV. In Section V, we extend the application of this setup with proposed approach,
with the numerical results presented in Section VI, and in Section VII, we provide final concluding remarks.
II. SYSTEM MODEL
A. Minimum-Time Scheduling Problem in Wireless Networks
We consider a wireless network of N transmitter-receiver pairs, or links. Each link i has a finite amount of
backlogged data bits di at its transmitter’s queue. Without loss of generality, assume that the entries in the demand
vector d = (d1, d2, ...dN ) are in descending order. Let H denote the union of all subsets of N , excluding the empty
set. Clearly, |H| = 2N − 1. We use the term group to refer to a member c ∈ H. Scheduling a group c of the N
links means that all links in c are concurrently activated, with a given fixed power, for some positive amount of
time tc . For any group c , the effective transmit rate ric of any link i ∈ c directly depends on the composition of
the activation group.
In all systems with meaningful physical interpretations, the service rate of any link in a group does not increase
if the group is augmented, i.e., for any two groups c ⊂ c ′ and i ∈ c ∩ c ′, ric ≥ ric′ . We refer to this as the rate
monotonicity property.
The MTSP amounts to determining which groups should be selected and their activating durations, so that the
queues are emptied in minimum time. If all the link rates for all 2N − 1 groups c ∈ H are known, the MTSP
accepts the following linear programming (LP) formulation:
min
∑
c∈H
tc (1a)
s. t.
∑
c∈H
ric tc = di i = 1, . . . , N (1b)
t ≥ 0 (1c)
Herein t represents the scheduling vector composed of tc , c ∈ H. We use t∗ to denote an optimal scheduling
solution. T ∗ = ||t∗||1 =
∑
c∈H t
∗
c
stands for the optimal schedule length. Notation H∗ is reserved for a set of
groups that correspond to an optimum solution, that is, H∗ = {c ∈ H : t∗
c
> 0}.
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4In some of the analysis later on, we also utilize the LP dual of (1). Letting πi denote the dual variables, the dual
formulation is as follows.
max
∑
i∈N
diπi, (2a)
s. t.
∑
i∈c
ricπi ≤ 1 c ∈ H, (2b)
pi ≥ 0. (2c)
B. Multi-Cluster Cardinality-Based Rates
For the class of MTSP in which the links can be divided into K , where K ≤ N , clusters, we use nj to denote
the number of links in cluster j, j = 1, 2, ...,K , with n1 + n2 + ...+ nK = N . For each group c ∈ H, cj refers to
the set of activated links in cluster j. Clearly, cj is a subset of c and c = c1
⋃
c2
⋃
...
⋃
cK .
The link rates in this problem class have the following properties:
• The links in the same cluster have the same rate if they are activated.
• The rate value of a link is fully determined by the number of activated links in every cluster and the cluster
that the link belongs to, but not on the identity of the links.
That is, for any link i ∈ cj ⊆ c , the rate ric is a function of j and the cardinalities |c1|, |c2|, ..., and |cK |. Define
g(c) = (|c1|, |c2|, ..., |cK |) as the profile of group c and let G denote the union of g(c) for all c ∈ H. As for all
2N − 1 groups, |cj| ranges from 0 to nj , we have |G| =
∏K
j=1 (nj + 1) − 1. In this problem class, the rate of
any link in cluster j can be denoted by rj
g(c). Therefore we refer to it as Multi-Cluster Cardinality-based Rates
(MCCR).
For MTSP with MCCR, we subsequently use (N,d, r,K) to refer to this problem class. The key notations used
are summarized in Table I for easy reading.
Note that the problem is modelled in a rather generic form and the link rates are not restricted to be produced by
any explicit or implicit rate functions. Thus the new insights presented in this paper are independent of physical-layer
system specifications and are valid for any feasible, or achievable, rates from a communication/information-theoretic
perspective.
III. COMPLEXITY CONSIDERATION
We show in the following that MTSP with MCCR can be solved in polynomial time as long as K is independent
of N .
Theorem 1. (N,d, r,K) is in class P, that is, the global optimum can be computed in polynomial time.
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5TABLE I
NOTATION
Notation Description
N Number of links
N The set of N links
H The union of subsets of N
di Data bits in the queue of transmitter of link i
d Demand vector (d1, d2, ...dN)
c Group, member of H
ric Rate of link i if group c is activated
tc Activation time of group c
t Scheduling vector, composed of tc , c ∈ H
t∗ Optimal scheduling solution
T ∗ Optimal scheduling length
H∗ The set of activated groups at optimal, that is,
H∗ = {c ∈ H : T ∗
c
> 0}
K Number of clusters
nj Number of links in cluster j
cj Link set in the intersection of group c and cluster j, cj ⊆ c
g(c) Profile of group c , defined as g(c) = (|c1|, |c2|, ..., |cK |)
G The union of g(c) for all c ∈ H
r
j
g(c)
Rate of any activated link in cluster j and group c
with profile g(c)
Proof: Consider the LP dual problem in (2). For problem class (N,d, r,K), the dual has the following form.
max
∑
i∈N
diπi (3a)
s. t.
K∑
j=1
(rj
g(c)
∑
i∈cj⊆c
πi) ≤ 1 c ∈ H (3b)
pi ≥ 0 (3c)
Observe that in (3b), the dual variables of links in the same cluster have uniform coefficient, i.e., the same rate
value, and occur in the same pattern in the constraint set. As a result, for any feasible solution, if we swap the
values of πi and πl, for any i, l ∈ cj , the new solution remains feasible. It follows that there exists an optimal
solution such that, for each cluster, the order of values of dual variables is consistent with the order of values of
link demands because otherwise the objective function value can be improved by swapping the variable values so
that the condition holds. The demand vector d is given in descending order, with the result that in this optimal
solution, π1 ≥ π2 ≥ · · · ≥ πN ≥ 0. Based on the above observation, one can conclude that, for all constraints in
(3b) that correspond to the groups with same profile g(c) = (|c1|, |c2|, ..., |cK |), if the one that consists of the first
|cj | links in cluster j is satisfied, the others are also met. Therefore, we can use this constraint, which is the most
stringent one, as a substitute for the whole set.
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define the ith link in cluster j as link ji. For all the groups with g(c) = (|c1|, |c2|, |c3|) = (1, 2, 1), we can identify
the most stringent constraint is the one constituted with the first link in cluster 1, the first two links in cluster 2
and the first link in cluster 3. That is,
r1
g(c)π11 + r
2
g(c)(π21 + π22) + r
3
g(c)π31 ≤ 1 (4)
Following the aforementioned rationale, the inequality (4) is equivalent to cover the constraints for all the
(
n1
1
)(
n2
2
)(
n3
1
)
groups, herein nj is the total number of links in cluster j.
For all 2N − 1 possible groups, there are |G|, i.e.,
∏K
j=1 (nj + 1) − 1 different profiles g(c). Following the
above approach, in (3b), we have at most the same number of constrains that are sufficient to define the optimum.
Therefore, together with the constraints derived from the order of link demands, i.e., π1 ≥ π2 ≥ · · · ≥ πN ≥ 0,
the total number of constraints reduces to N − 1 +
∏K
j=1 (nj + 1), implying that the optimal solution to problem
class (N,d, r,K) is found by solving an LP of size O(NK). As long as K is independent of N , it can be solved
in polynomial time, hence the conclusion follows.
Remark 1. Theorem 1 significantly extends previous results on the complexity of cardinality-based rates model
(see [1] and the references therein). In fact, the cardinality-based rates model is a special case of (N,d, r,K),
in which K = 1, that is, the case of only one cluster so that the rate values are determined solely by the group
cardinality |c |.
IV. OPTIMALITY CONDITIONS FOR PROBLEM DECOMPOSITION
According to the proof of Theorem 1, the complexity of (N,d, r,K) is determined by NK , which means if
K increases, the complexity grows rapidly. However, if the scheduling problem allows a decomposition into K
subproblems so the optimal solution for each cluster can be constructed separately, the complexity is significantly
decreased. Thus we are interested in investigating when such a decomposition can occur. We refer to the groups
formed by link(s) in a single cluster as intra-cluster groups, (as opposed to inter-cluster groups), which contain
links in more than one cluster). Decomposition means that the optimal solution only needs to consider intra-cluster
groups.
We first consider a more structured setting, in which the links in the same cluster have uniform demand. The
following theorem provides a sufficient condition.
Theorem 2. (N,d, r,K) with uniform demand in each cluster decomposes if there is at least one intra-cluster
group in each cluster having higher or equal sum-rate, i.e., the sum of all the link rates in the group, than any
inter-cluster group.
Proof: Suppose H∗ is an optimum schedule. We utilize the fact that the links of each cluster exhibit full
symmetry in demand and rate, and perform a two-step transformation of H∗ to arrive at a new solution that uses
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7intra-cluster groups only and does not run longer than H∗ in schedule length.
In the first step, we construct a new solution H¯∗ as follows. Consider any group c∗ ∈ H∗ that runs for time tc∗ .
Without loss of generality, for notational convenience we assume c∗ is composed by links of the first k clusters,
with 1 ≤ k ≤ K , i.e., c∗ = ∪kj=1c∗j . Consider any cluster j ∈ {1, . . . , k}, and suppose, again merely for simplifying
notation, the link indices of this cluster are 1, . . . , nj , among which 1, . . . , |c∗j | form c∗j in group c∗. We construct
nj groups, all having size |c∗j | and containing links of cluster j in a rotational manner, that is, {1, 2, . . . , |c∗j |},
{2, . . . , |c∗j |, |c
∗
j |+ 1}, and so on, with the last group being {nj , 1, 2, . . . , |c∗j | − 1}. Applying this operation to all
clusters j = 1, . . . , k and taking the Cartesian product of the resulting sets of groups lead to a set of
∏k
j=1 nj link
groups. Each group runs for a time duration tc∗∏k
j=1
nj
.
Consider applying the above construction to all c∗ ∈ H∗, and denote the result by H¯∗. We make the following
observations. First, for any cluster, all of its links receive equal activation time in H¯∗. This, together with the
assumption of uniform demand across all links in the same cluster, imply that for any link and group in H¯∗, the
link will not have its demand emptied when the group is active. Second, for each cluster having link activation in
c
∗ ∈ H∗, the rate of any link of this cluster in the groups derived remain as that in c∗, because the cardinality
of links of the cluster is not altered. Third, again as a result of equal time sharing, for any cluster j, the total
amount of demand drained by H¯∗ for all links in j equals that in H∗. In conclusion, H¯∗ qualifies as a schedule.
By construction, H¯∗ has the same length in time duration as H∗, and hence H¯∗ is an alternative optimum.
The second step of the transformation eliminates the use of inter-cluster groups. Consider any group c∗ in the
original schedule H∗ and suppose again c∗ = ∪kj=1c∗j , with k > 1, i.e., c∗ is an inter-cluster group. Denote by
H¯∗(c∗) = {c¯∗,1, . . . , c¯∗,m} the set of the groups derived from c∗ in step one, with m =
∏k
j=1 nj . Consider any
cluster j ∈ {1, . . . k}. It follows from the construction above (cf. Fig. 2) that all links of j appears in H¯∗(c∗), with
full symmetry in terms of both rate and amount of activation duration. Thus the amount of demand drained by
using H¯∗(c∗) is uniform for all links in j. Moreover, activating any c¯∗,i ∈ H¯∗(c∗), the demand drained per time
unit for all links (of multiple clusters) in c¯∗,i equals the sum rate of c¯∗,i.
By the theorem’s assumption, there is some cardinality, say ℓj , for which the intra-cluster groups of cluster j have
the same or better sum rate than that of any group in H¯∗(c∗). We construct nj intra-cluster groups with cardinality
ℓ ≤ nj for cluster j in a rotational manner, that is, {1, . . . , ℓj}, . . . , {nj, . . . , ℓj − 1}. By the construction, using
these nj intra-cluster groups with uniform activation time drains the same amount of demand across all links of
j. Consider performing the construction for all j = 1, . . . , k, and using the resulting intra-cluster groups to serve
the same amount of demand as in H¯∗(c∗) for each j. Doing so achievers a higher or equal amount of drained
demand per time unit than H¯∗(c∗) throughout, no matter which of the new groups is under activation. Hence after
the second step of the transformation we obtain a schedule consisting of intra-cluster groups only and having better
or equal performance as H∗, and the theorem follows.
We illustrate the two-step transformation in Figure 2 with an example. Assume cluster 1 has link set {1, 2, 3, 4}
and cluster 2 has {5, 6, 7}. The intra-cluster groups in cluster 1 and 2, with two and three links, respectively,
have higher sum-rates. In this case, we show below the transformation on an arbitrarily selected group c∗ =
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Fig. 2. Two-step transformation
For the links with non-uniform demand, the above theorem cannot be applied directly. Thus we set up the
following sufficient condition for the general case.
Theorem 3. If the single-link group in each cluster has higher or equal sum-rate than any inter-cluster group,
then the problem (N,d, r,K) with non-uniform demand decomposes.
Proof: Suppose an inter-cluster group c∗ = ∪kj=1c∗j , 1 < k ≤ K , exists in an optimal solution and it runs for
time tc∗ . The solution can be further improved by replacing this group with a combination of single-link groups,
that is, all the links in c∗ will be activated one by one. To empty same demand as c∗ does, the activation duration
for the single-link groups of cluster j is:
r
j
g(c∗)|cj |tc∗
Rj
, (5)
herein Rj is the rate of the link in cluster j when it is activated alone.
According to the theorem’s condition, the total time the new groups needed is calculated as following:
k∑
j=1
r
j
g(c∗)|cj |tc∗
Rj
≤
k∑
j=1
r
j
g(c∗)|cj |tc∗∑k
j=1 r
j
g(c∗)|cj |
= tc∗ (6)
The new solution is either better or as good as the original one, hence the conclusion follows.
On recognizing the decomposition for (N,d, r,K), we show in the following theorem that it is polynomial-time
tractable.
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9Theorem 4. The computational complexity of recognizing the conditions in Theorem 2 and 3 is no more than
O((N+K
K
)K).
Proof: For (N,d, r,K), we have 2N − 1 groups c ∈ H. Among them, the groups with the same profile g(c)
have uniform sum-rate due to the properties of MCCR. Therefore, even in the worst case in which we need to check
all the possible sum-rates to recognize the decomposition condition, there are no more than |G| =
∏K
j=1 (nj + 1)−1
sum-rates instead of 2N − 1. According to the inequality of arithmetic and geometric means:
K∏
j=1
(nj + 1) ≤
( ∑
K
j=1
(nj+1)
K
)K
=
(
N+K
K
)K
(7)
The computational complexity is at most O((N+K
K
)K). Hence the conclusion follows.
Remark 2. Even with the maximum time complexity O((N+K
K
)K), the recognition of decomposition condition is
much easier than directly solving the LP. This is because the running time for the latter is of O(N3.5K) (or even
longer, depending on method). Moreover, for some special cases, the recognition can be trivial. We show an example
of such cases in Figure 3. In this scenario, the receivers in one cluster are far from their own transmitters but close
to the transmitters in the other cluster, thus the links in different clusters generate significant interference to each
other, which means the sum-rate of an inter-cluster group is much less than that of an intra-cluster group. Thus
we can disregard most of inter-cluster groups in checking the condition.
Fig. 3. An example with high interference among inter-cluster links.
V. APPLICATION OF MULTI-CLUSTER CARDINALITY-BASED RATES MODEL
The above results hold provided that the links can be partitioned into K clusters such that the symmetry in rates
holds for all the links in the same cluster. In a wireless system with one base station and a number of users, this
is not the case even with a distance-based propagation model because the users’ locations do not confirm with
the given criteria. For this scenario, the complexity result in [1] is still valid, that is, with a polynomial reduction,
the MTSP is proved to be as hard as a fractional coloring problem, which is known to be NP-hard. Therefore
the scheduling problem for this scenario remains hard. However, we can divide the users into several clusters in
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which they have similar distances to the base station. Then the MCCR can be applied to the model of the general
case. The greater the total number of clusters K , the more accurate the modelling is. Therefore the applicability of
MCCR extends to a more general setup as an approximation and its polynomial-time tractability contributes to the
efficiency of the solution.
A. k-means clustering
To apply the MCCR model to general networks, the links need to be divided into several clusters with close-to-
uniform gain within each cluster. For geometric distance based channel gain, an intuitive method is to partition the
users into several clusters based on their locations so that each user belongs to the cluster with the nearest mean
distance to the base station. This is actually the well-studied k-means clustering. That is, define li as the length of
link i, i.e., the distance between user i and the base station, we aim to partition the N data points in {l1, l2, ..., lN}
into K disjoint subsets sj, j = 1, 2, ...,K so as to minimize the within-cluster sum of squares (WCSS):
min
K∑
j=1
∑
i∈sj
|li − µj |
2, (8a)
s. t.
K⋃
j=1
sj = {l1, l2, ..., lN}, (8b)
sj ∩ sm = ∅, ∀j 6= m, (8c)
µj =
∑
i∈sj
li
|sj |
. (8d)
Here we use the notation K as a parameter in the clustering. Increasing K on one side improves the precision
of the modelling, but on the other side, increases the time complexity of solving the model. Hence a trade-off is
needed. In Section VI, numerical results are provided to show the impact of K on performance.
We apply the standard k-means algorithm, which is also referred to as Lloyd’s algorithm [15], to the problem.
The algorithm consists of a re-estimation procedure as follows. Initially, the data points are assigned at random to
the K sets. In step 1, each data point li is assigned to the cluster whose mean yields the least WCSS. In step 2,
the new mean of the data points in each cluster is calculated to be the new centroid. These two steps are alternated
until a stopping criterion is met, i.e., when there is no further change in the assignment of the data points.
After clustering, we set the mean µ∗j as the new length of the links in cluster j for cardinality-based rates
calculation. It is utilized to provide an approximation of actual link rate.
B. Column Generation Algorithm
The problem (N,d, r,K) is polynomial-time solvable. Still, when NK is large, directly solving the LP is time-
consuming since its running time can be more than cubic of the LP size. Therefore we develop a column generation
algorithm with the advantage of reduced computational complexity.
October 26, 2018 DRAFT
11
The algorithm works as follows: firstly we split the scheduling problem into two problems: the master problem
and the subproblem. The master problem is the original LP (1) with only a subset of variables, or groups (denoted
by H′) being considered.
min
∑
c∈H′
tc (9a)
s. t.
∑
c∈H′
ric tc = di i = 1, . . . , N (9b)
t ≥ 0 (9c)
The subproblem is the following
min 1−
∑
i∈N
ricπi, (10a)
s. t.
∑
i∈c
ricπi ≤ 1 c ∈ H, (10b)
pi ≥ 0. (10c)
We start with a simple and feasible TDMA-based activation, that is, all the N links are emptied one by one.
Solving the master problem, we are able to obtain dual prices π for each of the constraints. This information is
then utilized in the objective function of the subproblem. On solving the subproblem, we design the following
quick method based on the property of MCCR: 1) rank the πi with descending order in each cluster; 2) form the
group that has the minimum reduced cost, i.e., the objective of subproblem, among all the candidate groups that
have same g(c). Thus we reduce the size of solution space of the subproblem from 2N − 1 to
∏K
j=1 (nj + 1)− 1.
Then we solve the subproblem and if the objective value is negative, a variable, i.e., a group, with negative reduced
cost has been identified. This variable is then added to the master problem, and the master problem is re-solved.
Re-solving the master problem will generate a new set of dual values, and the process is repeated until no negative
reduced cost variables are identified. The subproblem returns a solution with non-negative reduced cost. We can
thus conclude that the solution to the master problem is optimal.
C. Lower and Upper Bounds for Optimum
Besides approximating the optimal solution by calculating link rates with µ∗, the proposed approach can be
utilized to obtain lower and upper bounds for MTSP. In detail, instead of the rates derived from µ∗, we consider
the minimum and maximum rates in each cluster.
For the example scenario, the approximation is equivalent to put all the links in cluster j on a circle around
the central base station with a radius equals to µ∗j . Now we extend the circle to a minimum ring in which all the
users in this cluster are included. Then if we use the minimum link length to calculate the signal strength and the
maximum value to calculate the interference, we obtain an upper bound for the SINR. Conversely, we have a lower
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bound. As in wireless networks, the rate that a link can support is monotonously increasing with its SINR, we
actually get an interval of the link rate.
Suppose we use the lower bound of the link rate as the input of MTSP and get the objective value, i.e., schedule
length, Tˆ ; then use the upper rates to get the schedule length Tˇ . We prove in the following that the true optimal
schedule length T ∗ is bounded by these two values, that is, Tˇ ≤ T ∗ ≤ Tˆ .
Theorem 5. The optimal scheduling length of MTSP that can be approximated by the MCCR model is bounded
by Tˆ and Tˇ .
Proof: Consider the lower bound Tˇ , which is derived from the upper bound for link rate, i.e., rˆic . In the LP
dual (2), we change the coefficient ric in (2b) from the actual value of the rate to its upper bound rˆic . As ric ≤ rˆic ,
it can be easily verified that any solution of the problem with the new rate setting is also a feasible solution of the
original problem. That is, the latter has a larger solution space and thus a greater or equal objective value, which
equals to the optimal schedule length due to the strong duality of LP. Hence we conclude T ∗ ≥ Tˇ .
Following the similar approach, we get T ∗ ≤ Tˆ , so the conclusion follows.
Note although the schedule solution derived from the lower bound may not be attainable for the actual network, it
contributes to tighten the scope of optimal solution. For the networks that cannot be exactly mapped to the MCCR
model, as proved in previous work, the MTSP is generally hard. Therefore, upper and lower bounds are critical on
defining the optimum region and evaluating any heuristic result.
D. Improvement on the Upper Bound
The upper bound Tˆ can be further improved as the follows. Start with the optimal solution of Tˆ and its
corresponding activated group set Hˆ = {c ∈ H : tˆc > 0}, if we back to the original rate setting and activate
all the groups in Hˆ, according to the rate bound, ric is either increased or kept the same value. In the case that
some of the queues become empty before tˆc , we will continue with the new group c ′, which contains all none-zero
queues in this group c , until all the queues are empty. Clearly, c ′ ⊂ c , by the monotonicity property of rate,
ric ≤ ric′ . Thus to empty the same demand as ric tˆc , less or at most the same time duration is needed. In this way,
we construct a feasible solution of the MTSP with true link rates and observe its scheduling length Tˆ ′ ≤ Tˆ . As T ∗
is the optimal solution, implying T ∗ ≤ Tˆ ′, we get T ∗ ≤ Tˆ ′ ≤ Tˆ , showing that Tˆ ′ is a tighter upper bound for T ∗.
VI. SIMULATION SETUP AND RESULTS
A. Simulation Setup
We consider wireless networks with N transmitters randomly placed in a square area of 1000×1000 meters with
receivers concentrate at the centre. All the links are activated with a given power of 30 dBm. The background noise
is set to −100 dBm. The wireless signal propagation follows a distance-based model with a path loss exponent of
4, thus the distance between each pair of transmitter and receiver, i.e., the length of a link, is restricted between
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3 and 250 meters to obtain links of practically meaningful signal-to-noise ratio (SNR) values. For the rate values,
we utilize the Shannon function, assuming interference from concurrently activated links as noise.
B. Simulation Results for Different Values of K
The parameter K stands for the total number of clusters that the links are divided into. For wireless networks with
N = 15 links and the links have uniformly random queue sizes of [100, 1500] bits, we performed the simulations
with K = {1, 2, 3, 4, 5, 6} respectively. For each setup, 100 instances are run and the results are normalized
with respect to the global optimal solution of LP in (1), which is obtained by AMPL [8].
Figure 4 presents the average upper and lower bounds. As expected, enlarging K improves the performance of
the result. Both upper and lower bounds become tighter with the increase of K . The trend is more noticeable for
the first three values of K . For K = 4 and beyond, the average gap between the lower and upper bounds is less
than 9 percent and the improvement caused by K is not pronounced as before. The observation implies that K
can be set to a relatively small number in relation to N , which means we can get satisfactory results with low
computational complexity.
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Fig. 4. Effect of K on upper and lower bounds of schedule length.
We use the mean value of link length in each cluster, i.e., µ∗, to calculate the channel gains and consequently,
the link rates. This approach provides an approximate result of the optimal solution. Figure 5 shows the empirical
cumulative distribution function (CDF) of the normalized results with different values of K . For any group and
activated link, the rate derived from µ∗ can be either larger or smaller than its true value, thus the result of this
approach is possibly less or greater than the true optimum (1.0) in schedule length. Overall, we can see the approach
provides an excellent approximation of the global optimal solution. And, with the increase of K , the approximate
results have less deviation from the optimal schedule length. For all the 100 instances, the optimality gap is no
more than 3 percent when K ≥ 3.
C. Simulation Results of Medium-Sized Networks
We performed the proposed setup in medium-sized networks with N = 30 links, for which the true optimum
can be hardly achieved by solving the LP in (1) due to the exponentially increased complexity. The links have
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Fig. 5. Empirical CDF of normalized approximate schedule length.
uniformly random queue sizes of [100, 3000] bits. We set K = 6 and 100 instances are tested. The results are
presented in Figure 6. Herein, the lower bounds are normalized to 1.0 and the other values are set in relation to
the lower bounds.
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Fig. 6. Simulation on wireless networks with 30 links.
The results show that the approach performs well on providing tight lower and upper bounds. The average gap
between upper and lower bound is 7.2 percent. With using improved upper bounds in Section V-D, the gap can be
further decreased to 4.0 percent in average. The approximate solutions are very close to the relative lower bounds,
with the gaps ranging from 2.2 to 5.9 percent for 90 instances of the 100.
VII. CONCLUSIONS
We have provided fundamental insights on the minimum-time scheduling problem with multi-cluster cardinality-
based rates, showing it can be solved in polynomial time and presenting conditions for problem decomposition. Then
the model has been extended to more general wireless networks with k-means clustering and a column generation
algorithm has been designed. We have applied the proposed approach to exactly solve the problem or provide a
good approximation, as well as the lower and upper bounds for the true optimum. Numerical results have been
provided to evaluate the performance of the approach. It has been demonstrated that, with a moderate number of
cluster in the approximation, the optimality gap of no more than 4.0 percent on average can be reached.
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