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Abstract
The combinatorial principle (λ) says that there is a coherent sequence of length λ that cannot be
threaded. If λ = κ+, then the related principle κ implies (λ). Let κ  ℵ2 and X ⊆ κ . Assume both
(κ) and κ fail. Then there is an inner model N with a proper class of strong cardinals such that X ∈ N .
If, in addition, κ  2ℵ0 and n < ω, then there is an inner model Mn(X) with n Woodin cardinals such that
X ∈ Mn(X). In particular, by Martin and Steel, Projective Determinacy holds. As a corollary to this and
results of Todorcevic and Velickovic, the Proper Forcing Axiom for posets of cardinality (2ℵ0)+ implies
Projective Determinacy.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We call 〈Cα | α < λ〉 a coherent sequence iff for all limit β < λ, Cβ is a club subset of β and
Cα = α ∩Cβ whenever α ∈ lim(Cβ). Here λ is an ordinal but not necessarily a cardinal. A set D
threads 〈Cα | α < λ〉 iff 〈Cα | α < λ〉 ∪ {〈λ,D〉} is also a coherent sequence. We say that (λ)
holds if there exists a coherent sequence of length λ that cannot be threaded. We say that κ
holds if there exists a coherent sequence 〈Cα | α < κ+〉 such that Cα has order type at most κ for
all limit ordinals α < κ+. Ronald Jensen isolated these combinatorial principles and proved his
first important theorems about them in the 1960s. See [5] and [3].
Here are some simple facts. If cf(λ) = ℵ0, then (λ) fails. If κ holds, then (κ+) holds.
ℵ0 holds. (ℵ1) holds.
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notable features as the next theorem shows.
Theorem 1.1. Let κ an infinite cardinal of L and λ = (κ+)L. Let 〈Cα | α < λ〉 be the Jensen κ
sequence of L. Assume that λ has uncountable cofinality. Then 〈Cα | α < λ〉 cannot be threaded.
The author played no role in the discovery of Theorem 1.1. To the best of our knowledge, it is
due to Jensen. We sketch the proof in Section 2 because it motivates much of what comes later. In
Section 4, we give a version of Theorem 1.1 for core model, K , of John Steel. (See Lemmas 4.7
and 4.8.) The proof of this extension uses details of the κ construction due to Schimmerling
and Martin Zeman [18]. Theorem 1.1 and Jensen’s Covering Lemma have corollaries such as the
following, which we derive in Section 2. (See Proposition 2.2.)
Proposition 1.2. Suppose that both (ℵ2) and ℵ2 fail. Then 0# exists.
In Section 5, we strengthen the conclusion of Proposition 1.2 to the existence of a transitive
model of ZFC with a proper class of strong cardinals. (See Theorem 5.1.) Adding the hypothesis
that 2ℵ0  ℵ2, we improve the conclusion to any finite number of Woodin cardinals in Section 5.
(See Theorem 5.6.) In particular, Projective Determinacy is a consequence of 2ℵ0  ℵ2 and the
simultaneous failure of (ℵ2) and ℵ2 . Recently, Steel observed that our method of proof com-
bined with his version of Woodin’s core model induction gives L(R) determinacy from the same
hypotheses.
Both (ℵ2) and ℵ2 failing is consistent with 2ℵ0  ℵ2. For example, consider any model
of the Proper Forcing Axiom. Stevo Todorcevic [25] proved that PFA implies that (λ) fails
for λ with cf(λ) ℵ2, while Todorcevic (see [1]) and Velickovic [27] showed that 2ℵ0 = 2ℵ1 =
ℵ2 under PFA. Recently, Justin Moore [10] showed that PFA implies his Mapping Reflection
Principle and that the consequences of PFA listed above already follow from MRP. The large
cardinal consistency strength of limited forms of PFA and MRP was the problem that eventually
led to the results of this paper. For example, consider PFA for posets of cardinality (2ℵ0)+,
which we denote PFA((2ℵ0)+). It implies that 2ℵ0 = 2ℵ1 = ℵ2 and both (ℵ2) and (ℵ3) fail.
Therefore, PFA((2ℵ0)+) implies L(R) determinacy.
Observe that the failure of both ℵ1 and ℵ2 is much weaker than the failure of both (ℵ2)
and ℵ2 . For suppose that κ < λ are Mahlo cardinals. Let G ∗H be a V -generic filter over
Col(ℵ1,< κ) ∗ Col(κ,< λ).
Then κ = ℵV [G]2 = ℵV [G][H ]2 and λ = ℵV [G][H ]3 . By a theorem of Robert Solovay, since κ is
Mahlo in V , ℵ1 fails in V [G]. It is a well-known fact that ℵ2-closed forcing preserves the
failure of ℵ1 . (This is an important difference between ℵ1 and (ℵ2).) Therefore, ℵ1 fails
in V [G][H ]. Because λ remains Mahlo in V [G], the same theorem of Solovay implies that ℵ2
fails in V [G][H ].
We have been discussing the simultaneous failure of (ℵ2) and ℵ2 but a more basic topic
is the failure of (ℵ2) alone. Recall the following two results about the failure of ℵ1 . As we
already mentioned, Solovay showed that if a Mahlo cardinal is collapsed to be ℵ2, then ℵ1
fails in the generic extension. Jensen showed that if ℵ1 fails, then ℵ2 is a Mahlo cardinal in L.
Clearly ℵ1 implies (ℵ2). But it turns out that the failure of (ℵ2) has strictly higher large
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of (ℵ2) alone is much weaker than the failure of both (ℵ2) and ℵ2 .
Theorem 1.3. If a weakly compact cardinal is collapsed to be ℵ2, then(ℵ2) fails in the generic
extension. Conversely, if (ℵ2) fails, then ℵ2 is a weakly compact cardinal in L.
The author played no role in the discovery of Theorem 1.3. The forcing direction is due to
Velickovic and, to the best of our knowledge, the constructibility part is due to Jensen. See [26,
Theorems 3 and 5]. We will present a slightly different proof of Theorem 1.3 in Section 2 and
take advantage of some of the differences later.
An important theme of this paper is coherent sequences of length λ that cannot be threaded,
not even in a larger model, except in the trivial case in which λ has countable cofinality. We
approach this from a different angle in Section 6, where we define a(λ) sequence to be terminal
iff it cannot be threaded in any generic extension in which λ has uncountable cofinality. For
example, by Theorem 1.1, the Jensen κ sequence is terminal in L. We examine which kinds of
forcing add threads and which do not. We also study the failure of terminal square in terms of
large cardinal consistency strength using the machinery from the earlier sections.
2. Classical and neoclassical results
In this section, we gather basic results that involve the constructible universe or forcing. Only
knowledge of forcing and fine structure circa 1975 is required. Some of the results in this section
are optimal, whereas others will be improved in later sections.
Sketch of Theorem 1.1. For this proof, we must recall features of Jensen’s proof that κ holds
in L. Let κ be a cardinal of L and λ = (κ+)L. Let Γ be the collection of ordinals α < λ such that
Jα |= κ is the largest cardinal.
Then Γ is a club subset of λ. Jensen produced a sequence 〈Cα | α ∈ Γ 〉 such that for each
β ∈ lim(Γ ), Cβ is a club subset of β ∩ Γ of order type at most κ and Cα = Cβ ∩ α whenever
α ∈ lim(Cβ). Then he obtained aκ sequence as the image of 〈Cα | α ∈ Γ 〉 under the Mostowski
collapse of Γ to λ.
For α < λ, let ν(α) be the least ν  α such that Jν+1 |= |α| = κ . Also let n(α) be the least
n < ω such that the (n + 1)st projectum ρn+1(Jν(α)) = κ . And A(α) be the Σn(α) mastercode
structure for Jν(α). Then
α ON ∩A(α)
and
ρ1
(
A(α)
)= κ.
Let q(α) be first standard parameter p1(A(α)). It is a basic fact about the fine structure of L that
A(α) = HullA(α)(κ ∪ q(α)).1
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lim(Cβ), then n(α) = n(β). Moreover, if α ∈ lim(Cβ), then there exists an almost Σ1 embedding
πα,β :A(α) →A(β)
such that
πα,β  α = identity  α
and, if α < ON ∩A(α),
πα,β(α) = β.
What we mean by almost Σ1 is that there is a Σ1 elementary substructure X ≺1 A(β) such that
πα,β :A(α) →A(β)  sup(X ∩ ON)
is a Σ1 elementary embedding and X ⊆ ran(πα,β). As a map from A(α) to A(β), πα,β is Σ0 ele-
mentary but not Σ1 elementary. A fundamental fact about the fine structure of L is that Jensen’s
condensation lemma applies to almost Σ1 embeddings. Another feature of the construction is
that πα,β(q(α)) = q(β).
Suppose for contradiction that D threads 〈Cα | α ∈ Γ 〉. That is, D ∩ α = Cα for all α ∈
lim(D). Let limA(α) be the direct limit of the models A(α) under the maps πα,β for α < β limit
points of D. Then limA(α) is wellfounded because of our assumption that cf(λ) is uncountable.
Let B be the Mostowski collapse of limA(α). Say n = n(α) for all α ∈ lim(D). Then B is the
Σn mastercode structure for some Jμ. Let r be the element ofB that corresponds to the limit of
q(α) for α ∈ lim(D). ThenB |= κ+ = λ. But
B= HullB1 (κ ∪ r).
So Jμ+1 |= |λ| = κ . This contradicts that λ = (κ+)L. 
The following combinatorial lemma will be useful. It brings out a difference between κ and
(κ+). Uri Abraham and the author discovered it jointly although it seems likely to have been
observed by others.
Lemma 2.1. Let κ be a regular cardinal and suppose that (κ) fails. Then (λ) fails for all λ
of cofinality κ .
Proof. Assume (λ) holds where λ has cofinality κ . Say 〈Cα | α < λ〉 is a coherent sequence
that has no thread. Let D be a club subset of λ of order type κ . Define fβ : Cβ → β ∩ D by
fβ(α) = max(α ∩ D). Let Bα = fα[Cα]. If β ∈ lim(D), then Bβ is a club subset of β ∩ D and,
if α ∈ lim(Bβ), then Bα = α ∩ Bβ . Moreover, 〈Bα | α ∈ D〉 cannot be threaded. That is, there is
no club E ⊆ D such that Bα = α ∩E for all α ∈ lim(E). To see this, note that any such E would
yield a thread through the original coherent sequence 〈Cα | α < λ〉. For if α < β were limit points
of E, then α would be a limit point of Bβ = Bβ ∩ E, hence of f [Cβ ] = f [Cβ ] ∩ D, and hence
of Cβ . Finally, let 〈δi | i < κ〉 be the increasing enumeration of D and Aj = {i < j | δi ∈ Bδj }.
One can check easily that 〈Ai | i < κ〉 is a (κ) sequence. 
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orem 5.1 and used in the proof of Theorem 5.6. (We really do use X# in that proof, not just 0#
or x#.)
Proposition 2.2. Let κ  ℵ2 be a regular cardinal. Suppose that κ and (κ) both fail. Then
X# exists for all bounded subsets X of κ+.
Proof. We will build up to the full conclusion in stages.
Lemma 2.2.1. 0# exists.
Proof. Suppose otherwise. Let λ = (κ+)L. Since κ fails, λ < κ+. By the Jensen Covering
Theorem, λ has cofinality κ . By Theorem 1.1, (λ) holds. By Lemma 2.1, (κ) holds. Contra-
diction. 
The proof of Lemma 2.2.1 relativizes easily to give the following.
Lemma 2.2.2. x# exists for all bounded subsets x of κ .
It remains to show that the conclusion of Lemma 2.2.2 holds for unbounded sets. This will
be accomplished by building an internally approachable chain of elementary submodels of Hκ+
and arguing as in the proof of Jensen’s Covering Lemma. We recommend the survey paper [12]
as background for the proof we are about to give.
Let X ⊆ κ and λ = (κ+)L(X). Jensen’s proof thatκ holds in L relativizes in a straightforward
way to L(X). The main point is that all the projecta relevant to the proof are  κ . If λ = κ+, then
the κ sequence from L(X) is a κ sequence. But we assumed κ fails. If λ has cofinality κ ,
then the κ sequence of L(X) cannot be threaded by a generalization of Theorem 1.1. (The
previous fact uses only that λ has uncountable cofinality.) Thus (λ) holds. Hence (κ) holds
by Lemma 2.1. But we assumed (κ) fails. Therefore λ has cofinality < κ .
For each j < κ , let πj :Nj → Hκ+ be an elementary embedding with Nj transitive such that
• |Nj | < κ ,
• αj = crit(πj ),
• πj (αj ) = κ ,
• πj (X ∩ αj ) = X,
• πj (βj ) = λ,
• sup(πj [βj ]) = λ,
• γj = ON ∩Nj ,
• 〈ran(πi) | i  j 〉 ∈ ran(πj+1),
• if j is a limit ordinal, then ran(πj ) =⋃i<j ran(πj ).
Let Ej be the superstrong extender derived from πj . That is,
Ej =
⋃{
(a,A) ∈ [κ]n × (P([αj ]n)∩Nj ) ∣∣ a ∈ πj (A)}.
n<ω
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its critical point. If Ej is an extender over Jδ(X ∩αj ), then we say that δ is j -good and let nj (δ)
be the largest n ω such that
ρn
(
Jδ(X ∩ αj )
)
 βj .
It is clear that if βj  δ  γj , then δ is j -good
If δ is j -good, then we say δ lifts badly from j to κ iff
ultnj (δ)
(
Jδ(X ∩ αj ),Ej
)
is illfounded. If nj (δ) = 0, then the displayed ultrapower is formed using functions from [αj ]<ω
to Jδ(X ∩ αj ) that are elements of Jδ(X ∩ αj ). If nj (δ) > 0, then the ultrapower is the decoding
of the Σ0 ultrapower of the Σnj (δ) mastercode structure of Jδ(X ∩ αj ). In terms of the Levy
hierarchy, this is the strongest ultrapower that makes sense given which sets Ej measures. It is
clear that if βj  δ  γj , then δ does not lift badly from j to κ .
Lemma 2.2.3. Suppose that δ + 1 is not j -good. Then δ lifts badly from j to κ .
Proof. Let α = αj , β = βj and γ = γj . Also E = Ej . Suppose that δ is the least ordinal such
that δ + 1 is not j -good. We must see that δ lifts badly from j to κ . Assume for contradiction
that
ultn
(
Jδ(X ∩ α),E
)
is wellfounded. Here n = nj (δ). Say
π˜ :Jδ(X ∩ α) → Jν(X)
is the ultrapower map. But
Jδ(X ∩ αj ) = HullJδ(X∩α)n+1 (α ∪ p)
where
p = pn+1
(
Jδ(X ∩ α)
)
.
Hence
Jν(X) = HullJν(X)n+1
(
κ ∪ π˜(p)).
A standard argument shows that
π˜  (β + 1) = π  (β + 1).
First, the proof that
π˜  α = π  α
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π(identity)(η) = η for all η < κ . To bridge the gap from α to β , the main point is that for
each θ < β , there is a surjection f : α → θ such that f ∈ Jβ(X ∩ α). Then, for every η < π(θ),
there exists ζ < κ such that η = π(f )(ζ ). Finally,
π˜(β) = sup(π˜ [β])
by the general fact every ultrapower embedding is continuous at ordinals whose cofinality in the
domain of the embedding is greater than the length of the extender. Recall here that β = α+ in
Jδ(X ∩ α). By design, π is also continuous at β . Thus
π˜ (β) = sup(π˜[β])= sup(π[β])= π(β) = λ.
From the facts above, we conclude that
Jν+1(X) |= |λ| κ,
which is a contradiction since λ = (κ+)L(X). 
Lemma 2.2.4. There exists j < κ such that Ej is an extender over L(X ∩ αj ) and
ult
(
L(X ∩ αj ),Ej
)
is wellfounded.
Proof. Assume otherwise. Then, by Lemma 2.2.3, for each j < κ , there exists δ such that δ is
j -good but δ lifts badly from j to κ . Let δj be the least such δ. For n ω, let
Sn =
{
j < κ
∣∣ cf(j) > ω and nj (δj ) = n}.
Pick n ω such that Sn is stationary. Let
S = {j ∈ Sn | αj = j}.
Then S ∩ lim(S) is also stationary. For the rest of the proof, fix
j ∈ S ∩ lim(S).
For i ∈ S ∩ j , let πi,j be the elementary embedding from Ni to Nj such that πi = πj ◦ πi,j .
Let Ei,j be the superstrong extender derived from πi,j . Clearly
Ei,j = Ei  αj .
If δ is i-good, then we say that δ lifts badly from i to j if
ultn
(
Jδ(X ∩ αi),Ei,j
)
is illfounded.
We claim that there exists i ∈ S ∩ j and an ordinal δ such that
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(2) δ does not lift badly from i to j but,
(3) δ lifts badly from i to κ .
Once we prove the claim, we will be done proving Lemma 2.2.4 for the following reasons.
By (1) and (3), δi  δ. But πi,j = π−1j (πi). Here is where we use internal approachability. By
the elementarity of π−1j and the fact that δi lifts badly from i to κ , we conclude that δi lifts badly
from i to j . Hence δ lifts badly from i to j . This contradicts (2).
Now we prove the claim. First assume that n < ω. Let
〈[ak, fk]AjEj
∣∣ k < ω〉
be a counterexample to the wellfoundedness of
ult0(Aj ,Ej )
where Aj is the Σn mastercode structure for Jδj (X ∩ αj ).
Let 〈ξ |  < ω〉 be an increasing sequence in
ON ∩Aj = ρn
(
Jδj (X ∩ αj )
)
such that
fk ∈ HullAj ξ1
(
αj ∪ p1(Aj )
)
for all k <  < ω. Let Aj be the Mostowski collapse of this hull for  < ω. Then
A
j
 ∈ Jβj (X ∩ αj )
for all  < ω. Pick i ∈ S ∩ j large enough so that
A
j
 ∈ ran(πi,j )
for all  < ω. Let
Ai = π−1i,j
(
A
j

)
.
Then
Ai ∈ Jβi (X ∩ αi)
for all  < ω. (This is key for (1).) Set Ai equal to the direct limit of
〈
Ai
∣∣  < ω〉
under the natural embeddings. Then
Ai = HullAi
(
αi ∪ p1(Ai )
)= HullAj ξ (αi ∪ p1(Aj ))1 1
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(
αj ∪ p1(Aj )
)
where ξ = sup<ω ξ. In particular, both Ai and its internal ultrapower by Ei,j are wellfounded.
(This is key for (2).) Note that ξ = ON ∩Aj . For otherwise, ifB is the Mostowski collapse of
HullAj ξ1
(
αj ∪ p1(Aj )
)
thenB ∈ Jβj (X ∩ αj ) and βj is not j -good. But, as we already observed, βj is j -good. Thus
Ai = HullAj1
(
αi ∪ p1(Aj )
)
and
ult0(Ai ,Ei,j ) =Aj .
Also,
ult0(Ai ,Ei) = ult0(Aj ,Ej )
is illfounded. (This is key for (3).) Now ni(δ) = n and Ai is the Σn mastercode structure for
some Jδ(X ∩ αi). This i and δ witness the claim.
The case n = ω of the claim is slightly easier. This time, for each  < ω, let Aj be the
Mostowski collapse of
HullAjω
(
αj ∪ {fk | k < }
)
and argue much as before. 
Pick j as in Lemma 2.2.4. Say
π˜ : L(X ∩ α) → L(X) = ult0
(
L(X ∩ α),E)
is the ultrapower map where α = αj and E = Ej . Let
D = {θ ∣∣ θ is a cardinal and π˜(θ) = θ > κ}.
Then D is a stationary set of L(X ∩ α) indiscernibles. Hence π˜[D] = D is a stationary set of
L(X) indiscernibles. Thus X# exists. This completes the proof of Proposition 2.2. 
The previous proof used ideas from [15, Lemma 4.2.1]. Let us record that the hypothesis
of countable closure (i.e., 2μ < κ for all μ < κ) can be eliminated from [15, Lemma 4.2.1] by
considering an internally approachable chain as we did above.
Proposition 2.3. Let κ be a singular cardinal. Suppose that κ fails. Then X# exists for all
bounded subsets X of κ+.
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the large consistency strength of a single failure of (κ) and the proof of Theorem 1.3. The next
theorem is due to Velickovic; see [26, Theorem 5]. The proof we give is a slight variation worked
out by Abraham and the author; the differences will be used later.
Theorem 2.4. Let κ < λ be uncountable regular cardinals. Assume that λ is weakly compact.
Then
V Col(κ,<λ) |=(λ) fails.
Proof. Let P= Col(κ,< λ). Say
p VP C˙ is a coherent sequence of length λˇ.
Without loss of generality, C˙ ⊂ Vλ. We will argue that
p VP C˙ has a thread.
Let η be large and X ≺ Vη with Vλ ∪ {C˙} ⊂ X and |X| = λ. Let M  X be transitive. Then
VMλ = Vλ and
p MP C˙ is a coherent sequence of length λˇ.
We may assume that <λX ⊂ X so that <λM ⊂ M .
Since λ is weakly compact, there exists a transitive set N and an elementary embedding
i : M → N with crit(i) = λ. We may assume that i and N result from the ultrapower of M by
a < λ complete ultrafilter on M ∩ P(λ) so that <λN ⊂ N . Say D˙ = i(C˙) and μ = i(λ). Since
i(p) = p, by elementarity,
p Ni(P) D˙ is a coherent sequence of length μˇ.
Moreover, D˙ ∩ Vκ = C˙ and
p NP C˙ is a coherent sequence of length λˇ.
In N , we can factor
i(P)  P×Q
where
Q= Col(κ, [λ, i(λ))).
Let G be V -generic over P with p ∈ G. Let C = C˙VG . In fact, C = C˙MG = C˙NG . Let E˙ be D˙
reduced by G. Then
N [G] E˙ˇ threads Cˇ.Q λ
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Q
cf(λˇ) = κˇ > ω
because both P and Q are < κ closed. Therefore,
N [G]
Q
Cˇ has at most one thread.
This is because any two threads of C would have unboundedly many limit points below λ in
common. Now Q is weakly homogeneous in N [G]. In fact, Q i(P) in N [G]. Therefore, C has
a thread in N [G], hence in V [G].
We remark that we could also have argued using the Product Lemma. Let H × H ′ be N [G]-
generic over Q×Q. Then D˙
λˇ
has the same interpretation in N [G][H ] and N [G][H ′] since λ
has cofinality κ > ω in N [G][H ×H ′]. 
Jensen showed that, in L, if λ is inaccessible but not weakly compact, then there exists a
stationary subset E of λ and a coherent sequence C = 〈Cα | α < λ〉 such that if α ∈ lim(Cβ)
then α /∈ E. So E does not reflect and this is witnessed in a strong way, namely by a coherent
sequence. Notice that C has no thread in L because if D is a thread, then lim(D) is a club disjoint
from E. Using ideas like the one in the proof of Theorem 1.1, we extend Jensen’s proof to obtain
Theorem 2.5, which is almost certainly due to Jensen and, in any case, is not due to the author.
The reader should compare it with [26, Theorem 3]. Theorem 1.3 is an immediate consequence
of Theorems 2.4 and 2.5.
Theorem 2.5. Let λ be an ordinal with uncountable cofinality. Suppose that λ is an inaccessible
cardinal in L but not a weakly compact cardinal in L. Then there exists a coherent sequence in
L that has no thread. In particular, (λ) holds.
Sketch. Our sketch will build on the proof in Devlin [3, VII.1.2] and use the same notation.
The witness to Theorem 2.5 will be the set E defined on [3, p. 306] and the coherent sequence
〈Cα | α < κ〉 defined according to six cases on [3, pp. 307–312]. Of course, κ = λ. Suppose for
contradiction that T threads 〈Cα | α < κ〉.
Lemma 2.5.1. All α ∈ lim(T ) fall under the same case in the definition of Cα . Moreover, that
case is either 2, 4, 5 or 6.
Proof. If α falls under Case 2, 4, 5 or 6, then every α ∈ lim(Cα) falls under the same case. For
Case 2, this is verified in [3, VII.1.7]. For Case 4, see [3, p. 310]. For Case 5, see [3, p. 311]. And
for Case 6, see [3, p. 312]. Therefore, it suffices to see that there is a bound strictly less than κ
on the elements of lim(T ) that fall under Cases 1 and 3.
In Case 1, α is not a limit cardinal of L and Cα = α − (τ + 1) where τ is the largest limit
cardinal of L less than α. See [3, p. 307]. Clearly all α ∈ lim(T ) that fall into Case 1 have the
same τ and therefore are bounded by (τ+ω)L < κ .
If α falls under Case 3, then Cα has order type ω. See [3, p. 309]. So only the least element
of lim(T ) could possibly fall under Case 3. 
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under Cases 4, 5 or 6. By definition, for such α,
Cα ⊆
{
α ∈ lim(Cα)
∣∣ α is a limit cardinal of L}
where Cα comes from the (E) construction [3, VI.6.1]. In particular, if we let
T =
⋃
α∈lim(T )
Cα,
then T threads 〈Cα | α < κ〉. The definition of Cα is divided into five cases. For the reasons given
on [3, p. 309], if α falls under Cases 4, 5 or 6 in the definition of Cα , then α falls under Case 5
in the definition of Cα . Case 5 in the definition of Cα is treated on [3, pp. 289–298]. For such α,
there is a positive integer n(α) and an ordinal β(α) α such that α is regular in Jβ(α) but Σn(α)
singular over Jβ(α). If α ∈ lim(Cα), then n(α) = n(α). Thus, there exists n such that n(α) = n
for all α ∈ lim(T ). Let A(α) be the Σn−1 mastercode structure for Jβ(α). If α ∈ Cα , then there is
an almost Σ1 embedding
πα,α :A(α) →A(α)
with crit(πα,α) = α and πα,α(α) = α. (The notation for the mastercode structures and the em-
beddings between them is ours, not Devlin’s.) The direct limit of the structures A(α) under the
embeddings πα,α for α < α limits of T is wellfounded. This is where we use that κ has uncount-
able cofinality. Let A(κ) be the Mostowski collapse of the direct limit and
πα,κ :A(α) →A(κ)
be the almost Σ1 embedding that commutes with the directed system maps. Then A(κ) is the Σ1
mastercode structure for some Jμ with κ  μ < (κ+)L. In particular, A(κ) ∈ L. As defined on
[3, p. 290], p(α) is the least parameter p such that
A(α) = HullA(α)1 (α ∪ p).
If α ∈ lim(Cα), then πα,α(p(α)) = p(α) by [3, VI.6.12]. Let p(κ) be the common value of
πα,κ(p(α)) for all α ∈ lim(T ). Then
A(κ) = HullA(κ)1
(
κ ∪ p(κ)).
We let σ(α) be the largest σ < α such that
sup
(
α ∩ HullA(α)1
(
σ ∪ p(α)))= σ.
(On [3, p. 291], σ(α) is called κ(α); we wish to avoid confusion with κ .) It is explained on
[3, p. 296] that σ(α) = σ(α) for all α ∈ Cα . Thus there exists σ < κ such that σ(α) = σ for all
α ∈ lim(T ). One can easily verify that σ(κ) = σ as well. But this is absurd since κ is inaccessible
in L and A(κ) ∈ L so the family of τ < κ such that
sup
(
κ ∩ HullA(κ)1
(
τ ∪ p(κ)))= τ
is unbounded in κ .
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[3, p. 308]. There is a first order sentence ϕ in the expansion of the language of set theory by the
unary predicates B˙ and D˙ and B ⊆ κ such that
∀D ⊆ κ (Jκ,∈,B,D) |= ϕ
whereas
∃D ⊆ α (Jα,∈,B ∩ α,D) |= ¬ϕ
for all α < κ . There exist such ϕ and B because κ is not weakly compact in L. For α falling under
Case 2, let β(α) be the least β > α that testifies α ∈ U . (The definition of U is on [3, p. 307].)
And let D(α) be the <L-least D ∈P(α)∩ Jβ(α) such that
(Jα,∈,B ∩ α,D) |= ¬ϕ.
These exist by the Case 2 hypothesis α ∈ W . (The definition of W is on [3, p. 307].) Now if
α ∈ lim(Cα), then there exists an elementary embedding
πα,α :Jβ(α) → Jβ(α)
such that crit(πα,α) = α, πα,α(α) = α, πα,α(B ∩ α) = B ∩ α and πα,α(D(α)) = D(α). Since
κ has uncountable cofinality, the direct limit is wellfounded. Let Jμ be the Mostowski col-
lapse of the direct limit. We interpret πα,κ and D(κ) in the natural way. Since πα,κ(α) = κ
and πα,κ(D(α)) = D(κ) for all α ∈ lim(T ),
(
Jκ,∈,B,D(κ)
) |= ¬ϕ.
This is a contradiction. 
3. Background on extender models
In Section 4, we generalize Theorem 1.1 to extender models, which are models of the form
L[E] where E is a sequence of extenders with certain additional requirements. The proofs there
build on the work in Schimmerling–Zeman [18] where it is shown that κ holds in L[E] if κ is
not a subcompact cardinal in L[E]. (If κ is subcompact, thenκ fails by Burke [2].) This section
is intended as a guide to some of the relevant literature and an introduction to the proof in [18].
We begin with a few recommendations for basic background reading with an emphasis on
books, survey papers and research announcements. One needs a good understanding of 0#, which
is the first approximation beyond L to an inner model with a measurable cardinal. The introduc-
tory survey [13] goes over the theory of sharps as mice from a contemporary perspective. The
proofs of the main results of this theory involve linear iterations by measures. Premice are tran-
sitive structures with certain first order properties. Iterability, which is not a first order property,
turns a premouse into a mouse. Extenders are directed systems of measures; we saw an extender
over L in the proof of Proposition 2.2. Many large cardinal axioms can be expressed in terms of
extenders over V , for example, the definitions of strong cardinals, superstrong cardinals, super-
compact cardinals and huge cardinals can be phrased in terms of extenders over V . The survey
[13] ends with a small taste of how the theory of mice constructed from measures generalizes
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turn to Zeman’s book [28] and Steel’s handbook chapter [24]. Both approaches are used in this
paper. The most important change in going from measures to extenders is that one must consider
iteration trees and not just linear iterations. In this theory, premice have the form JEβ where E
is a sequence of extenders. These are the levels of L[E]. Fine structure, which is the analysis of
definability over these levels, has been used to prove combinatorial principles in L[E] that were
already known to hold in L. We recommend the research announcement [17] for an explanation
of exactly when κ holds in L[E]. Unfortunately, details of the construction of a κ sequence
in L[E] will be needed in Section 4. These details are given in the long research paper [18], from
which we will be forced to quote in our proofs. The first two paragraphs of [18, §2] explain why
a naive adaptation of Jensen’s proof of κ in L does not yield a κ sequence in L[E] and we
will say more about this in the next paragraph. We apply our results on L[E] to the Steel core
model, K , in Sections 4 and 5. As an introduction to the Steel core model, K , we recommend
the handbook chapter [14].
Let us describe one of the main difficulties in extending Jensen’s theorem onκ in L to L[E]
and say a few words about how it is overcome in [18] when κ is not a subcompact cardinal
in L[E]. Work in L[E]. Let κ be a cardinal and κ < τ < κ+. Assume that τ is a local successor
of κ , which means that
JEτ |= κ is the largest cardinal.
Let N be a level of L[E]. That is, N = JEβ for some ordinal β . Implicit in this notation is that
N has predicates EN = E  β and ENtop = Eβ . Assume that N is the collapsing level of τ , which
means that N has the same subsets of κ as JEτ but ρNω = κ . The notation for this is N = Nτ .
In addition, assume that N is pluripotent, which means that ENtop is a non-trivial extender with
crit(ENtop) < κ and ρN1 = κ . Let μ = crit(ENtop). Suppose that N is a transitive structure and
σ :N → N
is a Σ0 elementary embedding such that
σ  τ = identity  τ
and, if β = ON ∩N and τ < β , then
σ(τ) = τ.
Assume that τ < τ and σ is bounded, which is to say (because ρN0 = β) that
sup
(
σ [β])< β.
In light of Jensen’s proof that κ holds in L, it is natural to consider such maps and to expect,
perhaps under some additional assumptions, that N = Nτ . But N is not a level of L[E] because
it is not even a premouse! This is because
crit
(
ENtop
)= μ
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P(μ)∩N =P(μ)∩N
but ENtop does not measure all subsets of μ that are in N . One says that ENtop is an extender
fragment but not an extender over N and N is a protomouse but not a premouse in this case. In
particular, N = Nτ since Nτ is a premouse. Overcoming this obstacle begins with understanding
the relationship between N and Nτ . Let n < ω be such that ρNn  τ and ρNn+1 = κ . The notation
for this is n = nτ . We have assumed for this discussion that nτ = 0 but this does not imply that
n = 0. Let p = pN be the standard parameter of N . Recall that parameters are finite sets of
ordinals. With some additional assumptions, it turns out that there is a top initial segment r of p
such that ENtop is an extender fragment derived from the Mostowski collapse of
HullNτn+1(μ∪ r).
The notation for this is N = Nτ (μ,q) where q = p − r . To define Cτ so that it coheres with Cτ ,
what is needed is a property of Nτ that uniquely determines the pair (μ,q) without making
reference to Nτ . For the sake of uniformity, the recipe for defining Cτ should match that for Cτ ,
so we depart from this example and start over.
Let τ be a local successor of κ . We must define Cτ . We have the option of defining Cτ over
Nτ à la Jensen but this may lead to the issue described in the previous paragraph. Setting this
option aside, we first try to define what we call the canonical protomouse associated to Nτ and
denote Mτ . The definition of Mτ is organized roughly as follows. A pair (μ,q) that satisfies
certain basic requirements is called a divisor of Nτ . The main point is that if (μ,q) is a divisor
of Nτ , then it is possible to derive an extender fragment with critical point μ from the inverse of
the Mostowski collapse of
HullNτn+1(μ∪ r)
where r = pN −q and to make this extender fragment the top predicate of a protomouse, which is
called Nτ (μ,q). Moreover, Nτ (μ,q) and Nτ have useful properties in common: they agree with
L[E] below τ , they agree that τ is the local successor of κ , and each is sound in the sense that
every element is definable from ordinals < κ . (However, Nτ is (nτ +1)-sound whereas Nτ (μ,q)
is 1-sound.) This indicates that we are on the right track since we could define a canonical club
in τ by working over Nτ (μ,q) in the style of Jensen. But which divisor (μ,q) do we choose?
There is an additional requirement that turns a divisor into a strong divisor. We do not spell out
this additional requirement here but an important effect it has will be apparent soon. For each
bottom segment q of pNτ , let D∗q be the set of μ < κ such that (μ,q) is a strong divisor of Nτ .
Let
D∗ =
⋃{D∗q
∣∣ q is a bottom segment of Nτ}.
It turns out that D∗ is closed in κ . If Nτ has a strong divisor and D∗ is bounded in κ , then we set
Mτ = N(μ,q) where μ = max(D∗) and q is as short as possible so that (μ,q) is a strong divisor
of Nτ . If Nτ has no strong divisors but Nτ is pluripotent, then we set Mτ = Nτ . Otherwise, Mτ
is left undefined. We are done describing the framework for the definition of Mτ and now we fast
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use Nτ to define Cτ and put τ ∈ S0. It turns out that if κ is not subcompact, then S = S0 ∪ S1
contains a club in κ+ and the construction yields a κ sequence in L[E]. We remark that the
way the definition of Cτ goes in the case τ ∈ S1 addresses the issue raised at the start of this
discussion. (Other complications that we did not discuss arise and are dealt with along the way.)
We also remark that the two cases, τ ∈ S1 and τ ∈ S0 do not interact when it comes to showing
coherence of the κ sequence. That concludes our brief overview of [18].
4. Extender models
We return to the main line of the paper.
Definition 4.1. Premice are Mitchell–Steel premice or Jensen premice all of whose levels satisfy
• the condensation lemma for cardinal preserving Σ(n)0 elementary embeddings, and• the Dodd solidity lemma.
Extender models are proper class premice.
Suppose that Q is a Mitchell–Steel or Jensen premouse and for all countable P , if there exists
an elementary embedding from P to Q, then P is (ω,ω1,ω1 +1) iterable. Then Q is a premouse.
This fact summarizes four independent results of Schimmerling, Jensen, Steel and Zeman. (See
[11], [28], [21] and [29] respectively. All four proofs use the Neeman–Steel Lemma.)
Schimmerling and Zeman showed that if L[E] is an extender model and κ is an infinite non-
subcompact cardinal of L[E], then κ holds in L[E]. (See [17] and [18].)
Definition 4.2. The canonical κ sequence of L[E] is the one constructed by Schimmerling and
Zeman.
The canonical κ sequence is the Jensen κ sequence if L[E] = L. In this section, we prove
generalizations of Theorem 1.1 for arbitrary extender models. But we will limit ourselves to L[E]
without superstrong cardinals to make our lemmas easier to state. (This already goes beyond our
current knowledge of how to construct such models under any hypothesis.)
We will not review the entire construction of the canonical κ sequence in L[E] but we
will use it nonetheless. For Jensen extender models, the details can be found in [18]. Here, in
one paragraph, are a few page and section references from that paper to orient the reader. In
Section 3, a ′κ sequence 〈Cτ | τ ∈ S〉 on S is defined where S is a certain club subset of λ. For
simplicity, let us assume that there are no superstrong cardinals in L[E]. This allows us to take
S = {τ < λ ∣∣ κ is the largest cardinal of JEτ }.
The first step of the construction, which is found on page 49, is to consider S as the disjoint
union of S0 and S1. If τ ∈ S1, then Nτ admits a strong divisor or is pluripotent. Nτ is defined
on page 48. It is the collapsing level for τ , which is defined on page 20. Pluripotent premice
are defined on page 24. Divisors are defined on pages 21 and 29. Strong divisors are defined in
Section 2.4. When τ ∈ S0, then Cτ is defined over Nτ . It is verified in Section 3 that each 〈Cτ |
τ ∈ S0〉 is a′κ sequence on S0 in L[E]. When τ ∈ S1, then Cτ is defined over Mτ = N(μτ , qτ ),
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that each 〈Cτ | τ ∈ S1〉 is a ′κ sequence on S1 in L[E].
Definition 4.3. A premouse Q collapses λ iff there exists κ < λ such that κ is the largest cardinal
of JQλ and there exists n < ω such that
ρQn  κ < λ ρ
Q
i
and Q is i-sound for all i < n, and
Q = HullQn
(
κ ∪ pQn
)
.
We should really say that Q collapses a local successor cardinal λ but that is a mouthful.
Definition 4.4. If Q is a premouse with no superstrong cardinals, then
SQ = {τ < (κ+)Q ∣∣ κ is the largest cardinal of JQτ },
and
〈
CQτ
∣∣ τ ∈ SQ〉
is the ′κ sequence on SQ of Q constructed by Schimmerling and Zeman.
Lemma 4.5. Suppose that L[E] is a premouse with no superstrong cardinals. Let κ be an infinite
cardinal of L[E] and
λ = (κ+)L[E]
Suppose that Q is a premouse that collapses λ and extends JEλ . Then the canonicalκ sequence
of L[E] has a thread in rud(Q).
Proof. This is immediate from the fact that Crud(Q)λ is a thread of
〈
CQτ
∣∣ τ ∈ SQ〉= 〈CL[E]τ
∣∣ τ ∈ SL[E]〉. 
Lemma 4.6. Suppose that L[E] is an extender model with no superstrong cardinals. Let κ be an
infinite cardinal of L[E] and
λ = (κ+)L[E].
Assume that λ has uncountable cofinality and that the canonical κ sequence of L[E] has a
thread. Then there is a unique premouse Q that extends JEλ and collapses λ. Moreover, the
canonical κ sequence of L[E] has a unique thread and this thread is an element of rud(Q).
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give the proof assuming that L[E] is a Jensen extender model so that we may use the notation
of [18].
Let D thread 〈Cτ | τ ∈ S〉. The existence of D follows from the hypothesis of Lemma 4.6 and
the standard way in which a ′κ sequence on a club S is converted into a κ sequence. Then
either lim(D) ⊆ S0 or lim(D) ⊆ S1.
First assume that lim(D) ⊆ S0. For every pair τ < τ of limit points of D, there is a cardinal
preserving Σ(nτ )0 elementary embedding
στ,τ :Nτ → Nτ
with
στ,τ  τ = identity  τ
and, if τ < ON ∩Nτ , then
στ,τ (τ ) = τ.
In addition, στ,τ is bounded, στ,τ (pτ ) = pτ and the other properties listed on [18, p. 50] hold.
The direct limit of this system is wellfounded since λ has uncountable cofinality. Let Q be the
transitive direct limit. Routine checking similar to what went into the proof of Theorem 1.1 shows
that Q is a premouse that collapses λ and extends JEλ .
Assume instead that lim(D) ⊆ S1. For every pair τ < τ of limit points of D, there is a cardinal
preserving Σ(0)0 elementary embedding
στ,τ :Mτ → Mτ
with
στ,τ  τ = identity  τ
and, if τ < ON ∩Mτ , then
στ,τ (τ ) = τ.
In addition, στ,τ is bounded, στ,τ (qτ ) = qτ and the other properties listed on [18, p. 51] hold.
The direct limit of this system is wellfounded since λ has uncountable cofinality. Let P be the
transitive direct limit. It is easy to verify that P is a protomouse that collapses λ and extends JEλ .
If P happens to be a premouse, then let Q = P .
Suppose that P is not a premouse. Then the top extender of P is not a total extender over P .
We will see that there is a premouse Q such that P is the canonical protomouse associated to Q.
This Q will collapse λ and extend JEλ .
Let
μ = crit(EPtop).
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Jϑ |= μ is the largest cardinal
and EPtop is a total extender over JEϑ . Let ϑ = ϑ(P ) and Q∗ be the level of L[E] that collapses ϑ .
In other words, Q∗ is the longest initial segment of L[E] over which EPtop is a total extender. Let
n < ω be least such that ρQ
∗
n = μ. It is easy to see that if
Q = ultn
(
Q∗,EPtop
)
is wellfounded, then it is a premouse that collapses λ and extends JEλ .
Let
στ :Mτ → P
be the natural embedding for τ ∈ lim(D). We have that στ is cardinal preserving Σ(0)0 elementary
embedding with
στ  τ = identity  τ
and, if τ < ON ∩Mτ , then
στ (τ ) = λ.
In addition, στ is bounded and στ (qτ ) = dP , which says that στ preserves the Dodd parameter.
From these facts, it follows that
μ = στ
(
crit
(
E
Mτ
top
))= στ (μτ ) = μτ .
Also that Mτ is not a premouse and
ϑ = sup
τ∈lim(D)
ϑτ
where ϑτ = ϑ(Mτ ). Let N∗τ be the collapsing level for ϑτ . Recall that
Nτ = ultnτ
(
N∗τ ,E
Mτ
top
)
.
We will argue that if ultn(Q∗,EPtop) is illfounded, then ultnτ (N∗τ ,E
Mτ
top ) is illfounded for all suf-
ficiently large τ ∈ lim(D), which is a contradiction. For simplicity, assume n = 0 so that we can
avoid mastercode structures. Suppose that
〈[ai ∪ dP ,fi]Q∗
EP
∣∣ i < ω〉
top
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an element of Q∗ for all i < ω. Since ρQ
∗
1 = μ and Q∗ is 1-sound, we can find ξ < ON ∩ Q∗
such that
{fi | i < ω} ⊆ HullQ
∗ξ
1 (μ∪ pQ∗).
Let Q∗∗ be the Mostowski collapse of this hull. Then Q∗∗ ∈ JEϑ . Let gi ∈ Q∗∗ be the image of fi
under the Mostowski collapse map. Then
〈[ai ∪ dP ,gi]Q∗
EPtop
∣∣ i < ω〉
is an infinite descending sequence in ult0(Q∗∗,EPtop). Let τ be large enough so that Q∗∗ ∈ N∗τ .
Then
〈[ai ∪ qτ , gi]N∗τ
E
Mτ
top
∣∣ i < ω〉
is an infinite descending sequence in ult0(N∗τ ,E
Mτ
top ). This contradiction completes the proof that
there is a premouse Q that extends JEλ and collapses λ.
It is a general fact that if 〈Ĉα | α < λ〉 is a coherent sequence of clubs whose length λ has
uncountable cofinality, then 〈Ĉα | α < λ〉 has at most one thread. This is because, if D̂ and Ê are
threads, then
D̂ =
⋃
α∈lim(D̂∩Ê)
Ĉα = Ê.
It follows that
D = Crud(Q)λ ∈ rud(Q).
Finally, suppose that Q and Q′ are premice that collapse λ and extend JEλ . Then
C
rud(Q)
λ = D = Crud(Q
′)
λ .
But Q is determined by D as per our proof above. Namely, if P is the transitive direct limit of
the linear system determined by D, then either Q = P or Q = ult(Q∗,EP ). And the same holds
for Q′. Thus Q = Q′. 
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order type at most μ and directed system of cardinal preserving Σ(n)0 elementary embeddings
σ ′τ ,τ :Nτ → Nτ for pairs τ < τ from E whose limit is Q. Here is a picture of the proof.
Mτ στ,τ
Mτ στ
P
Nτ
σ ′τ ,τ
Nτ
σ ′τ
Q
N∗τ
E
Mτ
top
ψτ,τ
N∗τ
E
Mτ
top
ψτ
Q∗
EPtop
The maps along the bottom of the commutative diagram are also cardinal preserving and Σ(n)0
elementary. We do not have a concrete application but it looks like this might be useful technical
fact.
The next lemma would be more attractive if we could reduce the hypothesis to just “K exists
and (κ+)K has uncountable cofinality.” Nevertheless, the lemma suffices for our applications.
We will be slightly vague about the meaning of “K exists” here but not in our sections on appli-
cations.
Lemma 4.7. Assume K exists. Let κ  ℵ2 be a cardinal. Assume that κ is a limit cardinal in K .
Then the canonical κ sequence of K cannot be threaded.
Proof. Say K = L[E] and λ = (κ+)K . By the weak covering theorem of Mitchell and Schim-
merling [8],
cf(λ) κ.
In particular, λ has uncountable cofinality. Assume for contradiction that 〈Cτ | τ ∈ S〉 has a
thread D. We use the same notation as in the proof of Lemma 4.6, which shows that D = Crud(Q)λ
where Q is the unique premouse that extends JEλ and collapses λ.
We claim that Q is not pluripotent. Suppose otherwise. Let μ = crit(EQtop). Because Q is a
pluripotent collapsing mouse for λ,
cf(λ) = (μ+)Q  κ.
From this and the weak covering theorem it follows that
(μ+)Q = κ.
This contradicts that κ is a limit cardinal of K .
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Q(μ,q) is a collapsing protomouse for λ and
cf(λ) = cf(ϑ(Q(μ,q))) μ< κ.
This contradicts the weak covering theorem.
We claim that D ⊆ S0. Otherwise D ⊆ S1. Let P be the limit of the directed system
στ,τ :Mτ → Mτ
for pairs τ < τ of limit ordinals of D as in the proof of Lemma 4.6. If Q = P , then Q is
pluripotent, which contradicts our first claim. If Q = P , then P = Q(μ,q) where
μ = crit(EPtop)= crit(EMτtop )
and
q = dP = στ (qτ )
for all limit points τ of D. In particular, (μ,q) is a divisor of Q, which contradicts our second
claim.
Since D ⊆ S0, Q is the limit of the system
στ,τ :Nτ → Nτ
for pairs τ < τ of limit points of D. Observe that if Q is a countable premouse and π :Q → Q
is an elementary embedding, then, for all sufficiently large limit points τ of D,
ran(π) ⊆ ran(στ ).
In particular, Q is iterable.
For our proof, we need that Q itself is iterable. As a practical matter, in all cases in which we
know how to build K , if Q is this sort of limit of levels of K , then Q is iterable. The argument
we have in mind is a trivial variant of a well-known argument due independently to Steel and
Woodin and used in [22]. Consider, for example, the case in which every set has a sharp but
there is no inner model with a Woodin cardinal. Let T be an iteration tree of limit length on Q.
Then T has a unique cofinal wellfounded branch. That T has at most one cofinal wellfounded
branch follows from the fine structural version of the Martin–Steel uniqueness theorem and the
fact that rud(Q) has no Woodin cardinals. To see that T has a cofinal wellfounded branch, let H
be a countable and transitive, and π˜ : H → Hθ be an elementary embedding with π˜(Q) = Q and
π˜(T ) = T . Apply our earlier observation to π = π˜ Q. Then σ−1τ ◦ π is a cardinal preserving
Σ
(nτ )
0 elementary embedding from Q to Nτ . Recall that Nτ is a level of K and a collapsing
mouse for τ . It follows that there is a unique cofinal wellfounded branch b of T . If η is large
enough and g is an H -generic filter on Col(ω,η), then b ∈ H [g] by Π12 -absoluteness and the
fact that H [g] is closed under sharps. By the uniqueness of b and the weak homogeneity of
Col(ω,η), b ∈ H . Then π˜ (b) is the cofinal wellfounded branch of T .
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it is perhaps stronger than the standard interpretation of this phrase. This interpretation holds in
our applications in Section 5 where the operation M#n(X) generalizes the role of X#.
Finally, we apply Schindler’s theorem that K above ℵ2 is the result of stacking mice. See
[4, Lemma 3.5] and [20, Lemma 2.2]. Since κ  ℵ2 and Q is a mouse that agrees with K
below λ and collapses λ, Q is an initial segment of K . Because Q collapses λ, λ < (κ+)K .
Contradiction! 
If κ is a cut point of an extender model L[E] in the sense that crit(Eα) κ whenever α > κ ,
then κ holds in L[E]. The construction in this case is simpler than that of Schimmerling and
Zeman and was already given in [11]. It is simple enough that we can prove the following version
of Lemma 4.7.
Lemma 4.8. Assume that K exists and that κ is a cut point of K . Let λ = (κ+)K . Assume that λ
has uncountable cofinality. Then the canonical κ sequence of K cannot be threaded.
Sketch. The hypothesis that κ is a cut point of K = L[E] allows us to run the proofs of this
section with the assumption that S = S0. Also, if Q is a κ-sound mouse with no extenders
overlapping κ and Q extends JEκ , then Q is an initial segment of K . 
Lemma 4.8 will be applied at the end of Section 6.
5. Consistency strength
Schindler introduced the notation 0•| (0 hand grenade) for the sharp for the minimal proper
class transitive model of ZFC with a proper class of strong cardinals.
Theorem 5.1. Let κ  ℵ2. Suppose that κ and (κ) both fail. Then X•| exists for all bounded
subsets X of κ+.
Proof. We adapt the proof of Proposition 2.2.
Lemma 5.1.1. 0•| exists.
Proof. Schindler showed in [19] that if 0•| does not exist, then K exists. Schindler’s K is a Jensen
extender model. Let λ = (κ+)K and 〈Cα | α < λ〉 be the canonical κ sequence in K . Since κ
fails, λ < κ+. Since (κ) fails, κ is a limit cardinal in K . By Lemma 4.7, 〈Cα | α < λ〉 cannot
be threaded. Therefore (κ) holds. 
The rest of the proof of Proposition 2.2 can also be made to work here. (Details omitted.) 
Similarly, we can strengthen Proposition 2.3.
Theorem 5.2. Let κ be a singular cardinal. Suppose thatκ fails. Then X•| exists for all bounded
subsets X of κ+.
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dinal arithmetic. Other theorems about a single failure square at a singular cardinal can be found
in [15,17] and [23]. Here we continue in the direction of Theorem 5.1 only.
For every n < ω and set X ⊆ ON, let Mn(X) be the minimal Mitchell–Steel extender model
built over X with n Woodin cardinals. Then M0(X) = L(X). Let M#n(X) be the sharp of Mn(X).
Then M#0 (X) is Turing equivalent to X
#
.
For every set X ⊆ ON, let Lp(X) be the lower part closure of X, which is the result of the
procedure known as stacking lower part mice. Lower part mice are the subject of [16] and are
important in the core model induction, for which the reader should see [22]. It is immediate
from its definition that Lp(X) has the form L[E,X], which is to say that it is an extender model
relative to X, and Lp(X) has no measurable cardinals above sup(X). The following generalizes
Proposition 2.2.
Lemma 5.3. Let κ  ℵ2 be a regular cardinal. Suppose thatκ and(κ) both fail. Then Lp(X)#
exists for all bounded subsets X of κ+.
Sketch. By [11], because Lp(∅) is an extender model without measurable cardinals, κ holds
in Lp(∅). A generalization of the proof shows that if X ⊆ κ , then κ holds in Lp(X). By the
hypothesis of Lemma 5.3 that κ fails, for every X ⊆ κ ,
(κ+)Lp(X) < κ+.
It is a fact that all elementary substructures of Lp(X) that include X collapse to initial segments
of Lp(X). By this strong condensation property and the covering arguments in [16], if x is a
bounded subset of κ and Lp(x)# does not exist, then (κ+)Lp(x) has cofinality κ . But the proof of
Theorem 1.1 generalizes to show that if X ⊆ κ and (κ+)Lp(X) has uncountable cofinality, then the
canonical κ sequence of Lp(X) cannot be threaded. Recalling Lemma 2.1 and the hypothesis
that (κ) fails, we conclude that Lp(x)# exists for every bounded x ⊆ κ . An argument like
the proof of Proposition 2.2 then shows that Lp(X)# exists for all subsets X of κ , not just the
bounded ones. Once again, the role of L is replaced by Lp. 
Lemma 5.4. Let κ max(2ℵ0 ,ℵ2) be a regular cardinal. Suppose that κ and (κ) both fail.
Let n < ω and assume that M#n(X) exists for all bounded subsets X of κ+. Then M#n+1(x) existsfor all bounded subsets x of κ .
Proof. We consider only x = ∅ but give a proof that relativizes easily to arbitrary bounded x ⊆ κ .
Assume, for contradiction, that M#n+1 does not exist.
Consider an arbitrary X ⊆ κ . Say Lp(X) = L[E,X]. Keep in mind that E depends on X. Let
us write Lpκ+(X) for Lκ+[E,X]. By Lemma 5.3, Lp(X)# exists. It follows that Lpκ+(X) is a
model of ZFC that is closed under the operation Y → M#n(Y ). In fact, for our purposes, the role
of Lpκ+(X) could be played by the minimal model of height κ+ that contains X and is closed
under Y → M#n(Y ). Since M#n+1 does not exist and κ+ is an Lp(X) indiscernible, the Steel core
model K of Lpκ+(X) exists. (See [22].) Give it a name:
WX = KLpκ+ (X).
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λX = (κ+)WX .
Because
(ℵ1)ℵ0 = 2ℵ0  κ,
the proof of [15, Lemma 3.1.1] shows that there exists A ⊆ κ such that for all X ⊆ κ , if A ∈
Lp(X), then
WX‖ℵ2 = WA‖ℵ2.
By Schindler [4, Lemma 3.5], if X ⊆ κ , then WX is the result of stacking collapsing mice atop
WX‖ℵ2. It follows that we may choose A with the additional property that if X,Y ⊆ κ and
A ∈ Lp(X) ⊆ Lp(Y ),
then
WX‖λX = WY ‖λX.
Let
λ = sup({λX ∣∣X ⊆ κ and A ∈ Lp(X)}).
Recall that for every X ⊆ κ , the canonical κ sequence of WX is locally definable in WX . If
λ = κ+, then the union of κ+ many of these coherent sequences forms a κ sequence. But we
assumed that κ fails, therefore λ < κ+. This allows us to find A with the additional property
that
λA = λ < (κ+)L(A)
and, if X ⊆ κ and A ∈ Lp(X), then
WX‖λX = WA‖λ.
By the weak covering theorem [9],
(
cf(λ) = κ)Lp(A).
Hence cf(λ) = cf(κ) = κ in V . Let 〈Cα | α < λ〉 be the canonical κ sequence of WA. Then
〈Cα | α < λ〉 is the canonical κ sequence of WX whenever X ⊆ κ and A ∈ Lp(X). Apply
Lemma 4.7 in Lpκ+(X) to see that 〈Cα | α < λ〉 cannot be threaded in Lp(X) whenever X ⊆ κ
and A ∈ Lp(X). We claim that 〈Cα | α < λ〉 cannot be threaded in V . This is because if D ⊆ λ,
then there exists X ⊆ κ such that D,A ∈ Lp(X) and the notion of a thread is absolute from V to
Lp(X). Therefore, (λ) holds. By Lemma 2.1, (κ) holds. Contradiction! 
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M#n(x) exists for all bounded subsets x of κ . Then M#n(X) exists for all bounded subsets X of κ+.
Sketch. Adapt the proof of Proposition 2.2, where we used the internally approachable chain.
Find j < κ such that Ej is an extender over Lp(X ∩ αj ) and
ult0
(
Lp(X ∩ αj ),Ej
)
is wellfounded and iterable. Actually, we only care about levels of Lp(X∩αj ) that project to αj .
For observe that M#n(X ∩ αj ) is an initial segment of Lp(X ∩ αj ) whose Σ1 projectum is αj .
Then
M#n(X) = ult0
(
M#n(X ∩ αj ),Ej
)
. 
Theorem 5.6. Let κ max(2ℵ0,ℵ2) be a regular cardinal. Suppose that κ and (κ) both fail.
Then M#n(X) exists for all bounded subsets X of κ+ and n < ω.
Proof. By induction on n < ω. The case n = 0 is Proposition 2.2. Lemmas 5.4 and 5.5 keep the
induction going. 
Tony Martin and John Steel showed in [7] that the conclusion of Theorem 5.6 implies Projec-
tive Determinacy. (They use the existence of Mn(HC) for all n < ω.) Hugh Woodin developed a
general method for proving that all sets of reals in L(R) are determined by a mix of core model
and descriptive set theoretic techniques. Woodin’s method is known as the core model induction.
Steel used and refined this method in [23]. Recently, Steel observed that the proof of Theorem 5.6
feeds into the core model induction to yield L(R) determinacy from the same hypothesis.
6. Terminal squares
We are interested in coherent sequences that are unthreadable even in generic extensions.
Definition 6.1. Let C be a (λ) sequence. Then C is terminal iff for all posets P, if
P λˇ has uncountable cofinality,
then
P Cˇ is a (λˇ) sequence.
By Theorem 1.1,
(
the Jensen κ sequence is a terminal (κ+) sequence
)L
.
The word “terminal” can be added the theorems in Section 2 about a single failure of (λ)
where λ  ℵ2 is regular. In particular, to Theorems 2.4 and 2.5. This is trivial in the case of
Theorem 2.4 since if (λ) fails then so does terminal (λ). To prove the terminal (λ) version
of Theorem 2.5, run the same proof in V P where P preserves the uncountable cofinality of λ.
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facts in the proof of Theorem 2.4.
Lemma 6.2. Let λ have uncountable cofinality and C = 〈Cα | α < λ〉 be a (λ) sequence. As-
sume that
P×P λˇ has uncountable cofinality.
Then
P Cˇ is a (λˇ) sequence.
Lemma 6.3. Let λ have uncountable cofinality and C = 〈Cα | α < λ〉 be a (λ) sequence. As-
sume that either
P λˇ has uncountable cofinality
and P is weakly homogeneous. Then
P Cˇ is a (λˇ) sequence.
Other kinds of forcing add threads. Recall that if there is a Woodin cardinal, then there is an
extender model L[E] with a Woodin cardinal such that L[E] satisfiesκ for all κ . (See Mitchell–
Steel [9] and Schimmerling–Zeman [17,18].) The situation is different for terminal square, as the
following proposition shows.
Proposition 6.4. Suppose that δ is a Woodin cardinal and ℵ1  κ < δ. Then terminal (κ+)
fails.
Proof. Let λ = κ+. Consider an arbitrary coherent sequence C = 〈Cα | α < λ〉. Let λ < θ < δ
and
a = {X ≺ Vθ | X ∩ λ is ω-closed and bounded in λ}.
Then a is a stationary subset of P(Vθ ). Let G be generic for the Woodin stationary tower up to
δ with a ∈ G. (See [6].) Work in V [G] where there is a transitive class M and an elementary
embedding j : V → M with
<δM ∩ V [G] ⊆ M.
More specifically, M is the ultrapower of V by G. Since a ∈ G, j [λ] is ω-closed and bounded
in j (λ). Let
β = sup(j [λ]).
Then β and λ have the same uncountable cofinality. And Cβ ∩ j [λ] is ω-closed and unbounded
in β . Let
D = {α < κ+ ∣∣ j (α) ∈ lim(j (C)β)}.
Then
⋃{Cα | α ∈ D} threads C. 
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By the previous result, one Woodin cardinal is an upper bound. The following result is progress
in the direction of lower bounds.
Proposition 6.5. Let κ  ℵ2 be a regular cardinal. Assume that both terminal(κ) and terminal
(κ+) fail. Suppose that K exists. Then there is ν < κ such that ν is a κ strong cardinal in K
and (ν++)K  κ .
Proof. Say K = L[E]. First we show that κ is not a cut point of K . For contradiction, suppose
that κ is a cut point of K . Let λ = (κ+)K and C = 〈Cα | α < λ〉 be the canonical κ sequence
in K . By the weak covering theorem, either cf(λ) = κ or λ = κ+. In either case, terminal (λ)
fails by the hypothesis of the proposition. So there is a poset P that preserves the uncountable co-
finality of λ and adds a thread through C. But K is forcing absolute. This leads to a contradiction
with Lemma 4.8 in V P.
Because κ is not a cut point of K , if κ is an inaccessible cardinal of K , then the conclusion
of the proposition is immediate. Thus we may assume that κ is not an inaccessible cardinal
in K . Because κ is a regular cardinal, κ = (μ+)K for some μ < κ . Let D = 〈Dα | α < κ〉 be
the canonical μ sequence of K . Since terminal (κ) fails, there exists a partial ordering Q that
preserves the uncountable cofinality of κ and adds a thread to D. But K is forcing absolute. Work
in V Q. By Lemma 4.8, μ is not a cutpoint of K . Since neither μ nor (μ+)K = κ are cut points
of K , the conclusion of the proposition is immediate for some ν < μ. 
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