Abstract. We study the geometric properties of random multiplicative cascade measures defined on self-similar sets. We show that such measures and their projections and sections are almost surely exact-dimensional, generalizing Feng and Hu's result [10] for self-similar measures. This, together with a compact group extension argument, enables us to generalize Hochman and Shmerkin's theorems on projections of deterministic self-similar measures [13] to these random measures without requiring any separation conditions on the underlying sets. We give applications to self-similar sets and fractal percolation, including new results on projections, C 1 -images and distance sets.
Introduction
Relating the Hausdorff dimension of a set K ⊆ R d to the dimensions of its projections and sections has a long history. The most basic result, due to Marstrand [21] in the plane and to Mattila [23] more generally, is that if K ⊆ R d is Borel or analytic, then, writing Π d,k for the family of orthogonal projections from R d onto its k-dimensional subspaces, (1.1) dim H πK = min(k, dim H K)
for almost all π ∈ Π d,k with respect to the natural invariant measure on Π d,k , where dim H denotes Hausdorff dimension. These papers also discuss the dimensions of sections or slices of sets and show that for almost all π ∈ Π d,k , if dim H K > k, the sections π −1 x ∩ K satisfy
for Lebesgue almost all x ∈ π(K), with equality for a set of x of positive Lebesgue measure; see [24] for a good exposition of this material. The Hausdorff dimension of a probability measure µ is defined as
The dimension properties of projections and sections of measures directly parallel those for sets; indeed the conclusions for sets generally follow from the measure analogues. These classical results have been extended beyond recognition, for example to families of generalized projections [28] , to obtain estimates on the size of 'exceptional' projections π for which the conclusions (1.1) or (1.2) fail [28] , and to packing dimensions [9] . Almost all of this work concerns sections and projections of general Borel or analytic sets K for which the possibility of exceptional projections can
The second author held a Royal Society Newton International Fellowship whilst this work was carried out. never be excluded. Nevertheless, it has recently been noted that for specific classes of sets and measures the dimensions of projections or sections may be constant for all π, or at least it may be possible to identify the exceptional π. In particular, highly innovative approaches of Hochman and Shmerkin [13] and Furstenberg [11] have addressed this for self-similar sets and measures, and our aim here is to generalise their results to a random setting.
A family of contractions I = {f i } m i=1 on R d , referred to in this context as an iterated function system (IFS), defines a unique non-empty compact set K such that
K is termed the attractor of the IFS, see, for example, [8] . Here we consider an IFS of contracting similarities (1.5)
, where each f i is a composition of a scaling of ratio r i < 1, an orthonormal rotation O i and a translation t i ; we call such an attractor K a self-similar set. Our conclusions will depend very much on the nature of the rotation group G of the IFS, that is the closure of the subgroup of SO(d, R) generated by the O i .
In this paper we obtain almost sure properties of projections and sections of random multiplicative cascade measures on self-similar sets. The precise definition is given in Section 2.3 but for the purposes of this introduction such a measure will be denoted by µ and be supported by a self-similar set K. In particular, µ is statistically self-similar, that is, roughly speaking, the restriction of µ to each small scale component of K has, after scaling, the same random distribution as µ itself. Our motivation for considering such measures is that they are the natural random generalisations of self-similar measures but also are the natural tools for studying fractal percolation processes. Moreover, random cascade measures provide the classical models for multiplicative chaos theory, an area that has recently attracted attention because of its connection to quantum gravity, see [29] for a recent survey.
In Section 2 we give a precise construction of the probability space underlying the random cascade measures, and thus obtain an ergodic random dynamical system on the space of random cascade measures. An application of the compact group extension theorem shows that the skew product of this random dynamical system with the rotation group G is also ergodic.
These ergodicities are used in Section 3 to show that almost surely a random multiplicative cascade measure µ, as well as almost all of its projections and sections (with respect to the Haar measure on G) are exact dimensional, that is the local dimensions exist and are constant almost everywhere. The proofs, which reformulate the measures of small balls as a type of Birkhoff sum, are adapted from the ergodic theoretic approach introduced for the deterministic case in [10] . This sum converges to the conditional entropy with respect to a sub-σ-algebra that captures the overlapping structure of self-similar sets, giving exact-dimensionality without any seperation condition (i.e. without requiring the union in (1.4) to be disjoint), as well as a formula for the exact dimension in terms of the conditional entropy.
One consequence of this is an almost sure 'dimension conservation' property, relating the dimensions of the projections to those of perpendicular sections. Writing π µ for the measure on π(K) obtained by projecting µ under π, and µ y,π for the section of µ by the (d − k)-dimensional plane π −1 y, we get the following conclusions when the rotation group is finite. Corollary 1.1. Suppose that G is finite. Then for every projection π ∈ Π d,k ,
almost surely. In particular, if µ is deterministic then (1.6) holds for all π.
Proof. See Corollaries 3.1 and 3.2.
Note that the deterministic case extends the result of Furstenberg [11] by dispensing with the separation requirement that the union in (1.4) is disjoint.
In Section 4 we show that if G = SO(d, R) then almost surely all projections of µ and, indeed, all images of µ under non-singular C 1 -maps, have dimension equal to the 'generic' value. The deterministic results that were proved using CP-processes in [13] follow as a special case. Here we adopt a new approach utilising the skew product dynamical system, leading to results such as the following.
then almost surely, conditional on non-extinction of the random measure µ,
More generally, for all C 1 -maps h : K → R k without singular points,
Proof. See Theorem 4.2 and Corollary 4.2.
We specialise these results to deterministic self-similar sets in Section 5, and in particular show that conclusions relating to the dimensions of all projections and dimension conservation are valid without any separation condition on the selfsimilar construction, extending work of Hochman and Shmerkin [13] and Furstenberg [11] . Again there are consequences for the dimensions of images of sets under C 1 -mappings and also for the dimensions of distances sets. Recently there has been considerable interest in geometric properties of percolation on self-similar sets, that is random subsets K P of K obtained by removing components of the iterated construction of K according to a self-similar probability distribution P. Associating the natural measures on K P with random cascade measures, we obtain in Section 6 new almost sure properties of projections and dimension conservation for these random sets.
2. Preliminaries 2.1. Symbolic space. Symbolic or code space underlies the structure of selfsimilar sets.
Let Λ = {1, · · · , m} be the alphabet on m ≥ 2 symbols. Denote by Λ * = ∪ n≥0 Λ n the set of finite words, with the convention that Λ 0 = {∅}. Let Λ N be the symbolic space of infinite sequences from the alphabet. For i ∈ Λ N and n ≥ 0 let i| n ∈ Λ n be the first n digits of i. For i ∈ Λ n let [i] = {i ∈ Λ : i| n = i} be the cylinder rooted at i. We may endow Λ N with the standard metric d ρ with respect to a number ρ ∈ (0, 1), that is for
2.2. Self-similar sets. Let I be an IFS as in (1.5) with non-empty compact at-
where
and t i is the appropriate translation. Throughout the paper, G = O i : i ∈ Λ will denote the rotation group of the IFS, that is the compact subgroup of SO(d, R) generated by the orthonormal maps {O i , i ∈ Λ}. Let Φ : Λ N → K be the canonical projection, that is Φ(i) = lim n→∞ f i|n (x 0 ) for some x 0 ∈ K. Let R = max{|x| : x ∈ K} and ρ = max{r i : i ∈ Λ}. Then it is easy to see that Φ :
Random multiplicative cascades.
A random multiplicative cascade is essentially a measure on Λ N constructed in a self-similar manner on the successive Λ n , see [15, 2] . Let (Ω, F , P) be a probability space. Let
be a random vector defined on (Ω, F , P) with i∈Λ E(W i ) = 1. Let {W [i] : i ∈ Λ * } be a sequence of independent and identically distributed random vectors having the same law as W . For i ∈ Λ * , n ≥ 1 and
and for i ∈ Λ * and n ≥ 1 define Y
n } n≥1 is a non-negative martingale. Assume that
n converges a.s. to a nontrivial limit which we denote by [5, 15] 
Then for each i ∈ Λ * we may define a random measure
The measure µ [i] is called the random multiplicative cascade measure generated by the sequence {W [ij] : j ∈ Λ * }. By definition the sequence {µ [i] : i ∈ Λ * } has the same law. Moreover, by (2.2) we have statistical self-similarity in the sense that for i ∈ Λ * and j ∈ Λ n ,
.
Sometimes we will write (·) = (·) [∅] , in particular Q j = Q
[∅]
i and µ = µ [∅] . Our main interest will be in random cascade measures on the self-similar set K given by the canonical projection Φµ of µ onto K. For more on random cascade measures, see [3] and the references therein.
2.4.
The underlying probability space. We now give a precise definition of the probability space on which the i.i.d. sequence {W [i] : i ∈ Λ * } is defined. First recall that the random vector W is defined on the probability space (Ω, F , P). We will work on the countable product space
Then by letting
be the random cascade measure generated by the sequence
Consequently, from (2.4), for any B ∈ B,
It is easy to see that (Ω ′ , F ′ , Q) is a probability space. Notice that the inside integral is only defined when µ is not trivial. Write P * (A) = P * (A ∩ { µ > 0})/P * ({ µ > 0}) for A ∈ F * for the probability conditional on µ being non-trivial. Thus "for Q-a.e. (i, ω)" is equivalent to "for P * -almost all µ, and µ-a.e. i". Define the skew product
Proof. Let A be the semi-algebra consisting of sets of the form
a Borel subsets of [0, ∞). It is clear that A generates F ′ , so we only need to verify that for A, B ∈ A, lim n→∞ Q(T −n A ∩ B) = Q(A)Q(B). This follows from the fact that by the construction of A, given A, B ∈ A, there exists n 0 such that T −n A and B are independent for all n ≥ n 0 .
Normalised random cascade measures. For
with the convention thatμ =μ [∅] . Thenμ [i] andμ [i] are either probability measures or trivial. If |i| = n, then from (2.4) we have
The measure sequence {μ [·|n] } n≥0 is a stationary process under the Peyrière measure. This sequence is similar to Furstenberg's CP-processes: Let ∆ be the natural partition operator on symbolic space:
) for j ∈ Λ, and continue in this way. The resulting measure sequence clearly falls into the same sample space as {μ
[·|n] } n≥0 , but it seems unlikely they will have the same law unless the random cascade measures degenerate to Bernoulli measures.
2.7.
The compact group extension. Let G = O i : i ∈ Λ be the closed subgroup of SO(d, R) generated by the orthogonal maps {O i , i ∈ Λ}. For future reference note that G also equals the closed subsemigroup generated by the orthogonal maps {O i , i ∈ Λ}; this follows since the inverse of any element in a compact group can be approximated arbitrarily closely by positive powers of the element. Let B G be Borel σ-algebra of G and let ξ be its normalized Haar measure. Define the measurable map φ :
It is easy to verify that the product measure Q × ξ is T φ -invariant.
Using the compact group extension theorem, see for example [18] , T φ is ergodic if and only if the equation
where R is an irreducible (unitary) representation (of degree k, say) and F : Ω ′ → C k is measurable, has only the trivial solution R, the trivial 1-dimensional representation, with F constant. Let µ p is the Bernoulli measure on Λ N corresponding to the probability vector p = (E(W i )) i∈Λ . From the measuable function F in (2.8) we may construct the following vector measure λ on Λ N , defined as
Then λ is absolutely continuous with respect to µ p since, for any set E ∈ B with µ p (E) = 0,
Denote by f = dλ/dµ p the corresponding Radon-Nikodym derivative. In particular
for µ p -a.e. i.
Together with (2.9) we finally get
From [27, Corollary 4.5] we know that the dynamical system (
) is a compact group extension of the Bernoulli full-shift with σ φ having a dense orbit. By using the compact group extension theorem again this implies that R must be the trivial 1-dimensional representation. Applying this to (2.8) we get that
so F is constant using Proposition 2.1.
Dimension and entropy.
Let ϕ : Y → Z be a continuous mapping between two metric spaces Y and Z. For a Borel measure ν on Y write
for the pull-back measure of ν on Z through ϕ. For a measure ν and x ∈ supp(ν) let
log ν(B(x, r)) log r whenever the limit exists, where B(x, r) is the closed ball of centre x and radius r.
If for some α ≥ 0 we have D ν (x) = α for ν-a.e. x we say that ν is exact-dimensional. For 0 < r < 1 and ν a probability measure supported by a compact subset A of
be the r-scaling entropy of ν. Note that, writing M for the probability measures supported by A, the map H r : M → R ∪ {∞} need not be continuous in the weak-⋆ topology. However, H r is lower semicontinuous as it may be expressed as the limit of an increasing sequence of continuous functions of the form ν → max{k, log(1/ f k (x − y)ν(dy))ν(dx)} where f k is a decreasing sequence of continuous functions approximating χ B(0,r) . The lower entropy dimension of ν is defined as
with equality when ν is exact-dimensional, see [7, 8] .
2.9. Conditional measure, information and entropy. The following result is the conditional measure theorem of Rohlin [30] adapted to symbolic spaces.
Theorem 2.1. Let η be a countable B-measurable partition of Λ N in the sense that the quotient space Λ N /η is separated by a countable number of measurable sets in B. Let ν be a Borel probability measure on Λ N . Then for every i in a set of full ν-measure, there is a probability measure ν η i defined on η(i) (the unique element in η that contains i) such that for any measurable set B ∈ B, the mapping i → ν
is η-measurable ( η is the σ-algebra generated by η) and
For any sub-Borel σ-algebra A of B, any countable B-measurable partition P of Λ N , and any Borel probability measure ν on Λ N we define the conditional information
and the conditional entropy
For the trivial σ-algebra N = {∅, Λ N } we use the convention that I ν (P) = I ν (P | N ) and
We state, in our notation and context, the following result from Feng & Hu [10] which we will need in several places. Proposition 2.3. Let ν be a Borel probability measure on Λ N . Let η and P be two countable measurable partitions of Λ N . Let ϕ : Λ N → R d be a continuous function and denote by B ϕ the σ-algebra generated by ϕ
Moreover, writing
Proof. This is proved in [10, Proposition 3.5] . The bound for Λ N h(i) is contained within the proof.
Exact-dimensionality
In this section we establish the exact-dimensionality of random cascade measures on self-similar sets without any separation condition, as well as of the projections of the measures onto subspaces and of sliced measures for ξ almost all rotations.
Let
and write
It is a measurable partition since the quotient space Λ N /P π is separated by {(πΦ) −1 B i } where {B i } is the sequence of closed cubes in π(R d ) with rational vertices. Denote by P π the σ-algebra generated by P π . Due to Theorem 2.1, given the measurable partition P π , for any probability measure ν on (Λ N , B), for every i in a set of full ν-measure, there is a probability measure ν Pπ i , which we shortly denote by ν i,π , defined on P π (i) = [i] π such that for any B ∈ B, the mapping i → ν i,π (B) is P π -measurable and
e. i, and
The following lemma, which is a variant of properties stated in [24, Chapter 10] , expresses these conditional measures geometrically as limits of measures of narrow slices.
Lemma 3.1. For every set A ∈ B, for πΦν-a.e. y ∈ π(K), 
for πΦν-a.e. y, as required.
Let π ∈ Π d,k be fixed. Here is the main theorem of this section.
Theorem 3.1. P * -a.s., (i) Φµ is exact-dimensional with dimension
(ii) For ξ-a.e. g ∈ G, πgΦµ is exact-dimensional with dimension
(iii) For ξ-a.e. g ∈ G, for πgΦµ-a.e. y ∈ πg(K), Φμ y,πg is exact-dimensional with dimension
'Dimension conservation' for ξ-almost all rotations now follows.
Corollary 3.1. P * -a.s. for ξ-a.e. g ∈ G and πgΦµ-a.e. y ∈ πg(K),
Proof. If follows from Theorem 3.1 that these measures are exact-dimensional and α = β(π) + γ(π).
We immediately get the following corollary.
Corollary 3.2. If G is finite then for every projection π ∈ Π d,k , almost surely
that is π is dimension conserving. In particular, ifμ is deterministic (i.e. a selfsimilar measure), then (3.3) holds for all π ∈ Π d,k .
Proof of Theorem 3.1(i).
The proof is adapted from [10] . Recall that R = max{|x| : x ∈ K}. For n ≥ 0 and i ∈ Λ N let
with the convention that r ∅ = 1. By definition we have
Applying Proposition 2.3 in the case of η = N and ϕ = Φ we have that given any ω ∈ Ω * such that µ > 0, for µ-a.
Furthermore, as P is a finite partition of m elements andμ is a probability measure, settingf
we have
This implies thatf ∈ L 1 (Q).
Next we apply the following ergodic theorem due to Maker [19] .
Theorem 3.2. Let (X, B, µ, T ) be a measure-preserving system and let {f n } be integrable functions on (X, B, µ). If f n (x) → f (x) a.e. and if sup n |f n (x)| =f (x) is integrable, then for a.e. x,
where f ∞ (x) = lim
where 
Proof. For i = i 1 i 2 · · · and r > 0 we have
To complete the proof of (i) we need the following lemma.
Proof. Combining Lemma 3.2, (3.5) and Lemma 3.4 we have proved that P * -a.s. for µ-a.e. i ∈ Λ N ,
which gives the conclusion.
Proof of Theorem 3.1(ii).
The proof is analogous to that of Theorem 3.1(i); we can formally replace Φ by πgΦ. Here we only present the differences. For n ≥ 0,
Using Proposition 2.3 again in the case of η = N and ϕ = πgΦ we get that given any ω ∈ Ω * such that µ > 0 and given any g ∈ G, for µ-a.e. i ∈ Λ N ,
This implies that sup n |f n | ∈ L 1 (Q × ξ). By using Theorem 3.2 and Proposition 2.2 it follows that P * -a.s. for ξ-a.e. g ∈ G and µ-a.e. i ∈ Λ N , (3.7) lim
The following is an analogue of Lemma 3.3.
Lemma 3.5. For i ∈ Λ N , g ∈ G and r > 0 we have
Notice that for k ≥ 0,
Using (3.7) we conclude that P * -a.s. for ξ-a.e. g ∈ G and µ-a.e. i ∈ Λ N , (3.9)
This completes the proof.
Proof of Theorem 3.1(iii).
Proof. Given k ≥ 1, g ∈ G andμ > 0, Lemma 3.1 yields that for µ-a.e. i ∈ Λ
From Lemmas 3.3 and 3.5 we get
is absolutely continuous with respect to σμ| [i|1] , we obtain, in a similar way to the proof of Lemma 3.1, that for µ-a.e. i ∈ Λ N ,
On the other hand, by (3.6),
Hence, for k ≥ 1, P * a.s. for ξ-a.e. g ∈ G and µ-a.e. i ∈ Λ N ,
This gives, noting thatμ
We need the following lemma:
Lemma 3.6. P * a.s. for ξ-a.e. g ∈ G and µ-a.e. i ∈ Λ N ,
Proof. For n ≥ 1 let
Applying Proposition 2.3 in the case of η = P πg and ϕ = Φ we get that given g ∈ G, for Q-a.e. (i, ω) ∈ Ω ′ the sequence f n converges to
Here we have used that the σ-algebra P πg is a sub-σ-algebra of B Φ . Moreover, since sup n |f n | dμ ≤ Hμ(P) + C d ≤ log m + C d , sup n |f n | is integrable. As
the conclusion follows from Theorem 3.2 and Proposition 2.2.
By Proposition 2.2 we have P * a.s. for ξ-a.e. g ∈ G and µ-a.e. i ∈ Λ N ,
Combining (3.10) and Lemma 3.6 we get that P * -a.s. for ξ-a.e. g ∈ G and µ-a.e.
so that P * -a.s. for ξ-a.e. g ∈ G and µ-a.e. i ∈ Λ N ,
Together with (3.1) this yields (iii).
Dimension of projections
In this section we generalize the results of [13] on projections and images under C 1 functions without singularites to random cascade measures. Let D = B(0, R) where R = max{|x| : x ∈ K}. Denote by M the family of probability measures on D and let B ⋆ be its weak-⋆ topology. Denote by C(M) the family of all continuous functions on M. We use the separability of C(M) in · ∞ to get convergence of ergodic averages for all h ∈ C(M).
Proposition 4.1. P * -a.s. for ξ-a.e. g and µ-a.e. i,
for all h ∈ C(M).
Proof. Let {h k } k≥1 be a countable dense sequence in C(M). If we write
then it is easy to verify that for n ≥ 1
It follows from Proposition 2.2 that P * -a.s. for ξ-a.e. g and µ-a.e. i,
For any h ∈ C(M), take a subsequence {h ′ k } k≥1 of {h k } k≥1 that converges to h. On the one hand, since M is compact, h is bounded, so by the uniform convergence in · ∞ , lim
. On the other hand, for each N ,
Thus the limit lim
exists and equals lim k→∞ E Q×ξ (h ′ k (gΦμ)) = E Q×ξ (h(gΦμ)), P * -a.s. for ξ-a.e. g and µ-a.e. i.
4.1.
Lower bound for the dimension of projections. We use the ρ-tree method in [13] to obtain close lower bounds for the dimensions of projections of measures. Let ρ = max{r i : i ∈ Λ} and c = min{r i : i ∈ Λ}. For i = i 1 · · · i n ∈ Λ * write r − i = r i1 · · · r in−1 . For each q ≥ 1 we redefine the alphabet used for symbolic space to obtain one for which the contraction ratios do not vary too much:
gives a random cascade measure µ q on Λ N q . Observe that it is the same random cascade measure as µ on embedding Λ N q into Λ N . (The slight ambiguity in notation should not cause any confusion: the subscript q will always refer to the parameter redefining the alphabet, so, for example, W q,i refers to the element of W q ≡ W
[∅] q with index i ∈ Λ q .) Let G q = O i : i ∈ Λ q and let ξ q be its normalised Haar measure. As before, Π d,k is the set of orthogonal projections from R d onto its k-dimensional subspaces. For π ∈ Π d,k , q ∈ N and ν a measure on R d , define π, gΦμ) ).
where the implied constant in O(1/q) only depends on ρ, c, R and k.
Proof. Applying Proposition 4.1 to a sequence of continuous functions approximating e q from below and using the monotone convergence theorem, we have that P * -a.s. for ξ q -a.e. g and µ q -a.e. i,
Using the strong law of large numbers we note that P * -a.s. for µ q -a.
so by (2.7)
Hence, using (4.1), P * -a.s. for ξ q -a.e. g and µ q -a.e. i,
there exist a ρ q -tree (X, d ρ q ) and maps (Λ q )
where h is a tree morphism and f ′ is C-faithful (see [13, Definition 5 .1]) for some constant C depending only on R and k. Then, applying [13, Proposition 5.3 ] to the cρ q -tree
, there is a constant C ′ depending only on c −1 C and k such that for all n ≥ 1,
Consequently, P * -a.s. for ξ q -a.e. g andμ q -a.e. i,
where the constant in O(1/q) only depends on ρ and C ′ . By [13, Theorem 4.4] it follows that P * -a.s. for ξ q -a.e. g,
Since f ′ is C-faithful and f ′ hμ q = fμ q = πgΦ qμq = πgΦμ, the conclusion follows from [13, Proposition 5.2].
Projection theorems.
The projection results in [13] require the strong separation condition on the underlying IFS I. With the approach of Section 4.1 we avoid the need for any separation condition at all. Moreover, our results apply to random cascade measures as well as deterministic measures on self-similar sets.
For the rest of this section we assume that the rotation group G ≡ O i : i ∈ Λ is connected and we denote by ξ its normalised Haar measure. We fix π 0 ∈ Π d,k and write Π = π 0 G.
We remark that the arguments of this section extend to the more general setting where the orbit πG is of the form πG, whereG is connected. This includes the case of certain restricted families of projections, for example for projections onto the lines lying in certain cones.
It is sufficient to prove that the group H := O i : i ∈ Λ q is dense in G. (Recall that the closed group generated by a set of elements coincides with the closed semigroup generated by them).
Write Λ <q = {i ∈ Λ * : r i > ρ q }. Then j∈Λ<q O j H is dense in G. By Baire's category theorem, we may choose j ∈ Λ <q such that O j H has nonempty interior in G. Consequently H has nonempty interior, so if h is in the interior of H then H = h −1 H. Thus H contains a neighborhood of the identity, so since a compact connected Lie group is generated by any neighbourhood of its identity, H = G.
Hence for π ∈ Π we have E q (π) = E P * ×ξq (e q (π, gΦμ)) = E P * ×ξ (e q (π, gΦμ)).
For the same reason we can also deduce from Theorem 3.1(ii) that P * -a.s. for ξ-a.e. g ∈G, π 0 gΦµ is exact-dimensional with dimension
Theorem 4.2. Let π 0 ∈ Π d,k and let G be connected. Then the limit
exists for every π ∈ Π, and E : Π → [0, k] is lower semi-continuous. Moreover:
(ii) For a fixed π ∈ Π, P * -a.s. for ξ-a.e. g,
(Recall that dim e is the entropy dimension.) (iii) P * -a.s. for ξ-a.e. g ∈ G,
Proof. The proof is almost the same as that of [13, Theorem 8.2] . By Theorem 4.1 and Lemma 4.1 we have for each q ≥ 1 that P * -a.s. for ξ-a.e. g ∈ G,
where the implied constant in O(1/q) only depends on ρ, c, R and k. This implies that P * -a.s. for ξ-a.e. g ∈ G,
On the other hand by using Fatou's lemma we have
This implies that lim q→∞ E q (π) exists for all π ∈ Π. Then (ii) and (iii) follow directly, and (i) follows from Theorem 3.1(ii). For the lower semicontinuity of E, fix π ∈ Π and ǫ > 0. Using that E q (π) → E(π) and E q is lower semicontinuous, there exist a number q and a neighbourhood U(π) of π in Π d,k such that for all π ′ ∈ U(π),
This gives that P * -a.s. for ξ-a.e. g ∈ G,
By (ii) this yields that E(π ′ ) ≥ E(π)−ǫ for all π ′ ∈ U(π), giving the conclusion.
We can now obtain a constant lower bound for the dimension of the projected measure over all π ∈ Π.
Corollary 4.1. Let G be connected and let π 0 ∈ Π d,k . Then P * -a.s.
Proof. Since E is lower semi-continuous, it follows from Theorem 4.2(i) that for any ǫ > 0 the set
− ǫ} is open and dense in Π. Write U ǫ g = {πg : π ∈ U ǫ } for g ∈ G. Then from Theorem 4.2(iii) we have P * -a.s. for ξ-a.e. g ∈ G,
Since U ǫ has non-empty interior, we deduce that P * -a.s. U ǫ = Π as required.
Moreover, with α and β(π) as in Theorem 3.
Due to the invariance of Haar meausres this implies that β(π) = β(π 0 ) for all π ∈ Π d,k , thus a constant. Then by Corollory 4.1 we get that P * -a.s. dim H πΦµ ≥ β(π 0 ) for all π ∈ Π d,k , with equality for almost all π by Theorem 3.1(ii). From the definition of dimension of measures (1.3), and applying the projection theorems of Marstrand [21] and Mattila [23] to sets E with Φμ(E) > 0 and dim H E > dim H Φμ − ǫ, for ǫ > 0, it follows that P * -a.s. dim H πΦµ ≤ min(k, dim H Φµ) = min(k, α) for all π ∈ Π d,k with equality for a.a. π ∈ Π d,k . The conclusions follow.
As in [13] results on projections may be generalized to C 1 -maps without singular points, that is C 1 -maps for which the derivative matrix is everywhere non-singular.
where the constant in O(1/q) only depends on ρ, c, R and k.
Proof. The proof is similar to that of [13, Proposition 8.4 ].
Proof. Corollary 4.2 together with Theorem 4.2(ii) yields that E(π) = min(k, dim H Φµ) = min(k, α) is a constant for all π ∈ Π d,k , and it is the maximum possible value since h is a C 1 map. The result follows from Proposition 4.2.
Applications to self-similar sets
Random cascade measures include non-random measures as a special case, so we can apply our results to the fractal geometry of deterministic self-similar sets. In this section we consider an IFS I of similarities on R d (1.5) with rotation group To transfer our results to sets we need to ensure that the sets support suitable measures. From the definitions, if a probability measure ν is supported by a compact set K then dim H ν ≤ dim H K. We say that an IFS I with self-similar attractor K satisfies the strong variational principle if there is a Bernoulli probability mea-
which does not satisfy the strong variational principle is known, and in particular the principle holds in the cases described in the following lemma. Proof. (a) With s given by (5.1), the Bernoulli probability measure µ on Λ N , defined by
has dim H Φµ = dim H K. This fact is the key step in showing that dim H K = s when OSC holds, see for example [14] .
(b) This follows by applying to self-similar sets the argument used in [6] to find the almost sure dimension of self-affine sets. With µ as in (5.2), integrating the t-energy of the image measures Φµ over a parameterized family of self-similar sets gives that the energy is bounded for almost all (t 1 , . . . , t m ) for all t < s, so that dim H K = s for almost all (t 1 , . . . , t m ).
The following two corollaries, obtained by applying Corollaries 4.2 and 4.3 to selfsimilar sets, weaken the conditions that guarantee the dimensions of projections and images from those of [13] to just the strong variational principle.
Corollary 5.1. Let K be the self-similar attractor of an IFS I with rotation group SO(d, R) such that the strong variational principle is satisfied. Then
Corollary 5.2. Let K be the self-similar attractor of an IFS I with rotation group SO(d, R) such that the strong variational principle is satisfied. Then for all C 1 -maps h : K → R k without singular points
The distance set of A ⊆ R d is defined as D(A) = {|x − y| : x, y ∈ A} and the pinned distance set of A at a is D a (A) = {|x − a| : x ∈ A}. A general open problem is to relate the Hausdorff dimensions and Lebesgue measures of D(A) and D a (A) to that of A. For self-similar sets in the plane, Orponen [26] showed that if dim H K > 1 then dim H D(K) = 1. We have the following variant.
Corollary 5.3. Let K be the self-similar attractor of an IFS I with rotation group SO(d, R) such that the strong variational principle is satisfied. Then there exists a ∈ K such that
Proof. Take a point a ∈ K, and some i ∈ Λ such that a / ∈ f i (K). Then f i (K) is similar to K, so by scaling, Corollary 5.2 applies to C 1 -maps h : f i (K) → R k . The mapping h : f i (K) → R given by h(x) = |x − a| is C 1 and has no singular points, so applying Corollary 5.2 to f i (K) gives
Furstenberg [11] showed that if a self-similar set has finite rotation group finite and satisfies the SSC then all directions are dimension conserving. Here we can dispense with the separation condition.
Corollary 5.4. Let K be the self-similar attractor of an IFS I with finite rotation group such that the strong variational principle is satisfied. Then every direction is dimension conserving, that is for all π ∈ Π d,k there is a number ∆ > 0 such that
(we take dim ∅ = −∞).
Proof. This follows from Corollary 3.2 taking ∆ = dim H Φμ y,π for some measure µ satisfying the strong variational principle.
Examples such as the Sierpiński triangle [17] and the Sierpiński carpet [20] show that the value of ∆ in (5.3) can vary with π.
The percolation model
Whilst fractal percolation or Mandelbrot percolation is most often based on a decomposition of a d-dimensional cube into m d equal subcubes of sides m −1 , random subsets of any self-similar set may be constructed using a similar percolation process. Let I = {f i = r i O i · +t i } m i=1 be an IFS of similarities with attractor K and let P be a probability distribution on P(Λ), the collection of all subsets of Λ = {1, . . . , m}. We define a sequence of random subsets of Λ n inductively as follows. The random set S 1 ⊆ Λ has distribution P. Then, given S n , let S n+1 = ∪ i∈Sn S i where S i = {ij : j ∈ S i 1 } ⊆ Λ n+1 and where S i 1 ⊆ Λ has the distribution P independently for each i ∈ S n . A sequence of random subsets {K n } ∞ n=1 of K is given by K n = ∪ i∈Sn f i (K). We write K P = ∩ ∞ n=0 K n for the resulting random compact subset of K which is known as the percolation set. (Note that standard Mandelbrot percolation on a cubic grid is a particular case of percolation on a self-similar set satisfying OSC.)
In this random setting we say that (I, P) satisfies the strong variational principle if there exists a random cascade measure µ on Λ N such that there is a positive probability of K P = ∅, and such that, conditional on K P = ∅, (6.1) dim H K P = dim H Φµ = α a.s., where α is given by Theorem 3.1(i). The next lemma gives a condition for (I, P) to satisfy the strong variational principle, in which case α is given by an expectation equation.
Lemma 6.1. Let (I, P) be as above with I satisfying OSC and with E{cardS 1 } > 1. Then (I, P) satisfies the strong variational principle with α given by Proof. By standard branching process theory [1] , if E{cardS 1 } > 1 there is a positive probability that K P = ∅. Under OSC, conditional on K P = ∅ the a.s. dimension of K P is the solution α of (6.
2) The random cascade defined by the random vector gives rise to a random measure Φµ supported by K P such that P * (K P = ∅) > 0. Using a potential-theoretic estimate or a direct verification of the formula in Theorem 3.1(i), dim H Φµ = dim H K P = α a.s., see [6, 25] , so the α given by (6.2) equals that of Theorem 3.1(i).
Investigation of the dimensions of projections of the basic m-adic square-based percolation process goes back some years, see [4] for a survey, and recently Rams and Simon [31] showed using direct geometric arguments that a.s. all orthogonal projections of square-based percolation have Hausdorff dimension min{1, α}, where α is the dimension of the percolation set. The following application of Corollory 4.2 gives a similar conclusion for percolation on self-similar sets for which the IFS has dense rotations.
Corollary 6.1. If (I, P) satisfies the strong variational principle and has rotation group SO(d, R), then a.s. conditional on K P = ∅, dim H πK P = min(k, dim H K P ) = min(k, α) for all π ∈ Π d,k , where α is given by (6.1).
Again, Corollary 4.3 gives a variant for C 1 -maps.
Corollary 6.2. If (I, P) satisfies the strong variational principle and has rotation group SO(d, R), then a.s. conditional on K P = ∅,
for all C 1 -maps h : K → R k without singular points, where α is given by (6.1).
Distance sets of percolation sets have also attracted interest recently, see [31] for the case of square-based percolation. The following result follows from a similar argument to that of Corollary 5.3 but in a random setting using Corollary 6.2. Corollary 6.3. Suppose that (I, P) satisfies the strong variational principle and has rotation group SO(d, R). Then a.s. conditional on K P = ∅, there exists a ∈ K P such that min(1, α) = dim H D a (K P ) ≤ dim H D(K P ) ≤ 1, where α is given by (6.1).
