Commercial iterative reconstruction techniques on modern CT scanners target radiation dose reduction but there are lingering concerns over their impact on image appearance and low contrast detectability. Recently, machine learning, especially deep learning, has been actively investigated for CT. Here we design a novel neural network architecture for low-dose CT (LDCT) and compare it with commercial iterative reconstruction methods used for standard of care CT. While popular neural networks are trained for end-to-end mapping, driven by big data, our novel neural network is intended for end-to-process mapping so that intermediate image targets are obtained with the associated search gradients along which the final image targets are gradually reached. This learned dynamic process allows to include radiologists in the training loop to optimize the LDCT denoising workflow in a task-specific fashion with the denoising depth as a key parameter. Our progressive denoising network was trained with the Mayo LDCT Challenge Dataset, and tested on images of the chest and abdominal regions scanned on the CT scanners made by three leading CT vendors. The best deep learning based reconstructions are systematically compared to the best iterative reconstructions in a double-blinded reader study. It is found that our deep learning approach performs either comparably or favorably in terms of noise suppression and structural fidelity, and runs orders of magnitude faster than the commercial iterative CT reconstruction algorithms.
To address this challenge, various noise reduction algorithms were proposed for LDCT, which can be categorized into the following categories: 1) sinogram filtration [8, 9, 10] , 2) iterative reconstruction [11, 12, 13] , and 3) image post-processing [14, 15, 16, 17] . Sinogram filtration methods process either raw data or log-transformed data prior to image reconstruction. In the data domain, the well-known noise characteristics can be directly utilized to help the design of sinogram filters. However, the resultant methods often suffer from edge blurring or resolution loss, and sinogram data are usually inaccessible to most researchers. Iterative reconstruction methods optimize an objective function that combines the statistical properties of data and the prior information on images. Unfortunately, these iterative techniques are time-consuming, require the sinogram data format, involve hyperparameters that can only be empirically adjusted, and do not offer consistent image quality improvements [11] . Different from the above two kinds of algorithms, image post-processing techniques directly process an image that has already been reconstructed from raw data and is publicly available (subject to the patient privacy, which can be addressed by the IRB approval requesting anonymization of images, etc.).
The main motivation of this study is to demonstrate whether deep neural networks perform better than the modern commercial iterative reconstruction methods for LDCT and establish a foundation for CT reconstruction algorithms to be empowered by big data and deep learning. For this purpose, our method of choice is a LDCT denoising approach implemented with a novel deep neural network. In addition to the general applicability of this post-processing strategy, the implication is clear that if the post-processing network could already do comparably or favorably than the state-of-the-art iterative algorithms, then the inclusion of machine learning elements in the sinogram domain and the reconstruction process will only further increase the merits of the deep learning approach over the iterative image reconstruction. Also, only with this post-processing approach could we compare the machine learning methods fairly among all the three major CT vendors since all of them do not release raw data formats to us. It is underlined that our intent is to show the superiority of machine learning over the iterative reconstruction algorithms as implemented by the leading industrial CT vendors, instead of comparing among CT image quality metrics among these vendors.
With the rapid development of deep learning techniques, convolutional neural networks (CNNs) have recently achieved state-of-the-art results for LDCT image denoising [15, 16, 18, 17, 19] . Currently, the deep-learningbased methods only learn the end-to-end mapping from LDCT images to NDCT counterparts by minimizing a quantitatively defined loss function. In this context, a conventional loss function may not well reflect radiologists' preference. Here we propose a new paradigm for LDCT imaging via progressive denoising that applies deep learning for end-to-process mapping with radiologists in the loop so that the LDCT imaging process can be effectively and efficiently guided by domain experts in a task-specific fashion. As radiation dose increases from low to high, CT image quality is gradually improved. To a significant degree, this process can be step-wise mimicked through deep learning from a low image quality associated with an order of magnitude less radiation dose to a high image quality of a NDCT reconstruction. A novel aspect of our approach is to decompose this process into a number of identical network modules, each of which only makes a small increment in image quality and how many improvement steps are needed will be visually judged by a group of experienced radiologists so that the diagnostic performance can be optimized. Interestingly, each network module is analogous to a gradient search step, and the process can cover the conventional end-to-end mapping as a special case, and goes beyond it since the NDCT image is not perfect and subject to further refinement, which can be achieved according to the gradient direction learnt from training data. With the number of denoising steps, which is also referred to as the mapping depth, as the key parameter, the interface between deep learning and radiologists becomes cost-effective and user-friendly, paving the path for machine learning to impact radiology practice proactively. Varying the mapping depth adaptively allows features of interest to be brought into a focus in a fashion not only clinical-task-specific but also image-region-specific, under radiologists' control. Fig. 1 presents the structure of the proposed Modularized Adaptive Processing Neural Network (MAP-NN) model consisting of multiple Conveying-Link-Oriented Network Encoder-decoders (CLONEs) for LDCT. The MAP-NN network allows progressive denoising operations, which is different from the conventional denoising model that learns from LDCT images to NDCT images directly. Formally, the MAP-NN can be formulated as follows:
I den = g T (I LD ) = (g • g • · · · •)g T =#g
where I den , I LD , and I ND denote a denoised image, an LDCT FBP image, and an NDCT FBP image, respectively. The operator • denotes a functional composition operation, g denotes an CLONE module, g t denotes the t-fold
Iterative reconstruction techniques
The sinogram data of LDCT were reconstructed with the corresponding commercial iterative reconstruction (IR) techniques and conventional filtered back-projection (FBP) method. Among different IR settings for each vendor, we asked radiologists to choose three clinical used IR methods before this reader study. The three selected IR methods were randomly renamed as IR1, RI2, and IR3 for each vendor. The selected IR methods for GE included adaptive statistical iterative reconstruction (ASIR) at strengths of 50 and 70%, and model-based iterative reconstruction Veo. The selected IR settings for Philips included Idose-level4, IMR-L1-body Routine, and IMR-L1body-Soft-Tissue (IMR = iterative model reconstruction). For Siemens, the abdomen and chest were reconstructed using different IR methods. The selected IR settings included IRIDIUM (at strengths of 2, 3, and 4) for abdominal imaging and Safire (at strengths of S2, S3, S4) for chest imaging. Thus, image reconstructions were performed using 9 different image reconstructions techniques, and 3 IR methods per patient, from the sinogram data of LDCT of vendors A, B, and C. The NDCT images for all patients were reconstructed using FBP. All image series (n = 5 series per patient (LDCT, NDCT, and three IR reconstructions) × 60 patients = 300 image series) were used in this study. The LDCT FBP served as the input to our DL method. To avoid the vendor information being identified by file type, all slices are saved in PNG. For the chest scans, we chose 2 slices from the upper 20% of the chest and the middle of the chest, respectively. For the abdominal scans, we chose 2 slices from the mid liver and the pelvis respectively. This is because these are the areas which are susceptible to noise and artifacts. Therefore, in total 120 cases (2 slices per patient × 60 patients) were used for image quality evaluation.
Subjective image quality evaluation
Three radiologists (M.K.K with 18 years' experience, C.N. with 5 years' experience, R.D.K. with 4 years' experience) independently evaluated all image cases. Subjective image quality evaluation was performed for each NDCT and LDCT cases independently. The LDCT and NDCT labels were provided to radiologists. Then, three DL and three IR images for all 120 cases of 60 patients were randomized, and independently reviewed in a blinded fashion. The radiologists were asked to assess each image separately for image noise and structural fidelity using a 4-point scale [1= Unacceptable for diagnostic interpretation; 2= Suboptimal, acceptable for limited diagnostic information only; 3 = Average, acceptable for diagnostic interpretation; and 4 = Better than usual, acceptable for diagnostic interpretation]. The radiologists were also asked to comment on any lesions when present. Cohen's kappa statistics for noise and fidelity among three readers on LDCT images shows inter-reader agreement in the range of [0.42, 0.70] as shown in Fig. 6 .
Data for training MAP-NN
The training dataset we used is an authorized clinical low-dose CT dataset, which was used for the 2016 NIH-AAPM-Mayo Clinic Low-Dose CT Grand Challenge. This dataset included normal-dose abdominal CT images that were taken from 10 anonymous patients and the corresponding simulated quarter-dose CT images. Poisson noise was inserted into the projection data for each case to reach a noise level corresponding to 25% of the normal-dose. For training, 128K image patches of size 64 × 64 were randomly selected from 5 patients that were randomly selected from this dataset. To test the performance of the trained networks, 64K image patches were randomly selected from the remaining 5 patients. The composite loss function and training details can be found in Appendix.
Results

Overall comparison
We target the overall comparison between deep learning (DL) and iterative reconstruction (IR) in their respective best forms. Each image was evaluated in terms of two aspects: noise suppression which is to compensate for lowdose induced data noise, and structural fidelity which is directly related to the diagnostic performance. Clinically, the structural fidelity is more general and more important than noise level, since the structural fidelity cannot be excellent if the noise level is too high, and DL methods can suppress the noise greatly at a cost of a major structural loss. Thus, given the noise suppression and structural fidelity scores, we first compared the structural fidelity scores, and then checked their noise suppression scores if the structural fidelity scores were indistinguishable. By the nature of this study, we focus on the comparison between the best DL reconstruction and the best IR reconstruction to compare these two competing methodologies. Therefore, the following three hypotheses can be tested:
• DL > IR: The best DL reconstruction outperforms the best IR reconstruction in terms of the structural fidelity; or the best DL reconstruction outperforms the best IR reconstruction in terms of noise suppression score when their structural fidelity scores are indistinguishable;
• DL = IR: There are no significant differences between the best DL reconstruction and the best IR reconstruction in terms of structural fidelity and noise suppression;
• DL < IR: This is the opposite case of the first hypothesis.
Accordingly, we conducted the following two statistical hypothesis tests 2 presents the overall comparison between the best DL reconstruction and the best IR reconstruction. Let us highlight the comparison in the following two aspects. Across CT vendors: For vendors A and B, all the three readers preferred the best DL reconstruction over the best IR reconstruction for abdominal imaging while the best DL reconstruction was comparable to the best IR reconstruction for the chest scans. For vendor C, DL was comparable to the IR in the abdomen and chest regions. Overall, the conclusion is that the DL method performs better than or comparable to the IR method.
Different body regions: It should be noted that our MAP-NN model was trained on abdomen dataset with the typical abdomen and chest CT windows. After the MAP-NN was trained, we evaluated the model for abdomen and chest regions respectively. In the abdomen cases, all readers rated the DL method better than the IR method on all the vendors except that R1 sometimes rated IR slightly better than DL on vendor C without a statistical significance. Similarly, in the chest cases, all readers rated the DL method better than the IR method on all vendors except that R3 sometimes rated IR slightly better than DL on vendor C without a statistical significance. Overall, the best DL method performs comparably as or better than the best IR method.
Performance in noise suppression and structural fidelity
Also, we studied the best DL and best IR reconstructions for every selected vendor and each body region in terms of noise suppression and structural fidelity. Fig. 5 presents the performance of the best DL and best IR reconstructions in terms of noise suppression and structural fidelity scores. For that purpose, we show the mean scores and standard deviations for noise suppression and structural fidelity respectively. In Fig. 5 (a) , the DL method achieved a significantly better performance than IR in terms of both scores. In Fig. 5 (b) , the three readers basically perceived the image quality comparable as obtained using the DL and IR methods. In Fig. 5 (c), (d), and (e), DL achieved a better or comparable performance relative to IR. Finally, in Fig. 5 (f), all the readers considered that the DL and IR methods were statistically comparable. As shown in Fig. 2 , in some cases, DL and IR gave the same fidelity scores but DL did better in noise suppression. In terms of average fidelity scores, DL outperformed IR in 12 of 18 classes (in 3 of the remaining classes DL and IR performed same), while by average noise suppression, DL was superior to IR in 14 of 18 classes. Therefore, it is clearly concluded that the DL approach performs either comparably or favorably in terms of noise suppression and structural fidelity scores, as compared to the IR approach as implemented by the three leading CT vendors.
Sample images from three CT vendors
Fig. 3 presents sample images obtained using the best DL and IR reconstructions respectively from scans on the CT scanners made by the three vendors. The images demonstrate that the DL method for all vendors enabled better noise suppression and structural fidelity than the IR methods. In fact, the IR abdomen CT images (vendors A and B) were deemed unacceptable or limited for noise and fidelity but were acceptable with MAP-NN for all the three vendors.
Lesion detectability
Two of the 30 lesions on NDCT (including a sub-centimeter liver lesion and a tiny apical lung nodule) were not seen on LDCT reconstructed with FBP, IR or DL images. The pseudo-lesion (a focus of enhancement) seen on LDCT FBP and IR method was seen on neither DL nor NDCT images. The remaining lesions (28/30) were seen equally well with IR and DL methods. The liver lesion (red arrows) on abdominal CT images from vendor C in Fig.  3 is equally well seen on NDCT, IR and DL reconstructions. Likewise, four lung nodules (green arrows) on chest CT images from vendor B and centrilobular emphysema (blue arrows) on chest CT images from vendor C are seen on all three image sets (NDCT, IR, and DL), with DL images giving slightly better visibility than IR counterparts. 
Appendix
A Modularized Adaptive Processing Neural Network (MAP-NN) for Progressive LDCT Denoising
A.1 Conventional denoising model
Assume that I LD ∈ R w×h is a low-dose CT (LDCT) image of size w × h, I ND ∈ R w×h is the corresponding normal-dose CT (NDCT) image, and the relationship between the LDCT and NDCT images can be expressed as follows:
where N : R w×h → R w×h denotes the noise-induced corrupting process due to the quantum nature of the x-ray photon propagation. The conventional denoising model is to provide an approximate inverse function f ≈ N −1 in order to estimate the NDCT image I ND from the LDCT image I LD , i.e.,
where I den is the denoised LDCT image. Fig. 4 Despite encouraging denoising results, the conventional denoising model has the following drawbacks. On one hand, as shown in Fig. 4 (a) , the conventional denoising model aims at learning a direct mapping function f from a specific low dose level to the specific normal dose level; e.g., from quarter-dose to normal-dose images in the Mayo Clinic Low-dose CT dataset 1 . Thus, the trained denoising model may not generalize very well to a new dose level. In practice, a commercial scanner may produce CT scans at different radiation doses according to various protocols. One of the most effective ways to adjust the radiation dose level is to change the tube current. This implies that, in order to deal with different radiation doses, one has to train many denoising models from different radiation doses to the normal dose, which is cumbersome, inflexible, time-consuming, and impractical. On the other hand, the quality of the NDCT image also affects the denoising performance. Different from the image denoising tasks in computer vision, which usually have the noise-free or nearly-noise-free ground truth, a NDCT image, served as the ground truth for training the denoising networks, still contains substantial noise. Such imperfect NDCT images may compromise the denoising performance to some extent.
A.2 Progressive denoising model
Our proposed progressive denoising model MAP-NN is a refinement and an extension to the conventional direct denoising model, being capable of addressing the above-mentioned drawbacks. Fig. 4 (b) presents the diagram of the progressive denoising model, which can be formulated in a modularized format:
where the operator • denotes a function composition, g denotes the progressive module called a Conveying-Link-Oriented Network Encoder-decoder (CLONE), g t denotes the t-fold product of the g, and the number of CLONEs for training is denoted by T . Compared to the conventional denoising model in (3), the progressive denoising model MAP-NN in (4) has the following desirable properties. First, the MAP-NN reduces to the conventional denoising model if there is only one CLONE in the denoising model; i.e., T = 1. When T > 1, the progressive denoising model increases the model complexity/depth without adding new parameters [21, 22] , and increases the size of the receptive field as well. This implies that the MAP-NN is a refinement and an extension of the existing denoising model. Second, as shown in the red bounding box of Fig. 4 (b) , the progressive denoising model can produce a sequence of intermediate denoised images from each CLONE, i.e., {g i (I LD )} T i=1 . Such a sequence of intermediate denoised images can be viewed as a dynamic denoising process, and is directly proportional to a computational elevation of radiation dose. Third, the MAP-NN does not hypothetically require noise-free normal-dose CT images as the labels/targets, since each CLONE seeks removing part of noise from its input. Last and most importantly, for a new dose level one can apply the trained denoising CLONE multiple times, then obtain a sequence of denoised images, and let domain experts select the best denoising result; in other words, with radiologists-in-the-loop the denoised image quality can be optimized in a task-specific fashion even if exact imaging and protocol knowledge is unknown. The CLONE can be any existing denoising network. The CLONE this study used is an extension to our earlier direct LDCT denoising network Conveying-Path-based Convolutional Encoder-decoder (CPCE) [19] that was modified for progressive denoising model. The CPCE network has 4 convolutional layers, each of which has 32 filters of size 3 × 3, followed by 4 deconvolutional layers also with 32 filters of size 3 × 3, except for the final layer that has only 1 filter. The filter stride is set to 1 for all convolutional and deconvolutional layers. The conveying path, originally introduced in the U-net [23] for biomedical image segmentation, copies the early feature-maps and reuses them as the input to a later layer of the same feature-map size in a network. This mechanics preserves details of the high-resolution features. Remarkably, the densely-connected convolutional network (DenseNet) [24] receives the feature-maps of all preceding layers, achieving the state-of-the-art classification performance on ImageNet. Our denoising CPCE network has three conveying paths, copying the output of an early convolutional layer and reusing it as the input to a later deconvolutional layer of the same feature-map size. To reduce the computational cost, one convolutional layer with 32 filters of size 1 × 1 is used after every conveying path, reducing the number of feature-maps from 64 to 32. Each convolutional or deconvolutional layer is followed by a rectified linear unit (ReLU).
B.2 Conveying-Link-Oriented Network Encoder-decoder (CLONE)
While the deep progressive denoising model is powerful compared to the conventional denoising model, training a deep progressive denoising network with above CPCE module, however, can be very difficult. Among many issues, a major problem is the exploding/vanishing gradients [25] . Another problem is that storing an exact copy of information of many layers is not easy. In LDCT denoising, NDCT images are quite similar to LDCT counterparts, and processing modules need to keep the exact copy of input images for many modules. To address these problems, in this study we improved the CPCE design by incorporating the output clipping and the residual skip connection, forming the CLONE unit for progressive denoising model. Because the output of each CPCE is an image, which can be viewed as the "bottleneck" in the progressive process. Therefore, we clip the output into range of [0, 1], the same as that of the input range, to prevent gradients from going to extremes and out of control. To avoid vanishing gradients, we use a residual skip connection from the input to the output of each module [22] . Hence, each module infers the noise distribution instead of the whole image, compressing the output space and avoiding the use of the exact copy of the input image.
B.3 Discriminator structure
The discriminator used for optimizing the MAP-NN has 6 convolutional layers with 64, 64, 128, 128, 256, and 256 filters of size 3 × 3, followed by 2 fully-connected layers of sizes 1024 and 1, respectively. Each convolutional layer is followed by a leaky ReLU, which has a negative slope of 0.2 when the unit is saturated and not active. A unit filter stride is used for oddly indexed convolutional layers, and this stride is doubled for evenly numbered layers.
C Loss functions
The composite function for optimizing the network includes three components: adversarial loss, mean-squared error, and edge incoherence.
C.1 Adversarial loss
Recently, the GAN [26] architecture was developed to model the distribution of given data. A GAN has a pair of neural networks (G, D), where G and D are called the Generator network and the Discriminator network, respectively. It is actually a game between these two networks, where the Generator learns to produce more and more realistic samples, and the Discriminator learns to become smarter and smarter at distinguishing generated data from ground-truth samples. The two networks are trained alternatively, and the purpose is that the competition drives the generated samples to be hardly indistinguishable from ground-truth.
In this paper, we used a variant of the original GAN, called the Wasserstein GAN (WGAN) with a gradient penalty [27] , which addresses the deficiencies such as low quality of generated images, slow convergence, and mode collapse. For LDCT denoising, the objective function of WGAN can be described as follows [27] :
where E a [b] denotes the expectation of b, as a function of a, θ G and θ D indicate the parameters of networks G and D respectively,Ī = · G(I LD ) + (1 − ) · I ND with uniformly sampling from the interval of [0, 1]. ∇D(Ī) denotes the gradient of D with respect to variableĪ, the parameter λ g controls the trade-off between the Wasserstein distance and the gradient penalty term, which was suggested to set to 10 [27]. The literature has suggested to determine the optimum of (5) by iteratively optimizing the generator G once and discriminator D four times [26, 28, 27], which we used in this project. The adversarial loss encourages the generator network to produce samples that are indistinguishable from the NDCT images, which refers to the loss function of the generator in (5) [27] :
since the last two terms in (5) are constant with respect to θ G . Note that the proposed MAP-NN is the generator G in the WGAN framework.
C.2 Mean-squared error
The mean-squared error (MSE) measures the difference between the output and NDCT images, which would reduce the noise in the input LDCT image. Formally, the MSE is defined as follows:
(7)
C.3 Edge incoherence
The Sobel filter is a discrete differentiation operator, computing an approximation of the gradient of the image intensity function. At each point in the image, the result of the Sobel-Feldman operator is either the corresponding gradient vector. The Sobel-Feldman operator is based on convolving the image with a small, separable, and integer-valued filter in the horizontal and vertical directions, and therefore relatively inexpensive. As a result, the gradient approximation that it produces is relatively crude, in particular for high-frequency variations in the image. We define the edge incoherence to measure the difference between the Sobel filtrations of real and estimated images as
where SF denotes the Sobel filteration. This could enhance the edge information in the denoised image.
C.4 Final objective function
The final objective function for minimizing generator is defined as
which encourages the generated denoised image to preserve more texture information, reduce the noise, and enhance the edge. Both λ m and λ e are set as 50 in the experiments.
D Training details
The network was optimized using the Adam optimization method [29] with a min-batch of 128 image patches for each iteration. The learning rate was set to 1.0 × 10 −4 with two exponential decay rates β 1 = 0.9 and β 2 = 0.999 for the moment estimates. The learning rate was adjusted by 1/ √ t decay after every epoch. The network was trained 80 epochs within 24 hours on a NVIDIA 1080Ti GPU. The networks were implemented with deep learning library TensorFlow [30] . Two testing curves are shown in Fig. 7 for abdomen and chest CT windows, respectively. 61 ± 3 EED, mSv 7 ± 3.3 0.9 ± 0.1 4.6 ± 1.9 0.9 ± 0.1 5.6 ± 2.2 0.9 ± 0.1
Chest CT CTDI vol , mGy 10 ± 7 1.8 ± 0.2 7 ± 2.5 1.9 ± 0.2 6 ± 0.5 1.9 ± 0.2 DLP, mGy·cm 378 ± 239 66 ± 3.3 228 ± 101 62 ± 1.4 218 ± 34 67 ± 2.2 EED, mSv 5.3 ± 3.4 0.9 ± 0.1 3.2 ± 1.4 0.9 ± 0.1 3.1 ± 0.5 0.9 ± 0.1 
0 across three vendors (A, B, and C), two body regions (Abdomen and Chest), and three readers (R1, R2, and R3). The blue cells indicate that we need to reject H (1) 0 at a 5% significant level; in other words, the best deep learning reconstruction is better than the best iterative reconstruction. In the remaining cells, we do not have sufficient evidence to reject H (1) 0 or H (2) 0 ; in other words, the best deep learning reconstruction is comparable to the best iterative reconstruction.
