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The continuously increasing demands on energy conservation and environmental protection have driven researchers to develop 14 more efficient and "green" vehicles [1] [2]. Recently, A/C-R systems have been widely used as the main auxiliary devices in 15 vehicles. For example, A/C-R systems in food delivery trucks consume up to 25% of the vehicle's total fuel consumption. 16
Efficiently operating A/C-R systems can significantly improve operating costs and the vehicle's effects on the environment [3] [4] . 17
Thus, making more efficient auxiliary devices such as A/C-R systems can bring many benefits to vehicle owners as well as the 18 environment [5] . For any A/C-R system, a foremost step in achieving better performance and higher energy efficiency is a proper 19 control strategy. However, in most conventional vehicles, the compressor speed is proportional to the engine speed instead of 20 actively varying with the requirements of passengers or working conditions. This impedes the development of advanced controllers 21
for A/C-R systems given that the controllers are usually applied to manipulate the speeds of the compressor and fans of heat 22 exchangers. Recently, the onboard energy storage system (ESS) of anti-idling systems [6] , hybrid electric vehicles (HEVs) [7] and 23 electric vehicles (EV) [8] [9] is capable of powering the A/C-R system independently such that the A/C-R system can be 24 disconnected from the engines [10] . This indicates the feasibility of the electrification of the A/C-R system and the subsequent 25 application of advanced controllers in vehicles. For the sake of accurate prediction, an accurate yet simple dynamic model of the 26 whole A/C-R system is a prerequisite for the design of any advanced controller. A simplified control-based model for all-purpose 27 A/C-R systems that is validated by experimental data is provided [11] . Further based on the model, the controllers' development 28 process is presented and followed by experimental validation and comparison work. 29
A literature review on the existing controllers including the MPC of A/C-R systems and the novelties of this paper is presented in 30 the second section; next, the simplified model is briefly introduced. A brief introduction of the experimental system is provided in 31 the following section. In addition, the development and implementation process of controllers are elaborated upon. Furthermore, 32 the experimental results of both the discrete MPC and the conventional on/off controller are provided to demonstrate the 33 energy-saving ability and the robustness of the proposed MPC. Moreover, a case study under varying heating load conditions is 34 conducted by proposing the hybrid MPCs and the continuous MPC. In the last section, comments and future work are discussed. 35 3
II. LITERATURE REVIEW 36
The A/C-R system generally consists of four main components: the compressor, evaporator, expansion valve, and the condenser, as 37 shown in Fig. 1 . One cycle is taken as an example for the demonstration of the whole working process of the A/C-R system. Let us 38 begin with the high-pressure and low-temperature liquid refrigerant after it exits the condenser. It stays in the liquid phase before 39 entering the expansion valve. Since the valve is usually assumed to be adiabatic, the enthalpy of the refrigerant at the inlet and 40 outlet of the valve should be equal. In the evaporator, the low temperature and low-pressure two-phase refrigerant absorbs heat 41 from the cargo space and exits from the superheat (SH) section in gas form to avoid damaging the compressor. The gas refrigerant 42 is pressed when going through the compressor and exits the compressor with high temperature and high pressure. Finally, when it 43 reaches the condenser, the superheated and over pressured gas refrigerant will go through the SH, two-phase and subcooling (SC) 44 section when flowing through the condenser. Due to the extensive applications of A/C-R systems in different areas, many 45 controllers have been developed in the literature. 46 Thanks to its simplicity, the on/off controller was initially applied. It could maintain the required temperature in a certain range by 47 turning the whole system on or off. Instead, the on/off controller has many limitations. First, it is unable to regulate the temperature 48 oscillation amplitudes in changing conditions including changing ambient temperatures or varying food temperatures. Secondly, 49 frequent compressor activations (turning it on/off) can lead to excessive power consumption and cause the mechanical components 50 to wear down over time. Above all, energy efficiency is not considered at all, and that is why [12] and [13] improved the original 51 on/off controller's efficiency by introducing adaptive or optimization algorithms. However, due to the nature of the on/off 52 controller, it is impossible to greatly enhance its performance. Recently, the application of variable-speed components into the 53 A/C-R system makes the development of more efficient controllers possible. Particularly, as anti-idling technologies and electric 54 vehicles become more popular, the electrification technology of the A/C-R system in the vehicle will separate the compressor from 55 the engine, which could make compressor actively change its speed instead of passively following the engine's speed. The current 56 controllers (other than the on/off one of the A/C-R system) can be classified into three types [14] : classic feedback controller, 57 intelligent controller, and advanced controller. As the most popular type of conventional feedback controllers, the PID controller 58 5 problem, a combination of a branch-and-bound search technique was used [26] . A hierarchical multiple MPC was proposed for the 89 temperature control of the HVAC system based on a Takagi subsequently designed a MPC to control the evaporator pressure and superheat by manipulating the compressor speed and 104 electronic expansion valve. The purpose of this MPC was to improve the energy efficiency of the overall plant. In order to show its 105 performance in real situations, several scenarios were simulated by using the linearized mode, but this was done without any 106 experimental validation. In addition, the effects of model inaccuracy on the controller were not studied. An MPC was designed for 107 a commercial multi-zone refrigeration system to minimize the total energy consumption, which employed a fast convex quadratic 108 programming solver to solve a sequential convex optimization problem so as to handle the non-convexity of the objective function. 109
In order to limit the size of the optimization problem in each step, a sample time of 15 mins was chosen for predictions of the next 110 24 hours [34] . A low-complexity MPC was developed for building cooling systems with thermal energy storage. In order to 111 improve the computational efficiency, a periodic moving window blocking strategy is utilized [35] . A time-varying periodic robust 112 invariant set discussed in [36] was used as the terminal constraint to guarantee the robustness under the time-varying uncertain 113 cooling demand. The running time for each step was about 20mins, which satisfies the sample time of 1h chosen for the MPC for 114 prediction of the next 24 hours. A learning-based MPC was proposed in [37] to minimize the energy consumption of an air 115 conditioner while it maintains a comfortable temperature at the same time. A statistical method and a mathematical model for the 116 temperature dynamics of a room were used to learn about the time-varying heating load caused by occupants and equipment. Based 117 on the information learned from the heating load, this MPC will determine the state (on/off) of the air conditioner. Ultimately, it is 118 still a two position controller for the air conditioner, but it is more intelligent. The authors improved their study discussed in [29] . A 119 multi-evaporator vapor compression system was still the research target and the global MPC was used to find the required cooling 120 and pressure set points for each zone. The local MPCs and PIDs for each evaporator were used to track these set points by 121 manipulating the valve position and evaporator fan speed. 
III. MODELING OF A/C-R SYSTEMS 161
The development of advanced controllers is usually based on a dynamic model, which should be simple enough for real-time 162 applications and reflect the main dynamics of the plant. In this section, the dominant equations of the four main components of the 163 A/C-R system are provided and explained, for more detailed information please the previous work [11] . 164
A. Expansion Valve 165
The expansion valve is assumed to be isenthalpic i.e. the enthalpy at the inlet of the valve is identical to that at the outlet. No matter 166 which kind of expansion valve, the refrigerant mass flow rate ̇ through the expansion valve is modeled by: 167 
Equation (2) depicts the refrigerant mass flow rate throughout the compressor with respect to the compressor speed, and Equation 172
(3) shows the enthalpy change of the refrigerant after going through the compressor. 173
C. Evaporator 174
Two common types of heat exchangers are used in the A/C-R system: the microchannel type and the fin-tube type [47] . The 175 modeling method proposed is suitable for any type. More importantly, the modeling method takes the fins' effect into consideration 176 and lumps it into two equivalent parameters so that the model is simple but accurate. 
where the three states are the length e l of the two-phase section, the pressure e P of the evaporator, and equivalent temperature wfe 
184

D. Condenser 185
As is known, the total mass total m of the refrigerant inside the cycle is constant without considering any leakage. The mass of the 186 refrigerant outside of the two heat exchangers is defined as pipe m . Thus, the difference between these two masses is the mass inside 187 evaporator and condenser, which can be shown by: 188
With the same modeling method, the condenser dynamics can be represented by the following two-state model by considering 189 Equation 
IV. EXPERIMENTAL SYSTEM 204
In order to validate the model and verify the performance of these new controllers, an automotive A/C-R system is built. From the 205 schematic of the experimental system in Fig. 2 , it can be seen that two independent environmental chambers are connected to the 206 evaporator and condenser units by pipes. The evaporator-side chamber acts as the cargo and its temperature will be a controlled 207 parameter while the temperature at the inlet of the condenser can be controlled and used as operating conditions when the 208 experiments are conducted. 209 The experimental setup is shown in Fig. 3 , where the four main components of the whole system and the two chambers are 210 labeled. Fig. 4 shows one of the environmental chambers. The Micro Motion 2400S transmitter with 0.5% accuracy from Emerson 211 Electric Co. is utilized to log the refrigerant mass flow rate, and it is located between the condenser and the thermostatic expansion 212 valve given in system is used to collect data from the thermocouples, pressure transducers, DC power supply, and flow meters, and this data is 217 sent to a computer. LABVIEW is employed to obtain all the measured data from the equipment and to save it in an EXCEL file. 218
The two fans of the evaporator and condenser are controlled by two VFDs such that the speed could be represented by frequency. 219
While the compressor only has three different speeds, an NI relay module (NI9485) is used to switch between the three discrete 220 speeds. 221 
CONTROLLER DEVELOPMENT AND IMPLEMENTATION 222
A. On/off controller 223
The on/off controller is most commonly used in vapor compression units because of its simplicity. However, it has many 224 drawbacks as mentioned in the previous sections. Therefore, the on/off controller developed in this section serves simply as a basis 225 of comparison for new controllers. The on/off control strategy is actually a simple hysteresis where the hysteresis band is used to 226 reduce the compressor's frequent switching. When the system is on, the compressor is running at maximum speed. The controller 227 is driven by the error signal between the measured temperature and the temperature set point in the cargo space [49] . 228
The controller was built in MATLAB/SIMULINK and LABVIEW for simulation and experiment, respectively. Due to the slow 229 dynamics of the A/C-R system, the control & simulation loop is employed in the control design & simulation module instead of the 230 real-time module; whereas, the simulation time, step size, and timing source are set up to guarantee that the controllers run in real 231 time. 232
B. MPC 233
As an optimal control method, the MPC originated in the chemistry industry's control techniques. It is characterized by its slow 234 dynamics, which provides enough time for optimization calculations [50] . As is known, the A/C-R system is a highly nonlinear 235 MIMO system with slow dynamics making it suitable for MPC application. In general, three parts are included in an MPC: a 236 predictive model that aims to predict future behavior of the process, a receding horizon optimization algorithm that will solve an 237 explicit optimization problem formulated into several future sampling periods, and feedback correction to keep the controlled 238 variables at the set points and enhance the robustness of the A/C-R control system [51] . 239
Using a highly complex nonlinear model for the development of a model predictive controller, the computational efficiency will 240 be extremely low, so its real-time implementation will become expensive or even unrealistic for industrial applications. To solve 241 this problem, a linear MPC will be developed in this paper. After linearizing and discretizing the nonlinear model 
where, e is the tracking error of the temperature; the first term on the right-hand side is the terminal cost; the second term is stage 244 cost; the third term represents control effort cost and the last term is control input rate costs. ,? ?
P Q R and S are weights to balance each term. The objective function is transferred into a quadratic form with respect to the increment of control inputs. As the 246 prediction horizon length is N , the deviation trajectory of future states will be obtained by the discrete model: 
Then, the deviation of the future outputs can be rewritten into a compact form by: 248
The convex quadratic objective function only with respect to the increment of inputs will be obtained by inserting Equation (13) 249 into the original objective function shown in Equation (11) and neglecting the constant term: 250
where the Hessian matrix   If the three control inputs are continuously varying in their ranges, the MPC is the continuous one. Due to the discrete constraint of 265 the compressor speed (i.e. low, medium and high speed), the discrete MPC is designed, where three continuous MPC are employed 266 and solved simultaneously at each time interval. Each of these works at one compressor speed to find the optimum solutions for the 267 other two inputs and the cost values. Then, the three cost values are compared to determine the minimum value, and their three 268 corresponding inputs are used as the optimal solutions. 269 determined before testing the on/off controller. If the threshold is too large, the temperature variation amplitude is too large. 282 Otherwise, the system will be switched on and off too frequently. After these two aspects are taken into account and some 283 preliminary tests are performed, a 1 C  threshold is chosen. Table 1 shows the operating conditions and system constraints for 284 both experiment and simulation. 285 Table 1 
A. On/off Controller 287
For the controller performance analysis, several experiments in different scenarios are performed. In order to demonstrate the 288 performance of the controller, the test results under the operating condition mentioned in Table 1 are provided. 289 in Fig. 9 ) was applied to the chamber to simulate the disturbance caused by an opening door. 291
B. Discrete MPC 292
In this section, the controller parameters are briefly discussed and chosen. As the sample time s T decreases, the ability to reject 293 disturbance improves, but the computational effort increases dramatically to guarantee the real-time application. Thus, the best 294 choice is a trade-off between robustness and computational effort based on the dynamics of the system [33] [55] . The prediction 295 horizon is related to the size of the quadratic optimization problem (the computational effort) and the accuracy of the prediction. A 296 larger value leads to a better suboptimal solution with much more computational effort and increases the prediction's uncertainties. 297
During the tuning process, N starts with a small value until further increase cannot bring obvious impact on the controller's 298 performance. From Table 1 , the scale factors of the three inputs and the output can be set as 2000, 40, 40 and 10, respectively. In 299 order to ensure the value of each term in the objective function in the same scale, a larger Q is chosen. For the weight matrix R of 15 the control effort, a larger weight is selected for the compressor speed-the most energy-consuming component; whereas, the 301 remaining values are zeros. Usually, the larger input rate weights of S lead to more conservative control moves and produce a more 302 robust performance [55] . By properly choosing a terminal weight from the Riccati equation, a finite-horizon MPC equivalent to an 303 infinite-horizon linear quadratic regulator can be designed to achieve the close-loop stability of the plant [56] [57] . If the 304 applications involve constraints, it is difficult to find such a time-varying terminal weight, and it usually needs a terminal constraint 305 to force the plant states into a defined region at the end of horizon [55] . However, as per the tuning guideline suggested in [43] , a 306 sufficiently large value of the terminal weight can lead to a better closed-loop performance in most cases. The controller's 307 parameters are presented in Table 2 . 308 Table 2 to 23% of the original heating load, the controller will optimally increase the cold air flow rate to balance the extra heating using the 312 evaporator fan to maintain the closed-loop dynamics. 313 As seen thus far, the MPC has better control performance than the conventional on/off controller because it is able to keep the 314 temperature around its set point with smaller oscillations. In addition, energy consumption serves as the most crucial criterion to 315
show the advantages of the MPC controller. In Table 3 , the energy consumption in the 1200s under the same conditions for each 316 controller is given. As expected, the discrete MPC consumes less energy than the on/off controller under the examined scenario. 317 As mentioned above, a large disturbance is added to the plant and the results show good performance of the proposed controller. As 319 a common phenomenon of the A/C-R system, the frosting problem always exists [58] . When frost appears, it can cause model 320 inaccuracies. For example, the refrigerant mass flow rate through the valve will decrease when the system is frosting, and 321 accordingly, so do many other parameters such as pressures, temperature and superheat. In order to further demonstrate the 322 robustness of the developed controller, the experimental results during the thermostatic expansion valve (TXV) frosting under two 323 cases are presented. Fig. 13and Fig. 14 show the TXV with and without frost. 324 In the first scenario, the ambient temperature is 25 C and the temperature set point is18 C ; whereas, the ambient temperature is under both large external disturbances and frosting conditions. 328 
VII. CASE STUDY 329
In this last section, the controller's performance and energy-saving benefits are studied under one fixed heating load condition, so 330 in this section, the performance of both controllers are simulated under a time-varying heating load condition. Table 4 shows the 331 energy consumptions of the on/off controller and the discrete MPC under different heating loads. It can be seen that under higher 332 heating load (above 0.5 kW) conditions, the discrete MPC consumes less energy than the on/off controller while for lower heating 333 loads, the on/off controller is more efficient. Thus, it cannot be concluded that the discrete MPC is better than the on/off controller, 334 rather than the discrete MPC could alleviate temperature fluctuations. That is why the other controllers appear in the following 335 sections. 336 By studying the energy consumptions under different heating load scenarios in Table 4 , a direct hybrid controller could be 339 intuitively designed by combining the discrete MPC and the on/off controller along with an identifier that could estimate the 340 current heating load. The criterion for activating the discrete MPC is when the heating load is higher than 0.5 kW, and the on/off 341 controller is activated in all other scenarios. Based on the experimental and simulated data, it is known that the cooling capacity 342 produced by the system using the minimum compressor speed can balance the heating load under 0.5kW. In addition, the 343 compressor is the most energy-consuming component in A/C-R system. As a result, the minimum compressor speed and maximum 344 evaporator and condenser fan speeds are used in this on/off controller. 345
Even with these parameters, during a low heating load period, the on/off controller will switch the system frequently. In order to 346 alleviate the effects of this phenomenon, an adaptive hybrid controller is given. The main idea is that the system starts working by 347 using the discrete MPC until the controlled temperature settles down at its set point. Then, the MPC is still used as long as the 348 current heating load is over 0.5 kW. Otherwise, the on/off controller will be used. In addition, the speed of the evaporator fan will 349 be updated by: 350 In some recent applications of the A/C-R system, the continuous variable components instead of components with several different 355 speeds are employed. In order to study the potential of the MPC in these cases, a continuous MPC is designed based on the same 356 model and procedures shown above. In this controller, the input of the compressor speed can continuously change from zero to its 357 maximum speed [59] . 358
C. Controllers Comparison 359
In order to compare the controllers discussed above, a heating load cycle shown in Fig. 19 is applied to the system for the 360 simulations. This cycle is used to represent the heating load during a day in 1200 seconds. As is well-known, the temperature at 361 noon is higher than that in the morning and evening; as such, the heating load applied to the chamber reflects daily temperature 362 variances. Although the heating load changes in a much lower frequency in the real situation, this cycle could also examine the 363 robustness of the controllers. 364 The system inputs, temperature behavior and energy consumption for the discrete MPC are provided by Fig. 22 and Fig. 23 . 368 The results of the direct hybrid controller are shown in Fig. 24 and Fig. 25 . It can be seen that the on/off controller and the discrete 369 MPC are alternated when the heating load is 0.5 kW. 370 show that in comparison to the direct hybrid controller, the lower activation frequency of the system is obtained at the expense of 372 energy consumption. As a result, a trade-off performance between energy consumption and switching frequency of the system can 373 be obtained by using the desired value of evap k . The controlled temperature performance and energy consumption of the continuous MPC are demonstrated as follows. In Fig. 28,  375 the compressor speed can be manipulated freely according to the changing heating load instead of alternating between several 376 discrete values. 377 All the above simulations are done under the same working conditions as given in Table 1 but with the new heating load cycle 378 shown in Fig. 19 . The total energy consumption and improvements of the proposed controllers with respect to the conventional 379 on/off controller are listed in Table 5 . 380 The goal of this study was to develop an advanced controller for automotive A/C-R systems, which can not only save energy but 383 also enhance performance. 384
In this study, a control-based model was proposed and validated by an experimental A/C-R system used in trucks. Then, an 385 on/off controller was designed as a benchmark to demonstrate the improvement of other controllers. Due to the existence of the 386 discrete input of the experimental system, a discrete MPC was designed. The experimental results showed that the model used for 387 21 controller development is accurate and the discrete MPC not only consumes less energy but also has better temperature behavior 388 than the on/off controller under the examined condition. The robustness of the proposed MPC was also evaluated with the 389 appearance of large external disturbances and the conditions of the plant frosting period. All the test results showed that the MPC is 390 robust. Then, the controller was tested under the time-varying heating load condition. The results also indicated that the discrete 391 MPC uses less energy only under higher heating load conditions. That is why the two hybrid controllers were studied and 392 developed. The direct hybrid combines the energy-saving advantage of the discrete MPC and the on/off controller under all 393 conditions; whereas, the adaptive hybrid controller can reach a balance between energy consumption and component wear. These 394 hybrid controllers are two promising options for the A/C-R systems with discrete inputs according to the requirements. The 395 continuous MPC was also examined, which is the optimal controller for the A/C-R systems with continuously varying components 396 because it can save up to 23% energy with a satisfactory performance. 397
In addition, the simulation and experimental analysis demonstrated that the proposed MPCs can be used in real time, and it can 398 also achieve the goals of saving energy and improving performance. Therefore, the developing process and modeling method of the 399
MPC can be applied to other complex plants. Future studies will focus on integrating the power consumption model of the whole 400 system into the objective function instead of only control efforts, designing a fully controllable experimental system to test the 401 proposed continuous MPC controller, and implementing the controller into a real vehicle to test its performance in practice. 402
