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We demonstrate that the striking systematics of two-particle azimuthal Fourier harmonics v2 and
v3 in ultrarelativistic collisions of protons, deuterons and helium-3 ions off gold nuclei measured
by the PHENIX Collaboration [1] at the Relativistic Heavy Ion Collider (RHIC) is reproduced in
the Color Glass Condensate (CGC) effective field theory. This contradicts the claim in [1] that
their data rules out initial state based explanations. The underlying systematics of the effect, as
discussed previously in [2–4], arise from the differing structure of strong color correlations between
gluon domains of size 1/QS at fine (p⊥ ⪆ QS) or coarser (p⊥ ⪅ QS) transverse momentum resolution.
Further tests of the limits of validity of this framework can be carried out in light-heavy ion collisions
at both RHIC and the Large Hadron Collider. Such measurements also offer novel opportunities for
further exploration of the role of the surprisingly large short-range nuclear correlations measured at
Jefferson Lab.
In a recent preprint [1], the PHENIX Collabora-
tion presented measurements of the second and third
Fourier harmonics (v2 and v3 respectively) of two-
particle azimuthal correlations in collisions of protons
(p), deuterons (d), and helium-3 (3He) ions off gold (Au)
nuclei at center-of-mass energies
√
s = 200 GeV/nucleon.
The measurements were performed in the 0-5% centrality
class of events in each of the three systems. They signif-
icantly improve the precision and reach of previous mea-
surements [5–7] and strongly confirm the system size de-
pendence of the functions v2(p⊥) and v3(p⊥), where p⊥ is
the measured transverse momentum of charged hadrons.
In [1], the measurements are interpreted as providing
strong support to the idea that the collisions of these
small systems are producing nature’s smallest droplets
of a nearly perfect fluid Quark-Gluon Plasma (QGP) [8].
This is in part due to the apparent agreement of the data
with two hydrodynamical model computations SONIC [9]
and iEBE-VISHNU [10]. Further, while the transport
model AMPT [11] reproduces their data, the authors of
[1] suggest it is disfavored because model computations
do not describe large and small systems with a consistent
parameter set. Finally, [1] claims that initial state color
correlations in the colliding ions are ruled out as an ex-
planation of the systematics of their data. This claim is
however not substantiated by any comparison to initial
state models.
In this Letter, we will demonstrate that initial state
color correlations computed in the Color Glass Conden-
sate [12] effective field theory (CGC EFT) describe the
systematics of the PHENIX measurements of v2,3(p⊥) in
light-heavy ion collisions. The essential physics underly-
ing the result was already noted in parton model compu-
tations wherein quarks from the small sized light ions
scatter off domains of strong chromo-electromagnetic
fields in the heavy ion target [2–4]. The size of the color
domains in this “toy” model are set by a semi-hard sat-
uration scale QS in the target. While this scale plays a
critical role in what follows, many features of the phe-
nomena under consideration are universal and related
to basic quantum properties of the underlying theory,
including Bose-enhancement and Hanbury-Brown–Twiss
(HBT) interference effects [13–20].
Our computations are performed within the dilute-
dense power counting of the CGC EFT. Observables
are computed in an expansion that includes the leading
contribution and the first non-trivial saturation correc-
tion [17, 21, 22] to the color charge density of the pro-
jectile and to all orders in the corresponding color charge
densities of the dense Au nucleus. This saturation cor-
rection removes an “accidental” parity symmetry arising
from including only the leading order term, and is respon-
sible for the v3 azimuthal asymmetry in the dilute-dense
approximation of the CGC EFT. The accidental nature
of this symmetry was known previously from analytical
and numerical computations in the full dense-dense (all
orders in color charge densities of projectile and target)
EFT [23, 24]. However because computations in the lat-
ter are numerically intensive, obtaining analytical expres-
sions for the non-trivial saturation correction has proved
extremely efficacious [25].
The single particle inclusive gluon distribution in the
dilute-dense CGC EFT, expressed as a functional of two-
dimensional Fourier transform ρp (ρt) of the projectile
(target) color charge density, ρ˜p (ρ˜t), can be generically
decomposed into the parity-even and parity-odd contri-
butions,
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FIG. 1. Examples of color charge densities determined from Glauber sampling with the IP-Sat model [26, 27] for a single event
for p, d, and 3He from high multiplicity events which contribute to the 0-5% centrality class.
dN even,odd(k⊥)
d2kdy
= 1
2
(dN(k⊥)
d2kdy
[ρp, ρt] ± dN(−k⊥)
d2kdy
[ρp, ρt]) . (1)
Analytical computations [14, 28–31] provide the compact result [17, 22]
dN even(k⊥)
d2kdy
[ρp, ρt] = 2(2pi)3 δijδlm + ijlmk2 Ωaij(k⊥) [Ωalm(k⊥)]⋆ , (2)
dNodd(k⊥)
d2kdy
[ρp, ρt] = 2(2pi)3 Im⎧⎪⎪⎨⎪⎪⎩ gk⊥2 ∫ d
2l(2pi)2 Sign(k⊥ × l⊥)l2∣k⊥ − l⊥∣2 fabcΩaij(l⊥)Ωbmn(k⊥ − l⊥) [Ωcrp(k⊥)]⋆ (3)
× [(k⊥2ijmn − l⊥ ⋅ (k⊥ − l⊥)(ijmn + δijδmn)) rp + 2k⊥ ⋅ (k⊥ − l⊥)ijδmnδrp]⎫⎪⎪⎬⎪⎪⎭ ,
where Ωaij(k⊥) = g ∫ d2p(2pi)2 pi(k−p)jp2 ρbp(p⊥)Uab(k⊥ − p⊥)
and ij(δij) denotes the Levi-Civita symbol (Kronecker
delta). The adjoint Wilson line Uab is a functional of
the target charge density and is the two-dimensional
Fourier transform of its coordinate space counterpart:
U˜(x⊥) = P exp (ig2 ∫ dx+ 1∇⊥2 ρ˜at (x+,x⊥)Ta) .
Comparing the even and odd contributions in Eqs. (2)
and (3) respectively, one observes that the odd contri-
bution is suppressed in the CGC EFT by αSρp, where
αS = g2/4pi is the QCD coupling. This factor arises from
the first saturation correction in the interactions with the
dilute projectile [17, 22]. This systematic suppression
in the power counting is what naturally explains in this
framework the relative magnitude of v23{2} compared to
v22{2} observed in the experimental data on small sys-
tems.
The m-particle momentum distribution is obtained after performing an ensemble average over the color charge
distributions with the weight functionals, W [ρ˜p,t],
dmN
d2k1dy1⋯d2kmdym = ∫ DρpDρt W [ρp]W [ρt] dNd2k1dy1 [ρp, ρt]⋯ dNd2kmdym [ρp, ρt] . (4)
These have the form described by the McLerran-Venugopalan (MV) model [32, 33]
W [ρ˜p,t] = N exp [−∫ dx−,+d2xρ˜ap,t(x−,+,x⊥)ρ˜ap,t(x−,+,x⊥)
2µ2p,t
] , (5)
but are in fact more general because, as a consequence of renormalization group evolution of the color sources in
3FIG. 2. The multiplicity distribution of produced particles
computed in the dilute-dense CGC framework compared to
STAR d+Au data [43].
the parton momentum fraction x [34, 35], the color charge
squared per unit area µ2p,t is a function of x and spatial
location of color charges in the transverse plane. Specifi-
cally, we follow the same procedure as the phenomenolog-
ically constrained IP-Glasma model [27], where the pro-
jectile and the target sources are placed using Glauber
sampling of nucleons in the transverse plane [36], with
position x⊥ and impact parameter b⊥, and g2µ(x,x⊥,b⊥)
is determined by the IP-Sat model [26]. Examples of the
color charge distributions that produce gluons with mul-
tiplicities lying in the 0-5% centrality class of the three
systems are shown in Fig. 1. We will return later to the
important message conveyed by this visual depiction.
An essential requirement of a first principles frame-
work is to describe experimental data on the multiplicity
distribution in light-heavy ion collisions. This is impor-
tant to show that the framework captures the underly-
ing physics of correlations and fluctuations. It is also
crucial for performing a reliable “apples to apples” cen-
trality selection of events/configurations. It was shown
in a remarkable paper [37] that the CGC EFT generates
negative binomial distributions (NBD); subsequently, the
impact parameter convoluted NBDs from the CGC EFT
were employed to describe multiplicity distributions in
proton-proton, proton-nucleus, and nucleus-nucleus col-
lisions [38, 39]. Fluctuations of the saturation momen-
tum itself [40] are important to describe high multiplic-
ity tails; the quantitative impact of these is discussed in
[41, 42].
Figure 2 shows that the multiplicity distribution as a
function of the number of charged hadrons Nch for the
rapidity window ∣η∣ < 0.5 in d+Au collisions published by
the STAR Collaboration at RHIC [43] is well reproduced
in the dilute-dense CGC EFT. The details of the numeri-
cal computation on two-dimensional lattices are identical
to those articulated previously [17, 27, 44, 45]. The free
parameters in our framework are fixed by minimizing the
deviations from the measured multiplicity distribution.
These include the mean of the ratio QS/g2µ taken to be
0.5, the variance of Gaussian fluctuations of ln(Q2S) [42]
taken to be σ = 0.5, as well as an infrared cutoff scale
for color fields taken to be m = 0.3 GeV. The effect of
variations in these nonperturbative quantities was care-
fully examined in [41] and contributes to the systematic
uncertainties of our computations.
With the parameters thus constrained, we now turn
to computing the azimuthal anisotropies in light-heavy
ion collisions. Defining for a fixed configuration of color
sources, the harmonics for the single particle azimuthal
anisotropy as
Vn(p1, p2) = ∫ p2p1 k⊥dk⊥ dφ2pi einφ dN(k⊥)d2kdy [ρp, ρt]∫ p2p1 k⊥dk⊥ dφ2pi dN(k⊥)d2kdy [ρp, ρt] , (6)
the physical two-particle anisotropy coefficients can be
simply expressed as
v2n{2}(p⊥) = ∫ DρpDρt W [ρp] W [ρt] (7)× Vn(p⊥ −∆/2, p⊥ +∆/2)V ⋆n (0,ΛUV) .
We consider ∆ = 0.5 GeV bins in p⊥, similar to what was
done in [1]. It is important to note that technically [1] cal-
culates the event plane v2; however since the event plane
resolution is small [46], these two quantities are very sim-
ilar [47]. Here ΛUV is the ultraviolet p⊥ cutoff, defined by
the inverse lattice spacing – our results are insensitive to
this cutoff. An identical computation was performed pre-
viously in the dense-dense framework to extract v2 and
v3 [24]. Our dilute-dense framework, however, has the
significant advantage that analytical expressions can be
written down and results do not require numerical evalu-
ation of the temporal evolution of the classical Yang-Mills
equations.
The results of our computation for the hierarchy of
v2(p⊥) and v3(p⊥) gluon anisotropies for p+Au, d+Au
and 3He+Au collisions at
√
s = 200 GeV/nucleon in the
0-5% centrality class for each of the three systems is
shown in Fig. 3. A clear hierarchy is observed in the
magnitudes of v2,3(p⊥) for p+Au and those for d+Au
and 3He+Au. For most of the p⊥ range plotted, this is
opposite to the naive expectation that the anisotropies
should be suppressed with an increasing number of color
domains. Between d+Au and 3He+Au, this hierarchy
is not clearly distinguishable for v2(p⊥); it is, however,
clearly visible for v3(p⊥). As discussed previously in the
toy model computation of [2–4], the scaling with inverse
number of color domains is violated primarily because
of the interplay of two dimensionful scales: in our case,
these are QpS , the saturation scale in the projectile, and
a typical gluon resolution scale p˜⊥. In the toy model
of [2–4], p˜⊥ is identical to p⊥; in the dilute-dense frame-
work, their relation is less straightforward. Domain scal-
ing holds if p˜⊥ > QpS , because then gluons in the target
4FIG. 3. Hierarchy of anisotropies v2,3(p⊥) of gluons produced in the 0-5% centrality class of light-heavy ion collisions computed
in the dilute-dense CGC framework
resolve individual color domains in the projectile. This is
clearly seen for v2(p⊥) at high p⊥ in Fig. 3 and a similar
trend is seen for v3(p⊥). In contrast, if p˜⊥ < QpS , gluons
in the target cannot resolve individual domains any more
but interact with ∼ (QpS)2/p˜2⊥ of them simultaneously. In
[2], it was shown that in this case there is no suppression
with the number of color domains!
Another important element in understanding the sys-
tematics of the data is that 0-5% centrality in 3He+Au
collisions corresponds to a significantly higher value of
Nch than for p+Au collisions. In the dilute-dense frame-
work, the multiplicity of an event scales with (QpS)2 [29,
48]. Thus for 0-5% centralities, QpS ∣3He > QpS ∣p. Hence,
as long as p˜⊥ < QpS ∣3He, gluons in the target will coher-
ently interact with (QpS ∣3He)2/p˜2⊥ domains, many more
than in p+Au. As shown in simple color domain mod-
els [49, 50], the corresponding chromoelectric fields will
generate larger anisotropies, but as the similar values of
v2(p⊥) between d+Au and 3He+Au in Fig. 3 indicates,
v2(p⊥) will saturate at large Nch. Because v3 is due to a
higher order αSρp suppressed effect, this saturation may
only occur for larger Nch. Our prediction would therefore
be that v2,3(p⊥) for high multiplicity events across small
systems should be identical for the same Nch.
In Fig. 4, we overlay Fig. 3 on top of the data for
charged hadrons presented by the PHENIX Collabora-
tion in [1]. The agreement for v2(p⊥) is quite good across
systems. This is interesting as v2(p⊥) in hydrodynami-
cal models is particularly sensitive to spatial geometry.
For v3(p⊥), while the agreement for 3He is quite good,
the computation overshoots the data in the p, d systems.
Since v3 is fluctuation driven, we speculate this may be
related to the fact that our comparison of gluon mul-
tiplicities to the Nch multiplicity distribution in Fig. 2
also overshoots the data at high multiplicities. A corol-
lary of this statement is that our P (Nch/⟨Nch⟩) for 3He
should agree with the RHIC Nch distribution when avail-
able. Nevertheless, our computation and the data share
the feature that v3(p⊥) for p, d is lower than that for
3He. We note that hydrodynamical models show a sim-
ilar hierarchy for v3(p⊥) [10]. We emphasize again that
a stronger prediction in our framework is that v3 in high
multiplicity small systems will agree for the same Nch.
This is indeed what is seen in peripheral A+A collisions
at the LHC and in central p + A collisions at the same
Nch [51], a feature of data which in that case is clearly
hard to explain by system geometry alone [52].
There are significant systematic uncertainties in the
computation. Firstly, within the framework itself, there
are higher order color charge density corrections, which
may contribute differently for each of the projectile ions.
This uncertainty can be benchmarked with numerical
dense-dense computations for each species. Secondly,
nonperturbative model parameters that are fixed for
d+Au collisions by the measured multiplicity distribu-
tions may differ for multiplicity distributions of the other
light ions. These are not available at present. There are
uncertainties due to gluon fragmentation and higher or-
der QCD computations. The technology to estimate the
former exists within the CGC+PYTHIA framework [53],
whereby gluons produced from the CGC are connected
via strings and the latter are fragmented into hadrons
with the PYTHIA event generator [54, 55]. Finally, the
relative contribution of final-state scattering should be
quantified by matching the CGC initial state to trans-
port models at later times [56].
While comparisons to data that progressively reduce
the stated theoretical uncertainties are essential to un-
derstand the quantitative role of initial state correlations,
qualitative trends in data may suffice to assess their dom-
inant role. As our discussion of the physical underpin-
nings of the anisotropies suggests, CGC EFT computa-
tions will generate simple systematics of v2,3{2}, as a
function of Nch and
√
s which should be straightforward
to rule out. Further, multiparticle azimuthal anisotropy
correlations vn{m} for m ≥ 4 can be computed for light-
heavy ion collisions and their systematics compared to
data; we caution, however, that universal features of the
5FIG. 4. Comparision of the results shown in Fig. 3 to v2 and v3 for charged hadron data from the PHENIX Collaboration [1].
mathematical structure of CGC EFT n-body distribu-
tions and those of hydrodynamic single particle distribu-
tions may lead to similar results [57].
A key uncertainty is our knowledge of rare nuclear con-
tributions in high multiplicity events. As suggested by
Fig. 1, nucleons overlap more closely in such events rel-
ative to minimum bias events. In particular, electron
scattering experiments at Jefferson Lab have revealed
that short-range pairing of nucleons dominates nuclear
wavefunctions for momenta larger than the Fermi mo-
mentum [58, 59]. It is conceivable therefore that such
“clumpy” nucleon configurations may contribute signif-
icantly to the 3He nuclear wavefunction, beyond those
anticipated from Green’s function Monte Carlo computa-
tions [60, 61]. This interesting possibility is under active
investigation [62].
In summary, we have shown that initial state color cor-
relations in the dilute-dense framework of the CGC EFT
provides a competitive explanation for the data presented
on azimuthal anisotropy coefficients v2 and v3 in small
collision systems. Further comparisons to data in differ-
ent centrality classes, and to multiparticle anisotropies,
can help quantify if and where the dominant role of initial
state correlations in describing the collectivity observed
in small systems breaks down.
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