Abstract. In this paper we study a general class of "quasilinear non-local equations" depending on the gradient which arise from tug-of-war games. We establish a C α /C 1,α /C 2,α regularity theory for these equations (the kind of regularity depending on the assumptions on the kernel), and we construct different non-local approximations of the p-Laplacian.
Introduction
For gradient dependent second order equations, the influence of the gradient on the solution can arise in different ways: On one hand there are semi-linear equations as for instance ∆u = g(u, ∇u), with an associated idea of drift or transport. On the other hand there are quasilinear equations a ij (∇u)D ij u = 0 coming from calculus of variations.
When moving to a non-local setting, in the semilinear case one can simply replace the Laplacian by a fractional Laplacian (this kind of equations arise naturally, for instance, in the quasigeostrophic equations).
On the other hand, for quasilinear equations there are two natural frameworks to incorporate fractional diffusion, corresponding to the divergence and non-divergence forms of the operators.
Consider, for example, the classical p-Laplacian. This fractional version of the p-Laplacian is naturally studied through "energy" and "test function" methods (see [6] ).
Alternatively the p-Laplacian may also be written in non-divergence form as
where u nn denotes the second derivative in the direction of the gradient of u. This has a gametheoretical interpretation as the infinitesimal limit of a tug-of-war game with noise (see [13] ).
In this tug-of-war interpretation, at each turn competing players are able to impose a drift in their preferred direction to maximize/minimize the expected value of the game, but at the same time there is a random noise (an "unsteady hand") in the movement. As explained in the review paper [2, Section 4] , this class of games where the players are able to impose a preferred 
for some family of kernels {K ξ } ξ∈A .
Consider for instance the following example, which we view as a non-local variant of the classical p-Laplacian ∆ p for p ≥ 2:
Here, c p ∈ [0, 1) and α p > 0 are suitably chosen constants, and 1 1 [cp,1] denotes the indicator function for the set [c p , 1]. (Remark 4.5 describes the case p ∈ (1, 2).) In this model case, when s ∈ ( 1 2 , 1), both ξ 1 and ξ 2 will point in the direction of ∇u (whenever it is non-zero). Such an operator arises from the non-local tug-of-war game described in [1] if the players have unsteady hands: when a player picks a direction to move the token, it is instead moved in a direction randomly chosen from a cone around such direction.
The goal of this paper is to study the general class of equations (1) . To give these equations some basic structure, we assume the kernel is sufficiently singular near the origin and well behaved, the precise statements of our assumptions are listed below in Subsection 2.1. Under these very general assumptions we are able to establish C α regularity of solutions and a Harnack inequality by extending the work in [4] . Section 3 contains these regularity arguments and theorems. It should be noted that the operator (1) is not, in general, elliptic in the sense of [4, Definition 3.1] , and therefore the results of [4] cannot be applied directly to (1) .
In Section 4 we investigate the Dirichlet problem associated to the specific operator given by (1)- (2) . We prove existence, describe the regularity of solutions, and show that they converge to solutions of the classical p-Laplacian as s → 1. For operators such as the one described by (2) the questions of existence and uniqueness are complicated considerably by the interaction of local and non-local effects. We adopt a notion of solution which is stable under suitable convergence but for which we have only a partial comparison principle and non-uniqueness. This is contrasted with the approach we used in [1] which involved a stronger definition of solution allowing a full comparison principle. With the stronger definition of solution proving existence becomes very difficult, and we refer the reader to [1] for more discussion, including counterexamples, regarding this phenomenon (in particular, the non-uniqueness example given in [1, Appendix] shows the failure of a full comparison principle for the operator (1)-(2) when p is sufficiently large). All of the results from Section 4 hold also for the p ∈ (1, 2) model described in Remark 4.5.
Higher regularity of solutions associated to operators of the form (1) appears to be a very difficult question due to the delicate interaction of local and non-local effects. However, when the local effects dominate we can expect to find higher regularity of solutions if a "near by" local equation has sufficiently regular solutions. We make this idea precise in Subsection 4.4 for the kernel (2) through a perturbation argument relying on regularity results for local second order equations related to the classical p-Laplacian. In particular, we prove C 1,α regularity for solutions to (1)-(2) when s is sufficiently close to 1.
In Section 5 we examine in detail another specific example:
As in (2), we think of ψ as a cutoff function limiting the support of K ξ to a cone around ξ. The decay of |y| near zero indicates the non-linear term in the definition of the operator is of lower order than the fractional Laplacian. Making use of the the perturbation theorems in [5] and the special structure of our equations, we show that solutions corresponding to (3) are C 2,α . Additionally we exhibit a sequence of operators of this form which approach the classical p-Laplacian ∆ p when s → 1. Recalling that solutions to the p-Laplacian are at most C 1,α , the C 2,α bounds cannot be uniform with respect to s (while the C 1,α bounds are). Hence, this latter example provides a non-local regularization of the classical p-Laplacian.
2. Structure of the Kernel 2.1. Assumed Structure of the Kernel. In this subsection we state the general assumptions we make on the set {K ξ } ξ∈A to give the kernel basic structure. We keep these assumptions throughout the paper.
We require first that all kernels are non-negative and uniformly bounded:
Additionally we make two assumptions which control the singularity of the kernel near the origin. Assumption 2.1 ensures the kernel is sufficiently "singular" by bounding from below the measure of the set on which K ξ is positive. Assumption 2.2 ensures this set is sufficiently regular.
For any ρ > 0 define
We also use the notation B r = B r (0) and A r = B r \ B r 2 which we keep throughout. 
Here 1 1 (Kρ(ξ)∩Ar)/2 denotes the indicator function for the set {y : 2y ∈ Kρ(ξ) ∩ A r }.
We observe that, compared to [4] , we do not require our kernel to fill up the whole space (and not even a small ball around the origin). We believe these general assumptions may also be useful in several other problems.
Hölder Continuity and Harnack inequality
In this section we build upon the arguments in [4] to prove a Harnack inequality and Hölder continuity for solutions of (1). We give proofs where our assumptions change the arguments in [4] and refer to the original arguments when they are identical.
3.1. Preliminary Definitions. Before proceeding we introduce two function spaces which will be used throughout this paper.
Definition 3.1.
A function φ is said to be C 1,1 (x 0 ), or equivalently "C 1,1 at the point x 0 " if there is a vector p ∈ R N and numbers M, η 0 > 0 such that
It is not difficult to check that the above definition of ∇φ(x 0 ) makes sense, that is, if u belongs to C 1,1 (x 0 ) then there exists a unique vector p for which (4) holds.
The space L 1 (R N ; s) is essentially the weighted space used in [5] . Throughout this paper we use the notation
This linear operator corresponds to (1) when the supremum and infimum are attained with the same choice of ξ. It is well defined whenever
When u is less regular we interpret this linear operator in a viscosity sense (see [7] , [4] , and Definition 3.3 below).
Regarding the operator (1), in this section we will actually take a general definition of solution, which includes (1) as a special case: we will just assume that u is a viscosity solution of
this latter definition is much more general than (1) but it is sufficient to prove regularity of solutions.
in the viscosity sense, i.e., whenever:
In the above definition we say the test function φ "touches u from above [resp. below] at x 0 ".
Before we begin, we recall the definition of a concave envelope which will be used throughout this section. Definition 3.4. Given A ⊂ R N , the concave envelope of u in A is defined by
We also define the contact set {u = Γ} := {x ∈ A : u(x) = Γ(x)}.
The main goal for this section is to establish a Harnack inequality and C α regularity when we have control of L(u, ξ, x) for at least one ξ at every point x ∈ Ω. It is important for our purposes that these estimates are uniform as s → 1, so we fix s 0 > 0 and always take s ∈ (s 0 , 1). The constants in this section may depend on s 0 but they will never depend on s.
3.2. ABP estimate. First we establish an Alexandroff-Bakelman-Pucci type estimate. The following lemma is a slight generalization of [4, Lemma 8.1] . Although the argument is almost the same we provide details for completeness. 
Then there is a constant C 0 > 0, depending only on the dimension, with the following property: For any x ∈ {u = Γ} there are k ∈ N and ξ ∈ A such that ∫Ã
Proof. At any x ∈ {u = Γ}, u may be touched from above by an affine function (x), and so L(u, ξ, x) is defined classically for any ξ ∈ A (see, for example, [4, Lemma 3.3] ). Moreover, by Fatou's Lemma and dominated convergence, the map ξ → L(u, ξ, x) is upper semicontinuous at these points. Hence, by the assumption
, and the inequality δ(y) ≤ 0 follows from the fact that u is dominated by the concave function Γ inside B 3 . Now, the negativity of δ(y) implies that f (x) ≥ 0 and
By way of contradiction, assume that for every C 0 > 0 there is an x ∈ {u = Γ} and an M > 0 such that, for every k > 0, ∫Ã
Since x ∈ {u = Γ} we haveÃ
where c N > 0 is a dimensional constant. Combined with (9) we find
is bounded away from zero, independently of s ∈ (0, 1), this is a contradiction for C 0 sufficiently large.
Next we generalize [4, Lemma 8.4] . Here and in the sequel, we say that a constant is universal if it depends only on the dimension and on the quantities appearing in Assumptions 2.1 and 2.2. 
Proof. Given any ξ, letρ and Kρ(ξ) be as in Assumption 2.1. If (11) holds then
We are interested in the set
Combining the above estimate on A ∩ Kρ(ξ) with Assumption 2.1, for small we have
withc as in Assumption 2.1.
To finish the proof we will show that for all y in some neighborhood of zero there are two points z 1 , z 2 ∈ K such that
= y. The concavity of Γ will then imply the result. We deduce the existence of such a neighborhood from the convolution
where K/2 := {z : 2z ∈ K} and −K/2 := {z : −2z ∈ K}. Indeed, by (12) ,
Moreover, by Assumption 2.2, there exists m > 0 such that for any
Thus, g is strictly positive in B r/2 m . To conclude, we observe that for any y in this ball there must be a z ∈ K/2 such that y − z ∈ −K/2 (as otherwise we would have g(y) = 0). Setting z 1 := 2z and z 2 := 2y − 2z, we have z 1 , z 2 ∈ K and y = (z 1 + z 2 )/2, as desired. 
|.
Proof. To prove the result, let C 0 and be given by Lemmas 3.5 and 3.6, and set
Then, by Lemma 3.6 with h = C 1 f (x)r 2 we deduce that
By concavity, this implies
and the result follows.
From here the proof of the ABP estimate follows exactly as in [4] and we have the following version of [4, Theorem 8.7] . 
Proof. For any ξ ∈ A and Kρ(ξ) as in Assumption 2.1,
Choose η > 0 sufficiently small (depending only on the dimension) so that
Then, by Assumption 2.1, the set
has measure at leastc|A r |/2, and we get ∫
Since |A r | is proportional to r N , the proof is complete.
for every s ∈ (s 0 , 1), ξ ∈ A, and |x| ∈ [1,ρ 0 ).
Proof. Modifying the arguments in [4, Section 8], we will establish L(f, ξ, x) ≥ 0 for any ξ ∈ A and x = ρe 1 , 1 ≤ ρ ≤ρ 0 . The remaining cases are recovered through rotation. The argument relies on the following estimates which hold for a > b > 0 and q > 0:
for all ρ ≥ 1, using a change of variables we may scale out ρ:
If |z| ≤ 1/2 we have
Then, for r ≤ 1/2 and s ∈ (0, 1),
where moving to the last line we used δ ≥ −1 for all z. Letr and c 1 be as in Lemma 3.
This implies
Ignoring the common factor r −2s , the positive term on the right hand side of (13) is ∼ p 2 r 2 while the negative terms are ∼ pr 2 , ∼ p 3 r 4 , and ∼ 1 respectively. Hence, choosing r = p −3/4 , for p sufficiently large we get that r <r/ρ 0 and the right hand side of (13) is non-negative, as desired.
Corollary 3.11. There is a function Φ such that:
•
for every s ∈ (s 0 , 1).
Proof. Let p and f be given by Lemma 3.10 withρ 0 = 8 √ N , so that after scaling L(f (·/4), ξ, x) ≥ 0 for all ξ ∈ A and x such that
Then we set
where q is a quadratic polynomial chosen so that Φ is C 1,1 across ∂B 1/4 and c is chosen so that Φ > 2 in Q 3 . It is easy to check that Φ satisfies all the desired properties.
3.4. Point Estimates. We recall that I denotes the operator defined in (1).
Proof. Consider v := Φ − u where Φ is as in Corollary 3.11. Then, for every The following theorem is a direct consequence (using a covering argument and scaling) of Lemma 3.12. The Harnack inequality and Hölder estimates can be deduced from it. 
Then there are constants C and α > 0, depending only on N , s, and the constants in Assumptions 2.1-2.2, such that u ∈ C α (B 1/2 ) and
Proof. This is proved arguing exactly as in [4, Section 12] , using Theorem 3.13 above.
Non-local p-Laplacian
Throughout this section we use ∆ s p to denote the operator (1) with (2). We restrict ourselves to the case s ∈ ( 1 2 , 1) and p ∈ [2, ∞) but all of the results hold for the p ∈ (1, 2) case described in Remark 4.5. Our main goals are to demonstrate how ∆ s p → ∆ p , the classical p-Laplacian, as s → 1, and describe the existence and regularity properties for solutions.
Preliminary Definitions.
4.1.1. Local Definitions. Recall the classical p-Laplacian:
This is the Euler-Lagrange formula (after canceling |∇u| p−2 ) associated with the functional
The p-Laplacian is not obviously defined when ∇u = 0 and we adopt the following convention (see also [9] ).
• If ∇u(x) = 0 then
We interpret solutions of the classical p-Laplacian in the following viscosity sense (the definition of viscosity solution can be given equivalently either with quadratic polynomials or with C 2 test functions, but for convenience we prefer to adopt the first one): 
If a function is both a subsolution and a supersolution, we say it is a solution.
We recall that the viscosity definition of ∆ p,+ coincides with the variational one, see [11] . We record now some well known facts that will be useful throughout this section.
Theorem 4.2. Given a continuous
has a unique solution in the sense of Definition 4.1.
The regularity associated with the classical p-Laplacian is also well known.
Proof. See, for example, [8] , [10] , [12] , [14] , [15] , and [16] . 1) . This definition makes use of the following observation: for the kernel (2), when u ∈ C 1,1 (x) and ∇u(x) = 0, the infimum and supremum in definition (1) are obtained in the direction of of ∇u(x) (see also [1] ).
Define ∆ s p,+ and ∆ s p,− in the following way: (See (15) and the discussion below for the precise definition of α p , c p . At the moment, think of them just as two positive constants.)
Definition 4.4. An upper [resp. lower] semi continuous function
u : R N → R is said to be a subsolution [resp. supersolution] at x 0 ∈ Ω, and we write ∆ s p u(x 0 ) ≥ 0 [resp. ∆ s p u(x 0 ) ≤ 0], if every time a test function φ ∈ C 1,1 (x 0 ) touches u from above [resp. below] at x 0 we have ∆ s p,+ũ (x 0 ) ≥ 0 [resp. ∆ s p,−ũ (x 0 ) ≤ 0] whereũ
is as in (7). If a function is both a subsolution and a supersolution, we say it is a solution.
We also use the notation
Connection with the p-Laplacian.
In this subsection we demonstrate how ∆ s p u(x) → ∆ p u(x) as s → 1 when u is smooth. To begin we make precise the choices of α p and c p in (2). We define 
The difference between this kernel and (2) 
With a change of variables,
Also, since
Hence
as desired.
Limit in the case ∇u(x)
= 0. For the same choice of s we have
Arguing similar to the case ∇u(x) = 0 above, one can show the second and third terms on the right hand side tend to zero as s → 1, so that
4.3. Basic Properties of ∆ s p . For the remainder of this section we investigate the following Dirichlet problem.
Given a domain Ω and data f :
In order to construct barriers at the boundary, we will assume Ω is a bounded subset of R N which satisfies an exterior sphere condition, that is, we assume there is a fixed radius R 0 > 0 so that any point on ∂Ω can be touched from the outside by a sphere of radius R 0 . Furthermore, we also assume that s ∈ [s 0 , 1) for some s 0 ∈ ( 
Let u denote the "half-relaxed limit" of u n , i.e.,
Notice that if u n → u locally uniformly, then u + = u and so u is a subsolution.
Proof. First of all, using the definition of half-relaxed limit it is easy to check that u + is upper semi continuous. Let us first assume s < 1, so that {s n } ≤s < 1 for n large. As shown in [4, Lemma 4.3] , it suffices to test the subsolution condition with C 2 test functions.
Let φ ∈ C 2 (B r (x 0 )) touch u + from above at x 0 ∈ Ω, and let x n be a sequence as in the assumption above. Since φ touches u strictly at x 0 , using the definition of half-relaxed limit we see that for n sufficiently large there exists a small constant δ n ∈ R such that φ + δ n touches u n above at a point x n ∈ B r (x 0 ). Define r n = r − |x n − x 0 | (observe that r n → r as n → ∞), and defineũ
By assumption, ∆ sn p,+ũ n (x n ) ≥ 0. We will show ∆ s p,+ũ (x 0 ) ≥ 0.
Case I: If ∇φ(x 0 ) = 0, taking n large enough we can ensure ∇φ(x n ) = 0. Let ξ n ∈ S N −1 denote the direction of ∇φ(x n ) and ξ 0 denote the direction of ∇φ(x 0 ). We have
The first integral on the right hand side is bounded by the integrable function M |y| 2(1−s)−N . By assumption, the integrand in the second integral is also bounded by the integrable function g. Since ξ n → ξ 0 and r n → r 0 as x n → x 0 , the dominated convergence theorem implies
This is exactly ∆ x p,+ũ (x 0 ) ≥ 0. Case II: If ∇φ(x 0 ) = 0, for any > 0 there is a sequence ξ n ∈ S N −1 so that
Since S N −1 is compact, there is a ξ 0 ∈ S N −1 and subsequence (which we do not relabel) so that ξ n → ξ 0 . Arguing as in the ∇φ(x 0 ) = 0 case we find
whereũ 0 is as in (7) . As > 0 is arbitrary we conclude the right hand side is positive which implies ∆ s p,+ũ 0 (x) ≥ 0. To finish we need to handle the case s n → 1. Let φ ≡ q be a quadratic polynomial (see Definition 4.1). We follow a path similar to Subsection 4.2: again assume ∇q(x 0 ) = 0 and rewrite the first integral on the right hand side of (18):
The second integral on the right hand side of (18) is bounded by
which tends to zero as n → ∞. Thus,
If ∇q(x 0 ) = 0 we start instead with (19) and find ∆ p,+ q(x 0 ) ≥ 0. For every x ∈ Ω there is ξ ∈ S N −1 such that
interpreted in the viscosity sense, we have instead the conclusion:
The following corollary will be used to construct solutions using Perron's method.
Corollary 4.9. Let F be a set of subsolutions such that
and let w * be its upper semi continuous envelope, i.e.,
Then w * is a subsolution.
Proof. Since the maximum of two subsolution is a subsolution, there is a sequence of subsolution w n whose half-relaxed limit is given by w * . The result then follows from Theorem 4.6.
Partial Comparison.
Subsolutions and supersolutions for ∆ s p satisfy a weak comparison principle given by the following lemma. This comparison principle is not strong enough for a full uniqueness theory but we will use it to prove growth estimates away from the boundary.
To prove it, we will rely on the well known inf/sup-convolution approximation (see, for example, [3, Section 5.1]): Definition 4.10. Given a continuous function u, the "sup-convolution approximation" u is given by
Given a continuous function v, the "inf-convolution approximation" v is given by
We state the following lemma without proof, as it is standard in the theory of viscosity solutions (see, for instance, [3, Section 5.1]). 
inside Ω. (Here u is a subsolution in the sense of Definition 3.3, while we are assuming stronger
Proof. Assume by contradiction that there is a point x 0 ∈ Ω such that u(x 0 ) > v(x 0 ). Replacing u and v by u and v , we have u (x 0 )−v (x 0 ) ≥ c > 0 for sufficiently small, and (u −v )∨0 → 0 as → 0 locally uniformly outside Ω. Thanks to these properties, the continuous function u −v attains its maximum over Ω at some interior pointx ∈ Ω. Set δ = u (x) − v (x) ≥ c > 0. Since u is C 1,1 from below, v +δ is C 1,1 from above, and v +δ touches u from above atx, it is easily seen that both u and v + δ are C 1,1 (x). Thus, we can proceed directly without appealing to test functions.
To begin we note (20)-(21) and a slight variation of Lemma 4.11 imply
(We are always able to find such a ξ 0 because S N −1 is a compact set and u is C 1,
Before proceeding we record another partial comparison theorem relating to subsolutions in the sense of Definition 4.4 that will also be useful.
Theorem 4.13. Let s ∈ (
Proof. The proof of this theorem is argued the same as the proof of Theorem 4.12. In fact, if u and v + δ touch atx and ∇u (x) = ∇v (x) = 0 the exact same argument applies. If ∇u (x) = ∇v (x) = 0 then one uses this common direction as the choice of ξ along which to compare.
Notice that Theorems 4.12 and 4.13 are not symmetric in u and v, as we are asking more on v and less on u. In the sequel we will use Theorem 4.12 when we are comparing solutions with barrier functions, and 4.13 when we are comparing solutions with each other.
Growth From the Boundary.
In this subsection we examine how solutions of (17) attain their boundary values. The argument below uses a barrier function and the partial comparison theorems to bound growth from the boundary.
Lemma 4.14. There is continuous function φ such that:
• φ = 0 in B 1 .
• For any s ∈ (s 0 , 1) and x ∈ R N \ B 1 , φ satisfies We now demonstrate how bounded subsolutions grow from the boundary. By applying this lemma to −u we find a similar estimate for supersolutions. 
Then there is another modulus of continuityρ, independent of s ∈ (s 0 , 1), such that
Proof. This proof follows that of [5, Lemma 3.5]. Let ν ∈ S N −1 denote the outward unit normal at z ∈ ∂Ω. For each R > 0 small, the barrier function
Lemma 4.14 combined with Theorem 4.12 then implies u(
where R 0 > 0 is the radius given by the exterior sphere condition.
The following corollary gives control on the boundary growth for solutions which are unbounded but controlled in how they approach infinity. 
for some α ∈ (0, 2s 0 ). Then there is another modulus of continuityρ, independent of s ∈ (s 0 , 1), such that
Proof. Fix R 0 > 0 and let R > 0 be large enough that dist(Ω,
w(x) := min
Then, it is easy to check that, for every x ∈ Ω,
p is bounded and satisfies the assumptions of Lemma 4.15. Since p is uniformly continuous, we have proven this corollary.
Remark 4.17. Assume that u solves (17) and satisfies the uniform bound
|u(z) − u(x)| ≤ρ(|x − z|) ∀ z ∈ ∂Ω, x ∈ R N .
Then, by the same argument as in the proof of [5, Lemma 3.6] one can use the Hölder estimates from Theorem 3.15 (suitably rescaled) to find a modulus of continuityρ such that
|u(z) − u(x)| ≤ρ(|x − z|) ∀ z ∈ Ω, x ∈ R N .
4.3.4.
Existence. To prove existence of solutions to (17), we use Perron's method. Hence, we need the following standard "bump" construction:
and w is a subsolution in Ω.
Proof. We recall that, by [4, Lemma 4.3] , one can use C 2 functions as test functions.
If u is not a supersolution then there are two constants a, r > 0, a point x 0 ∈ Ω, and a function φ ∈ C 2 (B r (x 0 )) touching u from below at x 0 , such that ∆ s p,−û (x 0 ) > a wherê
Notice that if x ∈ B r (x 0 ) we may evaluate ∆ s p,−û (x) classically.
Claim: There exists r 0 < r such that ∆ s p,−û (x) ≥ a inside B r 0 (x 0 ). In the case when ∇φ(x 0 ) = 0, ∆ s p,−û (x) is actually continuous. Indeed, there is a small neighborhood of x 0 so that ∇φ(x) = 0 in this neighborhood. The continuity of ∆ s p,−û (x) in this neighborhood is a now a consequence of the dependence of the operator on ∇φ, and the claim follows.
In the case ∇φ(x 0 ) = 0 the claim will follow immediately once we show
for some r 0 ∈ (0, r) (recall the definition of L in (6)). Assume for the sake of contradiction that there are sequences x n → x 0 and ξ n ∈ S N −1 such that
Relying on the compactness of S N −1 there is an ξ 0 ∈ S N −1 and a subsequence (which we do not relabel) such that ξ n → ξ 0 . Arguing as in the proof of the Lemma 4.6 it is easy to show L(û, ξ 0 , x 0 ) ≤ a contradicting ∆ s p,−û (x 0 ) > a, and the claim is proven also in this case. Using the claim we now prove the lemma. Possibly shrinking the ball we may assume r 0 < r/2 and B r 0 ⊂ Ω. Next choose δ 0 > 0 small enough that φ(x) + δ 0 < u(x) for any x ∈ ∂B r 0 (x 0 ) and
It is left to prove that w := u ∧ (φ + δ) is a subsolution for any δ < δ 0 . For anyx ∈ Ω let ϕ ∈ C 1,1 (x) touch w from above atx. If ϕ touches u from above, we use that w ≥ u and that u is a subsolution to see ∆ s p,+w (x) ≥ ∆ s p,+ũ (x) ≥ 0 (wherew andũ are as in (7)). If ϕ does not touch u, then it must touch φ + δ from above. Hence, since r − r 0 ≥ r 0 (as r 0 < r/2 by assumption), we get
concluding the proof. 
; s). Then there exists a solution for the Dirichlet problem (17). Moreover any solution is uniformly continuous up to the boundary of Ω, with a modulus of continuity independent of s.
Proof. Similar to the proof of Lemma 4.15, for each x ∈ ∂Ω let ν x be the unit outward normal and let ρ x be the modulus of continuity for f . Then, for any R ∈ (0, R 0 ) (R 0 being the radius from the exterior ball condition) we define the barrier functions
In this definition φ is the function given by Lemma 4.14. Set
As in Lemma 4.15 the functions b − x,R are subsolutions, so Lemma 4.9 implies
is a subsolution, and the set F is nonempty. Moreover, by Theorem 4.12 applied with v = b
(see Lemma 4.14), each u ∈ F is pointwise bounded by b + x,R for any x ∈ ∂Ω. So, if we define
we find
satisfies w − ≤ w ≤ w + . In particular, w = f on R N \ Ω and attains continuously its boundary value.
To conclude the proof one would like to use Corollary 4.9 to deduce that w is a subsolution, and Lemma 4.18 to get that it is a supersolution. The only point where one needs to pay some attention is that a priori w is not continuous, while the definition of viscosity solution requires continuity (see Definition 3.3). This can be addressed however in a rather standard way: since we have already a uniform growth near the boundary, one observe that w may be also defined as w(x) := sup
where
Hereρ is a modulus of continuity which is weak enough so that R u = f outside Ω, and moreover so that the sup in the definition of R u in attained at x + z ∈ Ω when x ∈ Ω (this can be done since, by assumption, w − ≤ u ≤ w + ). In this way, since u(·+z) is a subsolution whenever x+z ∈ Ω, R u is a subsolution by Corollary 4.9. Moreover, all functions {R u } u∈F , w − ≤u≤w + haveρ as a uniform modulus of continuity. This implies that w is (uniformly) continuous, and so it is a viscosity solution.
Finally, to show that any viscosity solution of (17) is uniformly continuous up to the boundary of Ω, it suffices to apply Lemma 4.15 and Remark 4.17. 
Then there is a modulus of continuityρ, independent of s, such that
We have the following corollary: , and u n be solutions of (17) with s = s n . Then {u n } n∈N is uniformly bounded and equicontinuous on Ω.
In particular, the uniqueness of solutions for the classical p-Laplacian gives the following stability result as s → 1: Proposition 4.22. Let Ω ⊂ R N be a bounded subset satisfying the exterior sphere condition and f : R N \ Ω → R a uniformly continuous function satisfying the growth estimate |f (x)| ≤ M (1 + |x|) α for some α ∈ (0, 2s 0 ). Let {s n } n∈N ⊂ (s 0 , 1) be a sequence such that s n → 1 and u n be solutions of (17) with s = s n . Then u n converges uniformly to u 0 , the unique solution of (17) for s = 1.
Proof. Combining Corollary 4.21 with Arzelà-Ascoli Theorem gives, for any subsequence u n j , a limit u 0 so that u n j → u 0 uniformly on Ω. Theorem 4.6 implies u 0 solves (17) with s = 1, so it is unique and we conclude the whole sequence u n converges to u 0 .
Since the moduli of continuity of the functions u n inside Ω depend only on the modulus of continuity of f , M , and α (see Proposition 4.20), the above result can be restated as follows: 4.4. C 1,α regularity of the non-local p-Laplacian. In Proposition 4.22 we showed that solutions of our non-local p-Laplacian converge to a solution of the classical p-Laplacian when s → 1. Moreover, by Theorem 3.15 we also have C α bounds which are independent of s. Finally, we recall that solutions of the classical p-Laplacian are C 1,α . We will now demonstrate that these ingredients imply that, for s sufficiently close to 1, solutions of our non-local p-Laplacian are C 1,α as well 4.4.1. Subtracting Linear functions from solutions. To prove the C 1,α regularity we will follow the argument established in [5] . We will measure the difference between a solution of (17) for s close to 1 and a sequence of affine functions. The affine functions will be the linear part of solutions of ∆ p h = 0, with s = 1, at different scales. One obstacle to this approach is that the operators ∆ s p depend on the gradient, so the difference of a solution and an affine function is not a solution. To handle this problem we introduce modified versions of ∆ s p which also depend upon a vector b ∈ R N . We define
. Solutions are interpreted analogously to Definition 4.1.
The work in this section can be extended to I s . Specifically we will use analogues of Proposition 4.23 and Theorem 4.2 which we record here:
has a unique solution in the sense of Definition 4.1. Moreover, u ∈ C 1,ᾱ (B 1/2 ), with
Proof. The non-trivial fact in the above result is that the bound on the C 1,ᾱ norm of u is independent of b.
To show this we observe that if b belongs to a bounded sets (say |b| ≤ R for some uniform constant R = R(N, p) > 0), then the uniform C 1,α estimate follows from Theorem 4.3 since solutions of (24) will also satisfy ∆ p u = 0 in B 1 and u = f + b · x on ∂B 1 . On the other hand, if |b| ≥ R (N, p) and R(N, p) is sufficiently large, then the operator I 1 p becomes uniformly close to the second order constant coefficient operator u + (p − 2)∂ 2 b u (b := b/|b|), for which uniform (with respect to b) interior C 2 -estimates hold. Arguing as in [16] (see in particular Lemmata 2.2, 2.3 and 3.2), a compactness argument completes the proof.
We now get an analogous of Proposition 4.23: We are now ready to prove C 1,α regularity when s is close to 1. Proof. Since the argument is standard, we only sketch the proof, referring the reader to [5, Theorem 5.2] for more details.
Without loss of generality we can assume that 0 ∈ Ω, and we prove that u is C 1,α at the origin. Then the result follows by standard arguments.
The proof of this theorem follows the inductive argument used to prove [5, Theorem 5.2] . Set l 0 = 0 and fix λ > 0 which we will be picked small to finish the inductive argument. Fix 0 < β < β 1 < min(ᾱ, 2s 1 − 1), and assume we are given
After scaling the original equation we can assume these assumptions hold for l 0 . Define
The function w k is a solution of (30) 
satisfies (26)- (29) for a small enough λ. This implies u is C 1,β at the origin, completing the proof.
Kernels with lower order gradient dependence.
In this section we consider the following non-local operator:
Here ψ : [−1, 1] → R is some bounded non-negative function, and the operator (−∆) s is defined by
The operator (32) is exactly the one described by (3) and satisfies Assumptions 2.1-2.2. Throughout we assume for convenience that |ψ| ≤ 1, but this assumption does not impact the following arguments in any substantial way.
5.1. C 1,α Regularity. We can deduce C 1,α regularity for solutions related to the operator (3) using the regularity results established in [4] and [5] . These results rely on the following notion of uniform ellipticity for non-local operators.
Definition 5.1. Given a family of kernels
is said to be uniformly elliptic if there exist λ, Λ > 0 such that 
For ∈ (0, 1) define
Here, ρ (y) := ρ 0 (y/ ), with ρ 0 a smooth cutoff function equal to 1 when |y| < 1/2 and supported in B 1 , and K ξ is as in (32). In Lemma 5.7 we will see the relation between the operator I defined in (31) and suitable rescaling on the above operators. The operators I (1, ) and I (2, ) should be thought of as uniformly elliptic (in the sense of Definition 5.1) perturbations of (−∆) s and we will show they are close to the s-fractional Laplacian on every scale. This is measured using the following norms.
Definition 5.2. Given a nonlocal operatorĨ as in Definition 5.1, we define its norm
Definition 5.3. Given s ∈ (0, 1) and an operatorĨ, we define the rescaled operator
The associated norm reflecting this scaling is defined
We make use of the following regularity by perturbation from [5, Theorem 5.2]. Moreover, let u be a bounded function satisfying
Then there exists η 0 > 0, independent of I (i) and u, such that if η ∈ (0, η 0 ] then u ∈ C 1,α (B 1/2 ) for any α < 2s − 1, and
The constants depend on s 0 , λ, Λ, and α, but not on s. 
Proof. Starting with a change of variables we find
We proceed in two cases: λ < and λ ≥ . In the case λ ≥ we apply (36) to see ∫
If λ < , we observe that (36)-(37) imply the bound |w| < CM inside the bounded set Ω. (In this estimate C is independent of s but does depend on the size of Ω.)
Now, inside B 1 we apply (36), while in B /λ \ B 1 we use the inequality
together with (37) and the bound |w(
.
All together we have
which concludes the proof by taking sufficiently small.
We now relate the operator I in (31) to the operators I (1, ) and I (2, ) defined in (34) and (35):
inB r for some bounded functions f Then, given any η > 0 and ∈ (0, 1), there exists ρ 0 ∈ (0, 1)
Proof. We first observe that Iu = f implies that
in the viscosity sense. Recalling the definition of I (1, ) (see (34)), we get
where in the last inequality we used that 1 − ρ (y) = 0 inside B /2 . The result now follows from the observation that 
and we finally use Lemma 5.7 to find ρ 0 ∈ (0, 1) so that w(x) := u(ρ 0 x) satisfies
We then conclude from Theorem 5.4.
5.2. C 2,α Regularity. Here we prove C 2,α regularity for solutions of Iu = 0, with I as in (31)-(32) (the same result would be true for solutions of Iu = f with f Lipschitz).
To establish this higher regularity, we examine the equation solved by the difference quotient
We observe that, since u solves Iu(x) = 0, then
The idea for proving C 2,α is that the decay of K ξ near the origin implies that both integrals are finite, giving control over (−∆) s w h . More precisely, let us recall that by Theorem 5.8 we already know that solutions are C 1,α for any α < 2s − 1. Now, our goal is to show that, if u ∈ C 1,β for some β > 0, then the control above yields C 1,α+β regularity for u. Iterating this result finitely many times, this will imply C 2,α regularity for u.
To begin we localize our considerations. Assume C 1,β regularity for u in some ball B r . Take δ r, and let ρ δ (y) be a smooth cutoff function equal to 1 in B r− δ 4
and equal to zero outside of B r . Define
We will now argue C 1,α regularity for u 1 .
A consequence of the C 1,β regularity for u is that u 1 is uniformly Lipschitz. Also,
. Hence, using the equation Iu(x) = 0,
Relying on the uniform Lipschitz bound for u 1 , A 1 is bounded. For A 2 , we notice that u 2 (x) = 0 for x ∈ B r−δ/2 and h small enough. Moreover, 1−ρ δ (x+y) = 0 for y ∈ B δ/4 . Hence, denoting
|y| N +2s , and changing variables:
So, if we assume that 
) .
In this subsection we define α p and β p as in (15) (x) |y| N +2s K ξ 1 (y) dy
then since for any ξ 1 in the maximization problem one can choose ξ 2 = ξ 1 , it follows that the above expression is bounded from above by sup
Analogously, it is bounded from below by inf
Hence, given s 0 ∈ (0, 1), Theorem 3.15 holds uniformly for s ∈ [s 0 , 1]. Moreover, Theorems 5.8 and 5.9 also all apply to this class of operators: more precisely, the C 1,α regularity is uniform for s ∈ (1/2, 1] (as a consequence of Theorem 5.8, and a variant of Theorem 4.26 to deal with the case s → 1 once the convergence result to ∆ p will be proved), but the C 2,α regularity degenerates as s → 1.
The main goal of this subsection is to show how this operator approaches the classical pLaplacian as s → 1. Combining this convergence with the uniform C 1,α estimate and the uniqueness of solutions for the classical p-Laplacian, we may conclude that any sequence of solutions u s of I s u s = 0 will converge in C 1,α to the solution of ∆ p u = 0 as s → 1. Hence, we regard I s as a non-local regularization of the classical p-Laplacian.
Assume u ∈ C 2 ∩ L 1 (R N ; s) and set, as in Subsection 4.2, s = (1 − s) 
Iu(x) ≤ ∆ p u(x).
Similarly one can establish the opposite inequality and conclude
Iu(x) = ∆ p u(x). 
Limit in the case

Iu(x) ≥ ∆ p u(x),
concluding the proof of the convergence result.
