Abstract. A kind of planar network of strings with non-collocated terms in boundary feedback controls is considered. Suppose that the network is constituted by n non-uniform strings, connected by one vibrating point mass. The displacements of these strings are continuous at the common vertex. The noncollocated terms are contained in feedback controls at exterior nodes. The well-posedness of the corresponding closed-loop system is proved. A complete spectral analysis is carried out and the asymptotic expression of the spectrum of this system operator is obtained, which implies that the asymptotic behavior of the spectrum is independent of these non-collocated terms. Then the Riesz basis property of the (generalized) eigenvectors of the system operator is proved. Thus, the spectrum determined growth condition holds. Finally, the exponential stability of a special case of this kind of network is gotten under certain conditions. In order to support these results, a numerical simulation is given. Here we consider the asymptotic behavior of this kind of flexible network system with non-collocated terms in boundary feedback controls. The relation between the distribution of the spectrum of the network system and these non-collocated feedbacks is considered. The Riesz basis property and the spectrum determined growth condition of this network are discussed. Based on these properties, the exponential stability is gotten under several conditions.
1.
Introduction. The dynamical behavior of multi-link flexible structures and their control problems (see e.g. [20] , [13] , [29] ), are a lot of issues in engeneering and applied mathematics. What we shall consider in this paper is a planar network of non-uniform strings linked at its common vertex to a rigid body. This type of structure has been studied in [33] , [9] for strings and [10] , [11] , [12] for beams. The dynamical behavior of such hybrid systems is complicated due to the dynamic coupling between the flexible strings and the rigid bodies.
Here we consider the asymptotic behavior of this kind of flexible network system with non-collocated terms in boundary feedback controls. The relation between the distribution of the spectrum of the network system and these non-collocated feedbacks is considered. The Riesz basis property and the spectrum determined growth condition of this network are discussed. Based on these properties, the exponential stability is gotten under several conditions.
In past decades, there have been many nice results on the spectrum of flexible networks. For instance, von Below in [21] , [22] and Nicaise et al. in [35] studied the characteristic equation for networks of strings. Mercier et al. in [11] and Dekoninck et al. in [2] e 4 a n−2 e n−2 a n−1 e n−1 a n e n . . .
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Figure 1. Planar network
e j is 1. The graph G describes an elastic structure. The function w(s, t) denotes the displacement from its equilibrium at position s ∈ G and time t. Then let us parameterize the edges of G according to [29] . We choose the common node a 0 as initial point of each edge e j and node a j as end point. Then we parameterize e j by means of the bijective functions π j : [0, 1] → e j (that is π j (0) = a 0 , π j (1) = a j ). Then set w j (x, t) := w(π j (x), t), x ∈ [0, 1], π j (x) ∈ e j .
The motion of the elastic structure on each e j is governed as follows
where k j is the tension constant on the jth string and ρ j is the mass density per unit length. In this paper, we always assume ρ j (x), k j (x) ∈ C 2 [0, 1] and ρ j (x), k j (x) > 0.
If the length of e j is ℓ j not 1, we always can use the transformation x = xℓ j , x ∈ (0, 1) to make the length of the string ℓ j appear in system parameters, that is
∂ x ] = 0, t > 0, x ∈ (0, 1).
For convenience, we always assume that the length of each string is 1.
At the common vertex a 0 , the strings satisfy the continuity conditions of displacements, i.e.,
Besides this, there is a vibrating point mass at the common vertex, i.e.,
The boundary controllers are designed at the exterior vertices a j , j = 1, 2, · · · , n:
where u j (t) are external exciting forces. Observing w(a j , t), w t (a j , t), j = 1, 2, · · · , n and w t (a 0 , t), we adopt the following feedback control laws, which contain the noncollocated and collocated terms simultaneously:
where α j , β j , j = 1, 2, · · · , n are the collocated and non-collocated feedback gain coefficients, respectively. We shall discuss how these two kinds of terms in the boundary feedbacks affect the spectral distribution and dynamical behavior of this flexible network.
In addition, we assume that the initial condition of the system is given by
(6) Thus, the network system (1)-(4) together with (5) and (6) becomes a closed-loop system:
We shall analyze the dynamical behavior of this hybrid system by the Riesz basis generation approach developed in non-harmonic Fourier analysis, which is a useful tool to discuss the dynamical behavior and control of flexible systems (see [20] , [23] , [15] and the referees therein). For distributed parameter systems, the Riesz basis generation of the (generalized) eigenvectors of the system operator is a very profound result. This yields not only the expansion of the solution in terms of the (generalized) eigenvectors of the system but also the spectrum determined growth condition. By a complete spectral analysis, we get the distribution of the spectrum and find that the asymptotic behavior of the spectrum of the network is independent of these non-collocated terms. What these non-collocated terms affect are only the low spectrum (at most finite number). Then by this spectral property of the system, we get the Riesz basis property of the (generalized) eigenvectors of the system operator. Thus, the spectrum determined growth condition holds (see [4] ). Based on this property, we discuss the stability of this system and get the exponential stability under certain conditions. The content of this paper is organized as follows. In Section 2, we formulate our problem (7) in a Hilbert state space setting and then obtain the well-posedness of this system. In Section 3, by a complete asymptotic analysis of the spectrum of the system operator, we get the formulation of the asymptotic expression of the spectrum, which implies that the asymptotic spectrum is independent of the non-collocated feedback gains and in the left hand side of the complex plane. Furthermore, the spectrum is located in a strip parallel to the imaginary axis under a certain condition. In Section 4, we prove the completeness and Riesz basis property of the (generalized) eigenvectors of the system operator. Hence the spectrum determined growth condition holds. In Section 5, for a special case, we get the exponential stability for this kind of planar networks. Finally, a numerical simulation is also given to support these results.
2. Well-posedness of the system. In this section, we shall study the wellposedness of the closed-loop system (7) . To that purpose, we reformulate this system in an appropriate Hilbert state space setting.
Define n × n matrices:
Then equation (7) can be rewritten in matrix form:
where
Set
Let H be the following space
equipped with an inner product, for
Here the third components p i are introduced for describing the state of the point mass at the common vertex of the network. We define the operator A in H:
with domain
where the notation p denotes the velocity of the point mass in the network system. Then, (7) can be rewritten as an evolutionary equation in H
We have the following result.
Lemma 2.1. Let H and A be defined as before, γ j (j = 1, 2, · · · , n) be positive constants which satisfy
Using Cauchy-Schwarz inequality, we have
and hence
Lemma 2.2. Let A and H be defined as before. Then 0 ∈ ρ(A). Furthermore, A −1 is compact on H. Therefore, the spectrum of A consists only of the isolated eigenvalues with finite multiplicity, i.e., σ(A) = σ p (A).
τ ∈ H where
we consider the solvability of
with boundary conditions
Integrating the second equation in (14) from 0 to x yields
Then integrating (16) from 0 to x, we get
According to the continuity condition of displacements:
is the transpose of I 1×n , and thus
Then by substituting the expression of W (1) into the boundary condition:
together with (16), we get
According to the boundary condition:
Hence, we derive w(a 0 ) from the above equation as follows
Then substituting w(a 0 ) into (18) yields
(20) Summarizing the calculations above, we get the expression of
where w(a 0 ) and k(0)W x (0) are given by (19) and (20) .
The Inverse Operator Theorem implies that 0 ∈ ρ(A).
Since D(A) is a compact subspace of H due to the Sobolev Embedding Theorem, we have that A −1 is compact on H. Thus, A is a discrete operator in H. So the spectrum of A consists only of isolated eigenvalues with finite multiplicity(see [5] ). The proof is complete. Lemma 2.1, 2.2 together with the Lumer-Phillips Theorem (see Pazy [1] ) assert the following result. 3. Asymptotic behavior of eigenvalues. In this section, we shall discuss the asymptotic distribution of the spectrum of A. From Lemma 2.2, it suffices to discuss the distribution of the eigenvalues of the system (13) .
For any λ ∈ σ(A), let U = (W, Z, p) τ be a corresponding eigenvector. Then
which yields Z(x) = λW (x). Let us consider the boundary eigenvalue problem:
We shall discuss equation (23) to get the distribution of σ(A). Firstly, let us consider the differential equation
A direct calculation yields
with the boundary conditions:
Then (24) is equivalent to
The boundary conditions (25) can be reformulated as
Therefore, the system (24)- (25) can be rewritten as the following form:
Set the transformation Z(x) := T 0 (x)U (x), where
Then under this transformation, (29) can be transformed into
Let U(x, λ) be the fundamental solution matrix of the equation (31) . We have the following result which can be gotten directly from [36] . 
, and all entries of
This lemma gives us a formula for the fundamental solution matrix of the differential equation in (31) . Based on the formula (32), together with the boundary conditions in (31), we can further determine the asymptotic spectral distribution of the system (13) .
where T 0 (x) and U(x, λ) is given by (30) and (32), respectively. We have the following result on the spectral property of system (13). 
Proof. Since the necessary and sufficient condition for λ ∈ σ(A) is that the equation (23) has a nonzero solution, so does the equation (29) or equation (31) . From Lemma 3.1, we get U (x, λ) is the fundamental solution matrix of (31) . Then Y (x) = U(x, λ)η is a solution to (31) and hence when the algebraic equation
The desired result follows.
Obviously, we have the following result.
Corollary 1. Let A and H be defined as before. Then the spectrum of A distributes in conjugate pairs on the complex plane, i.e., σ(A) = σ(A).
From Lemma 3.2, in order to get the spectrum of A, we only need to identify the zeros of ∆(λ). Firstly, let us get the asymptotic expression of ∆(λ). Set Then U (1, λ) can be rewritten as follows
Since 0 ∈ ρ(A) by Lemma 2.2, we have the following approximation:
Furthermore, since C (n−1)×n −M δ 1×n n×n is inverted, we can eliminate β by left-handed multiplying the above matrix by B :=
, where I n×n is the identity matrix with order n. Since det B = 1, a direction calculation yields
Since k(0)ρ(0)(k (1) 
where j = 1, 2, · · · , n, m = 1, 2 · · · . Applying the Rouché Theorem, we have the following result:
Theorem 3.3. Let A and H be defined as before. Then if α j − (ρ j (1)k j (1)) 1 2 = 0, j = 1, 2, · · · n, the asymptotic expression of the spectrum of A is given as follows
where j = 1, 2, · · · , n, m = 1, 2 · · · . Furthermore, the spectrum is simple and separated when |λ|(λ ∈ σ(A)) is sufficiently large. Remark 1. The asymptotic expression of the spectrum of A in (34) shows that the asymptotic spectrum of A is located in the left hand side of the complex plane. Moreover, the asymptotic spectrum only depends on the choice of collocated feedback gain coefficients α j and is independent of non-collocated feedback gain coefficients β j . Note that when β j = 0, j = 1, 2, · · · , n, the system (7) becomes a dissipative collocated feedback controlled system. Therefore, we always can find a constantM > 0 such that when |λ| >M , λ ∈ σ(A), the distribution of the spectrum of A only depends on α j , is in the left hand side of the complex plane and away from the imaginary axis. What β j affects are only the low spectrum of A (at most finite number) which satisfy |λ| <M . The finite low spectrum may be located in the right hand side of the complex plane by the choices of β j and α j .
4. Riesz basis property. In this section, we shall discuss the Riesz basis property of the (generalized) eigenvectors of A by the distribution of the spectrum of A.
Similarly to [14] , define the auxiliary operator A 0 in H as follows
In fact, A 0 is the corresponding system operator without feedback controls. We can easily check that Lemma 4.1. A 0 is a skew-adjoint operator in H.
In order to obtain the Riesz basis property of (generalized) eigenvectors of A in H, we shall first show the completeness and Riesz basis property of (generalized) eigenvectors of A for the special case: β = 0, and then further deduce the same property of the (generalized) eigenvectors of A for any β by the asymptotic behavior of the spectrum of A. We have the following result: Proof. Let A| β=0 be the operator A satisfying β = 0. In what following, we shall prove the completeness of the (generalized) eigenvectors of A| β=0 in H so as to yield the Riesz basis property of the (generalized) eigenvectors of A| β=0 .
Define
where E(λ k , A| β=0 ) is the Riesz projector corresponding to λ k . Then the completeness of the (generalized) eigenvectors of A| β=0 is just Span(A| β=0 ) = H.
Assume U = ( u, v, p) ∈ H and U ⊥Span(A| β=0 ). Denote by R * (λ, A| β=0 ) the conjugate operator of the resolvent operator of A| β=0 . Since U ⊥Span(A| β=0 ), then R * (λ, A| β=0 )U is an entire function on C valued in H. Thus for any
is an entire function which satisfies lim ℜλ→+∞ G(λ) = 0, since A| β=0 generates a C 0 semigroup. In particular, for λ ∈ ρ(A| β=0 ), it holds that
We consider the resolvent problem
. Then W 3 satisfies the following equations:
Similarly to [39] , we shall prove that U = 0 via three steps below, and this implies Span(A| β=0 ) = H.
Step 1).
where M 2 is a positive constant.
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Step 3).
In fact, since A 0 is a skew-adjoint operator in H, we have
Therefore, when λ ∈ ρ(A| β=0 ) ∩ ρ(A 0 ) ∩ R − for |λ| sufficiently large, we have
which implies that lim
It is easy to show that A| β=0 is dissipative in H and 0 ∈ ρ(A| β=0 ). So |G(λ)| is bounded on the domain ℜλ ≥ĉ,ĉ > 0. Since G(λ) is an entire function of finite exponential type, together with (41), the Phragmén-Lindelöf Theorem (see [32] ) shows that |G(λ)| is bounded on the sector with boundary rays ℜλ =ĉ, ℑλ ≥ 0 and ℜλ ≤ĉ, ℑλ = 0. Similarly, we can get |G(λ)| is bounded on the sector with boundary rays ℜλ =ĉ, ℑλ ≤ 0 and ℜλ ≤ĉ, ℑλ = 0. Therefore, |G(λ)| is uniformly bounded on C, that is, |G(λ)| ≤ M, ∀λ ∈ C. Furthermore, by Liouville's Theorem, we deduce that G(λ) is constant, since G(λ) is an entire function. Then lim λ→∞ G(λ) = 0 yields G(λ) ≡ 0. Note that G(λ) = (F, R * (λ, A| β=0 )U ) H holds for any F ∈ H. It must be R * (λ, A| β=0 )U = 0, which means U = 0. Therefore, Span(A| β=0 ) = H. The desired result follows.
To study the Riesz basis generation of the (generalized) eigenvectors of A| β=0 , we need the following result from [17] . Theorem 4.3. Let H be a separable Hilbert space, and A be the generator of a C 0 semigroup T (t) on H. Suppose that:
consists of isolated eigenvalues of A with finite multiplicity;
2). sup k≥1 m a (λ k ) < ∞, where m a (λ k ) = dim E(λ k , A)H and E(λ k , A) is the Riesz projector associated with λ k , 3). There is a constant α such that sup{Reλ|λ ∈ σ 1 (A)} ≤ α ≤ inf{Reλ|λ ∈ σ 2 (A)}; and inf n =m |λ n − λ m | > 0. Then the following assertions are true. i). There exist two T (t)-invariant closed subspaces H 1 , H 2 with the property that σ(
forms a subspace Riesz basis for H 2 , and
iii). H has the decomposition H = H 1 ⊕H 2 (topological direct sum), if and only if
From Theorem 3.3, we obtain that the asymptotic behavior of the spectrum of A is independent of β. Then applying Theorem 3.3, 4.2 and 4.3 to our problem, we get the following result: Proof. Set σ 1 (A| β=0 ) := ∅, σ 2 (A| β=0 ) := σ(A| β=0 ). By Theorem 3.3, we get conditions 1), 2), 3) in Theorem 4.3 holds. Then there is a sequence of (generalized) eigenvectors of A| β=0 that forms a Riesz basis for H 2 . From Theorem 4.2, we know that the system of (generalized) eigenvectors is complete in H. Therefore, the sequence is also a Riesz basis for H. The desired result follows.
Thus, we have gotten the Riesz basis property of the (generalized) eigenvectors of A with β = 0. In order to show that the Riesz basis property also holds for any β, we give the following lemma from [6] , which is a corollary of Bari's Theorem. 2 | n×n = 0, then when |λ|(λ ∈ σ(A)) is big enough, the spectrum of A is all located in the left 6. Simulation. In order to support our results in this paper, we shall give a numerical simulation for this kinds of networks. Let us consider the case where the system (43) is composed of 3 strings. Set α = 3, β = 1, M = 1. We shall get the distribution of the numerical eigenvalues of the system operator and then check the stability of the system (43). Using Matlab Scientific Calculation, we get the following figure on distribution of the spectrum of the system operator, in which " * " denotes the eigenvalues of A whose imaginary parts are limited to domain [−300, 300] (see Fig. 2 ). From this figure, we find that all the spectrum of the system is located in the left hand side of the complex plane and away from the imaginary axis, which implies the exponential stability of the system according to the spectrum determined growth condition. Furthermore, the decay rate of this network system is possibly −0.27. The result shows that by suitable choice of parameters α and β, we can stabilize exponentially the network system by the non-collocated feedback controls. Although this is one special case of system (7), this simulation implies that the idea of the design of our feedback controllers is reasonable.
Remark 3. The condition α > γ 0 β ≥ 0 is sufficient for system (43) to get the exponential stability, but not necessary. In fact, by simulations, we find that this system can still be exponentially stable even though the condition is not satisfied.
