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Abstract
We ﬁnd for small e positive solutions to the equation
divðjxj2aruÞ  l
jxj2ð1þaÞ
u ¼ ð1þ ekðxÞÞ u
p1
jxjbp
in RN ; which branch off from the manifold of minimizers in the class of radial functions of the
corresponding Caffarelli–Kohn–Nirenberg-type inequality. Moreover, our analysis highlights
the symmetry-breaking phenomenon in these inequalities, namely the existence of non-radial
minimizers.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
We will consider the following elliptic equation in RN in dimension NX3:
divðjxj2aruÞ  l
jxj2ð1þaÞ
u ¼ KðxÞ u
p1
jxjbp
; xARN \f0g; ð1:1Þ
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where
NoaoN  2
2
; Nolo N  2a  2
2
 2
; ð1:2Þ
p ¼ pða; bÞ ¼ 2N
N  2ð1þ a  bÞ and apboa þ 1:
For l ¼ 0 Eq. (1.1) is related to a family of inequalities given by Caffarelli et al. [6],
jjujj2p; b :¼
Z
RN
jxjbpjujp dx
 2=p
pCa;b
Z
RN
jxj2ajruj2 dx
8uACN0 ðRNÞ: ð1:3Þ
For sharp constants and extremal functions we refer to Catrina and Wang [7].
The natural functional space to study (1.1) is D1;2a ðRNÞ deﬁned as the completion
of CN0 ðRNÞ with respect to the norm
jjrujja :¼ jjujj ¼
Z
RN
jxj2ajruj2 dx
 1=2
:
We will mainly deal with the perturbative case KðxÞ ¼ 1þ ekðxÞ; namely with the
problem
divðjxj2aruÞ  l
jxj2ð1þaÞ
u ¼ ð1þ ekðxÞÞ u
p1
jxjbp
;
uAD1;2a ðRNÞ; u40 in RN \f0g:
8><
>: Pa;b;l
Concerning the perturbation k we assume
kALNðRNÞ-CðRNÞ: ð1:4Þ
Our approach is based on an abstract perturbative variational method discussed by
Ambrosetti and Badiale [2], which splits our procedure in three main steps. First, we
consider the unperturbed problem, i.e. e ¼ 0; and ﬁnd a one-dimensional manifold of
radial solutions. If this manifold is non-degenerate (see Theorem 1.1) a one-
dimensional reduction of the perturbed variational problem in D1;2a ðRNÞ is possible.
Finally, we have to ﬁnd a critical point of a functional deﬁned on the real line.
Solutions of ðPa;b;lÞ are critical points in D1;2a;lðRNÞ of
feðuÞ :¼ 1
2
Z
RN
jxj2ajruj2 dx  l
2
Z
RN
u2
jxj2ð1þaÞ
dx
 1
p
Z
RN
ð1þ ekðxÞÞ u
p
þ
jxjbp
dx;
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where uþ :¼ maxfu; 0g: For e ¼ 0 we show that f0 has a one-dimensional manifold of
critical points
Za;b;l :¼ za;b;lm :¼ m
N22a
2 z
a;b;l
1
x
m
 



m40
 
;
where za;b;l1 is explicitly given in (2.5). These radial solutions were computed for l ¼ 0
in [7], the case a ¼ b ¼ 0 and NoloðN  2Þ2=4 was done by Terracini [12].
The exact knowledge of the critical manifold enables us to clarify the question of
non-degeneracy.
Theorem 1.1. Suppose a; b; l; p satisfy (1.2). Then the critical manifold Za;b;l is
non-degenerate, i.e.
TzZa;b;l ¼ ker D2f0ðzÞ 8zAZa;b;l ð1:5Þ
if and only if (see Fig. 1),
bahjða; lÞ :¼ N
2
1þ 4jðN þ j  2ÞðN  2 2aÞ2  4l
" #1=2
N  2 2a
2
8jAN\f0g: ð1:6Þ
The above theorem is rather unexpected as it is explicit. It improves the non-
degeneracy results and answers an open question in [1]. Moreover, it fairly highlights
the symmetry breaking phenomenon of the unperturbed problem observed in [7], i.e.
the existence of non-radial minimizers of
C1a;b :¼ inf
uAD1;2a ðRN Þ\f0g
R jxj2ajruj2
ðR jxjbpjujpÞ2p ¼ infuAD1;2a ðRN Þ\f0g
jjrujj2a
jjujj2p; b
: ð1:7Þ
b=a+1 b=ab
a
(N-2)/2
Fig. 1. (l ¼ 0 and hjð; 0Þ for j ¼ 1y5).
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In fact, we improve [7, Theorem 1.3], where it is shown that there are an open subset
HCR2 containing fða; aÞjao0g; a real number a0p0 and a function h :
 N; a0-R satisfying hða0Þ ¼ a0 and aohðaÞoa þ 1 for all aoa0; such that for
every ða; bÞAH,fða; bÞAR2jaoa0; aobohðaÞg the minimizer in (1.7) is non-radial
(see Fig. 2). We show that one may choose a0 ¼ 0 and h ¼ h1ð; 0Þ and obtain, as a
consequence of Theorem 1.1 for l ¼ 0;
Corollary 1.2. Suppose a; b; p satisfy (1.2). If boh1ða; 0Þ; then Ca;b in (1.7) is attained
by a non-radially symmetric function.
Concerning step two, the one-dimensional reduction, we follow closely the
abstract scheme in [2] and construct a manifold Zea;b;l ¼ fza;b;lm þ wðe; mÞjm40g; such
that any critical point of fe restricted to Z
e
a;b;l is a solution to ðPa;b;lÞ: We emphasize
that in contrast to the local approach in [2] we construct a manifold which is globally
diffeomorphic to the unperturbed one such that we may estimate the difference
jjwðe; mÞjj when m-N or m-0 (see also [4,5]). More precisely we show under
assumption (1.8) that jjwðe; mÞjj vanishes as m-N or m-0:
We will prove the following existence results.
Theorem 1.3. Suppose (1.2), (1.4), and (1.6) hold. Then problem ðPa;b;lÞ has a solution
for all jej sufficiently small if
kðNÞ :¼ lim
jxj-N
kðxÞ exists and kðNÞ ¼ kð0Þ ¼ 0: ð1:8Þ
Theorem 1.4. Assume (1.2), (1.4), (1.6) and
kAC2ðRNÞ; jrkjALNðRNÞ and jD2kjALNðRNÞ: ð1:9Þ
b
b=a
a0
a
a0
b=a+1 b b=a
a
b=a+1
(a) (b)
Fig. 2. (a) region of non-radial minimizers in [7]; (b) region of non-radial minimizers given by h1ð; 0Þ:
V. Felli, M. Schneider / J. Differential Equations 191 (2003) 121–142124
Then ðPa;b;lÞ is solvable for all small jej under each of the following conditions:
lim sup
jxj-N
kðxÞpkð0Þ and Dkð0Þ40; ð1:10Þ
lim inf
jxj-N
kðxÞXkð0Þ and Dkð0Þo0: ð1:11Þ
Remark 1.5. Our analysis of the unperturbed problem allows to consider more
general perturbation, for instance it is possible to treat equations like:
divðjxj2aruÞ  lþe1VðxÞjxj2ð1þaÞ u ¼ ð1þ e2kðxÞÞ
up1
jxjbp
;
uAD1;2a ðRNÞ; u40 in RN \f0g:
8><
>:
Existence results in this direction are given by Abdellaoui and Peral [1], where the
case a ¼ 0 and b ¼ 0 is studied. We generalize some existence results obtained there
to arbitrary a; b and l satisfying (1.2) and (1.6).
Problem (1.1), the non-perturbative version of ðPa;b;lÞ; was studied by Smets [11]
in the case a ¼ b ¼ 0 and 0oloðN  2Þ2=4: A variational minimax method
combined with a careful analysis and construction of Palais–Smale sequences shows
that in dimension N ¼ 4 Eq. (1.1) has a positive solution uAD1;2a ðRNÞ if KAC2 is
positive and satisﬁes an analogous condition to (1.8), namely Kð0Þ ¼ limjxj-N KðxÞ:
In our perturbative approach we need not to impose any condition on the space
dimension N: Theorem 1.3 gives the perspective to relax the restriction N ¼ 4 on the
space dimension also in the non-perturbative case.
1.1. Preliminaries
Catrina and Wang [7] proved that for b ¼ a þ 1
C1a;aþ1 ¼Sa;aþ1 ¼ inf
D
1;2
a ðRN Þ\f0g
R
RN
jxj2ajruj2
ðR
RN
jxj2ð1þaÞjuj2Þ
¼ N  2 2a
2
 2
:
Hence, we obtain for NoloðN22a
2
Þ2 a norm, equivalent to jj  jj; given by
jjujj ¼
Z
RN
jxj2ajruj2 dx  l
Z
RN
u2
jxj2ð1þaÞ
dx
" #1=2
: ð1:12Þ
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We denote by D1;2a;lðRNÞ the Hilbert space equipped with the scalar product induced
by jj  jj
ðu; vÞ ¼
Z
RN
jxj2aru  rv dx  l
Z
RN
uv
jxj2ð1þaÞ
dx:
We will mainly work in this space. Moreover, we deﬁne by C the cylinder R SN1:
It is shown in [7, Proposition 2.2] that the transformation
uðxÞ ¼ jxjN22a2 v ln jxj; xjxj
 
ð1:13Þ
induces a Hilbert space isomorphism from D1;2a;lðRNÞ to H1;2l ðCÞ; where the scalar
product in H1;2l ðCÞ is deﬁned by
ðv1; v2ÞH1;2l ðCÞ :¼
Z
C
rv1  rv2 þ N  2 2a
2
 2
l
 !
v1v2:
Using the canonical identiﬁcation of the Hilbert spaceD1;2a;lðRNÞ with its dual induced
by the scalar-product and denoted by K; i.e.
K : ðD1;2a;lðRNÞÞ0-D1;2a;lðRNÞ; ðKðjÞ; uÞ ¼ jðuÞ
8ðj; uÞAðD1;2a;lðRNÞÞ0 D1;2a;lðRNÞ;
we shall consider f 0e ðuÞ as an element of D1;2a;lðRNÞ and f 00e ðuÞ as one ofLðD1;2a;lðRNÞÞ:
If we test f 0e ðuÞ with u ¼ maxfu; 0g we get
ðf 0e ðuÞ; uÞ ¼
Z
RN
jxj2aru  ru  l
Z
RN
uu
jxj2ð1þaÞ

Z
RN
ð1þ ekðxÞÞ u
p1
þ u
jxjbp
¼ jjujj2
and see that any critical point of fe is non-negative. The maximum principle applied
in RN \f0g shows that any non-trivial critical point is positive in that region. We
cannot expect more since the radial solutions to the unperturbed problem ðe ¼ 0Þ
vanish at the origin if lo0 (see (2.5)). Moreover, from standard elliptic regularity
theory, solutions to ðPa;b;lÞ are C1;aðRN \f0gÞ; a40:
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The unperturbed functional f0 is given by
f0ðuÞ :¼ 1
2
Z
RN
jxj2ajruj2 dx  l
2
Z
RN
u2
jxj2ð1þaÞ
dx
 1
p
Z
RN
u
p
þ
jxjbp
dx; uAD1;2a;lðRNÞ
and we may write feðuÞ ¼ f0ðuÞ  eGðuÞ; where
GðuÞ :¼ 1
p
Z
RN
kðxÞ u
p
þ
jxjbp
: ð1:14Þ
2. The unperturbed problem
Critical points of the unperturbed functional f0 solve the equation
divðjxj2aruÞ  l
jxj2ð1þaÞ
u ¼ 1
jxjbp
up1;
uAD1;2a;lðRNÞ; u40 in RN \f0g:
8><
>: ð2:1Þ
To ﬁnd all radially symmetric solutions u of (2.1), i.e. uðxÞ ¼ uðrÞ; where r ¼ jxj; we
follow [7] and note that if u is radial, then Eq. (2.1) can be written as
u
00
r2a
 N  2a  1
r2aþ1
u0  l
r2ðaþ1Þ
u ¼ 1
rbp
up1: ð2:2Þ
Making now the change of variable
uðrÞ ¼ rN22a2 jðln rÞ; ð2:3Þ
we come to the equation
j00 þ N  2 2a
2
 2
l
" #
j jp1 ¼ 0: ð2:4Þ
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All positive solutions of (2.4) in H1;2ðRÞ are the translates of
j1ðtÞ ¼
NðN  2 2aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2 2aÞ2  4l
q
4ðN  2ð1þ a  bÞÞ
2
4
3
5
N2ð1þabÞ
4ð1þabÞ
 cosh
ð1þ a  bÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2 2aÞ2  4l
q
N  2ð1þ a  bÞ t
0
@
1
A
N2ð1þabÞ
2ð1þabÞ
;
namely jmðtÞ ¼ j1ðt  ln mÞ for some m40 (see [7]). Consequently, all radial
solutions of (2.1) are dilations of
za;b;l1 ðxÞ ¼
NðN  2 2aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2 2aÞ2  4l
q
N  2ð1þ a  bÞ
2
4
3
5
N2ð1þabÞ
4ð1þabÞ
 jxj
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN22aÞ24l
p
N22a
 
ðN22aÞð1þabÞ
N2ð1þabÞ
2
64
 1þ jxj
2ð1þabÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN22aÞ24l
p
N2ð1þabÞ
2
4
3
5
3
75
N2ð1þabÞ
2ð1þabÞ
ð2:5Þ
and given by
za;b;lm ðxÞ ¼ m
N22a
2 z
a;b;l
1
x
m
 
; m40:
Using the change of coordinates in (2.3), respectively (1.13), and the exponential
decay of za;b;lm in these coordinates it is easy to see that the map m/z
a;b;l
m is at least
twice continuously differentiable from ð0;NÞ to D1;2a;lðRNÞ and we obtain
Lemma 2.1. Suppose a; b; l; p satisfy (1.2). Then the unperturbed functional f0 has a
one dimensional C2-manifold of critical points Za;b;l given by fza;b;lm jm40g: Moreover,
Za;b;l is exactly the set of all radially symmetric, positive solutions of (2.1) in D
1;2
a;lðRNÞ:
In order to apply the abstract perturbation method, we need to show that
the manifold Za;b;l satisfy a non-degeneracy condition. This is the content of
Theorem 1.1.
Proof of Theorem 1.1. The inclusion T
z
a;b;l
m
Za;b;lDker D2f0ðza;b;lm Þ always holds and is
a consequence of the fact that Za;b;l is a manifold of critical points of f0:
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Consequently, we have only to show that ker D2f0ðza;b;lm Þ is one dimensional. Fix
uA ker D2f0ðza;b;lm Þ: The function u is a solution of the linearized problem
divðjxj2aruÞ  l
jxj2ðaþ1Þ
u ¼ p  1
jxjbp
ðza;b;lm Þp2u: ð2:6Þ
We expand u in spherical harmonics
uðrWÞ ¼
XN
i¼0
~viðrÞ~Y iðWÞ; rARþ; WASN1;
where ~viðrÞ ¼
R
SN1 uðrWÞ~Y iðWÞ dW and ~Y i denotes the orthogonal ith spherical
harmonic jet satisfying for all iAN0
DSN1 ~Y i ¼ iðN þ i  2Þ~Y i: ð2:7Þ
Since u solves (2.6) the functions ~vi satisfy for all iX0
 ~v
00
i
r2a
~Y i  N  1 2a
r2aþ1
~v0i ~Y i 
~vi
r2ðaþ1Þ
DW~Y i  l
r2ðaþ1Þ
~vi ~Y i
¼ p  1
rbp
ðza;b;lm Þp2~vi ~Y i
and hence, in view of (2.7),
 ~v
00
i
r2a
 N  1 2a
r2aþ1
~v0i þ
iðN þ i  2Þ
r2ðaþ1Þ
~vi  l
r2ðaþ1Þ
~vi
¼ p  1
rbp
ðza;b;lm Þp2~vi: ð2:8Þ
Using transformation (2.3) in (2.8) we obtain the equation
~j00i  b cosh2 ðgðt  ln mÞÞ~ji
¼ l N  2 2a
2
 2
iðN þ i  2Þ
 !
~ji; iAN0;
where
b ¼ NðN þ 2ð1þ a  bÞÞððN  2 2aÞ
2  4lÞ
4ðN  2ð1þ a  bÞÞ2 and
g ¼
ð1þ a  bÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN  2 2aÞ2  4l
q
N  2ð1þ a  bÞ ;
V. Felli, M. Schneider / J. Differential Equations 191 (2003) 121–142 129
which is equivalent, through the change of variable zðsÞ ¼ jðs þ ln mÞ; to
~z00i  b cosh2ðgsÞ~zi
¼ l N  2 2a
2
 2
iðN þ i  2Þ
 !
~zi; iAN0: ð2:9Þ
It is known (see [8,10, p. 74]) that the negative part of the spectrum of the problem
z00  b cosh2ðgsÞz ¼ nz
is discrete, consists of simple eigenvalues and is given by
nj ¼ g
2
4
ð1þ 2jÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 4b g2
p !2
; jAN0;
0pjo1
2
ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 4bg2
p
Þ:
Thus we have for all iX0 that zero is the only solution to (2.9) if and only if
Aiða; lÞaBjða; b; lÞ for all 0pjo N
2ð1þ a  bÞ; ð2:10Þ
where
Aiða; lÞ ¼ l N  2 2a
2
 2
iðN þ i  2Þ
and
Bjða; b; lÞ ¼ ððN  2 2aÞ
2  4lÞð1þ a  bÞ2
4ðN  2ð1þ a  bÞÞ2 2j þ
N
1þ a  b
 2
:
Note that A0ða; lÞ ¼ B1ða; b; lÞ; Aiða; lÞ4Aiþ1ða; lÞ and Bjða; b; lÞoBjþ1ða; b; lÞ;
which is shown in Fig. 3.
Hence (2.10) is satisﬁed for iX1 if and only if B0ða; b; lÞaAiða; b; lÞ; which is
equivalent to bahiða; lÞ: On the other hand for i ¼ 0 Eq. (2.9) has a one-dimensional
space of non-zero solutions. Hence, ker D2f0ðza;b;lm Þ is one dimensional if and only if
bahiða; lÞ for any iX1; which proves the claim. &
Proof of Corollary 1.2. We deﬁne I on D1;2a ðRNÞ\f0g by the right-hand side of
(1.7), i.e.
IðuÞ :¼ jjrujj
2
a
jjujj2p; b
;
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where I is twice continuously differentiable and
ðI 0ðuÞ;jÞ ¼ 2jjujj2p; b
Z
RN
jxj2arurj jjrujj
2
a
jjujjpp; b
Z
RN
jxjbpjujp2uj
 !
:
Moreover, for positive critical points u of I a short computation leads to
ðI 00ðuÞj1;j2Þ
¼ 2jjujj2p; b
Z
RN
jxj2arj1rj2 
jjrujj2a
jjujjpp; b
ðp  1Þ
Z
RN
jxjbpup2j1j2
 !
þ ðp  2Þ 2jjrujj
2
a
jjujj2pþ2p; b
Z
RN
jxjbpup1j1
  Z
RN
jxjbpup1j2
 
:
Obviously I is constant on Za; b; 0 and we obtain for z1 :¼ za; b; 01 and all
j1;j2AD
1;2
a;lðRNÞ
ðI 0ðz1Þ;j1Þ ¼
2
jjz1jj2p; b
ðf 00ðz1Þ;j1Þ ¼ 0;
ðI 00ðz1Þj1;j2Þ ¼
2
jjujj2p; b
ðf 000 ðz1Þj1;j2Þ
þ ðp  2Þ 2jjz1jjpþ2p; b
Z
RN
jxjbpzp11 j1
 

Z
RN
jxjbpzp11 j2
 
: ð2:11Þ
From the proof of Theorem 1.1, we know that for boh1ða; 0Þ there exist functions
#jAD1;2a ðRNÞ of the form #jðxÞ ¼ %jðjxjÞY1ðx=jxjÞ; where Y1 denotes one of the ﬁrst
spherical harmonics, such that ðf 000 ðz1Þ #j; #jÞo0: By (2.11) we get ðI 00ðz1Þ #j; #jÞo0
because the integral
R jxjbpzp11 #j ¼ 0: Consequently C1a;b is strictly smaller than
A2 A1 A0
B2B1B0
Fig. 3.
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Iðz1Þ ¼ Iðza; b; 0m Þ: Since all positive radial solutions of (2.1) are given by za; b; 0m (see
Lemma 2.1) and the inﬁmum in (1.7) is attained (see [7, Theorem 1.2]) the minimizer
must be non-radial. &
As a particular case of Theorem 1.1 we can state
Corollary 2.2. (i) If 0oaoN2
2
and 0ploðN22a
2
Þ2 then Za;b;l is non-degenerate for
any b between a and a þ 1:
(ii) If a ¼ 0 and 0ploðN22a
2
Þ2; then Z0;b;l is degenerate if and only if b ¼ l ¼ 0:
Remark 2.3. If a ¼ b ¼ l ¼ 0; Eq. (2.1) is invariant not only by dilations but also by
translations. The manifold of critical points is in this case N þ 1-dimensional and
given by the translations and dilations of z0;0;01 : Hence the one-dimensional manifold
Z0;0;0 is degenerate. However, the full N þ 1-dimensional critical manifold is non-
degenerate in the case a ¼ b ¼ l ¼ 0 (see [3]).
3. The ﬁnite-dimensional reduction
We follow the perturbative method developed in [2] and show that a ﬁnite-
dimensional reduction of our problem is possible whenever the critical manifold is
non-degenerated. For simplicity of notation, we write zm instead of z
a;b;l
m and Z
instead of Za;b;l if there is no possibility of confusion.
Lemma 3.1. Suppose a; b; l; p satisfy (1.2) and v is a measurable function such that
the integral
R jvj pp2jxjbp is finite. Then the operator Jv : D1;2a;lðRNÞ-D1;2a;lðRNÞ;
defined by
JvðuÞ :¼K
Z
RN
jxjpbvu
 
ð3:1Þ
is compact.
Proof. Fix a sequence ðunÞnAN converging weakly to zero in D1;2a;lðRNÞ: To
prove the assertion it is sufﬁcient to show that up to a subsequence JvðunÞ-0 as
n-N: Using the Hilbert space isomorphism given in (1.13) we see that the
corresponding sequence ðvnÞnAN converges weakly to zero in H1;2l ðCÞ: Since
ðvnÞnAN converges strongly in L2ðOÞ for all bounded domains O in C; we may
extract a subsequence that converges to zero pointwise almost everywhere. Going
back to D1;2a;lðRNÞ; we may assume that this also holds for ðunÞnAN: By Ho¨lder’s
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inequality and (1.3)
jjJvðunÞjjp sup
jjhjj
D
1;2
a;l
ðRN Þp1
Z
RN
jxjpbjvj junj jhj
p sup
jjhjj
D
1;2
a;l
p1
Z
RN
jxjpbjhjp
 1=p Z
RN
jxjpbjvj
p
p1junj
p
p1
 ðp1Þ=p
pC
Z
RN
jxjpbjvj
p
p1junj
p
p1
 ðp1Þ=p
:
To show that the latter integral converges to zero we use Vitali’s convergence
theorem given for instance in [9, 13.38]. Obviously the functions j  jpbjvj
p
p1junj
p
p1
converge pointwise almost everywhere to zero. For any measurable OCRN ; we may
estimate using Ho¨lder’s inequalityZ
O
jxjpbjvj
p
p1junj
p
p1p
Z
O
jxjpbjvj
p
p2
 ðp2Þ=ðp1Þ

Z
O
jxjpbjunjp
 1=ðp1Þ
pC
Z
O
jxjpbjvj
p
p2
 ðp2Þ=ðp1Þ
for some positive constant C: Taking O a set of small measure or the complement of
a large ball and the use of Vitali’s convergence theorem prove the assertion. &
Lemma 3.1 immediately leads to
Corollary 3.2. For all zAZ the operator f 000 ðzÞ : D1;2a;lðRNÞ-D1;2a;lðRNÞ may be written as
f 000 ðzÞ ¼ id  Jjzjp2 and is consequently a self-adjoint Fredholm operator of index zero.
Deﬁne for m40 the map Um : D
1;2
a;lðRNÞ-D1;2a;lðRNÞ by
UmðuÞ :¼ m
N22a
2 u
x
m
 
:
It is easy to check that Um conserves the norms jj  jj and jj  jjp; b; thus for every m40
ðUmÞ1 ¼ ðUmÞt ¼ Um1 and f0 ¼ f03Um; ð3:2Þ
where ðUmÞt denotes the adjoint of Um: Twice differentiating the identity f0 ¼ f03Um
yields for all h1; h2; vAD
1;2
a;lðRNÞ
ðf 000 ðvÞh1; h2Þ ¼ ðf 000 ðUmðvÞÞUmðh1Þ;Umðh2ÞÞ;
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that is
f 000 ðvÞ ¼ ðUmÞ13f 000 ðUmðvÞÞ3Um 8vAD1;2a;lðRNÞ: ð3:3Þ
Differentiating (3.2) we see that Uðm; zÞ :¼ UmðzÞ maps ð0;NÞ  Z into Z; hence
@U
@z
ðm; zÞ ¼ Um :TzZ-TUmðzÞZ and Um : ðTzZÞ>-ðTUmðzÞZÞ>: ð3:4Þ
If the manifold Z is non-degenerated the self-adjoint Fredholm operator f 000 ðz1Þmaps
the space D1;2a;lðRNÞ into Tz1Z> and f 000 ðz1ÞALðTz1Z>Þ is invertible. Consequently,
using (3.3) and (3.4), we obtain in this case
jjðf 000 ðz1ÞÞ1jjLðTz1Z>Þ ¼ jjðf
00
0 ðzÞÞ1jjLðTzZ>Þ 8zAZ: ð3:5Þ
Lemma 3.3. Suppose a; b; p; l satisfy (1.2) and (1.4) holds. Then there exists a constant
C1 ¼ C1ðjjkjjN; a; b; lÞ40 such that for any m40 and for any wAD1;2a;lðRNÞ
jGðzm þ wÞjpC1ðjj jkj1=pzmjjpp; b þ jjwjjpÞ; ð3:6Þ
jjG0ðzm þ wÞjjpC1ðjj jkj1=pzmjjp1p; b þ jjwjjp1Þ; ð3:7Þ
jjG00ðzm þ wÞjjpC1ðjj jkj1=pzmjjp2p; b þ jjwjjp2Þ: ð3:8Þ
Moreover, if limjxj-NkðxÞ ¼: kðNÞ ¼ 0 ¼ kð0Þ then
jj jkj1=pzmjjp; b-0 as m-N or m-0: ð3:9Þ
Proof. Eqs. (3.6)–(3.8) are consequences of (1.3) and Ho¨lder’s inequality. We will
only show (3.8) as (3.6)–(3.7) follow analogously. By Ho¨lder’s inequality and (1.3)
jjG00ðzm þ wÞjjp ðp  1Þ sup
jjh1jj;jjh2jjp1
Z
RN
jkðxÞj
jxjbp
jzm þ wjp2jh1j jh2j
p ðp  1Þjj jkj1=pjj2N sup
jjh1jj;jjh2jjp1
jj jkj1=pðzm þ wÞjjp2p; b
 jjh1jjp; bjjh2jjp; b
p cðjjkjjN; a; b; lÞjj jkj1=pðzm þ wÞjjp2p; b :
Using the triangle inequality and again (1.3) we obtain (3.8).
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Under the additional assumption kð0Þ ¼ kðNÞ ¼ 0 estimate (3.9) follows by the
dominated convergence theorem andZ
RN
jkðxÞj
jxjbp
zpm ¼
Z
RN
jkðmxÞj
jxjbp
z
p
1: &
Lemma 3.4. Suppose a; b; p; l satisfy (1.2) and (1.4) and (1.5) hold. Then there exist
constants e0;C40 and a smooth function
w ¼ wðm; eÞ : ð0;þNÞ  ðe0; e0Þ-D1;2a;lðRNÞ
such that for any m40 and eAðe0; e0Þ
wðm; eÞ is orthogonal to TzmZ; ð3:10Þ
f 0e ðzm þ wðm; eÞÞATzmZ; ð3:11Þ
jjwðm; eÞjjpC jej: ð3:12Þ
Moreover, if (1.8) holds then
jjwðm; eÞjj-0 as m-0 or m-N: ð3:13Þ
Proof. Deﬁne H : ð0;NÞ  D1;2a;lðRNÞ  R R-D1;2a;lðRNÞ  R
Hðm;w; a; eÞ :¼ ðf 0e ðzm þ wÞ  a’xm; ðw; ’xmÞÞ;
where ’xm denotes the normalized tangent vector ddmzm: If Hðm;w; a; eÞ ¼ ð0; 0Þ then w
satisﬁes (3.10)–(3.11) and Hðm;w; a; eÞ ¼ ð0; 0Þ if and only if ðw; aÞ ¼ Fm;eðw; aÞ;
where
Fm;eðw; aÞ :¼  @H
@ðw; aÞ ðm; 0; 0; 0Þ
 1
Hðm;w; a; eÞ þ ðw; aÞ:
We prove that Fm;eðw; aÞ is a contraction in some ball Brð0Þ; where we may choose
the radius r ¼ rðeÞ40 independent of zAZ: To this end we observe
@H
@ðw; aÞ ðm; 0; 0; 0Þ
 
ðw; bÞ; ðf 000 ðzmÞw  b’xm; ðw; ’xmÞÞ
 
¼ jjf 000 ðzmÞwjj2 þ b2 þ jðw; ’xmÞj2; ð3:14Þ
where
@H
@ðw; aÞðm; 0; 0; 0Þ
 
ðw; bÞ ¼ ðf 000 ðzmÞw  b’xm; ðw; ’xmÞÞ:
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From Corollary 3.2 and (3.14) we infer that ð @H@ðw;aÞðm; 0; 0; 0ÞÞ is an injective Fredholm
operator of index zero, hence invertible and by (3.5) and (3.14) we obtain
@H
@ðw; aÞ ðm; 0; 0; 0Þ
 1






















pmaxð1; jjðf 000 ðzmÞÞ1jjÞ
¼ maxð1; jjðf 000 ðz1ÞÞ1jjÞ ¼: C: ð3:15Þ
Suppose ðw; aÞABrð0Þ: We use (3.3) and (3.15) to see
jjFm;eðw; aÞjjpC Hðm;w; a; eÞ  @H
@ðw; aÞ ðm; 0; 0; 0Þ
 
ðw; aÞ
 



















pCjjf 0e ðzm þ wÞ  f 000 ðzmÞwjj
pC
Z 1
0
jjf 000 ðzm þ twÞ  f 000 ðzmÞjj dtjjwjj
þ Cjej jjG0ðzm þ wÞjj
pC
Z 1
0
jjf 000 ðz1 þ tUm1ðwÞÞ  f 000 ðz1Þjj dtjjwjj
þ Cjej jjG0ðzm þ wÞjj
pCr sup
jjwjjpr
jjf 000 ðz1 þ wÞ  f 000 ðz1Þjj
þ Cjej sup
jjwjjpr
jjG0ðzm þ wÞjj: ð3:16Þ
Analogously we get for ðw1; a1Þ; ðw2; a2ÞABrð0Þ
jjFm;eðw1; a1Þ  Fm;eðw2; a2Þjj
Cjjw1  w2jj
pjjf
0
e ðzm þ w1Þ  f 0e ðzm þ w2Þ  f 000 ðzmÞðw1  w2Þjj
jjw1  w2jj
p
Z 1
0
jjf 00e ðzm þ w2 þ tðw1  w2ÞÞ  f 000 ðzmÞjjdt
p
Z 1
0
jjf 000 ðzm þ w2 þ tðw1  w2ÞÞ  f 000 ðzmÞjjdt
þ jej
Z 1
0
jjG00ðzm þ w2 þ tðw1  w2ÞÞjjdt
p sup
jjwjjp3r
jjf 000 ðz1 þ wÞ  f 000 ðz1Þjj
þ jej sup
jjwjjp3r
jjG00ðzm þ wÞjj:
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We may choose r040 such that
C sup
jjwjjp3r0
jjf 000 ðz1 þ wÞ  f 000 ðz1Þjjo12
and e040 such that
2e0o sup
zAZ;jjwjjp3r0
jjG00ðz þ wÞjj
 !1
C1 and
3e0o sup
zAZ;jjwjjpr0
jjG0ðz þ wÞjj
 !1
C1 r0:
With these choices and the above estimates it is easy to see that for every zmAZ and
jejoe0 the map Fm;e maps Br0ð0Þ in itself and is a contraction there. Thus, Fm;e has a
unique ﬁxed-point ðwðm; eÞ; aðm; eÞÞ in Br0ð0Þ and it is a consequence of the implicit
function theorem that w and a are continuously differentiable.
From (3.16) we also infer that Fz; e maps Brð0Þ into Brð0Þ; whenever rpr0 and
r42jej sup
jjwjjpr
jjG0ðz þ wÞjj
 !
C:
Consequently, due to the uniqueness of the ﬁxed-point we have
jjðwðz; eÞ; aðz; eÞÞjjp3jej sup
jjwjjpr0
jjG0ðz þ wÞjj
 !
C;
which gives (3.12). Let us now prove (3.13). Set
rm :¼ min 4e0CC1jj jkj1=pzmjjp1p; b ; r0;
1
8e0C1C
  1
p2
8<
:
9=
;;
where C1 is given in Lemma 3.3. In view of (3.7) we have that for any jejoe0 and
m40
2jejC sup
jjwjjprm
jjG0ðzm þ wÞjjp2jejCC1jj jkj1=pzmjjp1p; b þ 2jejCC1rp2m rm:
Since rp2m p 18e0C1C we have,
2jejC sup
jjwjjprm
jjG0ðzm þ wÞo2jejCC1jj jkj1=pzmjjp1p; b þ
1
2
rmprm;
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so that, by the above argument, we can conclude that Fm;e maps Brmð0Þ into Brmð0Þ:
Consequently due to the uniqueness of the ﬁxed-point we have
jjwðm; eÞjjprm:
Since by (3.9) we have that rm-0 for m-0 and for m-þN; we get (3.13). &
Under the assumptions of Lemma 3.4 we may deﬁne for jejoe0
Zea;b;l :¼ fuAD1;2a;lðRNÞju ¼ za;b;lm þ wðm; eÞ; mAð0;NÞg: ð3:17Þ
Note that Ze is a one-dimensional manifold.
Lemma 3.5. Under the assumptions of Lemma 3.4 we may choose e040 such that for
every jejoe0 the manifold Ze is a natural constraint for fe; i.e. every critical point of
fejZe is a critical point of fe:
Proof. Fix uAZe such that fej0ZeðuÞ ¼ 0: In the following, we use a dot for the
derivation with respect to m: Since ð’zm;wðm; eÞÞ ¼ 0 for all m40 we obtain
ðz¨m;wðm; eÞÞ þ ð’zm; ’wðm; eÞÞ ¼ 0: ð3:18Þ
Moreover differentiating the identity zm ¼ Uszm=s with respect to m we obtain
’zs ¼ 1sUs ’z1 and z¨s ¼
1
s2
Usz¨1: ð3:19Þ
From (3.11) we get that f 0e ðuÞ ¼ c1 ’zm for some m40: By (3.18) and (3.19)
0 ¼ðf 0e ðuÞ; ’zm þ ’wðm; eÞÞ ¼ c1ð’zm; ’zm þ ’wðm; eÞÞ
¼ c1m2ðjj’z1jj2  ðz¨1;Um1wðm; eÞÞÞ ¼ c1m2ðjj’z1jj2  jjz¨1jjOð1ÞeÞÞ:
Finally, we see that for small e40 the number c1 must be zero and the assertion
follows. &
In view of the above result, we end up facing a ﬁnite-dimensional problem as it is
enough to ﬁnd critical points of the functional Fe : ð0;NÞ-R given by fejZe :
4. Study of Ue
In this section, we will assume that the critical manifold is non-degenerate, i.e.
(1.5), such that the functional Fe is deﬁned. To ﬁnd critical points of Fe ¼ fejZe it is
convenient to introduce the functional G given below.
V. Felli, M. Schneider / J. Differential Equations 191 (2003) 121–142138
Lemma 4.1. Suppose a; b; p; l satisfy (1.2) and (1.4) holds. Then
FeðmÞ ¼ f0ðz1Þ  eGðmÞ þ oðeÞ; ð4:1Þ
where GðmÞ ¼ GðzmÞ: In particular, there is C40; independent of m and e; such that
jFeðmÞ  ðf0ðz1Þ  eGðmÞÞjpCðjjwðe; mÞjj2 þ ð1þ jejÞjjwðe; mÞjjp
þ jejjjwðe; mÞjjÞ: ð4:2Þ
Consequently, if there exist 0om1om2om3oN such that
Gðm2Þ4maxðGðm1Þ;Gðm3ÞÞ or Gðm2ÞominðGðm1Þ;Gðm3ÞÞ ð4:3Þ
then Fe will have a critical point, if e40 is sufficiently small.
Proof. Note that for all m40 we have f0ðzmÞ ¼ f0ðz1Þ;
jjzmjj2 ¼
Z
RN
zpm
jxjbp
and ðzm;wðe; mÞÞ ¼
Z
RN
zp1m wðe; mÞ
jxjbp
: ð4:4Þ
From (4.4) we infer
FeðmÞ ¼ 1
2
Z
RN
zpm
jxjbp
þ 1
2
jjwðe; mÞjj2 þ
Z
RN
zp1m wðe; mÞ
jxjbp
 1
p
Z
RN
ð1þ ekÞðzm þ wðe; mÞÞp
jxjbp
and
f0ðz1Þ ¼ f0ðzmÞ ¼ 1
2
jjzmjj2  1
p
Z
RN
zpm
jxjbp
¼ 1
2
 1
p
 Z
RN
zpm
jxjbp
:
Hence
FeðmÞ ¼ f0ðz1Þ  eGðmÞ þ 1
2
jjwðe; mÞjj2  1
p
HeðmÞ; ð4:5Þ
where
HeðmÞ
¼
Z
RN
ðzm þ wðe; mÞÞp  zpm  pzp1m wðe; mÞ þ ekððzm þ wðe;mÞÞp  zpmÞ
jxjbp
:
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Using the inequality
ðz þ wÞs1  zs1  ðp  1Þzs2wp Cðz
s3w2 þ ws1Þ if sX3;
Cws1 if 2oso3;
(
where C ¼ CðsÞ40; with s ¼ p þ 1 and Ho¨lder’s inequality we have for some
c2; c340
jHeðmÞjp
Z
RN
jðzm þ wðe; mÞÞp  zpm  pzp1m wðe; mÞj
jxjbp
þ jej
Z
RN
jkjððzm þ wðe; mÞÞp  zpmÞ
jxjbp
p c2
Z
RN
zp2m w
2ðe; mÞ
jxjbp
þ
Z
RN
jwðe; mÞjp
jxjbp
"
þ jej
Z
RN
zp1m jwðe; mÞj
jxjbp
þ jej
Z
RN
jwðe; mÞjp
jxjbp
#
p c3½jjwðe; mÞjj2 þ ð1þ jejÞjjwðe; mÞjjp þ jejjjwðe; mÞjj
and the claim follows. &
Although it is convenient to study only the reduced functional G instead of Fe; it
may lead in some cases to a loss of information, i.e. G may be constant even if k is a
non-constant function. This is due to the fact that the critical manifold consists of
radially symmetric functions. Thus G is constant for every k that has constant mean-
value over spheres, i.e.
1
rN1
Z
@Brð0Þ
kðxÞ dSðxÞ  const 8r40:
In this case we have to study the functional FeðmÞ directly.
Proof of Theorem 1.3. By (1.8), (3.9), (3.13) and (4.2)
lim
m-0þ
FeðmÞ ¼ lim
m-þN FeðmÞ ¼ f0ðz1Þ:
Hence, either the functional Fe  f0ðz1Þ; and we obtain inﬁnitely many critical
points, or Fecf0ðz1Þ and Fe has at least a global maximum or minimum. In any case
Fe has a critical point that provides a solution of ðPa;b;lÞ: &
The next lemma shows that it is possible (and convenient) to extend the C2-
functional G by continuity to m ¼ 0: The proof of this fact is analogous to the one in
[3, Lemma 3.4] and we omit it here.
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Lemma 4.2. Under the assumptions of Lemma 4.1
Gð0Þ :¼ lim
m-0
GðmÞ ¼ kð0Þ 1
p
jjz1jjpp; b and ð4:6Þ
1
p
lim inf
jxj-N
kðxÞjjz1jjpp; bp lim infm-N GðmÞp lim supm-N GðmÞ
p 1
p
lim sup
jxj-N
kðxÞjjz1jjpp; b: ð4:7Þ
If, moreover, (1.9) holds we obtain
G0ð0Þ ¼ 0 and G00ð0Þ ¼ Dkð0Þ
Np
Z
jxj2 z1ðxÞ
p
jxjbp
: ð4:8Þ
Proof of Theorem 1.4. To see that assumptions (1.10) and (1.11) give rise to a critical
point we use the functional G: Condition (1.10) and Lemma 4.2 imply that G has a
global maximum strictly bigger than Gð0Þ and lim supm-NGðmÞ: Consequently, Fe
has a critical point in view of Lemma 4.1. The same reasoning yields a critical point
under condition (1.11). &
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