Purpose : Monte Carlo methods are considered the gold standard for dosimetric computations in radiotherapy. Their execution time is however still an obstacle to the routine use of Monte Carlo packages in a clinical setting. To address this problem, a completely new, and designed from the ground up for the GPU, Monte Carlo dose calculation package for voxelized geometries is proposed:
I. INTRODUCTION
s, can be sampled from the following expression:
where ζ is a random variable uniformly distributed in (0,1] and µ(E) is the value of the total 75 attenuation coefficient, given by
where the σ's are total cross section values for the corresponding interactions, N A is Avo-77 gadro's number, A is the molecular weight and ρ is the density.
78
To eliminate the need for a distinct geometry engine in heterogeneous situations,
79
GPUMCD employs the Woodcock raytracing algorithm [32] in which the volume can be 80 considered homogeneously attenuating by introducing a fictitious attenuation coefficient,
81
corresponding to a fictitious interaction which leaves the direction and energy of the particle 82 unchanged, in every voxel x:
where µ max is the attenuation coefficient of the most attenuating voxel inside the volume.
84
The distance to the next interaction is therefore always sampled using µ max . The sampling 85 of the interaction type, once at the interaction position, is then performed taking into 86 consideration this fictitious interaction type. This method is not an approximation, it leads 87 to the correct result even in arbitrarily heterogeneous geometries.
B. Electron simulation

115
Because of the much larger number of interactions experienced by a charged particle be-
116
fore it has deposited all of its energy, analogue simulations cannot be used practically. A 117 class II condensed history method is used here, as defined by Berger [38] , in which inter-118 actions are simulated explicitly only if they cause a change in orientation greater than θ c 119 or a change in energy larger than E c . Below these thresholds, the interactions are modeled 120 as taking part of a larger condensed interaction, the result of which is a major change in 
Hard interactions
124
GPUMCD simulates inelastic collisions as well as bremsstrahlung in an analogue manner,
125
as long as the changes to the state of the particle are greater than the previously discussed 126 threshold.
127
For inelastic collisions, a free electron approximation is used and no electron impact where E is the energy of the incoming electron. 
Electrons transport
141
The transport of electrons is less straightforward than photon transport because of the 142 high probability of soft collisions, which are regrouped in a single step between two hard inter- of step length and e hard is the distance to the next hard interaction.
150
The distance to the next hard interaction can once again be sampled with the help of 151 the Woodcock raytracing algorithm. For electron transport, however, the total attenuation 152 coefficient, µ(E), is in fact µ(E, s) where the dependence on distance has been made explicit.
153
The dependence on distance is due to the fact that electrons will lose energy due to sub- since µ max (E) can be selected with E being the energy at the beginning of the electron step.
158
Energy losses are experienced by the electron during the soft scattering events that are 159 modeled by the multiple-scattering step. This energy loss is accounted for with the con-160 tinuously slowing down approximation (CSDA). This approximation states that charged 161 particles are continuously being slowed down due to the interactions they go through and 162 that the rate of energy loss is equal to the stopping power S, given by:
The implementation of a class II condensed history method only accounts for sub-threshold 164 interactions in the CSDA. The use of restricted stopping powers, L, is therefore required:
where Σ(E, E ) is the total macroscopic cross section and K cut is the catastrophic interaction 166 kinetic energy threshold. Since this release of GPUMCD is e s -centric, the energy loss of a
167
given step is computed with
The evaluation of the integral can be reduced to
which is EGSnrc's Eq. 4.11.3.
170
Between two consecutive hard collisions, the electron does not follow a straight line. 
where a is the multiplier and b the base. The carry, c, is defined by:
The particles of the other type are generated and put inside the particle array for that type.
230
The other type of particle will then be simulated, and so on until a relatively low number of 231 particle is left in the stack. This number is user-selectable and could be set to 0 to simulate 232 every particle. Since a simulation pass always comes with some overhead, it could also be array and wait there until the array with the current type of particle is exhausted. This, in 238 turn, eliminates the divergence due to the photon-electron coupling. Every time a call to a 239 simulation function for electrons or photons is issued, one can consider that every particle of 240 that type is simulated and that the counter for that type of particle is reset to 0. Sec. II C 3 241 will show some refinements related to the management of particles.
242
The other two main arrays, one of composition identifier and one of density values, are 243 stored as 3D textures since they are used to represent the volume of voxels. 3D textures 244 reside in memory but they can be efficiently cached for 3D data locality. Every time a
245
particle is moved, the composition and density of the current particle voxel are fetched from 246 the 3D textures.
247
Cross section and stopping power data are stored in global memory in the form of a 1D 248 texture. The cross section and stopping power data are preinterpolated on a regular grid
249
with a value at every 1 keV.
250
The shared memory usage is relatively limited in this application. For the electrons 251 simulation, some specific composition attributes are required (e.g. Z V , Z G , etc., in Tab. impossible to predict which path a given particle will take and it is therefore impossible to 267 regroup particle with the same fate into the same warps. When a warp is divergent, it is 268 split into as many subwarps as there are execution paths, leading to a performance penalty.
269
Divergence can be seen when, e.g. two particles of the same warp do not require the same 270 number of interactions before exhaustion or do not interact in the same way. Some software 271 mechanisms can be employed to reduce the impact of divergence.
272
The first mechanism consists in performing a stream compaction after N simulation processors (SP) in the MP will be idle while they wait for the slow particle to finish. This 277 first mechanism then artificially limits the number of simulation steps a particle can undergo 278 during one pass of the algorithm. After this number of steps, every particle that has been 279 completely simulated is removed from the list of particles and the simulation is restarted 280 for another N steps, until every particle has been completely simulated. resulting from copying input data to two graphics card instead of one.
315
These optimization mechanisms can be turned on or off at the source code level in
316
GPUMCD.
317
D. Performance evaluation
318
The performance evaluation of GPUMCD is twofold: a dosimetric evaluation against
319
EGSnrc/DOSXYZnrc and an efficiency evaluation against EGSnrc and DPM, the later being 320 a fairer comparison since DPM was designed for the same reason GPUMCD was developed, i.e. fast MC dose calculations.
322
All settings for DPM were set to default, notably K cut = 200 keV and P cut = 50 keV. 
where s is the statistical uncertainty and T the computation time. Only voxels with a dose 
where
for N the number of histories simulated, D the mean of the random variable D and N 0.2 346 the number of voxel with dose higher than 0.2D max .
347
butions [46] . The gamma index for one voxel x is defined as
and
where ||x − x|| is the distance between voxels x and x , D( configuration, uses only one processor core.
357
III. RESULTS
358
Several slab-geometry phantoms are described in Sec. III A . In Sec. III B, the execution The second geometry is composed of a lung box inside a volume of water. It is designed 377 to demonstrate the performance of GPUMCD with lateral and longitudinal disequilibrium 378 conditions. For electrons, the lung box is 4 cm long, 4.5 cm wide and starts at a depth of 379 3 cm; for photons the lung box is 6.5 cm long, 4.5 cm wide and starts at a depth of 5.5 cm.
380
In both cases, the box is centered on the central axis. For this geometry, PDD and isodose The third geometry is composed of soft tissue, bone and lung. The slabs, for electrons,
384
are arranged as such: 2 cm of soft tissue, 2 cm of lung, 2 cm of bone followed by soft tissue.
385
For photons the geometry is: 3 cm of soft tissue, 2 cm of lung, 7 cm of bone followed by soft factor is defined as
and the efficiency improvement as
Tab. IV presents the absolute execution times for all simulations with both electron and 399 photon beams. As detailed in Sec. II C 3, GPUMCD can take advantage of a system with multiple GPUs.
408
The impact of parallelizing GPUMCD on two GPUs is presented in Tab. VII where T P H with both photon and electron beams, except for the end of the build-up region where small 419 differences of less than 2% can be observed. In both cases, the rest of the curve as well as 420 the overall range of the particles are not affected.
421
In heterogeneous simulations with low density materials, the agreement is also excellent.
422
Differences of up to 2% can be seen in the build-up region for an incoming electron beam.
423
These differences again do not affect the range of the particles. For a photon beam imping-
424
ing on the water-lung phantom, the dose is in good agreement within as well as near the 425 heterogeneity.
426
In heterogeneous simulations with a high-Z material, differences of up to 2% are found 427 with an impinging electron beam and no differences above 1% are found for the photon 428 beam in the presented PDD while differences of up to 1.5% are found in the profiles. Tab. IV shows the absolute execution times for electron and photon beams with GPUMCD. 
