This work explores the wake dynamics of systems with three bluff bodies with variable spacing.
the interacting flow field as compared to a single element of the flow field, such as a single jet or wake.
In this work, we focus on changes to the time-averaged and large-scale dynamical features of planar flow fields with varying levels of interaction. We have chosen a Reynolds number regime that highlights key hydrodynamic stability features of a two-dimensional wake flow. However, it is likely that turbulence is not fully developed at these Reynolds number conditions. As such, we do not focus on the turbulent characteristics of the flow field, but rather the flow development and large-scale dynamics.
Literature review of development and stability of interacting flow fields
A review of the literature reveals that interacting flow fields have been studied for some canonical flows, especially plane jets and wakes. Interacting jets fall into two categories: unventilated jets, where a surface is placed between the jet exits, and ventilated jets, where there is no surface between jets and air is free to flow between the two nozzles [1] . The flow field of these two configurations differs by the presence of a recirculation zone, which develops between the unventilated jets as a result of the lowpressure zone along the centerline of the jets. Comparison studies of these two configurations have shown that ventilated jets merge further downstream than unventilated jets because of the additional entrainment along the centerline [2] .
The flowfield of interacting plane jets is typically divided into three regions: the converging region, present in unventilated jets where the core flows and shear layers are separated by a recirculation zone, the merging region, where the shear layers begin to interact, and the combined region, where the two jets are indistinguishable. The converging region of plane jets shows significantly different characteristics from the initial development of a single jet in terms of the time-averaged flow trajectory, turbulence levels, and instability characteristics. This also implies that the development of the shear layers on either side of the jet, termed the "inner" and "outer" shear layers, can be influenced by the interaction.
Ko and Lau [3] and Nasr and Lai [1] reported spectra of turbulent fluctuations in the inner and outer shear layers of two plane, unventilated jets. The results from Nasr and Lai are particularly interesting as they examined the effect that interaction has on hydrodynamic instability and the large-scale coherent structures produced by the instability. The development of the preferred shear layer mode at a frequency of approximately 2400 Hz was damped in the inner shear layer, as compared to the outer shear layer, as a result of interaction with the adjacent recirculation region. Additionally, the first subharmonic was almost entirely damped in the inner shear layer. As compared to the instability development in a single jet, the fluctuation spectra in the outer shear layer of the dual-jet configuration still showed damped oscillations,
indicating that the interaction of the two jets affected even the outer shear layer development, despite the lack of direct interaction in the outer shear layers.
Evidence of periodic dynamics in pairs of interacting plane jets have been explored more thoroughly by both Bunderson and Smith [4] and Soong et al. [5] . Bunderson and Smith's experiment considered a Reynolds number of Re=21,500 at a range of jet spacings and momentum ratios between the two jets. The two jets displayed strong oscillatory motion, including side-to-side flapping and formation of large coherent structures, when the momentum ratios were matched over a range of jet spacings. Similar flapping and coherent structure formation was noted by Soong et al. [5] at much lower Reynolds numbers, Re=60-200, in a DNS calculation. However, the work by Soong et al. showed that as Reynolds number increased above Re=80, the oscillations became chaotic as opposed to periodic. The impact of turbulence on this chaotic behavior is not known, as the simulation remained in the laminar regime.
Limited data shows the impact of jet spacing on the downstream development of interacting plane jets. Tanaka [6] [7] [8] showed that the development of the unventilated interacting jets bifurcated as a function of the jet separation, D, divided by the jet width, a. This trend was quantified by tracking the location of the stagnation point at the downstream end of the recirculation region as a function of D/a; for D/a>16, the downstream location of the stagnation point varies more quickly with jet separation. The authors point to the differences in the static pressure fields and resultant entrainment in these two regimes as the driving reason behind this changing trend. However, this result may not be universal, and is likely not the same in ventilated jets because of the lack of central recirculation region. It is clear from the literature of interacting jets that the jet development in interacting jets is fundamentally different than that of single jets in terms of the mean velocity profiles, turbulence development, and hydrodynamic instability. These differences are significant enough to put "interacting jets" into a separate category from single jets, and
possibly, that "dual-jet" systems are different from systems with more jets as a result of the interaction between the inner and outer shear layers. In general, the development of interacting jet flows cannot be deduced from the single flow behavior.
The interacting wake literature heavily focuses on the wake behind pairs of bluff bodies, including circular cylinders, square cylinders, and flat plates. Beginning with investigations by Biermann and Herrnstein [9] in 1933 and Spivack [10] in 1946, researchers noted that the drag coefficients on side-byside bodies had two curious features. First, the flow appeared to be bi-stable; at a given Reynolds number and spacing, the drag coefficients "flip-flopped" between two values. Second, the average of these two drag coefficients was typically lower than the drag coefficient on a single cylinder, indicating significant interaction in dual-body systems. Many studies investigated the reasons for this bi-stable behavior in dualwake systems, including Sumner et al. [11] , Le Gal and coworkers [12, 13] Hayashi et al. [22] . While the Reynolds numbers (based on diameter) of these studies vary widely, from laminar (Re=30) to fully turbulent (Re=47,000) flow, most studies pointed to ranges of bluff-body spacings that resulted in different wake structures, including the Bérnard von Kármán (BVK) instability, and dynamics. Table 1 provides an overview of these ranges, where w is the center-to-center spacing of the bluff bodies and D is the diameter of the bluff bodies. It should be noted that many of these studies used the non-dimensional parameter s/D for spacing, where s is the gap width between the two bluff bodies; despite this difference, the results are typically the same. Alam et al. [23] also noted that the ranges for different bluff body shapes were slightly different, particularly in the transition regime, but followed the same general progression. Transition regime with significant intermittency in wake shedding phase 3 < w/D < 4.6 Unbiased wake structure Out-of-phase BVK vortex shedding on each bluff body w/D > 4. 6 Unbiased wake structure Weakly coupled shedding, or in some cases, no coupling
There are several key features of these ranges. First, in the range of 1.3 < w/D < 2.2, the "gap flow," or flow between the two bluff bodies, is "biased," and preferentially angles to one side. Mizushima and coworkers [24] [25] [26] found that this biased structure exists in up to as many as 14 wakes at low Reynolds numbers (Re=23-30); this alternating wake structure was also seen in three-wake systems by Sumner et al. [11] at Re=500-3000 and more recent work by Zheng and Alam [27] at Re=150, although no data exists at higher Reynolds numbers to confirm that this trend continues for more than two bluff bodies. In the dual-wake system, the wakes "flip-flop," or change bias, in this same range of spacings. Experiments by Kim and Durbin [16] at Re=3000 showed that this flip-flop process is random and fits to a Poisson distribution, as did experiments by Bearman and Wadcock [17] at Re=25,000. Wang and Zhou [18] used high-speed LIF imaging to show the mechanism for the flip-flop, indicating that vortices from the wider wake were entrained into the narrower wake when phase lag in the vortex shedding in the wider wake allowed those structures to be more easily entrained. Over the course of three to four vortex shedding periods, this entrainment of fluid builds up, eventually causing the narrow wake to overtake the wider wake, and the system "flips." Linear stability analysis by Carini et al. [20] at much lower Reynolds numbers, Re=50-90, showed that this flipping process is not random, but instead is driven by a secondary instability in the flowfield. The authors were careful to note that this result may not apply at higher
Reynolds numbers. However, their structural sensitivity analysis [21] showed that the flipping is driven by the structure of the shear layers near the bluff body; these findings aligned well with experimental findings at Re=3300 by Kim and Durbin [16] , who found that acoustic forcing of the shear layers could suppress the bias and the flipping. Additionally, they found that other bluff-body shapes, like squares and flat plates where the shear layer separation location is not variable, as it is on a circular cylinder, did not see intermittent flipping; this was confirmed by Hayashi et al. [22] in wakes behind flat plates at Reynolds numbers from Re=6000-19,000.
As spacing increases, the bias between the two wakes decreases and the interaction between the bluff body shear layers reduces. Many studies noted significant intermittency in vortex shedding frequency and phase between the two bluff bodies in these intermediate regions.
In particular, multiple studies, reviewed by Zdravkovich [28] in 1977, indicated that the behavior of the dual-wake system in the range of 2.2 < w/D < 3 is highly sensitive to spacing, Reynolds number, and bluff-body shape. Beyond this point, studies noted some lock-in between vortex shedding, although results between studies start to diverge significantly beyond w/D > 4. This is likely a result of differences in Reynolds numbers in the available literature.
Few studies consider the dynamics of multi-wake systems with more than two wakes. Sumner et al. [11] investigated both two-and three-wake systems using circular cylinders at Reynolds numbers between Re=500-3000, and Hayashi et al. [22] considered systems of two, three, four, and five flat plates at Reynolds numbers between Re=6000-19,000. While Sumner et al. show some similarities in the dynamics of the two-and three-wake systems, Hayashi et al. mostly focus on the structure of the flow rather than the dynamics. Recent work by Zheng and Alam [27] identify behavioral regimes for threewake systems at Re=150 using DNS, focusing on significant variations in the lift-coefficient as a function of spacing as a metric for the global flow behavior. As a result of the dearth of data on three-wake systems,
we hesitate to draw any conclusions about multi-wake systems from the findings in dual-wake systems. It is also clear from the dual-wake literature that interaction between the shear layers formed along the freestream side of the bluff bodies and those formed in between the bluff bodies plays a critical role in determining the dynamics of the two-wake system. This is particularly true at close spacings, where the bias in the flow is strongly driven by this interaction. In systems with three or more bluff bodies, the interaction between the free stream and the interaction shear layers will not exist for the "inner" flows, changing the flow interaction significantly.
Scope of this study
This review of the literature indicates that there are several unanswered questions about the development and stability of interacting flow fields. We have scoped this study to address two critical gaps in the current literature. First, we add to the very small quantity of data on more than two interacting wakes. Second, we focus on the large-scale dynamics of these flow fields, which can influence both largescale and small-scale processes in technologies with interacting flows. The presence of coherent structures has been shown to enhance mixing on a local scale [29] , while large-scale dynamics can significantly impact system performance; in combustors, large-scale structures drive limiting processes such as blowoff [30] and combustion instability [31] , and in structural configurations, large-scale motions can drive high-cycle fatigue. In particular, we are interested in the variations in frequency and symmetry of these dynamics. We use a number of analysis techniques to extract and analyze the coherent dynamics of the flow at varying levels of interaction.
In this study, we limit ourselves to planar flow fields in a particular Reynolds number range. We chose a planar flow field for two main reasons. First, the majority of the literature on interacting jets and wakes in general focuses on planar configurations; this historical data provides important context for the current study. Second, the target technology of our facility is bluff-body stabilized flames, as in jet engine augmentors [32] or furnaces and heaters [33, 34] . Our initial reacting studies in this facility indicated that flow interaction has a first-order effect on flame development [35] ; as such, the present study is motivated by a need to understand the development and stability of interacting flows at varying levels of interaction. [37] . While the vortex shedding coherence decreases with Reynolds number, and hence turbulence intensity, the general structure of the single wake remains the same until Re ≈ 200,000 [38] . A bifurcation takes place near Re=1,000 [38] , where both the shear layer and wake instabilities are present. The presence of both modes of instability is important for understanding the impact of interaction on the stability of the flow. Above this Reynolds number cutoff, both the shear layer and wake instabilities are still present, but increasing the Reynolds number also increases the turbulence intensity, particularly in the shear layers. Stronger turbulent motions reduce the coherence of large-scale vortical structures, generated by the shear layer and wake instabilities. In order to preserve the integrity of these structures but still capture key instability characteristics present in Reynolds numbers greater than Re=1,000, we have chosen to operate at Re=4,000.
II. EXPERIMENTAL DESCRIPTION

Experimental facility
This experiment consists of a duct that is 36 inches (914.4 mm) tall and has an exit dimension of mm), like that of Shanbhogue [39] . In the three bluff-body configuration, each bluff body is placed on either side of the central bluff body. The center-to-center measurement between bluff bodies, shown as w in Figure 1a , is equal on both sides, and s = w -D for the spacing between bluff bodies. Due to the width of the clamps holding the bluff bodies, the minimum center-to-center measurement is w = 32 mm. In the three bluff-body configuration, the open area between bluff bodies and between a bluff body and a top plate is equal as well. For simplicity in further discussions, the bluff bodies are labeled as wake 1, wake 2, and wake 3 for the left, central, and right bluff bodies, respectively, as shown in Figure 1a .
Diagnostics
High-speed PIV is used to obtain axial (x-direction) and transverse (y-direction) velocity data. The 
3.
Analysis methods
Frequency spectra
The frequency spectra of velocity signals are calculated to understand the spectral content of the velocity field. Spectra are calculated in two ways. First, a single-sized fast Fourier transform (FFT) is used and the power spectral density (PSD) is calculated to identify peaks in the spectra. Some of the PIV datasets included frames that were significantly corrupted; this issue was not discovered until much after the experiment was run. As a result, we used a Lomb-Scargle method [41] for constructing PSDs from signals that have missing samples; this method was only needed on data sets: w/D = 2.20 and w/D = 2.47.
Frequency is reported as a Strouhal number, St fL U =
, where f is the frequency (in Hertz), L is a length scale relevant to the oscillations, and U is a velocity scale. In this study, the bluff-body diameter is used as the length scale, and the bulk flow velocity is used as the velocity scale.
Proper Orthogonal Decomposition
Proper Orthogonal Decomposition (POD) provides insight into the flow development by finding the large-scale dynamics in the modes containing more energy. Since the POD is an energy-based decomposition, it is ideal for identifying the differences in large-and small-scale structures in the context of turbulent flows. Here, the POD provides a basis set that maximizes the turbulent kinetic energy, as calculated by two components of velocity in this two-dimensional measurement. This is done by solving an eigenvalue problem on the two-point correlation tensor of the velocity field. The details of the POD can be found in the work of Berkooz et al. [42] . This study uses reconstructed velocity fields from the highest-energy POD modes to remove turbulence and other small scale-dynamics and better understand intermittency in the wake motions.
3.
Constructing an Analytic Signal
To quantify the time-dependent behavior of signals with varying frequency and phase, a complex analytic signal is constructed from the original real-valued velocity signal. Having the analytic signal allows for an easy extraction method of the approximate phase and frequency at any given time in the signal. Gabor [43] proposed two methods for generating a unique complex signal, suppressing the amplitudes with negative frequencies outputted from a Fourier transform and adding the real-valued signal to the Hilbert transform of the signal multiple by the imaginary unit. He then showed that these two procedures were equivalent. For this study, the analytic signal z(t) was constructed by applying the Hilbert
. This quantity was computed in MATLAB using the built-in function hilbert(). From there, instantaneous frequency and phase could be extracted and interpreted by taking the inverse tangent between the real and complex values of the analytic signal [44] . While the instantaneous frequency and phase are mathematical constructs, they provide critical information about the behavior of periodic, yet intermittent, systems. This technique is used to study the interacting wakes generated by multiple bluff bodies.
Test matrix
Seven different arrangements were used in this study: six cases with three bluff bodies and one case with a single bluff body, the latter being considered the single element "unit flow" to establish a baseline for the interacting cases and ensure our data is consistent with other experiments. For this investigation, the center-to-center spacing w was increased in 5 mm increments, a resolution that seemed sufficient based off previous experimental investigations, from the experimental minimum and maximum. 
Variations in time-averaged flow topology
Understanding the time-averaged flow topology allows us to better describe the dynamical features of the flow. Figure 2 shows the time-averaged axial velocities with streamlines for each of the seven cases; w/D is labeled above each image. In the single bluff body case, shown as the top left image, a recirculation zone is present downstream of the bluff body and extends approximately 2-3 bluff body diameters downstream. The structure of the flow is very similar to previous studies of this canonical geometry [38] . Sumner et al. [11] found a biased flow pattern for a similar w/D to this condition. In their study, the wake from the center was typically larger and dominated the wakes on either side, forcing the center jet flows to be biased away from the center wake. Farther downstream, all four "jets" begin to merge together. This merging has been seen in interacting plane jets, where closely-spaced jets will deflect inwards towards the centerline of the flow [1] . This convergence can be seen to a lesser extent at all bluff-body spacings; as a result, the recirculation zones in wakes 1 and 3 are asymmetric about the centerline of the bluff body.
Another interesting aspect of the time-averaged flow is the change in recirculation zone strength and size behind the bluff bodies at different spacings. The backflow velocity in the center recirculation zone is highest at close spacings (w/D=1.68) and then weakens as the spacing between bluff-bodies increases.
At w/D=2.47 and larger spacings, the center wake region contains almost no time-averaged recirculating flow, although recirculation is present on an instantaneous basis. The region of velocity deficit extends farther downstream than in the closely-spaced cases, which reduces the merging of jets on either side of the center bluff body. The recirculation zones behind wakes 1 and 3, however, contain time-averaged recirculation for all spacings, and have stronger recirculation than that of wake 2 at all spacings. This is likely the result of the quiescent ambient boundary condition on the edge of the experiment, which promotes more shear between the outer "jets" than a free-stream boundary condition would. It is also interesting to note that the structure of the recirculation zones for wakes 1 and 3 are different than wake 2; they deform inward towards the flow centerline starting at approximately x/D=1.5 in all cases, and the extent of velocity deficit downstream is shorter than that in wake 2.
The changing time-averaged structure of the flowfield with bluff-body spacing has a significant impact on the fluctuating components of the velocity field. Figure 3 shows the root mean squared (RMS) velocity fluctuations of both the axial and cross-stream velocity components for the single wake and three-wake systems at various spacings. increasing the RMS in the wake region. There is also significant fluctuating energy in the shear layers upstream of the wake region caused by the Kelvin-Helmholtz (KH) instability [45] .
The RMS velocity distributions are significantly different in the three-wake systems than the singlewake system. In general, the RMS values are lower, a result of the loss of coherence of the wake vortex shedding mode. At the smallest spacing of w/D = 1.68, the RMS value is highest at x/D=1.5-3.5 along each shear layer, rather than the wake centerline, and quickly decreases downstream. As the bluff-body spacing increases, the RMS value increases in both the shear layers and in the wake region for all three wakes. For spacings of w/D=2.20 and above, the RMS structure in wake 2 is different than that of the outer wakes, wakes 1 and 3. In particular, RMS fluctuations are still concentrated in the shear layers for wake 2, while a higher RMS value is present along the wake centerlines for wakes 1 and 3. The dynamical features that cause this difference are analyzed in the following sections. Proper orthogonal decomposition (POD) is used to understand the structure of these oscillations and the intermittency seen in the shear layer shedding region. Figure 6 shows POD modes 1 and 2 of both the axial and cross-stream velocity fluctuations. These first two modes for the single bluff-body flow can be identified as a mode pair based on their similar spatial patterns, energies, and frequency content.
Because POD is an energy-based decomposition, the modes with the largest coherent fluctuations are identified first, thus the reason for these wake shedding modes to appear as modes 1 and 2. Combined, One of the focuses of this work is the investigation of "intermittency" in the flowfield. Here, we define intermittency not in a traditional turbulent sense [48] , but instead in the context of the dynamics of the large-scale structures in the flowfield. In particular, we consider variations in vortex shedding frequency, phase, and strength to be signs of intermittency in the large-scale dynamics, as opposed to, for example, the prediction of a linear stability analysis or the behavior at a very low Reynolds number, which would result in just one vortex shedding frequency and consistent vortex strength over every cycle. For this single bluff body configuration, the existence of a transition region, as shown in Figure 5 , indicates jitter and intermittency in the flowfield, despite the consistency of the wake shedding downstream of this region.
Wake vortices are formed at slightly different downstream locations in different cycles, a feature known as "phase jitter" [49] . When multiple bluff bodies are placed in parallel, this leads to further intermittency and jitter caused by interactions between adjacent flows.
2.
Dynamics of interacting flows
In The other observation from these instantaneous streamlines is the intermittent structure of the velocity deficit region behind each bluff body. The time-averaged flowfield in Figure 2 shows that there is time-averaged recirculation at w/D = 1.94, but not as strong as that in the single-wake and w/D = 1.68
cases. The weak time-averaged recirculation is likely due to the highly intermittent behavior in the region downstream of each bluff body. While negative velocities are measured in each time instance in Figure 7 , the magnitude of the reverse velocity and its location varies significantly in time. Additionally, the apparent "sources" and "sinks" in the streamlines in this region are likely indicative of three-dimensional motion in this region that is not captured with the two-dimensional velocity measurement.
As identified in the single wake in Figure 5 , the interacting flows also exhibit three regions of coherent fluctuations in the flow field. However, the phase jitter and intermittency increases significantly in the three-wake cases as compared to the single-wake case. Frequency spectra along the shear layers are calculated for all cases and peak frequencies from three of the cases, w/D = 1.68, 1.94, and 2.73, are shown in Figure 8 with identified regions in the same manner as the single bluff body. These three spacings are chosen as representatives of three regimes of interacting-flow behavior, which will be detailed in this section. In the shear layer shedding region (I), a distinct vortex shedding frequency of roughly StD = 1.57
is present in all three cases. This frequency differs slightly from case to case, but not significantly. Previous studies suggest a strong level of interaction between the wakes at intermediary spacing levels, as in Alam et al. [23] . In these cases, the dominant shedding mode is still the BVK vortex shedding at a similar frequency to that of the single bluff body, but there is intermittency in the relative phase of the vortex shedding from one wake to another; we quantify this intermittency in the next section. Despite the intermittency in phase, the frequency is relatively constant, which is reflected in Figure 8b . At the farthest spacings, as in Figure 8c , the wake interaction is relatively weak as the mutual induction between vorticity in adjacent shear layers is weaker. These wakes still display BVK wake shedding, although the vortex inception point is further downstream as a result of the change in the time-averaged flow structure ( Figure   2 ) relative to the single wake. For spacings of w/D<1.94, the primary peak Strouhal number is different from the single bluff body case, meaning that the level of interaction between adjacent flowfields is significant enough to change the instability characteristics, and hence vortex shedding frequencies and structure, in the combined flowfield. Recent work by Sebastian et al. [50] has indicated that spacing can significantly impact the stability characteristics of multi-wake systems.
Because POD is an energy-based decomposition and wake fluctuations contribute to the highest energy velocity fluctuations, the first 6 or 7 modes of the POD in all cases consequently contain fluctuations that are strongly related to the coherent structures in the downstream wake region of wake 1, wake 2, and wake 3. A typical decomposition of these wake shedding modes can be seen in Figure 9 , are indicative of vortex shedding in wake 3 (right-hand side). The decomposition of the motion from each of the three wakes into separate modes should not be interpreted too literally; the eigenvalue decomposition does not inherently recognize that these structures originate from three separate bluff bodies. Instead, it is important to note that these six modes have the highest mode energies, similar structure, and similar frequency content. 
Interacting Wake Phase Dynamics
The previous analysis shows that the downstream wake behavior in both the single-and multiplewake cases dominates the fluctuating energy of the flowfield, and hence represents the most critical dynamics in the flowfield. In particular, we are interested in the relative phase between vortex shedding in the wakes of the three bluff bodies, which could not be gleaned from the POD analysis. Previous studies of dual-wake systems showed that the relative phases between wake shedding could vary with spacing [10, 23] . Additionally, studies that described these dynamics disagreed about their behavior, as authors described the dynamics as either random [16] or deterministic [19, 20] . The intermittency seen in the three-wake flowfield indicates a switching between coherent and incoherent motions, which is suggestive of a random process rather than a deterministic one. In this section, we describe the methods for calculating the phase relationships between motions in different wakes, analyzing one case as an example of the intermittent phase-switching behavior. We then propose a statistical description of these dynamics as a means to quantify the behavior of multiple-wake systems.
To clarify the wake behavior further, POD modes were reconstructed into a time series of velocity fluctuations. Modes for this reconstruction were selected based on their spatial structure, frequency content, and energy, as discussed in reference to Figure 9 . Modes that contained wake-related motions (significant oscillations downstream of x/D=3) were used in the reconstruction. This process required some level of user input, and more information about the POD modes is provided in the Supplemental
Material. The sensitivity of the results to the inclusion of more modes is minimal, particularly because higher-order modes mostly contain shear layer oscillations rather than wake oscillations, adding lowenergy noise to the analysis of wake dynamics. Table 3 shows the number of POD modes used in each of the reconstructions at each operating condition. To better quantify the dynamics of the wake, we extract velocity signals from three "probes" in These three behaviors are not necessarily an exhaustive list of the types of behaviors found in the signal, but instead are used to show the types of information that can be learned from this probe phase analysis.
This example is also used to show how the oscillations in the probe signal are representative of large-scale dynamics in the flowfield, as the reconstructed velocity fields from the POD are provided for critical times in the time series. The three behaviors discussed are a switching process; steady-state, in-phase behavior;
and steady-state phase behavior that is neither in-phase nor out-of-phase. Snapshots of the reconstructed cross-stream velocity fluctuations are shown below at the time instance of the black, dashed line. The first time segment shows a switching process from in-phase behavior between wake 1 and wake 3 (Figure 11a ) to out-of-phase behavior of wake 1 and wake 3 (Figure 11b ). In-phase behavior of The second behavior, the in-phase behavior between wake 1 and wake 3, is shown in Figure 11c and d. Here, wakes 1 and 3 are in-phase for a relatively long duration, and wake 2 behavior varies during this time. In this particular case, wake 2 is typically acting out-of-phase relative to the other two wakes, but the magnitude of the velocity fluctuations in wake 2 vary greatly during this time. There is also an instance at t = 0.776 sec where wake 2 "skips" a cycle then resumes its normal out-of-phase cyclic pattern.
The fluctuation amplitudes of wakes 1 and 3 are much larger than wake 2 during this time period. This amplitude difference is reflected in the RMS values in Figure 3 , where the RMS velocity of wake 2 is relatively small as compared to wakes 1 and 3. The in-phase oscillations in wakes 1 and 3 are also evident in the reconstructed velocity fields, where at both t=0.719 and t=0.776 seconds, the probes are located in regions of coherent positive velocity fluctuation. The intermittency of wake 2 is also evident by the less coherent structures present in the center of the flowfield.
The third behavior is one where the wakes show intermittent, and non-repeatable, phase behavior, as shown in Figure 11e and f. For the entire duration shown, wake 2 is slightly trailing wake 1 by a phase that is neither in-phase nor out-of-phase, but is constant. The magnitude of the fluctuations for wake 2 is significantly smaller than those in wakes 1 and 3, as previously noted in Figure 3 for the RMS of the velocity signal. Wake 3 repeatedly "skips" phases in the cycle, allowing the phase between wake 3 and the other two wakes to drift over this time period, as the phases of wake 1 and 2 stay constant. Not only does the phase of wake 3 drift during this time period, but also the amplitude, where changes in the fluctuation strength of wake 3 is seen during these periods of random phase activity. These three example behaviors are meant to show significant variations in wake shedding phase that occur over time, as well as the ability of the probe signal to faithfully capture the flowfield dynamics.
To quantify the phase between vortex shedding in each wake throughout the time series, phases are analyzed in a statistical manner. The phase of the signal, θ, of each wake is found by calculating the angle (from -π to π) from the Hilbert transform. Relative phases, ϕ, are then calculated between the oscillations in each wake. For example, the phase between wake 1 and wake 2 is ϕ21 = θ2 -θ1. The relative phases calculated using this method can range from -2π to 2π. Because the phase angle is 2π-periodic such that phase angles with a difference of 2π are equivalent, the phase angle is "wrapped" so that relative phases are in the range of -π to π. Figure 12 shows the probability of these relative phases with 24 linearly spaced bins for several cases. Twenty-four evenly spaced bins were used, resulting in bin widths of π/12 from -π to π. The number of occurrences in each bin were normalized by the number of total samples to find the probability.
The first case of w/D = 1.68 highlights a few key features found among the different cases. Most notably, some of the relative phases tend to be centered about a specific phase. For this case in particular, ϕ32 is centered about π/6. ϕ31 shows the probability of the phase is highest near -π and π. Because phase is 2π-circular, ϕ is "wrapped" to the range of 0 to 2π, and the center would be approximately π, meaning the right and left wakes are typically out-of-phase with one another. ϕ21 appears to be very weakly centered at a relative phase of -2π/3, where the relative phase is wrapped similarly to ϕ31.
For w/D = 1.94, not all of the phases are centered about a particular phase. Instead, both ϕ31 and ϕ32 are evenly distributed. This would indicate that for these cases, there is no favored relative phase and the wakes are equally likely to oscillate with a random relative phase. However, for ϕ21, a defined preference can be found at approximately -3π/4, which shows that the wakes favor a phase that is neither Table 4 ; cases where relative phase probabilities were relatively uniform are marked as "Uniform" and no Gaussian fit is applied. Each of these free variables and coefficient of determination (R 2 ) values provides critical information about the behavior of these wake systems. The coefficient of determination quantifies how well the Gaussian distributions fit the corresponding binned data, where a value of 1 means the approximated distribution fits the data perfectly and 0 does not. The value d represents the value that the fitted curve asymptotically approaches outward from the center. The value a is the height above d at the approximated maximum of the fitted curve, and can be physically interpreted as the frequency of the most probable phase. As a increases, the system spends more time in a single, most probable mode. The value b is the center of the fitted curve, where the maximum is located, and can physically be interpreted as the most probable phase shift. The value c describes the spread of the distribution, or twice the variance. All of these variables are important to consider when interpreting how well the normal distribution fits the data. Some of the data did not fit well to a normal distribution, based on quantified metrics in Table 4 , and were marked as "uniform," which is the distribution that more closely resembled the data.
One of the most notable results from this analysis is the behavior of ϕ31. At the smallest spacing and the two largest spacings, there is a strong, out-of-phase relationship between the wakes (see Figure 11 for visualization of out-of-phase relationship in the flowfield) based on the large coefficient of determination and high a values. The Gaussian shape and significant center peak can also be seen in the histograms. However, these out-of-phase behaviors at both small and large spacings may be the result of different vortex shedding processes because the frequency spectra along the shear layers (Figure 8) indicate the peak Strouhal number in the wake region is different for these cases. Also, the prominence of a peak in the histograms for ϕ21 and ϕ32 also vary with small and large spacings. At the smallest spacing, the Gaussian shape is still present, despite being weaker than that of ϕ31. At the two largest spacings, ϕ21
and ϕ32 don't have a distinct Gaussian shape as compared to the smallest spacing, but have out-of-phase ϕ31. These findings suggest that at small w/D values, the outer wakes behave predominately out-of-phase, and as spacing is increased, this relative wake behavior is first more intermittent and then transitions back to out-of-phase behavior at larger spacings. In addition to the phase statistics, we quantify the statistics of the duration that the system spends at a given phase using exponential distributions. Durations are calculated for all cases with eight phase centers, with a bin width of π/2, ranging from -3π/4 to π, where for the bin of π, -π to -3π/4 was used for the upper range because phase is 2π-circular. The length of time that the relative phases stay in a particular phase is determined by the number of consecutive data points that stay within the bin width. The time was normalized by the dominate frequency seen in the wake region, which was 48 Hz for all cases except w/D = 1.68, which had a dominant frequency of 32 Hz, to obtain number of cycles that the system retains a certain phase. A short median filter is used to ensure extraneous data points do not truncate the number of consecutive data points during a well-behaved phase pattern. Binned data of the phase durations with fitted exponential curves overlaid are shown for four key cases in Figure 13 ; the assumption of an exponential distribution follows that of Kim and Durbin [16] , although the data in the current study contain significantly fewer bins than the analysis by these authors. These cases were chosen as they represent the four important cases from the normal distributions in Table 4 For all of the cases, the most probable duration of time that a relative phase stays close to a particular phase is the bin with the shortest duration. The second shortest bin has the next highest probability, and the probability continues to decay as the bin time increases. For these reasons, all these phase durations fit well to an exponential curve, despite having significantly different relative phase dynamics, as in Figure 12 . This exponential curve indicates that the changes in phase are mostly random, rather than a deterministic or cyclic process; otherwise, we would expect a different type of distribution to fit the phase duration data, such as a Gaussian distribution. These results mirror investigations in dual wake systems that found the "flip-flopping" process also fit an exponential curve [16] . Although these are physically different processes, the behavior of the arrival times is similarly stochastic.
IV. DISCUSSION
In this work, we have considered the dynamics of three-wake systems and used statistical analysis to quantify the wake vortex behavior. We consider three-wake systems at moderate Reynolds numbers, where three-wake systems have only been investigated by a few authors [11, 22, 27] . The majority of these studies were at low Reynolds numbers (
) where shear layer dynamics play a relatively unimportant role, whereas our results identify the shear layer as a key source of intermittency in the flowfield.
One key finding from this work is that three-wake systems behave similarly to two-wake systems in a number of ways. First, the dynamics of the three-wake system is highly dependent on bluff-body spacing, and the regimes of behavior for small, intermediary, and large spacings align well with the behavior of two-wake systems. In particular, the dynamics of flows at small and large spacings are more deterministic than those at intermediary spacings. We have quantified this using Gaussian distributions of phase relationships between vortex shedding events in each wake and have investigated the structure of these flows using POD. The results have indicated that high levels of interaction at small spacings may result in "lock-on" of vortex shedding throughout the system. The structural sensitivity analysis of Carini et al. [21] , though at a much lower Reynolds number, indicates that interaction between shear layers at the bluff-body separation point may result in coherent interaction between adjacent flowfields. The reasons for coherent, synchronized behavior at large spacings with small levels of interaction are less clear. For each wake individually, the structure of the wake approaches that of a single wake as the spacing between bluff-bodies increases; the similarity of the vortex shedding Strouhal numbers between the largespacing cases and the single-wake case also indicate this similarity. However, the statistical analysis of the wake-to-wake phase relationships also indicates more regular phase behavior for large spacings, which is likely driven by different physics than the shear layer interaction that dominates the small-spacing cases.
The intermediary regime, with its high levels of vortex shedding intermittency and uniformly distributed phase relationships between wake vortex shedding events, mirrors the intermediary regimes of the twowake systems seen by many in the two-wake literature [12, 23, 28] . The mechanism by which this regime displays more random behavior, though, has not been proposed and is not apparent from the present data or past literature.
A second key result is the use of statistical descriptions for flowfield dynamics in multi-wake systems. While a mechanistic understanding of behavior of the flow, like those proposed by Wang and
Zhou [18] , is important, these physics are based on individual events. To consider larger issues such as drag and system control, a statistical approach provides critical information about the state of the system over a period of time, as well as the most likely behavior of a given system. The statistical analysis presented here provides quantifiable evidence for the categorization of system behaviors as a function of spacing, and helps more concretely define the "close," "intermediary," and "large" spacing regimes. These statistical descriptions, linked with reduced order analysis like POD, may be more important when considering even higher Reynolds number flows, where turbulent fluctuations may make it difficult to observe these regimes from high-speed imaging, as was done in many two-wake studies. Additionally, the statistical description of the flowfield provides quantification of the intermittency present in the flowfield. While many metrics have been developed for quantifying intermittency, including recurrence quantification analysis from recurrence plots [51] and wavelet analysis [52] , a statistical description, particularly when fit to a known distribution, provides powerful quantification of system dynamics.
A final key result is the impact that boundary conditions may have on the structure and dynamics of the flowfield. This study was conducted in an experiment where quiescent, ambient air is entrained on either side of the three-wake system. Many of the previous studies in two-and three-wake systems used wind tunnels or water tunnels, with a mean-flow boundary condition on the outside of the wake system and, much further away, a hard wall. The entrainment that our ambient condition drives may change the structure and dynamics of the system relative to the tunnel configurations. In particular, we have identified that the entrainment changes the structure of the time-averaged flowfield downstream of the bluff bodies, where the flow converges towards the centerline; this is a common phenomenon in multiple-jet studies, which typically also have ambient boundary conditions. Additionally, the shear generated between the flowfield and the quiescent ambient is an additional source of turbulence that is not present in a tunnel configuration, which may alter the RMS velocity and vortex dynamics, particularly of the outer two wakes.
A final consideration of this study is the underlying assumption we have made as to the structure of the flowfield. Here, we have treated the flowfield as an ensemble of three wakes, where these individual unit flows interact and the dynamics of the ensemble differ from that of the unit flow as a result of flow interaction. We predicated our analysis on this structure largely because this was the context that the previous literature provided. The studies of dual-wake and dual-jet systems considered the interaction of adjacent unit flows, which can be changed by varying the spacing in between the flows. As our results
were congruent with what had been observed in the dual-wake literature, we discussed our results in this "ensemble" context. An equally valid approach to addressing a flow of this complexity is not to see it as the superposition of three unit flows, but rather just a single flowfield, where the characteristics of this single flowfield vary as the boundary conditions of the flowfield (here, the bluff-body spacing) change.
This approach is more congruent with the idea of flow stability, where the flow response to an ansatz of perturbations describes the dynamics, following that of Carini and coworkers [19] [20] [21] . We hope, in future, to explore this second view of the interacting flow problem to gain further insights into the dynamics of the flow and the origin of intermittency in the large-scale dynamics.
V. CONCLUSIONS
This study experimentally investigates the impact of spacing of three triangular bluff bodies on the flowfield structure and dynamics. Interaction between adjacent wakes results in bias in the time-averaged flowfield. Because ambient air is the boundary condition, the four "jets" around the bluff bodies merge as 
APPENDIX
Uncertainty measurements were calculated in Davis using the correlation statistics method proposed by Wieneke [53] . Figure 14 shows the normalized mean velocity uncertainty and normalized RMS velocity uncertainty along the transverse direction at the center of the probe locations. The legend identifies the case and x/D location, as the probe location varies with spacing. 
