Aims. In this work we develop a technique to obtain high precision determinations of both metallicity and effective temperature of M dwarfs in the optical. [Fe/H], T e f f and spectral type respectively. We also calculated the RMSE V which estimates uncertainties of the order of 0.12 dex for the metallicity and of 293 K for the effective temperature. The technique has an activity limit and should only be used for stars with log L Hα /L bol < −4.0. Our method is available online at
Introduction
The precise derivation of M dwarf atmospheric parameters is still very challenging today. Cool and intrinsically faint, M dwarfs are not easy to study. As the M subtype increases more molecules form in their atmosphere, making the spectral continuum very hard or impossible to identify, at least in the visible region of the spectrum. Therefore, methods such as atomic line analysis that are dependent on the knowledge of the continuum are suited only for the metal poor and earliest types of M dwarfs (e.g. Woolf & Wallerstein 2005 , 2006 . On the other hand, spectral synthesis techniques do not reach yet a high precision comparable to FGK dwarf methods, due to the fundamental lack of knowledge of billions of molecular line strengths and transitions, and most studies have reached modest results (e.g. Valenti et al. 1998; Bean et al. 2006) . Despite that, some important progress have been made using spectral synthesis fitting to high-resolution spectra in the infrared (Önehag et al. 2012) , where the depression of the continuum in some regions is less intense than in the visible region of the spectrum (e.g. Rajpurohit et al. 2013b) . However, only a few stars have been measured this way, and the technique lacks external confirmation. An alternative method, based on high-resolution template spectra, to calculate metallicity, distance, stellar mass, and ra-dius, was presented by (Pineda et al. 2013 ). This new technique, with similarities with our own method (Neves et al. 2013) , is very promising but its [Fe/H] precision is still limited to 0.15 dex.
In this context, most parameter determinations, especially metallicity and effective temperature are instead based on calibrations using colours (e.g. Bonfils et al. 2005; Johnson & Apps 2009; Schlaufman & Laughlin 2010; Johnson et al. 2012; Neves et al. 2012) or spectroscopic indices (e.g. Rojas-Ayala et al. 2010 Mann et al. 2013a,b; Newton 2013) .
Regarding metallicity, some progress has been made in the last few years. A steady improvement was achieved, bringing the typical uncertainties of ± 0.20 dex of the photometric calibrations, below ∼ 0.10 dex in the most recent low-resolution spectroscopic scales in the infrared (e.g. Rojas-Ayala et al. 2012; Mann et al. 2013a; Newton 2013) , following the pioneering work of Rojas-Ayala et al. (2010) . However a true high-precision determination with a rms of the order of 0.05 dex, on par with the ones obtained for FGK dwarfs (e.g. Santos et al. 2004; Sousa et al. 2007) has not yet been reached (see Neves et al. (2012) 
introduction).
For temperature, on the other hand, important uncertainties and systematics still persist today. Although internal precisions are reported to be lower than 100K (e.g. Casagrande et al. 2008; Rojas-Ayala et al. 2012; Boyajian et al. 2012) , their suffer from systematics ranging from 150 to 300 K making the determina-tion of accurate temperature for M dwarfs a priority. In this context Boyajian et al. (2012) presented several calibrations of T e f f , based on the largest sample to date of high precision interferometric measurements of K and M dwarf radii and bolometric fluxes, that in principle allow a very precise measurement of the effective temperature (a technique pioneered by Ségransan et al. (2003) for M dwarfs). However, some doubts still arise regarding the accuracy of the determination of the total flux of the stars, based on templates from Pickles (1998), as recently pointed out by Mann et al. (2013b) . They have, in turn, also recently presented their own effective temperature method that is very similar to the one of Boyajian et al. (2012) but rely on a combination of their low resolution spectra with BT-SETTL synthetic spectra from Allard et al. (2011 Allard et al. ( , 2013 to calculate the bolometric flux. From these high-precision effective temperatures they established four visual and infrared spectroscopic indices, with precisions (but not accuracies) between 62 and 100 K. A similar effort regarding T e f f determination of M dwarfs using synthetic spectra came from Rajpurohit et al. (2013a) , where they compare synthetic spectra from the latest BT-SETTL models (Allard et al. 2012 ) to low-resolution optical spectra. They obtain a better agreement between synthetic and observed spectra when compared with previous models, estimating uncertainties of T e f f of the order of 100 K.
In this work we present a new method to try to overcome the aforementioned hurdles and improve on the precision of both metallicity and effective temperature of M dwarfs. An early version of this new technique was briefly presented in the Appendix of Neves et al. (2013) and used to investigate the planet-metallicity relation of the HARPS GTO M dwarf sample . In Sect. 2 we describe in detail our method, as well as the sample selection, uncertainty estimation and a test of the technique as a function of resolution and signal-to-noise ratio (S/N). Afterwards, in Sect. 3, we compare our results with other determinations from the literature. Finally, in Sect 4 we discuss our results. The instructions to use our method are described in the Appendix.
The method
Our new method is based on the measurement of pseudo equivalent widths (EWs) of most lines/features in the 530-690 nm region of the spectra from a 102 star sample from the HARPS GTO M dwarf program, described in detail in Sect. 2 of Bonfils et al. (2013) . It is a volume-limited sample (11 pc), and contains stars with δ < +20
• , V < 14 mag and includes only targets with vsini ≤ 6.5 km/s. Spectroscopic binaries as well as visual pairs with separations lower than 5 ′′ were removed a priori. The features are defined as regions of the spectra that are formed by more than one line. The EWs are then correlated with the reference photometric [Fe/H] and T e f f scales from Neves et al. (2012) and Casagrande et al. (2008) respectively. The two scales are in turn based on [Fe/H] determinations from FGK primaries with a M dwarf secondary and on an adaptation of the IRFM technique (Blackwell & Shallis 1977) respectively.
This method achieves an increase in precision of both parameters whereas its accuracy is tied to the original calibrations. The methodology is detailed in Sect. 2.1. The reference [Fe/H] was calculated using stellar parallaxes, V, and K S magnitudes following the procedure described in Neves et al. (2012) . The reference T e f f is the average value of the V − J, V − H, and V − K photometric scales taken from Casagrande et al. (2008) . Table 1 lists the quantities used to calculate these parameters. Column 1 shows the star name, column 2 and 3 the right ascension and declination respectively, column 4 the parallax of each star and its associated error, and column 5 the source of the parallax measurement. Column 6 depicts the stellar type of the star taken from Simbad 1 (Wenger et al. 2000) , except in the case of Gl438, where it was obtained from Hawley et al. (1997) . The photometric stellar type presented in Column 7 was calculated with the color relation of Lépine et al. (2013) , and columns 8 to 11 display the V, J, H, and K S photometry. Lastly, column 12 details the source of the photometry.
From the 110 stars of our sample we first selected 69 stars with spectra having a signal to noise higher than 100. The final spectrum of each star was constructed from median normalized individual observations. The S/N of the individual spectra were added in quadrature. Our final sample is determined by an activity cut, as detailed in Sect. 2.2.
Method
From our final sample we measured pseudo EWs of lines and features (blended lines) from the spectra in the region between 530 and 690 nm, but excluded the features from the regions between 588-590.5, 656.1-656.4, and 686-690 nm due to the location of the activity sensitive Na doublet and Hα lines, and the heavy presence of telluric lines respectively. We define the pseudo equivalent widths as
where F pp is the value of the flux between the peaks of the line/feature at each integration step and F λ the flux of the line/feature. The measurements of the EWs are illustrated in Fig.  1 , where the 'peak-to-peak' flux corresponds to the red dotted lines and the flux of the star is shown as a black line. The very high S/N spectrum of the star Gl205 was used as a reference to establish the line/feature regions that were going to be measured in all spectra. We rejected all lines/features with a EW lower than 8 mÅ to ensure that all lines in stars with lower [Fe/H] or/and T e f f can be properly measured. Lines with steep slopes are usually joined with adjacent lines, and measured as one feature. At the end of the line selection we obtained 4104 lines/features. An automatic search of the maximum values of ±0.02Å at the extremes of each line/feature is made to make sure that the 'peak-to-peak' regions of all lines/features the spectra are effectively covered.
The next step consisted in the investigation of the correlation between the measured EWs and the reference values for [Fe/H] and T e f f . Fig. 2 shows the histograms of the partial correlation coefficient values of the EWs with the value of the metallicity and effective temperature (solid blue and dashed green lines respectively). The partial correlation coefficient is defined as the correlation coefficient of one parameter keeping the other fixed. We observe, in Fig. 2 that a significant amount of lines have good correlation values with the parameters.
Then we did a least squares linear fit of the EWs with the metallicity and effective temperature. The reference values were calculated with the calibration of Neves et al. (2012), for [Fe/H] , and with the three (V − J, V − H, and V − K S ) photometric calibrations of Casagrande et al. (2008) , for T e f f , where we took the average value. From each line/feature i of every star m we calculate a EW value. Then we have where W is the matrix containing the EWs, and both [Fe/H] T , and T T e f f are the transpose vectors of the parameter values. The α and the β are the coefficients related to metallicity and effective temperature, respectively, while γ is an independent coefficient. The error associated to each parameter p is calculated as
where RSS is the residual sum of squares, expressed as
and J is the diagonal of the estimate of the jacobian matrix around the solution. The x i,model , x i , n obs , and n coe f from Eq. 3 are, respectively, the predicted value of the data, x i , by the regression model, the data values, the number of data points, and the number of coefficients. We assume that both metallicity and effective temperature are independent and do not correlate with each other. This assumption was tested by perturbing each parameter in turn by introducing an positive or negative offset and then calculating both parameters. There was no difference in the obtained values of the unperturbed parameter. We also tried to use the full covariance matrix to calculate the uncertainties but in the end we got a worse result for the dispersion. Therefore, we decided to use only the diagonal values of the covariance matrix. The total error of the coefficients associated to each line i can then be written as
The aim of our technique is to increase the precision of both [Fe/H] and T e f f determinations. To do that we need to obtain the values of the metallicity and effective temperature via a weighted least squares refit, that is obtained after a left multiplication of (C T C) −1 C T on both terms of Eq. 2, where C is the calibration matrix or the coefficient matrix, that can be written as
and C T is the transpose of C. The refit is then expressed, for each star m, as
where Γ is the parameter related to the independent γ coefficients. In order to correct the offset of our method we added an extra parameter, while adding a corresponding dimension in Eq. 6, that corresponds to an array of ones. The updated matrix C has now dimension I × 4 instead of I × 3, where I has the value of the number of lines.
Finally we introduce a weight to Eq. 7, using a LevenbergMarquardt (Press et al. 1992) algorithm. We can write the elements of the normalised weight E as
Other methods were tested, such as choosing lines/features with the best correlations or partial correlations with the parameters. However, the weighted least squares approach performed best at minimising the uncertainties of both metallicity and temperature.
A posteriori sample selection
At this stage we observed that some stars appeared as outliers in the plots of the pseudo EWs versus the reference [Fe/H] and T e f f for many lines. We suspected that this behaviour was due to activity or rotation and did a a posteriori study of the impact of the activity with our technique. To this end, we used the normalized Hα luminosity, log L H α /L bol , from Reiners et al. (2012) , for the stars in common with our full sample, as well as the median of individual measurements of the H α index defined by Gomes da Silva et al. (2011) , kindly provided by the author. Table 4 lists both activity indicators, in columns 5 and 6, for the stars in common with our sample. Fig. 3 depicts the relation between both indices, where we observe the inactive stars, in the bottom left corner of the diagram, a linear trend between the indices for increasingly active stars, and a very active star, Gl285, in the top right corner of diagram, where the log L H α /L bol indicator seems to have saturated. The dashed black lines show the limits above which the stars were excluded from the final sample, as described in the following paragraph. Regarding T e f f however, we can see that there is a clear trend towards lower temperatures with both activity indices. To take this trend into account we decided to perform an activity cut, excluding all stars with log L H α /L bol ≥ −4.0 and Hα ≥ 0.25 from our final sample. We also note a trend of Hα with T e f f towards higher temperatures for stars with S/N < 25 (see bottom right corner of Fig. 4 d) . The trends of our method with S/N are studied in detail in Sect. 2.4.
In the end, with a final sample of 65 stars, we obtain a dispersion of 0.08 dex for the metallicity and 91K for the effective temperature, as shown in Fig. 5 . The technique is valid between -0.85 to 0.26 dex for [Fe/H], 2800 to 4100 K for T e f f , and between M0.0 to M5.0. The dispersion around the calibration is quantified by the root mean square error (RMSE), and defined as
where x i is the estimated quantity, x re f the reference value for the same quantity, n obs the number of calibrators and n coe f the number of parameters used in the method (four in this case).
The calculated parameters as well as the reference determinations for [Fe/H] and T e f f are listed in Table 2 . Columns 1 and 3 contain the values for the reference calibrations, while columns 2 and 4 show the values obtained with our technique. We emphasise here that we only get an improvement on the precision. The accuracy of the method as well as its systematics are tied to the original determinations of the parameters. (2011) versus ∆T e f f . The stars in common were taken from our full sample. The red dashed lines mark the limits above which the stars were excluded from the final sample.
Estimation of the uncertainties
To validate our method and have a better understanding of the uncertainties of our measurements we performed a bootstrap resampling and calculated the root mean square error of validation (RMSE V ).
The bootstrap method we implemented tests how the rms of the method changes when using slightly different 'bootstrapped' samples. To have a statistical significative number we first created 10.000 virtual samples by randomly drawing with repetition, for each virtual sample, a number of stars equal to the size of our sample. The random drawing followed a random uniform distribution. Then we calculated the rms for each trial and measured the 1σ gaussian equivalent interval between 15.9% and 84.1% from the resulting distribution, following the procedure of e.g. Burgasser et al. (2003) ; Neves et al. (2013) . The distributions of the rms for both parameters are depicted in Fig. 6 . The final result shows a variation of the rms of the [Fe/H] and T e f f by ±0.01 dex and ±13 K respectively. The calculation of the RMSE V is a predicted residual sum of squares (PRESS) procedure (Weisberg 2005 ) and follows the description in the Appendix of Rojas-Ayala et al. (2012) . In short, we try to obtain the original value of the metallicity and temperature of each star i of the technique leaving that star out when calculating the parameters. Then, we calculate the residuals, or the difference between the original and obtained value for each star and add them up in quadrature. The PRESS statistic is then defined as
where y i is the estimated value of the parameter and y re f is the reference value of the measured quantity. From here we can calculate the root mean squared error of validation,
where n V is the number of calibrators. The RMSE V value can then be used to obtain confidence intervals. We obtain a RMSE V value of 0.12 dex and ∼ 293 K for the [Fe/H] and T e f f respectively and will use these values as 1σ confidence intervals, assuming a normal cumulative distribution function. Table 3 summarises our results.
We observe that the uncertainties calculated with the different techniques are consistent with each other. The uncertainty for T e f f is large but is in line with the expected uncertainties. We also perturbed our sample by introducing an offset in [Fe/H] or T e f f , as explained in Sect. 2.1 but found that it does not affect the measurement of the parameters. In the end we assume our final uncertainty to be the maximum uncertainty of the RMSE 
Testing our technique as a function of resolution and S/N
To further test our method, we calculated the dispersion of the parameters as a function of the resolution and S/N. The first step consisted in the study of the behaviour of the procedure as a function of S/N only. We injected random Gaussian noise in the spectra of the sample to obtain spectra with S/N @ 5500 Å between 100 and 10. Then, we calculated linear fits between the we observed that these uncertainties are very small compared to the the final uncertainty of our method, as shown in Sect. 2.3. Therefore, we assumed the uncertainty of our method for all stars, except for the active ones, according to the two estimated activity thresholds calculated in Sect. 2.2. In this case, we used the initial values of the parameters, calculated with the calibrations of Neves et al. (2012) and Casagrande et al. (2008) . At this point, we also decided not to use our new values for stars with S/N ≤ 25, because the correction was not good enough to obtain a reasonable value for the objects depicted as green stars in Fig Neves et al. (2013) . Column 1 describes the star designation and column 2 and 3, the right ascension and declination of the star, respectively. Column 4 depicts the S/N, column 5 the normalized Hα index taken from Reiners et al. (2012) , and column 6 the Hα index described by Gomes da Silva et al. (2011) . Column 7 shows the metallicity calculated with the coefficient matrix used in our previous work, Neves et al. (2013) , column 8 the [Fe/H] obtained in our work, along with its associated error in column 9. The T e f f values of our stars, and its uncertainties are described in columns 10 and 11.
In the second step of this test we modified both resolution and S/N of our sample spectra. The resolution of the HARPS spectra was degraded by convolving the spectra with a normalised Gaussian curve, simulating the instrumental profile, with FWHM = λ/R, where λ is the wavelength and R the resolution we intend to obtain. From here, the standard deviation of the Gaussian is calculated with the well known formula
The σ was adjusted to the HARPS resolution (R ∼ 115.000) and to the original S/N @ 5500Å of each spectrum. The final value for σ is then
Figures 10 and 11 show the difference of our parameters against the degraded values, as a function of resolution (while the S/N is kept constant at 100) and as a function of S/N (while the resolution is kept constant at 100.000) for [Fe/H] and T e f f respectively. The red dotted line depicts the offset of the residuals.
From the two Figures Table 5 .
From here we calculated the dispersion of the difference between the corrected parameter values and the ones obtained from our original determinations, and added this dispersion with the one from our method in quadrature. Table 6 shows the results. The horizontal header of both tables correspond to the S/N of the spectra, between 100 and 10, while the vertical header depicts their resolution, from 100.000 to 10.000. The row with the resolution number is the value of the dispersion of our technique using the corresponding resolution/signal-to-noise combination. This table should be used as a guideline for the uncertainties of the parameters when using spectra other than HARPS.
From Table 6 and Figs. 10 and 11 we observe that, as the resolution degrades, the dispersion and offset of the residuals increase. In the case of [Fe/H], the dispersion value holds well for a resolution higher and equal to 40.000 respectively. From 35.000 and lower resolutions we observe that the uncertainties of the residuals are similar or greater than the original dispersion (0.17 dex), meaning that the method is not useful any more, providing we have precise parallaxes and visual magnitudes. Regarding T e f f , we consider that the method is valid for the same resolution and S/N intervals as in [Fe/H] . We also limit the use of the technique for spectra with S/N greater than 25, as we cannot properly correct the parameters, as we have previously seen in this Section. From here we investigated the nature of these correlations by plotting the median of all EWs with the parameters, as a function of resolution (with S/N=100), for a metal-poor star Gl191 ([Fe/H] = -0.85 dex, T e f f = 3510 K) and a metal-rich star, GJ 317 ([Fe/H] = 0.22 dex, T e f f = 3106 K), as it was previously done for S/N, and shown in Fig. 9 . Fig. 12 pictures the results. The blue dots depict the median of the pseudo EWs while the red crosses show the metallicity or the effective temperature.
We observe that the EW and the parameters follow similar trends as the resolution degrades, as expected, except in Fig. 12  a) where metallicity has an opposite trend to the EW. We do not know the cause of the different trend.
The increasing dispersions and offsets with the resolution observed in Fig. 10 and 11 should originate from the nature of our 'peak-to-peak' technique because it does not consider the continuum. As the resolution gets worse, more and more flux from the 'peak-to-peak' region is lost to the line wings. However, as the resolution decreases there is an increase of line blending that makes the measurement of the correct flux of the each line/feature increasingly difficult. Moreover, we also observe from Fig. 2 (Fig. 12 a) and GJ436 (Fig. 12 c) .
In order to validate our estimation of the uncertainties we used a sample of spectra of stars in common taken from the SOPHIE spectrograph (Bouchy & The Sophie Team 2006) archive 2 . We downloaded individual observations taken with the 'HR' (R ∼ 75.000) and 'HE' (R ∼ 40.000) modes, with the 2 http://atlas.obs-hp.fr/sophie/ reference fiber exposed to the sky rather than to the ThoriumArgon calibration lamp, to avoid potential contamination. The 'HR' sample is comprised of 12 stars in common while the 'HE' sample contains only 5 stars.
First, we summed the individual spectra of each star, after correcting the radial velocity of each spectrum, and calculated their pseudo EWs. The S/N of the summed spectra for each star in common range from 34 to more than 600. Then, we calculated the metallicity and effective temperature and applied the appropriate corrections shown in Table 5 , following the resolution and S/N of each spectra. The final values of the parameters are displayed in Table 7 . Column 2 lists the resolution, column 3 the S/N, and column 4 to 7 the parameters of our method and the ones obtained with the SOPHIE spectra, respectively.
We obtain a rms for the [Fe/H] very close the expected dispersions for R=75.000 and R=40.000, as depicted in Table 6 . For T e f f , we obtain a dispersion of 104 and 172 K for the 'HR' and 'HE' samples respectively. Both values are above the expected values, but in the case of the 'HR' sample, the difference is only a few Kelvin. Regarding the 'HE' sample, this difference is larger (∼ 75 K), but the dispersion value is close to the one considered for the photometric calibration (∼ 150 K). Moreover, we note that the sample size is very small (N=5). These results give us confidence and validate our uncertainty estimation method.
Comparison with the literature
A comparison with other studies in the literature was performed. This comparison allow us to evaluate the accuracy of our method and the possible systematics that it may suffer. Table 8 shows our spectroscopic results compared to the ones found in the literature, for the stars in common. Column 1 depicts the star designations and column 2 informs if the star belongs or not to the selected sample that we used to calibrate our method. Columns 3 to 13 and columns 14 to 21 describe our [Fe/H] and T e f f against the metallicity found in the literature, respectively. We note here that we only used the spectroscopic derived values for comparison. All active stars were excluded from this exercise. We show in Table 9 the results of the comparison for the sample used in our technique and the full sample. The results for [Fe/H] are separated by photometric and spectroscopic techniques. The first column depicts the name of the method along with its reference. Column two and three describe the dispersion and offset. The last column reports the number of stars in common with our sample. We do not display the calibration of Mann et al. (2013a) in Table 9 because we only have two stars in common with them. However, we include the 4 measurements from the V-and K-band calibrations in the row 'All [Fe/H] values'. We note here that we only compared stars in common for which we could calculate precise values of [Fe/H] Newton (2013), and Mann et al. (2013b) , except in the case of Mann et al. (2013a) , where the values of the visible (their Eq. 8) and K-band (their Eq. 16) calibrations were provided directly by the author. We note that we used the average of the H-and K-band spectroscopic relations of Terrien et al. (2012) . Also, we restricted the calculation of the photometric calibrations to the stars from the sample selection, for which we have precise photometries and parallaxes, to insure the best possible results in the comparison exercise. [Fe/H] and T e f f from the residuals of the sample of the method and full sample against other studies. The last column shows the number of stars in common. For metallicity we observe a general agreement between our results and the ones from the literature. We note here that the calibration of Schlaufman & Laughlin (2010) is very similar to our reference calibration, from Neves et al. (2012) , and this is the reason why we obtain a value of dispersion smaller than the one of the original calibration (0.11 vs 0.17 dex). The dispersion of the oldest photometric calibration (Bonfils et al. 2005 ) is surprisingly low (0.11 dex), considering that the original dispersion for this calibration is 0.20 dex. However, the Bonfils et al. (2005) is also similar to Schlaufman & Laughlin (2010) and Neves et al. (2012) which may explain part of the low dispersion. Regarding the Johnson et al. (2012) calibration, we obtain a rms of 0.19 dex, higher that their reported value of 0.15 dex. The dispersion of the spectroscopic determinations are within the expected values (∼0.11 dex), considering the uncertainties of each method, except in the case of Mann et al. (2013b) , where we obtain a dispersion of 0.16 dex, and in two stars in common with Woolf & Wallerstein (2005) , where the [Fe/H] difference for Gl191 and Gl526 is higher that the uncertainties reported here and in their work (0.14 and -0.12 dex, respectively). The offset of each calibration is smaller than the dispersion value of our calibration, aside from Mann et al. (2013b) (0.11 dex) . We should note, however, that we only have seven stars in common with Mann et al. (2013b) and one of these stars, Gl205, has a [Fe/H] difference of 0.30 dex. When we consider the full sample we detect a slight increase of dispersion for Rojas-Ayala et al. (2012) , and a considerable increase in both dispersion and offset for Newton (2013) . This increase in the Newton (2013) dispersion is due to the addition of several stars in common with high [Fe/H] , where the two calibrations show most disagreement.
Regarding the effective temperature, the photometric temperature scale of Boyajian et al. (2012) was calculated using the average value of the three colour-metallicity T e f f relations (V − J, V − H, and V − K S ) from their Table 9 , and imposing a cutoff of V − K < 4.5 for the three scales, according to their limits. The T e f f values of Woolf & Wallerstein (2005) From Figure 14 and Table 9 we observe a good agreement with the results from Woolf & Wallerstein (2005) where we obtain a low dispersion and offset. However, we only have 5 stars in common with them, and they occupy a very narrow region of the T e f f range, around 3500 K. Our results also match well the BT-SETTL based work of Rajpurohit et al. (2013a) . However, when we look at the results of the full sample we observe a signifi- (2012) and Boyajian et al. (2012) determinations tend to converge with ours as the T e f f increases. We also note a systematic underestimation of our values of temperature in general that increases below 3200K. Thë Onehag et al. (2012) determinations have the smallest offset, but this result is expected since they use the same reference T e f f calibration as we do. When we consider the full sample we observe that the rms and offset do not change considerably, except in the case of Rajpurohit et al. (2013a) . Finally, we calculated linear fits for the different T e f f methods, where T e f f (This work) = aT e f f (Others) + b. The only exception concerns Woolf & Wallerstein (2005) , because the 5 stars we have in common only cover a very narrow range in the effective temperature region. The coefficients a, b and respective uncertainties are reported in Table 10 .
Discussion
In this paper we present a new high-precision technique to calculate metallicities and effective temperatures for M dwarfs. Within the activity and S/N limits of our method, we achieve a rms of 0.08 dex for metallicity and 91 K for effective temperature. Alternatively we obtain a RMSE V value of 0.12 dex for [Fe/H] and 293 K for T e f f . A bootstrap resampling was also conducted, showing a variation of the rms of [Fe/H] and T e f f of the order of ± 0.01 dex and ± 13 K respectively. Our technique is available for download at http://www.astro.up.pt/resources/mcal. The procedure to use our method is detailed in this webpage as well as in the Annex. A test of the behaviour of the technique as a function of the resolution and S/N was also performed. We estimate that our method behaves properly down to R = 40.000 and S/N = 25, after correcting the observed trends. We also validated our results against a sample of stars in common with SOPHIE high resolution spectra.
To have a measure of the accuracy of our method, we tested it against several studies from the literature. Most studies agree well with our [Fe/H] determinations, and the offset is almost always below the precision of the method. For T e f f however, the same agreement could not be met. Despite reaching a good agreement with the results of Woolf & Wallerstein (2005) , and Rajpurohit et al. (2013a) , that use synthetic spectra from the latest BT-SETTL models, the dispersion as well as the systematics between our determinations and the other works is considerable and beyond the calibration errors. Further studies are needed to investigate the nature of these systematics. Council Neves et al. (2012) . 3 Gl 803 is a young, metal rich star outside the calibration region of Neves et al. (2012) . is very simple to use. The first step is to write the filenames of your spectra into stars.txt, replacing the two demonstration filenames, Gl105B S1D.fits and Gl849 S1D.fits. Then, one just needs to change the startup options, described in the startup section of the file runallv1.py. Depending on the resolution and S/N of the spectra, one should use the values of Table 6 as the reference of precision of [Fe/H] and T e f f .
The compressed zip file calibrationv3.zip contains all the necessary files needed to run the program, as described in the following list:
-runallv1.py -script to run all the other programs. In the startup section one can choose to use FFT to filter high frequency noise, the file type of the input spectra (FITS or text file), and the name of the file with the full path of the spectra. -fft filterv1.py -function that performs the FFT filtering of the spectra. The default setting of the filter in runallv1.py is 'off'. 
