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Sequences
A sequence of polynomials f1(x), f2(x), . . . in Z[x], such that f1(x)
has positive leading coeﬃcient, each f i(x) is irreducible in Q[x]
and f i(x) = xfi−1(x) +  for all i, is deﬁned to be a polynomial
Cunningham chain of the ﬁrst or second kind, depending on
whether  = 1 or −1 respectively. If k is the least positive integer
such that fk+1(x) is reducible in Q[x], then we say the chain
has length k. In the previous article, “Polynomial Cunningham
chains”, a proof is given that there exist inﬁnitely many polynomial
Cunningham chains of length k of either kind. It is also deduced
from this result that there exist inﬁnitely polynomial Cunningham
chains of inﬁnite length of either kind. However, the proof contains
an error. In this article we give correct proofs of these statements.
© 2012 Elsevier Inc. All rights reserved.
1. Preliminaries
Deﬁnition. A sequence of polynomials f1(x), f2(x), . . . , such that f i(x) ∈ Z[x], f1(x) has positive lead-
ing coeﬃcient, f i(x) is irreducible over Q, and f i(x) = xfi−1(x) +  for all i, is called a polynomial
Cunningham chain of the ﬁrst or second kind, depending on whether  = 1 or −1 respectively. If k is
the least positive integer such that fk+1(x) is reducible over Q, then we say the chain has length k.
The following theorem appears in [3] as Theorem 1.4.
Theorem 1. (See [3, Theorem 1.4].) For  ∈ {−1,1}, and a given polynomial f1(x), we deﬁne a sequence
{ f i(x)}∞i=1 of polynomials by fi(x) = xfi−1(x) +  for i  2.
DOI of original article: http://dx.doi.org/10.1016/j.jnt.2011.05.012.
E-mail address: lkjone@ship.edu.0022-314X/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jnt.2012.02.015
L. Jones / Journal of Number Theory 132 (2012) 1830–1836 18311. Let  = 1. Let m 2 and k 1 be integers. Deﬁne
f1(x) :=m2xk+3 +mxk+2 +mxk+1 + · · · +mx+ 1.
Then fk+1(x) is the only reducible polynomial in the sequence { f i(x)}∞i=1 .
2. Let  = −1. Let k and m be positive integers with m2 > 2k + 2. Deﬁne
f1(x) :=m2x−
(
m2 − k).
Then fk+1(x) is the only reducible polynomial in the sequence { f i(x)}∞i=1 .
The following corollaries, which are given in [3], are immediate consequences of Theorem 1, and
were the main results of [3].
Corollary 2. (See [3, Corollary 1.5].) For every positive integer k, there exist inﬁnitely many polynomial Cun-
ningham chains (of both kinds) of length k.
Corollary 3. (See [3, Corollary 1.6].) There exist inﬁnitely many polynomial Cunningham chains (of both kinds)
of inﬁnite length.
It has been brought to the attention of the author by Joshua Harrington (private communication)
that the proof of Theorem 1 given in [3] contains an error, which renders the proofs of Corollary 2
and Corollary 3 invalid. In this article, we circumvent the error in [3] by proving a theorem similar to
Theorem 1. This new theorem allows us to deduce Corollary 2 for chains of both kinds, and Corollary 3
for chains of the ﬁrst kind. Finally, a separate result is proven to establish that there are inﬁnitely
many chains of the second kind of inﬁnite length. These new results are given below.
Remark 4. Although the proof of Theorem 1 in [3] contains an error, nevertheless we conjecture that
Theorem 1 is true.
Theorem 5.
1. Let  = 1. Let m 2 be an integer, and let n be an integer such that n > exp(exp(3 · 2z+2 log(z))), where
z = 1+ (m − 1)2 + (m2 −m)2 +m4 . Deﬁne a sequence of polynomials {g j}∞j=1:
g1(x) :=m2xn+m +mxn+m−1 +mxn+m−2 + · · · +mx+ 1,
g j(x) := xg j−1(x) + 1, for all j  2.
Then g j(x) is reducible over Q if and only if j = n +m − 2.
2. Let  = −1. Let p be a prime. Deﬁne a sequence of polynomials {g j}∞j=1:
g1(x) := px− 1,
g j(x) := xg j−1(x) − 1, for all j  2.
Then gp(x) is reducible over Q, and g j(x) is irreducible over Q if j < p.
Corollary 6. For every positive integer k, there exist inﬁnitely many polynomial Cunningham chains (of both
kinds) of length k.
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Proposition 8. There are inﬁnitely many polynomial Cunningham chains of the second kind of inﬁnite length.
2. Preliminaries for the proofs
In this section we give the necessary background information for the proofs of Theorem 5, Corol-
lary 6, Corollary 7 and Proposition 8. We let f (x) ∈ Z[x] throughout this section.
Deﬁnition. The reciprocal of f (x) ≡ 0 is deﬁned to be the polynomial f˜ (x) := xdeg f f ( 1x ). We say that
f (x) is reciprocal if f (x) = ± f˜ (x), and nonreciprocal otherwise.
Deﬁnition. Suppose f (0) = 0, and that f (x) factors into irreducibles as g1(x)g2(x) · · · gk(x), where
gi(x) is reciprocal with positive leading coeﬃcient, exactly when 0  i  j. Then g j+1(x) · · · gk(x) is
called the nonreciprocal part of f .
If f (0) = 0, then it is clear from the ﬁrst deﬁnition above that deg f = deg f˜ and f˜ (x) = f (x). Then,
in this situation, f (x) = g(x)h(x) if and only if f˜ (x) = g˜(x)˜h(x). Therefore, we have the following:
Proposition 9. Suppose that f (0) = 0. Then f (x) is irreducible overQ if and only if f˜ (x) is irreducible overQ.
The following theorems are needed to establish our results.
Theorem 10. Let a ∈Q. Then xn − a is reducible over Q if and only if one of the following conditions holds:
1. a = bp , where b ∈Q, and p is a prime that divides n, or
2. a = −4b4 , where b ∈Q, and n is divisible by 4.
Theorem 11. Let a, b, c, d be any nonzero integers, m > n > p any positive integers, and assume that q(x) =
axm +bxn + cxp +d is not the product of two binomials. Then the nonreciprocal part of q(x) is reducible if and
only if one of the following cases holds:
1. q(x) can be divided into two parts which have a nonreciprocal common factor;
2. q(x) can be represented in one of the three forms in (∗) below:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ξ
(
U3 + V 3 + W 3 − 3UVW )
= ξ(U + V + W )(U2 + V 2 + W 2 − UV − UW − VW ),
ξ
(
U2 − 4T U VW − T 2V 4 − 4T 2W 4)
= ξ(U − T V 2 − 2T V W − 2TW 2)(U + T V 2 − 2T V W + 2TW 2),
ξ
(
U2 + 2UV + V 2 − W 2)= ξ(U + V + W )(U + V − W ),
(∗)
where T ,U , V ,W ∈Q[x] are monomials, ξ ∈Q, and the factors appearing on the right-hand side of each
equation in (∗) are not reciprocal;
3. m = vm1 , n = vn1 , p = vp1 ,
m1 < exp
(
exp
(
3 · 2a2+b2+c2+d2+2 log(a2 + b2 + c2 + d2))),
and the nonreciprocal part of axm1 + bxn1 + cxp1 + d is reducible.
Theorem 12. Let f (x) = xn − an−1xn−1 − an−2xn−2 − · · · − a1x − a0 . If an−1  · · ·  a0 > 0, then f (x) is
irreducible over Q.
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and Theorem 12 is due to Alfred Brauer [1].
The error in the proof of Theorem 1 in [3] arose from a misstatement of Theorem 11 there. In
part 3. of Theorem 11, it was stated in [3] that v > 1. In fact, this is incorrect. The correct statement
is that v  1. Consequently, the case v = 1 was overlooked in the proof of Theorem 1 given in [3].
3. Proof of Theorem 5
Although many of the details of the proof of Theorem 5 are similar to the proof of Theorem 1
in [3], we provide all details of the proof in the interests of completeness and self-containment.
Proof of Theorem 5. For part 1., we have by induction that
g j(x) =m2xn+m+ j−1 +mxn+m+ j−2 +mxn+m+ j−3 + · · ·
+mxj + x j−1 + x j−2 + · · · + x+ 1,
for all n 1. Since
gn+m−2(x) =
(
mxn+m−2 + xn+m−3 + · · · + x+ 1)(mxn+m−1 + 1),
we see that g j(x) is reducible when j = n +m − 2. To show that g j(x) is irreducible over Q for all
j = n +m − 2, we show that
g˜ j(x) = xn+m+ j−1 + xn+m+ j−2 + · · ·
+ xn+m +mxn+m−1 +mxn+m−2 + · · · +mx+m2
is irreducible over Q for all j = n +m − 2, which is equivalent by Proposition 9. We ﬁrst claim that
all zeros of g˜ j(x) are in |z| > 1. Consider the polynomial
G j(x) := (x− 1)˜g j(x) = xn+m+ j + (m − 1)xn+m +
(
m2 −m)x−m2,
and let α be a zero of G j(x). If |α| < 1, then
m2 = ∣∣αn+m+ j + (m − 1)αn+m + (m2 −m)α∣∣
 |α|n+m+ j + (m − 1)|α|n+m + (m2 −m)|α|
<m2,
which is impossible. Hence, |α| 1. If |α| = 1, then α = eiθ = cos(θ) + i sin(θ), for some θ ∈ [0,2π).
Thus,
cos
(
(n +m + j)θ)+ (m − 1) cos((n +m)θ)+ (m2 −m) cos(θ) =m2,
which implies that θ = 0, and so α = 1. This establishes the claim that all zeros of g˜ j(x) are in |z| > 1.
It follows that the nonreciprocal part of G j(x) is g˜ j(x).
We now use Theorem 11 with q(x) := G j(x) to show that g˜ j(x) is irreducible when j = n +m− 2.
We see easily that
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(
m2 −m)x−m2
= (x1 + r1)(x2 + r2)
= x1+2 + r2x1 + r1x2 + r1r2
is impossible by comparing coeﬃcients. Thus, G j(x) is not the product of two binomials.
Next, we show that G j(x) cannot be any of the forms in (∗) in Theorem 11. First, assume that
G j(x) = ξ
(
U3 + V 3 + W 3 − 3UVW ).
Since the term (m2 − m)x of G j(x) is a monomial whose degree is not divisible by 3, it follows
that −3ξUVW = (m2 − m)x. Hence, two of the three terms U3, V 3,W 3 are constant, which is a
contradiction.
Suppose next that
G j(x) = ξ
(
U2 − 4T U VW − T 2V 4 − 4T 2W 4).
If ξ > 0, then −ξ T 2V 4 and −4ξ T 2W 4 are negative terms, which is impossible. Thus, ξ < 0, and so
ξU2 = −m2. The parity of the exponents implies that −4ξ TU VW = (m2 −m)x. Therefore, exactly two
of T , V and W are constants. Since we have only the two possibilities
−ξ T 2V 4 = xn+m+ j and − 4ξ T 2W 4 = (m − 1)xn+m, or (3.1)
−ξ T 2V 4 = (m − 1)xn+m and − 4ξ T 2W 4 = xn+m+ j, (3.2)
it follows that V and W must be constants. Then, since −4ξ TU VW = (m2 −m)x, we have that T is
divisible by x, but not x2. However, by comparing exponents, we see then that both possibilities, (3.1)
and (3.2), are impossible since n +m > 2.
Now suppose that
G j(x) = ξ
(
U2 + 2UV + V 2 − W 2).
If ξ < 0, then the terms ξU2 and ξV 2 are both negative, which is impossible. Thus, ξ > 0, and so
−ξW 2 = −m2. Then both U and V must be divisible by x, which implies that U2, UV and V 2 are
divisible by x2. But this contradicts the fact that G j(x) contains the term (m2 −m)x.
For case 3. of Theorem 11, we note that G j(x) contains the linear term (m2 −m)x, which implies
that v = 1, so that m1 = n + m + j. But since n + m + j > n > exp(exp(3 · 2z+2 log(z))), where z =
1+ (m − 1)2 + (m2 −m)2 +m4, this case is not applicable.
Next we consider if, and when, G j(x) can be divided into two parts which have a common nonre-
ciprocal factor. There are three cases to check:
(i) (h1,h2) = (xn+m+ j + (m − 1)xn+m, (m2 −m)x−m2),
(ii) (h1,h2) = (xn+m+ j + (m2 −m)x, (m − 1)xn+m −m2),
(iii) (h1,h2) = (xn+m+ j −m2, (m − 1)xn+m + (m2 −m)x).
In case (i), it is easy to see that h1 and h2 have no common nonreciprocal factor since m/(m − 1) is
not a zero of h1.
For case (ii), suppose that m2 − m = ws for some positive integers w and s, with s  2. Then,
since gcd(m,m − 1) = 1, it follows that m = us and m − 1 = vs for some positive integers u and v ,
with w = uv . But then 1 = us − vs = (u − v)(us−1 + us−2v + · · · + uvs−2 + vs−1), which is impossible
since us−1 + us−2v + · · · + uvs−2 + vs−1 > 1. Hence, h1/x is irreducible over Q by Theorem 10. Thus,
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h2/(m − 1) = ±h1/x, and hence h1 and h2 have no common nonreciprocal factor in this case.
For case (iii), let h be a common factor of h1 and h2. Then h divides
x j
h2
m − 1 − h1 =m
(
x j+1 +m),
so that h divides
x j+1 +m − h2
(m − 1)x =
{−x j+1(xn+m− j−2 − 1) if j < n +m − 2,
xn+m−1(x j−n−m+2 − 1) if j > n +m − 2.
In either case, we see that h is reciprocal, which implies that g˜ j(x) is irreducible for all j = n+m−2.
This completes the proof in the case of chains of the ﬁrst kind.
To establish part 2. of the theorem, we have by induction that
g j(x) = px j − x j−1 − x j−2 − · · · − x− 1,
for all j  1. Since gp(1) = 0, we see that gp(x) is reducible. To show that g j(x) is irreducible over Q
for all j < p, it is enough, by Proposition 9, to show that
G j(x) = −g˜ j(x) = x j + x j−1 + · · · + x2 + x− p
is irreducible over Q for all j < p. Let α be a zero of G j(x), and suppose that |α| 1. Then
p = ∣∣α j + α j−1 + · · · + α2 + α∣∣
 |α| j + |α| j−1 + · · · + |α|2 + |α|
 j,
which contradicts the fact that j < p. Hence, all zeros α of G j(x) are such that |α| > 1. Now suppose
that G j(x) is reducible over Q, and write
G j(x) = r(x)s(x),
where deg(r(x)) 1 and deg(s(x)) 1. Since G j(x) is monic and |G j(0)| = p is prime, it follows that
either |r(0)| = 1 or |s(0)| = 1. But this is impossible since |α| > 1 for all zeros α of both r(x) and s(x).
This completes the proof of the theorem. 
4. Proof of Corollaries 6 and 7
Proof of Corollary 6. Let k  1 be a ﬁxed integer. For chains of the ﬁrst kind, refer to item 1. in the
statement of Theorem 5, and let m k. Deﬁne a sequence of polynomials { f i}∞i=1:
f1(x) := gn+m−k−2(x), and
f i(x) := xfi−1(x) + 1, for all i  2.
Note that f i(x) = gn+m−k−3+i(x). Then, by Theorem 5, fk+1(x) = gn+m−2(x) is the only polynomial
in the sequence { f i}∞i=1 that is reducible over Q, so that f1, f2, . . . , fk is a chain of length k. Letting
m and n vary gives inﬁnitely many chains of length k.
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a sequence of polynomials { f i}∞i=1:
f1(x) := gp−k(x), and
f i(x) := xfi−1(x) − 1, for all i  2.
Note that f i(x) = gp−k−1+i(x). Then, by Theorem 5, fk+1(x) = gp(x) is reducible over Q, and f i(x)
is irreducible over Q for all i < p, so that f1, f2, . . . , fk is a chain of length k. Letting p vary gives
inﬁnitely many chains of length k. 
Proof of Corollary 7. We refer to item 1. in the statement of Theorem 5. There we have the sequence
g1(x) :=m2xn+m +mxn+m−1 +mxn+m−2 + · · · +mx+ 1, and
g j(x) := xg j−1(x) + 1, for all j  2,
in which the only reducible term is gn+m−2(x). Deﬁne a new sequence { f i}∞i=1 as:
f1(x) := gn+m−1(x), and
f i(x) := xfi−1(x) − 1, for all i  2.
The sequence { f i}∞i=1 is then a chain of the ﬁrst kind of inﬁnite length, since every term is ir-
reducible over Q. Letting m and n vary gives inﬁnitely many chains of the ﬁrst kind of inﬁnite
length. 
5. Proof of Proposition 8
Proof of Proposition 8. Here we have  = −1. Let c > 0 be an integer, and deﬁne a sequence { f i}∞i=1:
f1(x) := x− c, and
f i(x) := xfi−1(x) − 1, for all i  2.
By induction we have that f i(x) = xi−cxi−1−xi−2−· · ·−x−1 for all i  2. Since f i(x) is irreducible
over Q by Theorem 12, we see that the sequence { f i}∞i=1 is a sequence of the second kind of inﬁnite
length. Letting c vary gives inﬁnitely many such chains. 
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