In this note, we revisit a singular value decomposition (SVD) based algorithm that 
Main Text
Background. Exploratory IFA (Bock et al., 1988) has been widely used as an analytic approach to analyzing item-level data within social and behavioral sciences (Bartholomew et al., 2008) . We consider a standard exploratory IFA setting for binary item response data.
Let Y ij ∈ {0, 1} be a random variable, denoting individual i's response to item j, where i = 1, ..., N , and j = 1, ..., J. Moreover, IFA assumes that an individual i's responses are driven by K latent factors, denoted by θ i = (θ i1 , ..., θ iK ) . We consider a general family of compensatory multidimensional item response theory models (Reckase, 2009) , which assumes that
where a j = (a j1 , ..., a jK ) is known as the loading parameters, d j is an intercept parameter, and f : R → (0, 1) is a pre-specified link function which guarantees that (1) is a valid probability. Note that (1) includes the widely used multidimensional two-parameter logistic (M2PL) model and multidimensional normal ogive model as special cases, for which the link functions take the logistic form f (x) = exp(x)/(1 + exp(x)) and probit form f (x) = x −∞ exp(−t 2 /2)/(2π)dt, respectively. Moreover, we assume local independence; that is, Y i1 , ..., Y iJ are conditionally independent given θ i . Finally, θ i , i = 1, ..., N , are independent and identically distributed following some distribution F , which is standardized to have mean zeros and covariance matrix a K × K identity matrix.
A major focus of exploratory IFA is to estimate the loading matrix A = (a jk ) J×K , from which understanding of the latent structure of the set of items can be obtained. Due to the rotational indeterminacy issue of exploratory IFA (Browne, 2001) , the loading matrix can only be estimated up to an orthogonal rotation. Let A * be the unknown true loading matrix that generates the data. Then the first step of exploratory of IFA is to find an estimateÂ such that a certain loss
is small, where · is a certain matrix norm. This loss function takes the rotational indeterminacy issue into account by comparing the true loading matrix with the estimated one under the best possible rotation. Once an estimateÂ is obtained, then in the second step of exploratory IFA, different rotational methods will be applied toÂ to obtain a more sparse and thus easier to interpret loading matrix which provides people a better understanding of the latent structure of the test. Readers are referred to Browne (2001) for a comprehensive review of rotational methods for exploratory IFA.
Main result. In this note, we focus on the first step of exploratory IFA. In particular,
we study an algorithm given in Chen et al. (2019a) that is based on SVD 1 . This algorithm was used to obtain an initial value for a constrained joint maximum likelihood estimator (CJMLE) for exploratory IFA, as the CJMLE solves a nonconvex optimization problem and its performance can be improved by taking a good initial value. We restate this SVD-based algorithm below.
Algorithm 1 (SVD-based estimator for exploratory IFA). 
Let
Remark 1. Under certain circumstances, we will need the tolerance N,J to decay to zero as N and J grow to infinity, which is the reason of attaching subscripts N and J to the tolerance parameter. The choice of N,J will be discussed in Propositions 1 and 2.
Remark 2. This SVD-based estimator is semi-parametric, as Algorithm 1 does not require the distribution F to be known. In contrast, exploratory IFA based on a marginal maximum likelihood estimator typically requires F to be known.
SVD is a powerful tool for the factorization of rectangular matrices that has been widely used in multivariate statistics for the dimension reduction of data (Wall et al., 2003) . The we show that this SVD-based algorithm is consistent under the same asymptotic setting and notion of consistency as in Chen et al. (2019a) and Chen et al. (2019b) . The statistical efficiency of parameter estimation is also discussed. The proofs of our theoretical results are given in the supplementary material.
More precisely, we consider the loss function
where the subscripts N and J are used to emphasize that the loss function depends on the sample size N and the number of items J, and X F = i,j x 2 ij denotes the Frobenius norm of a matrix X = (x ij ). Under mild technical conditions and a double asymptotic setting where both the numbers of individuals and items grow to infinity, we show the loss function L N,J (A * ,Â) converges to zero in probability, as both N and J grow to infinity. The regularity conditions and the consistency result are formally described in Theorem 1, with two special cases discussed in the sequel. Similar double asymptotic settings have been considered in psychometric research, including the analysis of unidimensional IRT models (Haberman, 1977 (Haberman, , 2004 and diagnostic classification models (Chiu et al., 2016) . The following regularity conditions are needed for our main result in Theorem 1. As will be discussed in the sequel, these conditions are mild. A4. There exists a constant C 1 , such that the Kth singular value of A * , denoted by σ K (A * ),
A1. There exists a constant
A5. The sample size N is no less than the number of items J, i.e., N ≥ J. and satisfies
where
Then the estimateÂ given by Algorithm 1 satisfies L N,J (A * ,Â)
In what follows, we discuss two specifical cases, under which the choices of N,J are given.
Proposition 1. Suppose that F has a compact support. More precisely, there exists a constant C 0 , satisfying
under the law of F . If we fix N,J to be a constant independent of N and J, satisfying
then ( 
Then (4) and (5) hold, for any N,J taking the form
where γ 0 and γ 1 are any constants satisfying γ 0 > 0 and γ 1 ∈ (0, (4(K + 3)) −1 ). The choice of N,J following (10), together with the regularity conditions in Theorem 1, guarantees the consistency of the estimated loading matrix.
We remark that the notion of consistency for the estimation of the loading matrix is weaker than that in the traditional sense, since the loss function (3) is an average of the entrywise losses when J grows. LetÕ be the orthogonal matrix that minimizes the right hand side of (3) and letÃ := (ã jk ) J×K =ÂÕ. Then (3) converges to 0 means that for any > 0,
K k=1 1 {|a * jk −ã jk |> } )/JK also converges to 0. That is, the proportion of inaccurately estimated loading parameters converges to zero in probability under the optimal rotation.
Due to the double asymptotic setting, our theoretical result only suggests the sensible use of the SVD-based algorithm when the sample size N and the number of items J are both large.
Discussions. We provide some discussions on the regularity conditions required in Theorem 1. Assumption A1 requires that the parameters of each item, including the intercept and slope parameters, should not be too large. That is, the presence of an extreme item is likely to distort the analysis. Assumption A2 is a very standard assumption in exploratory IFA. It is more flexible than many exploratory IFA settings, as it does not even require the distribution F to be multivariate normal. Assumption A3 is satisfied by the logistic and probit link functions, two most commonly used link functions in exploratory IFA, but it excludes, for example, the multidimensional version of the three-parameter logistic model, as a special case. Assumption A4 requires that there is sufficient variability in the items. The same assumption is also required in Chen et al. (2019a) and Chen et al. (2019b) . In fact, this assumption is satisfied with probability tending to one, when the true loadings a * j are i.i.d.
samples from a K-variate distribution whose covariance matrix is non-degenerate. Finally, assumption A5 is practically reasonable, as in large-scale measurement, the sample size is usually larger than the number of items. Since people and items are almost mathematically symmetric in the IFA model, similar asymptotic results can be derived when J ≥ N .
We provide some intuitions on the reason why the algorithm works. Steps 1-4 essentially follow the same procedure of Chatterjee (2015) for matrix estimation. The procedure guar- 
On the other hand, as shown in Chen et al. (2019b) , the CJMLE achieves the optimal rate (in minimax sense) of estimating X * , that is,
verges in a much slower rate than the constrained joint maximum likelihood estimator.
Finally, with slight modification, Algorithm 1 can handle item response data with missing values. We use matrix W = (w ij ) N ×J to indicate the data missingness, where w ij = 1
indicates the response Y ij is missing and w ij = 0 otherwise. The modified algorithm is described as follows.
Algorithm 2 (SVD-based estimator for exploratory IFA with missing data). 
Let
6. LetX = (x ij ) N ×J be defined aŝ In fact, when the entries of the item response matrix are missing completely at random, using a similar proof, one can show thatÂ given by Algorithm 2 is still consistent, under some mild condition on the rate of missingness and the same conditions as in Theorem 1.
Simulation. We end this note with results from a small simulation study. In particular, we
show the performance of the SVD method when both N and J are large, and further compare it with the CJMLE. We set K = 3, J = 300, 400, ..., 1000, and N = 10J. For each value of J and N = 10J, 100 independent datasets are generated, with the item parameters fixed to be the same across all the datasets. The item parameters are generated by sampling a * Table 1 : The average computation time (in seconds) for the SVD-based estimator and the CJMLE. For each estimator and each value of J, the computation time is an average over 100 replications implemented on a single Intel E5-2650v4 core. CJMLE in both panels decay towards zero when N and J grow. In addition, the losses for the SVD-based estimator are substantially larger than those for the CJMLE. These results are consistent with our theoretical results given in this note. The average computation time of the two methods is compared in Table 1 . As we can see, the SVD-based estimator is much faster than the CJMLE, while according to Chen et al. (2019a) the CJMLE is substantially faster than the marginal maximum likelihood estimator.
