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Abstract
Background:  High-throughput real-time quantitative reverse transcriptase polymerase chain
reaction (qPCR) is a widely used technique in experiments where expression patterns of genes are
to be profiled. Current stage technology allows the acquisition of profiles for a moderate number
of genes (50 to a few thousand), and this number continues to grow. The use of appropriate
normalization algorithms for qPCR-based data is therefore a highly important aspect of the data
preprocessing pipeline.
Results: We present and evaluate two data-driven normalization methods that directly correct
for technical variation and represent robust alternatives to standard housekeeping gene-based
approaches. We evaluated the performance of these methods against a single gene housekeeping
gene method and our results suggest that quantile normalization performs best. These methods are
implemented in freely-available software as an R package qpcrNorm distributed through the
Bioconductor project.
Conclusion: The utility of the approaches that we describe can be demonstrated most clearly in
situations where standard housekeeping genes are regulated by some experimental condition. For
large qPCR-based data sets, our approaches represent robust, data-driven strategies for
normalization.
Background
qPCR is widely accepted as the "gold standard" for analy-
sis of gene expression. Recent technological advances have
greatly expanded the total number of genes that can be
analyzed in a single assay; qPCR experiments now regu-
larly analyze "moderate" numbers of genes, in the range
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of fifty to a few thousand [1-3]. However, as the size of
qPCR experiments has expanded, the need for effective
data normalization techniques has become increasingly
apparent. Normalization is the process of adjusting the
relative expression measures between samples to compen-
sate for various sources of variability in the assay and so to
allow accurate comparisons of the results between differ-
ent samples and conditions.
Nearly all normalization methods are based on the
assumption that one or more genes are constitutively
expressed at near-constant levels under all experimental
conditions and the expression levels of all genes in a sam-
ple are adjusted to satisfy that assumption. The most
widely used control genes are those selected from among
an assumed set of "housekeeping" genes and typical selec-
tions include highly expressed transcripts such as glyceral-
dehyde-3-phosphate dehydrogenase (GAPDH), -actin
(ACTB), and 18S ribosomal RNA [4-8]. In most qPCR
experiments, a single housekeeping gene is chosen and
added to the collection of experimental target genes to be
assayed for each sample. These control genes are then
compared between samples, a sample-specific scaling fac-
tor is calculated to equalize their expression and applied
to all genes in that sample. This approach has numerous
limitations, not least of which is that many of the experi-
mental conditions may alter the expression of the control
genes and evidence shows that housekeeping genes may
not always perform optimally [9,10].
More sophisticated normalization methods use multiple
housekeeping genes where their respective measures are
combined to represent a "virtual" housekeeping
gene.[11]. While this approach is more robust than single-
gene methods, it too is based on potentially unfounded
assumptions about which genes are stably expressed.
These genes still need to be pre-selected and incorporated
into the experimental design without any apriori evidence
supporting their use. Further, when working with limited
quantities of RNA, such as from patient samples, this
reduces the number of interesting genes whose expression
can be assayed.
Improvements in qPCR technology have allowed signifi-
cantly larger numbers of genes to be profiled simultane-
ously for each sample. This allows not only more
experimental genes to be tested, but also provides an
opportunity for a larger number of control genes, span-
ning a wide range of expression levels, to be used. How-
ever, these broad surveys also offer the possibility of
introducing potential biases in normalization by using
the data themselves to identify a set of appropriate con-
trols. In many ways, this parallels widely used normaliza-
tion methods developed for DNA microarray expression
analysis, where data-driven methods have become the
standard for most experimental designs. Here we present
two normalization methods for high-throughput qPCR-
based data adapted from those commonly applied in
DNA microarray analysis: rank-invariant set normaliza-
tion and quantile normalization [12,13]. As an example,
we apply these methods to a high-throughput qPCR data-
set from a time series experiment performed by the RIKEN
Genome Exploration Research Group to study the tempo-
ral transcriptional response of macrophage-like human
cells to phorbol myristate acetate (PMA) exposure for a set
of 2,396 genes.
Results
Quantile Normalization Algorithm
Quantile normalization is one of the most widely used
methods in the analysis of microarray experiments [14].
Quantile normalization assumes that the on average, the
distribution of gene transcript levels within the cell
remains nearly constant across samples, so that if the
expression of one gene increases, that of another
decreases. A quantile is a measure that lets us assess the
degree of spread in a data set. Examples include percen-
tiles, where the data are divided into 100 regular intervals,
and quartiles which split data into quarters. For these, the
lower quartile represents the 25th percentile which means
that 25% of the data is lower than that particular value.
Quantile normalization generalizes that approach to an n-
fold partition of the data, where n is the number of data
points, and assumes that the data for individual samples
have the same overall rank-order quantile distribution.
Quantile normalization then adjusts the overall expres-
sion levels so that the distribution for all samples is equal.
In high-throughput qPCR experiments, the number of
genes assayed in each sample can exceed the capacity of a
single microtiter plate so assays for one sample are often
distributed across multiple PCR plates. Consequently, in
normalizing data, one must also consider plate-specific
effects that may introduce a bias. To correct for plate
effects in raw qPCR data, one natural solution is to apply
a quantile normalization approach where we make the
assumption that the distribution of gene expression meas-
ures is the same across all plates for the same experimental
condition. This assumption will be reasonable when the
gene allocation was based on factors that are unrelated to
their expected expression levels; for example, genes are
randomly assigned or the assignment is based on an
alphabetical ordering by gene name. By forcing the distri-
bution from each plate to be equal we remove the varia-
bility associated with plate-specific effects in the data.
Note that alternative solutions to this problem exist,
namely one could take a linear model-based approach
which incorporates a covariate term to explicitly account
for plate-specific effects.BMC Bioinformatics 2009, 10:110 http://www.biomedcentral.com/1471-2105/10/110
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Quantile normalization proceeds in two stages. First, if
samples are distributed across multiple plates, normaliza-
tion is applied to all of the genes assayed for each sample
to remove plate-to-plate effects by enforcing the same
quantile distribution on each plate. Then, an overall
quantile normalization is applied between samples,
assuring that each sample has the same distribution of
expression values as all of the other samples to be com-
pared. A similar approach using quantile normalization
has been previously described in the context of microarray
normalization [12]. Briefly, our method entails the fol-
lowing steps:
1. qPCR data from a single RNA sample are stored in a
matrix M of dimension k (maximum number of genes or
primer pairs on a plate) rows by p (number of plates) col-
umns. Plates with differing numbers of genes are made
equivalent by padded plates with missing values to con-
strain M to a rectangular structure.
2. Each column is sorted into ascending order and stored
in matrix M'. The sorted columns correspond to the quan-
tile distribution of each plate. The missing values are
placed at the end of each ordered column. All calculations
in quantile normalization are performed on non-missing
values.
3. The average quantile distribution is calculated by taking
the average of each row in M'. Each column in M'  is
replaced by this average quantile distribution and rear-
ranged to have the same ordering as the original row order
in M. This gives the within-sample normalized data from
one RNA sample.
4. Steps analogous to 1 – 3 are repeated for each sample.
Between-sample normalization is performed by storing
the within-normalized data as a new matrix N of dimen-
sion k (total number of genes, in our example k = 2,396)
rows by n (number of samples) columns. Steps 2 and 3 are
then applied to this matrix.
Rank-Invariant Set Normalization Algorithm
The use of "housekeeping genes" in normalization is
based on the assumption that one or more genes are
expressed at near constant levels across all conditions
assayed in a particular experiment. However, DNA micro-
array and high-throughput qPCR analyses have shown
that many genes assumed to be constant in their expres-
sion can vary between conditions [10,15,16]. Rather than
making a priori assumptions about which genes are
expressed in such a manner, if one has a large enough
dataset it is possible to identify invariant genes using the
data itself. This is the premise behind rank-invariant set
normalization that was first described by Tseng et al.[13]
for DNA microarray data. In its original implementation
the algorithm selected genes that remained rank-invariant
across two conditions, i.e. when genes are ordered accord-
ing to their expression levels, rank-invariant genes have
the same rank order in both conditions. Here we describe
an extension of this method for use on qPCR data with
any number of experimental conditions or samples in
which we identify a set of stably-expressed genes from
within the measured expression data and then use these to
adjust expression between samples. Briefly,
1. qPCR data from all samples are stored in matrix R of
dimension g (total number of genes or primer pairs used
for all plates) rows by s (total number of samples).
2. We first select gene sets that are rank-invariant across a
single sample compared to a common reference. The ref-
erence may be chosen in a variety of ways, depending on
the experimental design and aims of the experiment. As
described in Tseng et al.[13], the reference may be desig-
nated as a particular sample from the experiment (e.g.
time zero in a time course experiment), the average or
median of all samples, or selecting the sample which is
closest to the average or median of all samples. Genes are
considered to be rank-invariant if they retain their order-
ing or rank with respect to expression across the experi-
mental sample versus the common reference sample. We
collect sets of rank-invariant genes for all of the s pairwise
comparisons, relative to a common reference. We take the
intersection of all s sets to obtain the final set of rank-
invariant genes that is used for normalization.
3. Let j represent the average expression value of the rank-
invariant genes in sample j. (1, ..., s) then represents the
vector of rank-invariant average expression values for all
conditions 1 to s.
4. We calculate the scale factor j for sample j where j rep-
resents the ratio of the rank-invariant average expression
value in the first sample versus sample j, i.e.   for j
= 1 to s.
5. Finally, we normalize the raw data by multiplying each
column j of R by the scale factor j for j = 1 to s.
For our qPCR PMA time series data, we identified five
rank-invariant genes to be used for normalization (Table
1). glyceraldehyde-3-phosphate dehydrogenase
(GAPDH); enolase 1, (alpha) (ENO1); heat shock protein
90 kDa alpha (cytosolic), class B member 1 (HSP90AB1),
ACTB, eukaryotic translation elongation factor 1 alpha 1
(EEF1A1). Of these, GAPDH and ACTB are oft-used con-
trol genes, it is not surprising to find they did not have
highly variable expression profiles in this experiment. The


 j j
= 1BMC Bioinformatics 2009, 10:110 http://www.biomedcentral.com/1471-2105/10/110
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identification of some of the other genes was more unex-
pected. HSPCB encodes a heat-shock protein HSP 90-
beta, whilst EEF1A1 is involved in translation. The current
version of the Gene Ontology used was released on 2008-
01-15.
The advantage of the rank-invariant approach becomes
very clear when you consider that with a standard normal-
ization method, we would only normalize the raw data
based on GAPDH or ACTB expression. However, not only
does our approach validate the assumption of near con-
stant expression of GAPDH and ACTB for this experiment,
it also provides other stable genes that can be used for a
more robust normalization without the need for any a pri-
ori selection.
An Example of Single Housekeeping Gene Normalization 
Using GAPDH
In order to compare our approaches with existing meth-
ods, we also performed normalization based on a single
housekeeping gene, which for the PMA data set, was
GAPDH. GAPDH was the only gene assigned to every
plate and to take advantage of this design, we performed
normalization in the following way:
1. Multiple GAPDH expression measures are averaged
within each sample. Let j represent the average expression
value of GAPDH in sample j. (1, ..., s) then represents the
vector of average GAPDH expression values for all condi-
tions 1 to s.
2. We calculate the scale factor j for sample j where j rep-
resents the ratio of the GAPDH expression in the first sam-
ple versus sample j, i.e.   for j = 1 to s.
3. Finally, we normalize the raw data by multiplying the
vector of data from sample j with the scale factor j for j =
1 to s.
The approach adopted represents an alternative version
from how housekeeping gene normalization is typically
performed in qPCR experiments. The standard approach
taken is the delta-delta Ct method which involves two
subtractions, first between the housekeeping gene expres-
sion value (in this case GAPDH) from the gene of interest
measured in the control sample and second, the gene of
interest measured in the experimental sample and the
housekeeping gene in the experimental sample. We took
this approach to exploit the design which involved
GAPDH measurements being available for all plates in
this data set. In doing so, our implementation of the
housekeeping gene more closely parallels the other two
methods.
Comparison of Different Normalization Approaches
The PMA time series experiment described previously pro-
vided an opportunity to assess the performance of these
methods relative to the use of the single housekeeping
gene approach. The data was normalized using all three
methods and the average gene-specific coefficient of vari-
ation (CV) was calculated to assess the overall reduction
in technical noise associated with each approach. The CV
measures the ratio of the standard deviation to the mean


 j j
= 1
Table 1: GO Categories for the Rank-Invariant Genes
Gene Cellular Component Molecular Function Biological Processes
GAPDH Cytoplasm Glyceraldehyde-3-phosphate dehydrogenase 
(phosphorylating) activity; protein binding
Glycolysis
ENO1 -- Phosphopyruvate hydratase activity --
HSPCB Cytoplasm Nitric-oxide synthase regulator activity; nitric-
oxide synthase regulator activity
Response to unfolded protein; positive 
regulation of nitric oxide biosynthetic process
ACTB Cytoplasm; cytoskeleton Protein binding; structural constituent of 
cytoskeleton
Cell motility
EEF1A1 Cytoplasm; eukaryotic 
elongation factor 1 complex
GTP binding; protein binding Translational elongationBMC Bioinformatics 2009, 10:110 http://www.biomedcentral.com/1471-2105/10/110
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and captures the level of dispersion in the data. Therefore,
a normalization method that better reduces technical
noise will have a lower average CV. The results are shown
in Figure 1. As can be seen, quantile normalization pro-
duces the lowest average CV (3.36%). Both the rank-invar-
iant set method and the GAPDH have very similar average
CV values (3.59, 3.60% respectively), while the CV for the
non-normalized data was 4.77%. These results suggest
that the quantile method has an advantage over the other
normalization methods.
We also examined the variance of the raw and normalized
data as a function of expression level. Let Q1 and Q2 repre-
sent two normalization algorithms (e.g. Q1 = quantile).
We calculate the variance of each gene expression profile
normalized under Q1 and  Q2 and plot the log2-trans-
formed ratio of these variances as a function of the average
expression of each gene for all genes. The red line repre-
sents a smoothed lowess curve that has been fitted to
reflect the overall trend of the data [17]. When the curve
drops below Y = 0 (the dotted blue line in Figures 2 and
3) we know that method Q1 effects a greater reduction in
the variation of the data relative to method Q2. Similarly,
when the red curve is above Y = 0, method Q2 is more
effective in reducing the variation. If the data from both
methods have similar variances then the red curve should
remain at Y = 0. Bolstad et al.[12] originally used these
plots for variance comparisons of different normalization
methods for high density oligonucleotide array data.
Figure 3F shows a comparison of the data for the quantile
and rank-invariant methods. The fact that the curve is
below the horizontal axis for most of the expression spec-
trum (20 < Ct values < 37) indicates that quantile normal-
ization generally produces a smaller variance than the
rank-invariant method, independent of expression level.
Comparing both data-driven approaches with the single
housekeeping gene method (Figures 3D and 3E) indicates
that both data-driven methods offer a slight advantage. In
Figure 3E, we see that comparisons between quantile nor-
malization and GAPDH normalization actually produce
quite similar amounts of variability. It appears that for
highly expressed genes, quantile normalization induces
more noise than the GAPDH method however this is dif-
ficult to ascertain since there is sparse data at this end of
the spectrum which reduces the accuracy of the lowess
curve fitting. The rank-invariant method may be inferior
for genes expressed at extremely low levels (large Ct val-
ues), although expression measures for such genes are
generally thought to be unreliable.
Comparisons of normalized to non-normalized data (Fig-
ures 3A, 3B, 3C) also support considerable variance reduc-
tions associated with both data-driven approaches across
the detectable range of qPCR. When compared to the non-
normalized data, the quantile method has reduced vari-
ance across the entire expression spectrum. Both GAPDH
and the rank-invariant set normalization had regions
where these methods resulted in higher variation than the
raw data. These regions however correspond to very low
expressed genes (Ct > 35) and the data quality at this end
of the spectrum is usually considered to be very poor.
These plots demonstrate that the quantile method is more
effective in reducing the variances of genes with expres-
sion levels that span the detectable range of qPCR com-
pared to the other normalization methods.
As an example of how our normalization strategies per-
form in action, we highlighted the effects the different
normalization methods had on four individual genes: E2F
transcription factor 1 (E2F1), early growth response 1
(EGR1), v-myb myeloblastosis viral oncogene homolog
(avian) (MYB), tumor necrosis factor, alpha-induced pro-
tein 3 (TNFAIP3). These genes were selected as examples
because they were typical genes of interest for PMA-acti-
vated THP-1 cells. Comparing the variances of each pro-
The GO categories are listed for the five genes in the rank-invariant set that were identified as reasonable controls to be used for normalization of 
the PMA dataset. The presence of GAPDH and ACTB as controls were not surprising for this dataset. The inclusion of some of the other 
categories heat-shock protein activity and translation, were more surprising.
Table 1: GO Categories for the Rank-Invariant Genes (Continued)
Coefficient of Variation for Different Normalized Data Sets Figure 1
Coefficient of Variation for Different Normalized 
Data Sets. The CV values for the three different normaliza-
tion methods on the PMA dataset are represented here in a 
barchart. The CV for the non-normalized (raw) dataset is 
included as a reference. The quantile method is associated 
with the lowest CV, implying the greatest reduction in techni-
cal variation in the data.BMC Bioinformatics 2009, 10:110 http://www.biomedcentral.com/1471-2105/10/110
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file (see Additional files 1 and 2) reveals that in all four
cases, the lowest variances are associated with the data-
driven approaches. It is also interesting to note that for the
E2F1, EGR1 and TNFAIP3 expression profiles, the
GAPDH normalization method results in profiles with
slightly higher variance than the non-normalized profile.
Implementation
Both quantile and rank-invariant set normalization algo-
rithms for qPCR data are implemented as freely available,
open source software using the statistical computing lan-
guage R. We have adapted the quantile normalization
algorithm that originally was included in the limma pack-
age [18]. Our software is distributed as an R package called
qpcrNorm and a short tutorial outlining its use is availa-
ble from [19] (see Additional file 3). The qpcrNorm pack-
age is also freely available from Bioconductor [20].
Discussion
As high-throughput qPCR has become more widespread,
it has become clear that we need more effective data meth-
ods to ensure the consistent acquisition of reliable, high
quality results. Here, we present two data-driven normal-
ization methods for qPCR that offer significant advan-
tages. Rank-invariant normalization eliminates the need
for possibly un-founded assumptions about which genes
will not be differentially regulated in an experiment while
relying on a generally accepted approach. Quantile nor-
malization extends this by allowing for correction of plate
effects.
Both the rank-invariant set and single housekeeping gene
approaches are examples based on scaling. The raw
expression values are transformed by an empirically-
derived scale factor and consequently we see an overall
reduction in the variability of the normalized data. On the
other hand, the quantile approach replaces the raw data
with representative values derived from the average quan-
tile data distribution. As a result, we see the variability
either preserved or increased in the normalized data.
These effects are noticeably obvious by comparing the
tightness of the graphs in Figure 3D versus 3E (also seen
by comparing Figures 3A, B, D to Figures 3C, E, F).
Exemplar graph to clarify the interpretation of Figure 3 Figure 2
Exemplar graph to clarify the interpretation of Figure 3. The graph presents a visual pairwise comparison between two 
normalization algorithms Q1 and Q2 on the same data set. For each gene, we calculate the variance of its Q1-normalized 
expression profile and its Q2-normalized expression profile and plot the log2-ratio of this variance on the y-axis where Y = log2 
[Q1-normalized: Q2-normalized]. A gene's log variance ratio is plotted against its expression (mean Ct value) on the x-axis. The 
regions where the data points fall in the graph give us an indication of which normalization algorithm produces noisier data and 
whether there is a differential bias in expression for genes most affected by this noise.
mean Ct value
The Q1 and Q2 normalized profiles have the same variation.
The Q1 normalized profiles are more
variable than the Q2 normalized profiles for 
these highly expressed genes.
The Q1 normalized profiles are less
variable than the Q2 normalized 
profiles for these low expressed 
genes.
Y = 0
Y = log variance ratioBMC Bioinformatics 2009, 10:110 http://www.biomedcentral.com/1471-2105/10/110
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Not only does quantile normalization tend to increase the
variability in the distribution, we also notice an increase
in the number of genes with more upper extreme Ct val-
ues. This is reflected by the tailing effect, as observed in
Figure 3C, where more genes have values that all fall close
to the maximum Ct value of 40 cycles. Looking at the
Pairwise Comparisons of Different Normalized Data Sets Figure 3
Pairwise Comparisons of Different Normalized Data Sets. Pairwise comparisons between the three different normali-
zation methods and the non-normalized dataset. The graphs represent the log variance ratios for each gene versus its average 
Ct value. The red line is the smoothed lowess curve that captures the overall trend of the data in the plot. The dotted blue line 
represents horizontal axis. The direction of the ratio is reflected in each individual figure title, e.g. the ratios in Figure 3.3A are 
constructed by taking the log2 transformation of the GAPDH-normalized variance divided by the non-normalized variance for 
each gene. Points below the dotted blue line correspond to those genes where single gene GAPDH normalization has resulted 
in a greater reduction in variance relative to the variance of these genes in the non-normalized data.
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empirical distributions (Figure 3), we see that the quantile
normalized data has the heaviest right tail out of the three
normalized data sets. Also of interest is the fact that the
quantile normalization method appears to preserve the
original distribution of the raw data.
Our methods are specifically designed for high-through-
put data sets where the number of genes or primer pairs
used in the qPCR experiment is moderate to large (greater
than 50). We expect the robustness of both the rank-invar-
iant gene method and the quantile method to break down
when the number of genes or primer pairs decreases and
drops below this threshold. We were unable to assess this
quantitatively however due to the lack of available data.
The quantile method first focuses on the data within a
sample, and applies a normalization correction to ensure
the quantile distribution from different plates for the sam-
ple have the same quantile distribution. If there were a
small number of genes or primer pairs assigned to each
plate, then this normalization would be more susceptible
to outliers. It is assumed that when there is a large number
of genes or primer pairs, that the corresponding quantile
distribution will be reasonably smooth and cover a realis-
tic range of values expected for qPCR data. When the
number of genes shrinks, the validity of this assumption
may become questionable.
Conclusion
The data-driven normalization alternatives that we have
presented have clear advantages when widely-used house-
keeping genes are regulated by some experimental factor
or condition. Vandesompele et al.[11] use a panel of ten
common housekeeping genes and advocate using at least
three of these genes for normalization of a given experi-
mental design. However the appropriateness of this
approach still hinges heavily on the assumption that any
of these genes is not regulated in the experiment and con-
sequently is suitable as a control. In the presence of large
amounts of data, our data-driven normalization methods
represent a robust approach since no a priori assumptions
are made regarding which genes might be used as controls
and, in general, provides many more genes for normaliza-
tion than Vandesompele et al. and colleagues suggest. In
the case of rank-invariant set normalization, genes which
do satisfy the properties of being a good control gene are
easily identified. Quantile normalization corrects for
plate-specific effects in the data by requiring samples to
have similar distributions, although it does not have the
aesthetic advantage of identifying control genes. Overall,
our analyses indicate that both methods outperform
approaches using a priori sets of housekeeping genes and
that quantile normalization gives the best overall per-
formance. Although we used a time course experiment to
test these normalization approaches, these methods are
applicable to any high-throughput qPCR setup.
Methods
qPCR Gene Expression Data
The THP-1 cell line was sub-cloned and one clone (#5)
was selected for its ability to differentiate relatively homo-
geneously in response to phorbol 12-myristate-13-acetate
(PMA) (Sigma). THP-1.5 was used for all subsequent
experiments. THP-1.5 cells were cultured in RPMI, 10%
FBS, Penicillin/Streptomycin, 10 mM HEPES, 1 mM
Sodium Pyruvate, 50 uM 2-Mercaptoethanol. THP-1.5
were treated with 30 ng/ml PMA over a time-course of 96
h. Total cell lysates were harvested in TRIzol reagent at 1,
2, 4, 6, 12, 24, 48, 72, 96 hours, including an undifferen-
tiated control. Undifferentiated cells were harvested in
TRIzol reagent at the beginning of the LPS time-course.
One biological replicate was prepared for each time point.
Total RNA was purifed from TRIzol lysates according to
manufacturer's instructions. Gene-specific primer pairs
were designed using Primer3 software [21], with an opti-
mal primer size of 20 bases, amplification size of 140 bp,
and annealing temperature of 60°C. Primer sequences
were designed for 2,396 candidate genes including four
potential controls: GAPDH, beta actin (ACTB), beta-2-
microglobulin (B2M), phosphoglycerate kinase 1
(PGK1). The RNA samples were reverse transcribed to pro-
duce cDNA and then subjected to quantitative PCR using
SYBR Green (Molecular Probes) using the ABI Prism 7900
HT system (Applied Biosystems, Foster City, CA, USA)
with a 384-well amplification plate; genes for each sample
were assayed in triplicate. Reactions were carried out in 20
L volumes in 384-well plates; each reaction contained:
0.5 U of HotStar Taq DNA polymerase (Qiagen) and the
manufacturer's 1× amplification buffer adjusted to a final
concentration of 1 mM MgCl2, 160 M dNTPs, 1/38000
SYBR Green I (Molecular Probes), 7% DMSO, 0.4% ROX
Reference Dye (Invitrogen), 300 nM of each primer (for-
ward and reverse), and 2 L of 40-fold diluted first-strand
cDNA synthesis reaction mixture (12.5 ng total RNA
equivalent). Polymerase activation at 95°C for 15 min
was followed by 40 cycles of 15 s at 94°C, 30 s at 60°C,
and 30 s at 72°C. The dissociation curve analysis, which
evaluates each PCR product to be amplified from single
cDNA, was carried out in accordance with the manufac-
turer's protocol. Expression levels were reported as Ct val-
ues.
The large number of genes assayed and the replicates
measures required that samples be distributed across mul-
tiple amplification plates, with an average of twelve plates
per sample. Because it was envisioned that GAPDH would
serve as a single-gene normalization control, this gene was
included on each plate. All primer pairs were replicated in
triplicates.BMC Bioinformatics 2009, 10:110 http://www.biomedcentral.com/1471-2105/10/110
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Raw qPCR expression measures were quantified using
Applied Biosystems SDS software and reported as Ct val-
ues. The Ct value represents the number of cycles or
rounds of amplification required for the fluorescence of a
gene or primer pair to surpass an arbitrary threshold. The
magnitude of the Ct value is inversely proportional to the
expression level so that a gene expressed at a high level
will have a low Ct value and vice versa.
Replicate Ct values were combined by averaging, with
additional quality control constraints imposed by a stand-
ard filtering method developed by the RIKEN group for
the preprocessing of their qPCR data. Briefly this method
entails:
1. Sort the triplicate Ct values in ascending order: Ct1, Ct2,
Ct3. Calculate differences between consecutive Ct values:
difference1 = Ct2 - Ct1 and difference2 = Ct3 - Ct2.
2. Four regions are defined (where Region4 overrides the
other regions):
Region1: difference  0.2
Region2: 0.2 < difference  1.0
Region3: 1.0 < difference
Region4: one of the Ct values in the difference cal-
culation is 40
If  difference1 and  difference2 fall in the same region,
then the three replicate Ct values are averaged to give
a final representative measure. If difference1  and
difference2 are in different regions, then the two repli-
cate Ct values that are in the small number region are
averaged instead.
This particular filtering method is specific to the data set
we used here and does not represent a part of the normal-
ization procedure itself; Alternate methods of filtering can
be applied if appropriate prior to normalization. Moreo-
ver while the presentation in this manuscript has used Ct
values as an example, any measure of transcript abun-
dance, including those corrected for primer efficiency can
be used as input to our data-driven methods.
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