Though various types of eigenvalue solvers for rotordynamics exist, they only provide solutions for specific parameters, e.g., for several selected rotational speeds. Since these solutions are discrete, it is occasionally difficult for us to make continuous transitions depending on the changes in parameters. Our tracking solver is capable of providing the continuous behaviour of the solution caused by a varying parameter. Letting the parameter be the time t, the solution is obtained as a time function λ(t) of a state variable λ which is regulated by the sliding mode control so as to be placed on an unknown exact path of ( , ) 0 f t λ = . Once the state variable starts from an exact initial value, the state variable consistently indicates exact values thereafter. The principle of this tracking solver is extended to a 2D orbital tracking solver for ( , ) 0 f x y = . To demonstrate the effectiveness of this method, we selected several case studies; complex eigenvalue analysis, algebraic equations with exponential functions, a critical speed map, 2D drawing of resonance curves.
Introduction
Computer software packages (1) that are developed for vibration analysis in rotordynamics mainly utilize the transfer matrix method (see Ref. (2) (3)) and the stiffness matrix method. The former method is a very traditional way to design rotor systems. The latter is an FEM(Finite Element Method) and various related solvers have been developed for rotor modelling (mode synthesis, see Ref. (4)(5)(6)(7)(8)), eigenvalue analysis, frequency response analysis, etc. Owing to advanced computer capability, these analyses are economically achieved so that the computational results are beneficial for us in understanding rotor vibration problems.
However, some comprehensive difficulties still remain in our experience. For instance, the complex eigenvalue analysis of a rotor/oil-film bearing system is not easy due to the intervention of speed-dependent bearing dynamic properties, named as the following eight parameters: k xx , k xy , k yy , k yx , c xx , c xy , c yy , c yx . Gyroscopic effect also makes the analysis difficult. In general, the calculated result combined with the bearing parameters includes many types of eigenvalues, e.g., over damping values, less damping values and unstable values. To evaluate the speed dependency of the eigenvalue, we repeat this complex eigenvalues analysis at each given speed. These discretely obtained complex eigenvalues are plotted on a Gaussian plane, called the root locus. We can evaluate the system stability and/or the damping ratio using the real parts of the eigenvalues. In certain cases, we experience difficulty in identifying the smooth continuous change of each eigenvalue throughout the entire range of the rotational speed.
For a typical case of oil-whip instability(see Ref. (9) (10)), two eigenvalues, i.e., the shaft bending mode and the half speed oil-film mode, are very close and/or are separated as the rotational speed increases. Given the discrete information obtained by solving the eigenvalues at several speeds, it is occasionally hard for us to designate which mode actually causes the instability.
For rotordynamic design calculations, e.g., critical speed analysis, rotor-bearing system stability analysis, etc., we have been developing a tracking solver based upon sliding mode control. Our solver can continuously provide information by solving the varying behavior of the characteristic root (eigenvalues) of dynamic systems caused by a parameter change. By replacing the bearing stiffness k or the rotational speed Ω with the time parameter t, our solver provides the characteristic root λ(t) as a continuous function of time.
In this paper, the principle of our tracking methods (11) (12) is introduced along with application examples. In our method, the sliding mode control(see Ref. (13) (14)) locks the state variable, being equivalent to the eigenvalue, the resonance amplitude, etc, on answer planes. Once the state variable starts from an exact initial value, the variable consistently indicates an exact value in the subsequent parameter change. This solution method is successfully applied to various cases, for example, characteristic polynomial equations with exponential functions, the eigenvalue problem of M-K-C matrix systems, the resonance curve drawing for linear and/or non-linear systems, and so on.
Time Dependent 1D Tracking Solver

Algorithm for Polynomial Equations
Given a polynomial equation with a characteristic root λ as a function of time t:
we consider how to solve this equation, as provided by the continuous time function λ(t) as the output signal of the following integration:
The error is then written as follows:
)
Thus, the derivative of this error is:
We define the control force u, i.e., the input of this integrator, by using the idea of the sliding mode control. We can select the control force u so as to satisfy the following equation:
where g is a high gain. The error is immediately compensated, owing to the high gain feedback control, as shown by the linear trajectory on the σ σ − plane in Fig.1 . After an exact solution is given at the initial condition, the control force u always slides the output variable λ(t) back onto the exact answer path, i.e., 0 ) ,
. Regardless of the error introduced by the changing parameter, the output variable λ(t)
immediately comes back to the exact value and agrees with it. The selection of an appropriate control force u is achieved by comparing Eq.(4) and Eq.(5) as follows: Fig.1 Phase plane
The combination of Eqs.(2) and (6) provides a time history simulation of the output signal λ(t). The network shown in Fig.2 demonstrates this calculation algorithm. In this loop, the error is multiplied by the high gain and the switch, and then is negatively fed back to the integrator. As a result, the output signal of the integrator agrees consistently with an exact root of the polynomial equation.
Analogy to Electric Operational Amplifiers
Electric experts easily understand that this algorithm is analogous to an operational amplifier, e.g., used in an FET power driver as shown in Fig.3 (1). This power unit consists of the input command e 1 , the feedback voltage e 2 =I R, the working current I, the actuator coil L and the battery E. Due to the high gain action of the operational amplifier in this electrical loop, the error σ= e 1 -e 2 vanishes so that σ = 0. The result is that the output current is regulated by the input command; I = e 2 / R = e 1 /R. This electric unit is equivalently redrawn by a feedback loop having a high gain integrator shown in Fig.3 (2). The input of the integrator, i.e., the error σ , becomes zero. This redrawn feedback loop is sketched more mathematically in Fig.3 (3).
As seen by comparing the mathematical loop of our tracking solver in Fig.2 and electrical loop in Fig.3 (3), the calculation algorithm of the solver works similarly to an operational amplifier with a switch. Using this analogy with an actual operational amplifier, we can select a gain for the sliding mode control where g=10 4 ～10 6 .
A Simple Example
As an example of an application for our tracking solver, we select the following polynomial equation with the parameter t:
which has two exact answers as plotted by the dots in Fig.4 :
We apply this solver to Eq. (7):
where jt e t z
The time history simulation of the above Eq.(9) is executed and the 
result is drawn in Fig.4 (1). When we start from one of two roots
, the output signal continuously tracks either of the respective exact solutions. If the switch is neglected by assuming S w =1, continuous tracking of one of the two solutions is achieved, but tracking the same answer is impossible as shown in Fig.4 (2). Thus, we need the switch.
Characteristic Equation of Rotor-bearing System
(1) Oil-film bearing coefficients The rotor of Fig.A1 is supported by oil-film plain cylindrical bearings. In general, oil-film bearing forces of Q x (N) and Q y (N) are defined by 8 parameters in xy directions as schematically shown in Fig.5 :
where k xx , k yy = bearing stiffness in x and y direction(N/m) c xx , c yy = bearing damping in x and y direction (Ns/m) k xy , k yx = cross coupled bearing stiffness(N/m) c xy ,c yx = cross coupled bearing damping(Ns/m) These stiffness and damping coefficients, varied with the parameter of rotational speed Ω (s -1 ), are determined using the principle of fluid lubricant mechanics (16) , e.g., called a short bearing theory. 
The corresponding characteristic matrix, noted by s of the characteristic root, is given as follows:
(2) Complex eigenvalue analysis We calculate the complex eigenvalues λ of the rotorbearing system from the determinant of the characteristic matrix equation, stated above : (13) corresponding to the time parameter t indicating the rotational speed Ω
The system eigenvalues of Fig.6 are calculated in two cases of circular bearings where C/R=0.001 and C/R=0.003. C(clearance, m) and R(shaft radius m) are shown in Fig.5 . By applying our tracking solver to this equation, we can obtain a continuous root locus, i.e., the real and imaginary parts of the complex eigenvalues λ versus the rotational speed Ω, as shown in Fig.6 . In our calculation, we find the two half speed whirl modes, noted by λ 1 and The root locus of this bending mode moves first left, then turns back to the right side. It finally encounters the instability zone by crossing an imaginary axis at around 80rps, while the half speed whirl modes are stable throughout the speed range. In both cases, C/R=0.001 and C/R=0.003, the oil whip instability occurs around 80-90rps, i.e., at a speed approaching twice the natural frequency of the first bending mode. The natural frequency and the onset speed of both instability behaviors are very similar. However, it is noted that the origin of the instability mode is different. Our tracking solver is so powerful that we can identify which mode creates the instability. 
Instability due to Time-lag Bearings
A model of the rotating tire is shown in Fig.7 (1). The rotor part is supported by an external spring k 1 (N/m) and the viscous-elastic rubber of the tire. This rubber is equivalently modeled by a spring k 2 (N/m) plus the time lag system of a spring k 3 (N/m) and damper c 3 (Ns/m) as shown in Fig.7(2) with the corresponding equations as follows:
where The obtained solution is drawn by the parameter of the rotational speed. The root locus and the real and imaginary parts of eigenvalues, i.e., stability and damped natural frequency are shown in Fig.7(3) . Corresponding to positive values of the real part, we can identify the instability around the right side region of intersections between the mechanical natural frequency (λ=j1) and straight lines (n=1-4) of multiple rotational speeds. These unstable speed regions are observed in the right side of elliptical orbits of the root locus in Fig.7(4) .
Since the characteristic equation of the time lag system potentially includes the term of e -Ts , it is not easy for the conventional solver to calculate the eigenvalue, though exponential functions are indispensable for most dynamical system analysis. However, our solver is promising in these difficult cases. Reference (17) is an interesting paper focusing on the similar tracking of eigenvalue solutions for time-lag mechanical systems. Their algorithm is rather complicated compared with our method. 
where P = λE-A(t) and E= the n n × unit matrix. In general, it is not easy to calculate the determinant, because we have no computer code for the general purpose of calculating the determinant of the general n n × matrix of P. Some alternative ideas are thus required for the computer programming.
Letting λ 1 , λ 2 …. λ n be the exact eigenvalues of P matrix, the following equations are Therefore, our tracking solver for the eigenvalue matrix problem is formulated as follows: In this case, we need no switch S w , because
. The corresponding network is represented in Fig.8 . Though we have to calculate the inverse matrix of P, many kinds of computer codes for the inverse operation have been developed for general use.
Examples
A three disc rotor (10) , shown in Fig.A1 , is again selected for the demonstration of our solver. Referring for critical speed analysis where K * is the stiffness matrix consisting of the shaft stiffness and a representative value k b (Hz)(not 8 coefficient) for the bearing stiffness:
In the case of the natural frequency, we prepare the following replacement to use Eq.(22):
The calculation results are shown by the dotted lines in Fig.9 . Since the x-axes is the bearing stiffness k b , we can see the transition of natural frequency curves from the free-free boundary at the left side to the pin-pin boundary condition at the right side in this map.
In the case of the critical speed, the following replacement is required to use Eq.(22):
The calculation result is shown by the solid lines in Fig.9 . Due to the gyroscopic effect, the critical speeds are a little greater than the natural frequencies for each mode. The 5 th mode has no critical speed in the right region from k b =10 7 N/m, as indicated by a star , because (M-G) becomes negative. be a state vector in the n-dimensional space, we consider an n-dimensional path indicating an exact solution for the following equation, having no time parameter:
To trace the orbit of the solution path, we don't control the state variable x(t) directly. Instead we control it indirectly, via a dynamical variable y(t) regulated by the control force u, as defined by the following equations:
The error function σ and its time differential functions are:
If the error function satisfies the following differential equation:
where g d and g k are high gains, then the error converges to the origin, as shown by the arrowhead trajectories on the σ σ − plane in Fig.10 . The high gain selection guarantees a very quick compensation for the error. Therefore, the control force u is determined by substituting Eq.(29) into Eq.(30): The numerical simulation of Eqs.(28) and (31) provides the solution path. In this simulation, after an exact solution x(0) is given at the initial condition, the state variable moves on the solution path. We call this solution method the 2D tracking solver.
A Tracking Car on 2D Path
Consider an unknown unconstrained 2D path on an x-y plane, expressed by the following equation:
We imagine the tracking car exactly following the predetermined path. Our car moves on the solution path as shown in Fig.11 . This mass-less car moves with a constant speed U, 
cos sin sin cos T Therefore, the control force u is determined as follows:
The simulation procedure of Eqs.(33),(34) and (35) is described in Fig.12 . The output signals x(t) and y(t) satisfy the solution path of f(x,y)=0. , ζ =damping ratio, ∆ =non-linearity of spring (∆ >0 for hard type, ∆ <0 for soft type ) The exact values of this non-linear amplitude are plotted by the dots in Fig.13 .
First, we apply our 1D time dependent tracking solver to describe these resonance curves. Letting the square of the amplitude be the output variable a 2 =a 2 , and the exciting frequency ratio p be the time parameter t, the algorithm of our tracking solver can be rewritten as follows: 
The time history simulation of the above Eq. (37) with the initial condition a 2 (0)=1 is executed and the result is drawn in Fig.13 . Of course, for a linear system with ∆=0, the resonance curve can be well drawn. However, for a hard type non-linear spring with ∆>0, the resonance curve is slightly declined to the right side and the curve jumps upward after t=p=1. In the case of a soft spring with ∆<0, the curve also jumps upward before t=p=1. As indicated by stars at these jumping points, the calculations fall into instability due to the non-linearity of the spring.
For these non-linear cases, we recommend our 2D orbital tracking solver stated in this Section 4. Let us reconsider these non-linear resonance curves stated by Eq.(36). The error Our 2D tracking solver calculates the exact resonance curves for the hard and soft types of the non-linear spring shown by solid lines in Fig.7 . Owing to the car's capability to move in any direction, the curve turns smoothly at the top of the response curves around the resonance frequency
Our 2D tracking solver is convenient to describe the answer path of a 2D equation. Using the same method as the car, we can also track the exact space path of an aircraft in flight.
Conclusions
We developed two types of tracking solvers, called a time dependent 1D tracking solver and an orbital 2D tracking solver.
In the former, letting the parameter be the time t, our solvers can provide a continuous solution as a function of time, not a discrete solution given at each parameter. The solution variable is the output of an integrator and its input is regulated by the sliding mode control. Then, the integral output moves on the exact solution path without error, as the parameter changes. This 1D tracking solver can be applied to any algebraic equation ( ) 0 , = t f λ . In the latter, we demonstrate a car tracking the 2D solution path to satisfy the equation 0 ) , (
= y x f . Our solution method is most effective for several applications; especially for the complex eigenvalue locus of a 3-disc rotor supported by oil-film plain cylindrical bearings. The oil whip instability originates from the half speed mode in the case where C/R=0.001, and from the shaft bending mode in the case where C/R=0.003. Though both mode shapes look similar, our solver has made clear the designation of the origin of the instability mode in each case. The effectiveness is also demonstrated by other examples; to solve an equation including exponential functions, response amplitude curves of a non-linear system and so on. For eigenvalue problems ψ λψ ) (t A = without using the determinant, we recommend the tracking solver using the trace theory of matrices.
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