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Abstract
A matrix B ∈ Mn is C-S equivalent to A ∈ Mn if B is both congruent and similar to A. We
study the question of how many unitary similarity classes lie in the C-S equivalence class of
a given matrix A. The case of singular A is reduced to the nonsingular case in general, and we
give a complete solution to the problem in case A is normal. Differences between the normal
and general cases are noted. © 2002 Elsevier Science Inc. All rights reserved.
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In [2,3] the question of what spectra occur among matrices congruent to a given
matrix is fully settled. Of course, it may happen that a given spectrum occurs for
several different congruences. This suggests several further questions. Among these
is the following.
If A ∈ Mn, the matrix B ∈ Mn is said to be congruent to A (via C) if there is
an invertible C ∈ Mn such that B = C∗AC, and B is said to be similar to A (via S)
if there is an invertible S ∈ Mn such that B = S−1AS. In the event that B is both
congruent and similar to A (written B ∼=CS A), we say that B is C-S equivalent to
A. Of course B is C-S equivalent to A if B is unitarily similar to A (B = U∗AU, U
unitary). The converse, however, is false as it is easily checked that
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[
1 1
0 0
]
∼=
CS
[
1 2
0 0
]
.
Since C-S equivalence is an equivalence relation, this raises the following natural
question: in the C-S equivalence class of A, CS(A), how many unitary similarity
classes are there? This question has also been raised in [8].
It often happens that CS(A) contains only one unitary similarity class, i.e.,B ∼=CSA
implies that B is unitarily similar to A. However, it can happen that CS(A) contains
continuously infinitely many unitary similarity classes (we say “many”, for short).
We conjecture that these are the only two possibilities.
Here, we answer our basic question when A is normal. Already, the answer is
quite interesting in this case and hinges quite delicately upon the location of the field
of values of A,
F(A) ≡ {x∗Ax : x ∈ Cn, x∗x = 1},
as did the work in [2,3]. The angular field of values of A,
F ′(A) ≡ {x∗Ax : 0 /= x ∈ Cn},
will also be useful. In addition, we make several other observations about the general
problem, which, in particular, show that a general solution is not a simple general-
ization of the normal case.
First, it is instructive to understand the general solution to our problem in the
2 × 2 case. If rankA = 0, there is only one matrix in CS(A) and, thus, only one
unitary similarity class. Call A ∈ Mn rotationally Hermitian if there is an angle θ
such that eiθA is Hermitian.
Proposition 1. If A ∈ M2 and rankA = 1, then CS(A) contains many unitary sim-
ilarity classes, unless A is rotationally Hermitian, in which case there is only one.
Proof. Suppose that the eigenvalues of A are 0, a, with a ∈ C. Any rotationally
Hermitian matrix with eigenvalues 0, a is unitarily similar to diag(0, a). Now sup-
pose that A is not rotationally Hermitian. By unitary similarity, suppose, without loss
of generality, that
A =
[
0 x
0 a
]
,
with x ∈ C\{0}. For k > 0, let Ck = diag(k, 1) and Ak = C∗kACk = CkAC−1k . If
k1, k2 are distinct positive real numbers, then Ak1 and Ak2 are C-S equivalent and are
not unitarily similar (since they have distinct Frobenius norms). Since there are many
such k1, k2, it follows that CS(A) contains many unitary similarity classes. 
Proposition 2. If A ∈ M2 is nonsingular, then CS(A) contains just one unitary
similarity class.
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Proof. Suppose that A,B ∈ M2 are C-S equivalent. By separate unitary similarities,
we may suppose, without loss of generality, that each is triangular:
A =
[
a x
0 b
]
and
B =
[
a y
0 b
]
.
By auxiliary diagonal unitary similarities, we may further suppose that x  0 and
y  0. Because B is congruent to A, we have that B−1B∗ is similar to A−1A∗, from
which a calculation reveals that x2 = y2 or x = y, completing the proof. 
For our general problem, it is possible to reduce the question to the nonsingular
case in a manner that generalizes Proposition 1.
As in [2], we call a singular matrix A ∈ Mn shrinkable if it is congruent to the di-
rect sum of a nonsingular (possibly empty) matrix and the 0 matrix; characterization
of shrinkability was given in [2]. Any such nonsingular direct summand is called
a nonsingular part of A and is unique up to congruence. According to the results
of [2], A may be shrunk via a unitary matrix. Then there is a nonsingular part of a
shrinkable A that is similar to the nonzero part of the Jordan form of A. Herein, we
focus upon such nonsingular parts of A. Of course, the case in which the nonsingular
part is empty, A = 0, is trivial.
Theorem 3. Suppose that 0 /= A ∈ Mn is singular. If A is nonshrinkable, then
CS(A) contains many unitary similarity classes. If A is shrinkable, then CS(A)
contains as many unitary similarity classes as a nonsingular part of A that is similar
to the nonzero part of the Jordan form of A.
Proof. Case 1. Suppose that A is a nonshrinkable singular matrix. By unitary simi-
larity, suppose that
A =

0 x ∗0 a ∗
0 0 A′

 ,
with x, a ∈ C, x nonzero, and A′ ∈ Mn−2. For k > 0 let Ck = [k] ⊕ In−1 and Ak =
C∗kACk = CkAC−1k . If k1, k2 are distinct positive real numbers, then Ak1 and Ak2
are C-S equivalent and are not unitarily similar (since they have distinct Frobenius
norms).
Case 2. Suppose that A is a shrinkable singular matrix and B ∈ Mn is C-S equiva-
lent to A. Since any shrinkable matrix may be shrunk via a unitary matrix we may
suppose, without loss of generality, that
A = 0 ⊕ A′ and B = 0 ⊕ B ′
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in which A′, B ′ ∈ Mn−rankA are nonsingular and A′ and B ′ are similar to the nonzero
parts of the Jordan forms of A and B, respectively. We complete the proof by noting
that A and B are C-S equivalent if and only if A′ and B ′ are C-S equivalent and A
and B are unitarily similar if and only if A′ and B ′ are unitarily similar. 
We now discuss the normal case. As any singular normal matrix is shrinkable, we
may confine our attention to the nonsingular (normal) case.
As in [7], we call a nonsingular matrix A ∈ Mn unitoid if it is diagonalizable un-
der congruence. For a unitoid A, the arguments of the principal entries of a diagonal
matrix congruent to A are unique (modulo 2) [7] and are called the canonical angles
for A. It is known that if 0 /∈ F(A), then A is unitoid [1]. We denote by intF(A) the
interior, if any, of the compact set F(A).
Lemma 4. Let A = A1 ⊕ A2, with A1 ∈ Mk and A2 ∈ Mn−k . Suppose that A is
nonsingular and unitoid. Then A1 and A2 are unitoid.
Proof. Note that if 0 /∈ F(A) the result is obvious because 0 /∈ F(A1) and 0 /∈
F(A2). According to [1], a nonsingular B ∈ Mm is unitoid if and only if B−1B∗
is similar to a unitary matrix. But this last condition holds if and only if B−1B∗ is
diagonalizable by similarity and has eigenvalues on the unit circle.
Then, since A is unitoid,
A−1A∗ =
[
A−11 A∗1 0
0 A−12 A∗2
]
is diagonalizable by similarity and has eigenvalues on the unit circle. And then so do
A−11 A∗1 and A
−1
2 A
∗
2 and, consequently, A1 and A2 are unitoid. 
Lemma 5. Suppose thatA ∈ Mn is nonsingular and unitoid and 0 /∈ intF(A). If the
arguments of the eigenvalues of A are the canonical angles for A, then A is normal.
Proof. Suppose that the eigenvalues of A are s1eiθ1 , . . . , sneiθn , in which si > 0 and
θ1 = · · · = θk < θk+1  · · ·  θn−k′ < θn−k′+1 = · · · = θn, θn − θ1  , are the ca-
nonical angles for A. By unitary similarity, suppose, without loss of generality, that
A has the form
e
iθ1diag(s1, . . . , sk) A1,2 A1,3
0 eiθndiag(sn−k′+1, . . . , sn) A2,3
0 0 A3,3

 .
It is well known that the eigenvalues on the boundary of F(A) are “normal” [5].
Since the eigenvalues s1eiθ1 , . . . , skeiθ1 , sn−k′+1eiθn , . . . , sneiθn are on the boundary
of F(A), it follows that A1,2 = 0, A1,3 = 0 and A2,3 = 0. The proof now follows
by induction on n. If n = k + k′, the proof is complete. Suppose that n > k + k′.
Clearly, the eigenvalues of A3,3 are sk+1eiθk+1 , . . . , sn−k′eiθn−k′ . By Lemma 4, A3,3
is unitoid. From the uniqueness of the canonical angles for A it follows that the
S. Furtado, C.R. Johnson / Linear Algebra and its Applications 348 (2002) 193–202 197
canonical angles for A3,3 are θk+1  · · ·  θn−k′ . According to the induction hy-
pothesis A3,3 is diagonal, and A itself is diagonal. 
Theorem 6. If A ∈ Mn is nonsingular and normal and 0 /∈ intF(A), then CS(A)
contains just one unitary similarity class.
Proof. If A is normal, then the arguments of the eigenvalues of A are the canonical
angles for A. According to Lemma 5, if B ∈ Mn is C-S equivalent to A, then B is
normal. Since two normal matrices with the same eigenvalues are unitarily similar,
the proof is complete. 
We note that an obvious special case of Theorem 6 is that in which A is Hermitian.
Then either A is definite (0 /∈ F(A)) or 0 ∈ F(A). In any event, since two Hermitian
matrices with the same eigenvalues are unitarily similar, the special case in which A
is Hermitian is straightforward; of course, it implies the rotationally Hermitian case.
We next consider normal A for which zero lies in the interior of F(A). Note that
this cannot occur for normal A ∈ M2, which accounts for the fact that the case n = 2
seems exceptional.
Lemma 7. Let B,D ∈ M3 be nonsingular matrices and suppose that D is diagonal,
0 ∈ intF(B) and 0 ∈ intF(D). If B−1B∗ = D−1D∗, then B is diagonal and the
arguments of the eigenvalues of B are θ1, θ2, θ3 or θ1 + , θ2 + , θ3 + , in which
θ1, θ2, θ3 are the arguments of the eigenvalues of D.
Proof. Since 0 ∈ intF(D), there is no closed half-plane determined by a line through
the origin containing all the eigenvalues ofD. It follows that the unitary diagonal ma-
trix D−1D∗ has distinct eigenvalues (on the unit circle). A simple calculation shows
that if B∗ = BD−1D∗, then B is diagonal and the arguments of the eigenvalues of
B are θ1 + k1, θ2 + k2, θ3 + k3 for some k1, k2, k3 ∈ {0, }. Since 0 ∈ intF(B)
and 0 ∈ intF(D) only the possibilities θ1, θ2, θ3 or θ1 + , θ2 + , θ3 +  can occur
for the arguments of the eigenvalues of B. 
Lemma 8. Suppose that A,B ∈ M3 are nonsingular, A is normal, 0 ∈ intF(A)
and 0 ∈ intF(B). The matrices A−1A∗ and B−1B∗ are similar if and only if one of
the following conditions is satisfied:
(a) A and B are congruent,
(b) A and eiB are congruent.
Proof. It is easy to see that if one of the conditions (a), (b) is satisfied, then A−1A∗
and B−1B∗ are similar. Now suppose that A−1A∗ and B−1B∗ are similar. Without
loss of generality suppose that A is diagonal. Let C ∈ Mn be a nonsingular ma-
trix such that C−1B.−1B∗C = A−1A∗. Since C−1B.−1B∗C = [C−1B.−1(C−1)∗]
[C∗B∗C], it follows from Lemma 7 that C∗BC is diagonal and the arguments of
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the eigenvalues of C∗BC are the arguments of the eigenvalues of one of the ma-
trices A, eiA. Then, there is a nonsingular real (diagonal) matrix D such that A =
D∗(C∗BC)D or eiA = D∗(C∗BC)D, completing the proof. 
Lemma 9. If A ∈ M3 is nonsingular and normal and 0 ∈ intF(A), then there are
infinitely many Frobenius norms for matrices in CS(A). In particular, CS(A) con-
tains many unitary similarity classes.
Proof. Since the eigenvalues of A are necessarily distinct, any matrix with the same
eigenvalues as A is similar to A. Moreover, zero lies in the interior of the field of val-
ues of any matrix with the same eigenvalues as A. The strategy is to exhibit matrices
with the same eigenvalues that are congruent to A and have a continuum of different
Frobenius norms (so that they must represent different unitary similarity classes).
Since it is difficult to explicitly present the congruences, we do so implicitly using
the previous lemmas. First, note that in the context of Lemma 8, if B is similar to A,
detB and detA are the same and possibility (b) cannot occur (the argument of the
determinant is congruential invariant).
Without loss of generality, let
A =

1 0 00 a 0
0 0 b


(by multiplying by a nonzero complex number we may suppose that A has an eigen-
value equal to one). We suppose that
B = B(x, y, z) =

1 x y0 a z
0 0 b

 ,
and, via diagonal unitary similarity, we may further suppose that x  0 and z  0.
Since 0 ∈ intF(A), 1, a and b are distinct (so that B(x, y, z) is similar to A), and we
may suppose that the eigenvalues are ordered so that Re(a) < 0. Also Im(a) Im(b) <
0 and
Im(a) Im(b)Re(a) > Im(a)2 Re(b).
Bearing in mind Lemma 8, since conclusion (b) cannot occur, B is congruent to A
if and only if B−1B∗ is similar to A−1A∗, and, because the eigenvalues of A−1A∗ are
distinct, B−1B∗ is similar to A−1A∗ if and only if the two have the same eigenvalues
(same characteristic polynomial). The two characteristic polynomials are the same if
and only if{
Im(b)x2 + Im(a)yy + xz Im(y) = 0,
Re(b)x2 + Re(a)yy + z2 − xzRe(y) = 0. (1)
Suppose that Re(y) = 0 and define
r1=(2 Im(a) Im(b)+ Re(a)yy) yy,
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r2=Re(b)yy + Im(b)2,
r3=r21 − 4r2 Im(a)2(yy)2.
If Re(b)  0, r2 is necessarily positive. If Re(b) < 0, suppose that y is such that
0 < Im(y)2 < − Im(b)
2
Re(b)
,
then r2 > 0 also. For all such nonzero y, r1 < 0, r2 > 0 and r3 > 0. Then, the triples
(x, y, z) such that
x2 = x(y)2 = −r1 + r
1/2
3
2r2
(2)
and
z = z(y) = −Im(b)x
2 − Im(a)yy
x Im(y)
constitute solutions to (1) with all components nonzero. (Notice that if one compo-
nent of a solution to (1) is 0, the other two are also.) Since (x, y, z) = (0, 0, 0) is also
a solution, we want to show that there is a continuum of solutions along which all
values of f (x, y, z) = (|x|2 + |y|2 + |z|2) between 0 and the value at our particular
nonzero solution occur. However, if y → 0, then x → 0 because r1 → 0 and r3 → 0
(and r2 → Im(b)2) in (2) and if y → 0 (with Re(y) = 0), z → 0 because of the
second equation in (1). Thus, there is a path of solutions on which f (x, y, z) varies
continuously from a positive value to 0 as y → 0, completing the proof. 
Remark. We note (as will be used later) that the latter part of the proof of Lemma
9 also shows that, among upper triangular matrices in CS(A), each of the above
diagonal entries individually runs through infinitely many absolute values.
Theorem 10. If A ∈ Mn is nonsingular and normal and 0 ∈ intF(A), then CS(A)
contains many unitary similarity classes.
Proof. Without loss of generality, suppose that A is diagonal. Since 0 ∈ intF(A),
zero is in the interior of the convex hull of the eigenvalues. Then either there are
three eigenvalues of A in the interior of whose convex hull zero lies or there are two
distinct lines through the origin on which all eigenvalues lie and such that on each
line there are eigenvalues whose arguments differ by .
Case 1. There are three eigenvalues of A in the interior of whose convex hull zero
lies. If n = 3, the proof is done in Lemma 9. Now suppose that n > 3. Let A1 ∈ M3
be a principal submatrix of A with zero in the interior of the convex hull of its ei-
genvalues. Then 0 ∈ intF(A1). By unitary similarity (via a permutation matrix),
suppose that A = A1 ⊕ A2, A2 ∈ Mn−3. It follows from Lemma 9 that there are
infinitely many Frobenius norms for matrices in CS(A1). But if A′1 is C-S equivalent
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to A1, then A′1 ⊕ A2 is C-S equivalent to A. Then it follows that there are also infi-
nitely many Frobenius norms for matrices in CS(A) and, therefore, infinitely many
unitary similarity classes.
Case 2. There are two distinct lines through the origin on which all eigenvalues lie
and such that on each line there are eigenvalues whose arguments differ by . Then
there is a principal submatrix of A of the form
A′1 = diag
(
λ1e
iθ , β1e
iγ ,−λ2eiθ ,−β2eiγ
)
,
with λ1, λ2, β1, β2 > 0 and θ, γ ∈ (− 2 ,+ 2 ], θ /= γ . Without loss of generality,
suppose that λ1 = 1, θ = 0 and A = A′1 ⊕ A′2, A′2 ∈ Mn−4. According to [6, The-
orem 1], there is a nonsingular matrix C1 ∈ M2 such that
C∗1
[
1 0
0 β1eiγ
]
C1 =
[
eiγ /2 k
0 β1eiγ /2
]
for some k  0. (In fact, because of [7] or a field of values argument, k may be taken
to be positive). Let
B = (C∗1 ⊕ I2)A′1(C1 ⊕ I2) =


eiγ /2 k 0 0
0 β1eiγ /2 0 0
0 0 −λ2 0
0 0 0 −β2eiγ


and B1 be the principal submatrix of B that lies in the last three rows and columns.
Note that 0 ∈ intF(B1). According to Lemma 9, there are infinitely many Frobenius
norms among matrices of the form
β1e
iγ /2 x y
0 −λ2 z
0 0 −β2eiγ

 , (3)
with x, y, z ∈ C, in CS(B1). Also note that, from the remark after Lemma 9, it fol-
lows that the modulus of z ranges over an infinite set. A simple calculation shows
that if R∗B1R, with R ∈ M3 nonsingular, has the form (3), then the modulus of the
1, 1 entry of R is at least one. Then ([1] ⊕ R∗)B([1] ⊕ R) has the form
B ′ =


eiγ /2 k′ ∗ ∗
0 β1eiγ /2 x y
0 0 −λ2 z
0 0 0 −β2e−iγ

 ,
with |k′|  k. Consequently, 1 ∈ F ′(B2), with
B2 =
[
eiγ /2 k′
0 β1eiγ /2
]
,
and, by [6, Theorem 1], there is a nonsingular matrix C2 ∈ M2 such that
C∗2B2C2 =
[
1 k′′
0 β1eiγ.
]
,
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for some k′′  0. Then
(C∗2 ⊕ I2)B ′(C2 ⊕ I2) =


1 k′′ ∗ ∗
0 β1eiγ ∗ ∗
0 0 −λ2 z
0 0 0 −β2eiγ

 ∈ CS(A). (4)
Now suppose that M1 and M2 are two matrices of the form (4) for different val-
ues of |z|. Suppose that there is a unitary matrix U ∈ M4 such that U∗M1U = M2.
Then M1U = UM2 and a simple calculation shows that U is upper triangular. But,
since U is unitary, U is diagonal with eigenvalues on the unit circle, which, un-
der the assumption about z in M1 and M2, cannot occur. Since, among matrices of
the form (4) in CS(A′1), the modulus of z varies in an infinite set, then, from the
previous remark, there are infinitely many unitary similarity classes in CS(A1). If
n = 4, the proof is complete. Now assume that n > 4. Clearly, if M1 ∈ CS(A′1),
then M1 ⊕ A′2 ∈ CS(A). A simple consequence of Specht’s Theorem [4, p. 76] is
that if M1 and M2 are not unitarily similar, then M1 ⊕ A′2 and M2 ⊕ A′2 are not also.
Then it follows that there are infinitely many unitary similarity classes in CS(A),
completing the proof. 
We close by noting that the location of 0 relative to F(A) cannot support an
answer to our question in general. If A ∈ M2 is nonsingular, but 0 ∈ intF(A), then
there is only one unitary similarity class in CS(A), unlike the normal case in high-
er dimensions. On the other hand, though there is a nonnormal A ∈ M3 such that
0 /∈ intF(A) and CS(A) has just one unitary similarity class (Example 11), it also
can happen that CS(A) contains many unitary similarity classes (Example 12).
Example 11. Let
A =

1 2 20 1 2
0 0 1

 .
Suppose that B ∈ M3 is C-S equivalent to A. Then B is unitarily similar to a matrix
of the form
T =

1 x y0 1 z
0 0 1

 .
Via diagonal unitary similarity, we may suppose that x0 and z0. Since rank(T +
T ∗) = rank(A+ A∗) = 1, a calculation shows that x = y = z = 2. Then A = T
and B is unitarily similar to A.
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Example 12. Let
A =

1 1 10 1 1
0 0 1

 .
Let
C = C(a, b) =
[
a b
−b a − b
]
⊕ [1],
with a, b > 0 such that a2 + b2 − ab = 1. The matrix C∗AC is C-S equivalent to A
and the Frobenius norm of C∗AC ranges over a continuum as (a, b) varies.
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