Introduction {#S1}
============

Humans behave in a goal-directed and adaptive way in continuously changing environments. Such behaviour is enabled by cognitive control, a construct also referred to as executive function (see [@R5], for a discussion about the interchangeable use of "cognitive control" and "executive function"), which is responsible for the regulation of cognitive processing in accordance with current task goals (e.g., [@R35]). Cognitive processes involved in the updating of current task goals, in their shielding against irrelevant information and action tendencies, and in the dynamic switching between goals or foci of attention when there is a change in internal needs or environmental circumstances have been identified as core components of cognitive control (i.e., working memory updating, inhibition, and shifting; [@R43]).

From this short summary it is evident that cognitive control is required during multitasking ([@R43]). Multitasking is defined as the activity of performing several tasks within a limited time period, and hence, characterized by the temporal overlap of cognitive processes involved in performing multiple tasks. Thus, it refers to *task-switching*situations, in which we switch rapidly between tasks, and *dual-task* situations, in which we perform tasks more or less simultaneously. Experimental studies showed that multiple-task processing---both in terms of task-switching and dual-tasking---results in performance costs relative to single-task processing (for reviews, see, e.g., [@R44]; [@R46]).

Performance costs occurring in multitasking contexts have been widely examined to get insights into cognitive control. As performance costs arising in task-switching and dual tasks have been primarily discussed and explained independently of each other, little behavioural data is currently available that would allow for conclusions about whether the same or different cognitive control components underlie performance costs in task-switching and dual-task contexts (see [@R27], for a recent integrative review).

In the present study, we addressed this open question of common cognitive control components by conducting a within-subject comparison across the performance costs arising in task-switching and dual-task contexts. To this end, we presented to participants highly comparable task-switching and dual-task paradigms.

**Cognitive Control**

Cognitive control enables complex cognition in nonroutine situations, such as in multitasking contexts ([@R43] ;[@R42]; see also [@R31]) identified working memory *updating*, *inhibition*, and *shifting* as three core components of cognitive control, which they defined as follows.

Updating refers to processes of monitoring incoming information for task-relevance and manipulating working memory content according to task goals by replacing content that is no longer relevant with task-relevant content. Thus, this component describes processes beyond the passive information maintenance by assuming that working memory content is revised to successfully respond to changing environmental demands.

Inhibition involves deliberate controlled processes responsible for the suppression of irrelevant information and responses. It refers to the ability to suppress memory intrusions that are no longer task-relevant, prepotent and automatic responses, as well as task-irrelevant stimuli to the task at hand ([@R14]).

Finally, shifting describes processes involved in the coordination of switching between various tasks, operations, and mental states (see, e.g., [@R22], for a review). It is assumed to include the ability to engage and disengage appropriate task sets and to perform a new task in the context of proactive interference and negative priming (for proactive interference accounts, see, e.g., [@R0]). Inhibition of the previously activated tasks, operations, and mental states as well as updating of task-relevant information in working memory appears to be a substantial prerequisite for shifting ([@R3]; see, e.g., [@R26], for a review). The shifting component refers to the coordination of cognitive processes, such as inhibition and updating, in order to ensure successful switching.

These core components of cognitive control are related but dissociable according to [@R43]. Against this background, the question arises as to which cognitive control components underlie performance in task-switching and dual-task contexts and whether performance in these contexts depends on shared components. The first step to answer this question is to examine the pattern of within-subject correlations of performance costs across highly comparable task-switching and dual-task paradigms.

**Similarities and Differences Between Task-Switching and Dual-Tasking**

The reason for the traditionally independent investigation of task-switching and dual-tasking may be that task-switching and dual-task paradigms usually differ decidedly with respect to how the tasks are performed. In task-switching paradigms, costs of strictly serial switching from one task to another are measured by asking subjects to perform two successive tasks, thereby following an instructed (alternating-runs paradigm; e.g., [@R49]) or a random task sequence with a cue indicating the upcoming task to be performed (cueing paradigm; e.g., [@R39]). In contrast, in dual-task paradigms, such as the psychological refractory period (PRP) paradigm (see, e.g., [@R46], for a review), subjects react with independent responses to two stimuli---Stimulus 1 (S1) and Stimulus 2 (S2)---which are presented with a varying stimulus onset asynchrony (SOA), and costs of performing two different tasks---Task 1 and Task 2 (T2)---in temporal overlap are assessed.

*Task-switching. *In the task-switching paradigm, performance costs are measured in terms of *mixing costs* and *switch costs* (for a review, see, e.g., [@R22]). Mixing costs are calculated by comparing performance in repetition trials of mixed-task blocks against trials in single-task blocks (see, e.g., [@R28]; [@R50]). In mixed-task blocks, subjects repeat and switch tasks across trials, constituting an experimental setting where two task sets have to be held active, and incoming information has to be monitored for task-switches and thus for task set updating. In contrast, single-task trials are performed in the context of constant task repetitions in order to obviate monitoring of incoming information to identify a task switch. Since none of the trial types contrasted in mixing costs have a switching requirement, the shifting component is held constant. Hence, mixing costs may mainly reflect working memory processes of task set maintaining and updating ([@R37]).

Switch costs are calculated as the performance difference between switch trials and repetitions trials of mixed-task blocks (e.g., [@R0]; [@R49]). In both trial types, incoming information has to be monitored with the objective of determining task-switches and updating task sets. Switch trials require the disengagement and the engagement of tasks, whereas in repetition trials the same task can be applied again. Thus, switch costs may primarily reflect the shifting component [@R43].

Switching-related performance costs are often accounted for by assuming that a task set has to be activated to perform a task, and that the task set has to be reconfigured (e.g., deletion of the previous task set, implementation of a new task set), when the task changes (task set reconfiguration models; e.g., [@R39]). Other researchers argue that to perform one of two tasks, it is necessary to inhibit the irrelevant task set. When the task switches, the persisting inhibition of the previously irrelevant task, but now intended task and the persisting activation of the previously relevant, but now unintended task have to be overcome (proactive interference models; e.g., [@R0]; see also [@R54]).

*Dual-tasking. *In dual-task paradigms, performance costs are assessed in terms of the PRP effect and *dual-task costs*. The PRP effect is calculated in dual-task blocks as T2 performance difference across short and long SOAs ([@R46]). Since in dual-task studies T1 usually differs from T2 (see, e.g., [@R18]; [@R33], for exceptions), the monitoring of information to update task sets in line with T2, as well as the disengagement and engagement of task sets in order to switch from T1 to T2, should be required regardless of the SOA. It thus remains unclear which specific component of cognitive control is isolated when comparing T2 performance across SOAs.

Dual-task costs are calculated by contrasting T2 performance in dual-task blocks with performance in single-task blocks. Since T2 performance in dual-task blocks includes costs evoked by the simultaneous selection of T1 and T2 responses, which are already reflected in the PRP effect, usually only the performance after long SOAs is considered for the measurement of dual-task costs (see [@R16], for a discussion). Dual-task costs are assessed under conditions of varying working memory demands. In dual-task trials, two task sets have to be held active and incoming information has to be monitored to update task sets in accordance with T2, whereas in single-task trials, such monitoring processes are not necessary and only one task set has to be maintained. Thus, it is conceivable that, like mixing costs, dual-task costs might primarily depend on working memory updating and task set maintaining (see [@R43], for a similar hypothesis).

However, since in PRP studies, T1 usually differs from T2, the shifting component should also contribute to dual-task costs ([@R43]). This is because in contrast to single-task trials, there is always the disengagement and engagement of task sets required when subjects switch from T1 to T2 in dual-task trials. Varying the task sequence within dual-task trials in such a way that there are switches and repetitions between T1 and T2 (e.g., T1-T2 switch: Task A as T1 and Task B as T2; T1-T2 repetition: Task B as T1 and as T2) and using only T1-T2 repetitions for the assessment of dual-task costs enables the disentanglement of the updating and shifting component.

A link between the specific cognitive control components proposed by [@R43] and dual-task-related performance costs has not often been drawn. Instead, dual-task-related performance costs are usually explained by processing capacity limitations and/or by functional limitations of the cognitive system.

The most popular model on capacity limitations is the response-selection bottleneck model (e.g., [@R46]). According to this model, it is structurally impossible to select two responses in parallel, which is why T2 response selection has to wait until the availability of an all-or-none bottleneck at the stage of response selection (i.e., full capacity is allocated to T1 and then to T2), postponing T2 response selection (i.e., increasing the response time \[RT\] in T2 ) for the time during which the bottleneck is occupied by T1. Thus, this model accounts for dual-task related performance costs without referring to any cognitive control processes.

Of late, this model has gone through various modifications, all of which maintain the idea of a processing bottleneck at the stage of response-selection. For example, [@R20]; see also [@R32]; [@R53]) proposed to subdivide the response-selection stage into an automatic response-activation stage occurring immediately after stimulus identification and activating task-relevant stimulus-response mappings, and a final response-selection stage which can be occupied by one task only. With sufficiently short SOAs, the response activation stages overlap for T1 and T2, enabling T2 characteristics to affect the duration of the response-activation stage of T1. This modification enables the response-selection bottleneck model to account for a variety of findings observed in dual-task research (e.g., *response-response compatibility effects*; e.g., [@R12]; [@R20]; [@R55]).

In contrast, according to capacity sharing models (e.g., [@R59]), response selection for two tasks may occur in parallel, but the processing capacity at the stage of response selection is limited. To optimize performance, response selection does not proceed in parallel for two tasks, but the capacity is allocated to the tasks in a graded manner, necessitating cognitive control processes for capacity scheduling.

Another line of models attributes dual-task related performance costs to functional limitations (e.g., computational constraints) of the cognitive system (see, e.g., [@R13], for a review). Such constraints occur when the same capacity is used "for different purposes by multiple processes" ([@R11], p. 130). For instance, in the executive control of the theory of visual attention (ECTVA) model ([@R36]; see also the executive-process interactive control \[EPIC\], model; [@R40]), the PRP effect is due to a strategic decision for serial processing in order to resolve the dual-task-binding problem. This problem refers to the difficulty of distinguishing which response goes with which task when running the evidence accumulation process for two tasks in parallel. Thus, according to this model, T1 and T2 are performed serially, to minimize the risk of unwanted response reversal (see also [@R52], for a discussion on the role of order control in dual-tasking).

*Temporal aspects of multitasking. *Time intervals have a crucial impact on performance costs in both paradigms. The manipulation of the SOA is the key element of the PRP paradigm. The SOA defines the degree of temporal overlap in T1 and T2 processing. Task-switching experiments also offer the option of varying time components, including, among others, the response-stimulus interval (RSI). The RSI determines the time period between the processing of tasks ^1^.

*Relating task-switching and dual-tasking*. At first sight, task-switching and dual-task paradigms appear to differ greatly from each other. However, in both paradigms, performance costs are affected by the duration of specific time intervals, and they are explained by assuming that there are cognitive processes prohibiting a strong parallel activation of two task sets on the one hand and a fully parallel response selection on the other ([@R27]). However, switching-related performance costs and dual-task-related performance costs differ in the sense that they arise in task-switching paradigms under situations of strictly serial-task processing, whereas in dual-task paradigms they occur in situations of temporally overlapping task processing.

Despite the commonalities between task-switching and dual-tasking, there are only a few studies and theoretical considerations about how the performance costs in task-switching and dual-tasking might be related (e.g., [@R1]; [@R45]; [@R47]; [@R57]). For instance, by implementing T1-T2 switches and T1-T2 repetitions into dual-task trials, [@R2] as well as [@R33] observed, in addition to a PRP effect, switch costs in T2. The cost was comparable across SOAs. [@R33] concluded from the switch costs in T2 that time is needed for processes involved in the disengagement of T1 and the engagement of T2, and thus, that the shifting component is involved in dual-tasking (see also [@R34], for similar conclusions derived from studies on practice effects in dual-tasking; for a review, see, e.g., [@R58]). They argued that the missing absorption of switch costs in T2 during the waiting period for the availability of the response-selection bottleneck (i.e., additivity of SOA and T1-T2 transition) suggests that these processes, at least partially, occur after response selection for T1 and before response selection for T2, and modified the response-selection bottleneck accordingly.

Using a latent variable analysis, [@R43] confirmed that the shifting component contributes to switch costs. However, they found dual-task costs to be not related to any of the core components and concluded cautiously, based on these null findings, that dual-task costs rely on an independent component of cognitive control which is not related to the proposed core components. Mixing costs, the PRP effect, and their underlying cognitive control components were not examined in their study.

In the present study, we assessed, besides switch costs and dual-task costs, mixing costs and the PRP effect to analyse these costs in the context of the core components of cognitive control. The goal was to identify shared and paradigm-specific cognitive control components by measuring switching-related and dual-task-related performance costs in highly comparable paradigms and analyzing cross-paradigm correlations between them.

**The Present Study**

To examine whether performance costs in task-switching and dual-task paradigms have a common source, we designed a task-switching and dual-task paradigm as similarly as possible using the same stimuli, tasks, and responses. In the task-switching paradigm, subjects performed single-task and mixed-task conditions with a short and long RSI, whereas in the dual-task paradigm, subjects performed single-task and dual-task conditions with a short and long SOA. The dual-task conditions included both T1-T2 switches and T1-T2 repetitions. With these highly comparable paradigms, we measured the paradigm-specific performance costs and, in order to gain first insights into paradigm-specific and common cognitive control components, we subjected the costs to a correlation analysis (see, e.g., [@R6], for the use of correlation analyses in the study of shared cognitive control processes involved in task-switching and language switching).

In the task-switching paradigm, we expected to find mixing costs and switch costs. In the PRP paradigm, we expected a PRP effect, T2 switch costs, and dual-task costs. Regarding dual-task costs, we argue that T2 performance in T1-T2 repetition trials represents a more appropriate condition to be compared with single-task conditions. Our rationale is that in T1-T2 repetitions, T2 performance is unaffected by task switches, like the performance in single-task trials.

Therefore, we calculated dual-task costs by contrasting T2 performance in T1-T2 repetition trials with single-task performance, considering only trials with a long SOA. Moreover, we hypothesized a positive correlation between mixing costs and dual-task costs, possibly reflecting shared underlying cognitive control processes in terms of updating. In the literature, a specific cognitive control component contributing to the PRP effect has not yet been identified. Therefore, hypotheses about the PRP effect and its relation to other performance costs cannot be clearly derived at the current point.

**Method**

*Participants.*** **Thirty-two participants (29 women, age range: 17--38 years; *M*~age~ = 22.7 years) took part in the experiment. One additional participant was tested, but because of an excessive error rate of \> 45%, the data was replaced by a new data set, leaving 32 data sets for the analyses. All participants had normal or corrected-to-normal vision.

*Stimuli, tasks, and responses. *The stimulus material consisted of a fixation cross (+), an asterisk, digits from 1 to 9 (except 5), and capital letters, including the consonants *G*, *K*,*M*, and *R* as well as the vowels *A*, *E*, *I*, and *U*. The stimuli were presented in white 20 pt Arial font on a black screen placed at a distance of approximately 50 cm. The fixation cross was presented at the centre of the screen, where it stayed throughout the entire experiment. Digits and letters were displayed 3 cm to the left and to the right of the fixation cross.

Subjects were asked to categorize digits as odd or even and letters as consonants or vowels. They used their index or the middle finger of the hand corresponding to the stimulus presentation location for response execution. Responses to stimuli appearing to the left of the fixation cross were made with the *Y* and *X* keys of a QWERTY keyboard. The *N* and *M* keys were used as response keys for stimuli presented to the right of the fixation cross. The stimulus-response mapping for both tasks was counterbalanced across participants.

*Procedure. *The experiment was run in a single session, with one participant at a time, and took about 60 min. Instructions were given both in verbal and in written form, and emphasized speed and accuracy. The experiment consisted of a task-switching and a dual-task part with counterbalanced order across participants. Both the task-switching and the dual-task part comprised the following experimental blocks in the stated order---one single-task block of 41 trials for each task type, four mixed-task blocks in the task-switching part or dual-task blocks in the dual-task part, of 81 trials each, and one single-task block of 41 trials for each task type. The first single-task blocks were preceded by practice blocks of six trials, and the first mixed-task or dual-task blocks were preceded by a practice block of 12 trials. Importantly, the task type for the first single-task block was counterbalanced across subjects.

In the task-switching part, the stimuli appeared alternately to the left and right of the fixation cross, starting at the left side. They remained on the screen until a response was executed. The next stimulus was displayed after a random RSI of 100 ms or 600 ms.

In single-task blocks of the dual-task part, an asterisk, which served as task-irrelevant S1, appeared to the left of the fixation cross, followed by a task-relevant S2 to the right of the fixation cross after a random SOA of 100 ms or 600 ms. In dual-task blocks, the asterisk was replaced by a task-relevant S1. Both stimuli disappeared after T2 response execution. The next trial began 1 s later (intertrial interval, ITI).

The stimulus presentation was random with the restriction that all stimuli were displayed equally often (i.e., when including also practice trials) and that there were no immediate stimulus repetitions^2^. In the dual-task part, S1 and S2 varied independently of each other. However, we controlled that the number of repetitions and switches between T2 of the previous trials and T1 in the current trial was the same.

*Design. *For the task-switching part, we specified two non-orthogonal 2 × 2 contrasts, including a mixing-cost contrast and a switch-cost contrast. The independent within-subject variables were RSI (100 ms vs. 600 ms) and trial type. In the mixing-cost contrast, we contrasted performance in repetition trials of mixed-task blocks with that in single-task trials, whereas in the switch-cost contrast, we compared performance in switch trials with that in repetition trials of mixed-task blocks.

For the dual-task part, we analysed the effects of T1-T2 sequence and SOA separately for T1 and T2 based on a 2 × 2 repeated-measures design with the independent within-subject variables of T1-T2 sequence (T1-T2 switch vs. T1-T2 repetition) and SOA (100 ms vs. 600 ms). Finally, to measure dual-task costs, we contrasted performance across single-task trials and dual-task trials with long SOA which included a task repetition between T1 and T2.

To deal with speed-accuracy trade-offs with respect to the main effects of RSI and SOA and with respect to the interaction of RSI and trial type, we do not report separate analyses for RT and error rates but linear integrated speed-accuracy scores (LISAS; [@R60]) as the dependent variable. The LISAS integrate speed and accuracy, resulting in RT scores that are corrected for the number of errors committed (for the mean RT data and the error data, see [Table A1](#F5){ref-type="fig"} in the Appendix; [@R4]; [@R60]).

Results and Discussion {#S2}
======================

Practice blocks, the first trial in each block, and trials following an error were eliminated from all data analyses. Trials with an erroneous response and trials deviating more than 3 *SDs* from each individual's mean RT per condition (task-switching part: 1.9% of single-task trials, 2.0% of mixed-task trials; dual-task part: 1.9% of single-task trials, 1.9% of T1 in dual-task trials, and 2.0% of T2 in dual-task trials) were additionally discarded from the RT analysis. We report the results separately for the task-switching and the dual-task part (see [Figure 1](#F0){ref-type="fig"} and [Figure 2](#F1){ref-type="fig"}), followed by a joint analysis for correlations.

Figure 1Linear Integrated Speed-accuracy Scores (LISlisAS; in ms) in the task-switching part as a function of trial type (switch trials, repetition trials, and single-task trials) and response stimulus interval (RSI ; 100 ms vs. 600 ms). Error bars represent the standard error.

Figure 2Linear Integrated Speed-accuracy Scores (LISlisAS; in ms) in the dual-task part as a function of trial type (T1-T2 switch trials, T1-T2 repetition trials, and single-task trials) and stimulus onset asynchrony (SO A; 100 ms vs. 600 ms). Error bars represent the standard error.

**Task-Switching Performance**

Mixing costs. There were significant main effects of trial type, *F*(1, 31) = 10.31, *p* \< .01, η~p~² = .25, and RSI, *F*(1, 31) = 61.87, *p* \< .001, η~p~² = .67. Response times were higher in repetition trials of mixed-task blocks than in single-task trials (800 ms vs. 733 ms) and with short RSI than with long RSI (807 ms vs. 726 ms), reflecting mixing costs of 67 ms and an RSI effect of 81 ms. The interaction of trial type and RSI was nonsignificant, *F* \< 1.

Switch costs. There was a significant main effect of trial type, *F*(1, 31) = 11.06, *p* \< .01, η~p~² = .26, indicating slower responses in switch trials than in repetition trials (836 ms vs. 800 ms; switch costs: 36 ms). The main effect of RSI was significant, too, *F*(1, 31) = 47.19, *p* \< .001, η~p~² = .60. Responses were slower with short RSI than with long RSI (860 ms vs. 776 ms; RSI effect: 84 ms). The interaction of trial type and RSI was non-significant, *F* \< 1.

**Dual-Task Performance**

Task 1. For T1, there was no main effect of T1-T2 sequence, *F* \< 1. However, the main effect of SOA was significant, *F*(1, 31) = 7.11, *p* \< .05, η~p~² = .19, reflecting faster responses with short SOA than with long SOA (932 ms vs. 968 ms). Moreover, there was a nonsignificant trend towards an interaction of T1-T2 sequence and SOA, *F*(1, 31) = 2.99, *p* = .09, η~p~² = .09, suggesting faster responses with short than with long SOA in repetition trials (924 ms vs. 977 ms; *t*\[31\] = −2.93, *p* \< .01, *d* = 0.14), but no RT differences across SOAs in switch trials (939 ms vs. 959 ms; *t*\[31\] = −1.38, *p* = .18, *d* = 0.06).

Task 2. For T2, there was a significant main effect of T1-T2 sequence, *F*(1, 31) = 16.60, *p* \< .001, η~p~² = .35, reflecting slower responses in T1-T2 switch trials than in T1-T2 repetition trials (1,220 ms vs. 1,139 ms), and thus, switch costs in T2 of 81 ms. Moreover, the main effect of SOA was significant, *F*(1, 31) = 141.46, *p* \< .001, η~p~² = .82. Responses were slower with short SOA than with long SOA (1,575 ms vs. 784 ms; PRP effect: 791 ms). The interaction of T1-T2 sequence and SOA was nonsignificant, *F* \< 1.

Dual-task costs. A one-tailed t test showed that in trials with a long SOA, responses were slower in T1-T2 repetition trials than in single-task trials (747 ms vs. 610 ms), *t*(31) = 3.18, *p* \< .01, *d* = 0.65, resulting in dual-task costs of 137 ms.

**Interim Summary**

To summarize, in the task-switching part, we observed mixing costs and switch costs. Performance was worse with short than with long RSI. However, there was no effect of RSI on mixing costs and switch costs. In the dual-task part, we observed an SOA effect in T1^3^, a PRP effect, dual-task costs, and switch costs in T2. Switch costs in T2 were about the same across SOAs, possibly indicating that task set reconfiguration or/and the modification of task set activation levels take place after response selection for T1 (for an accordingly modified response-selection bottleneck model, see [@R33]).

**Comparison of Paradigm-Specific Costs**

We obtained performance costs in both paradigms. To examine whether there is a relationship between these paradigm-specific performance costs, suggesting overlapping cognitive control processes, we calculated mixing costs, switch costs, dual-task costs (i.e., only after a long SOA), switch costs in T2, and the PRP effect (i.e., averaged over T1-T2 switches and repetitions) individually for each participant and subjected them to a correlation analysis (see [Table 1](#F2){ref-type="fig"}).

Across paradigms, there was a significant relationship between mixing costs and dual-task costs, *r*(32) = .43, *p* \< .05 (see [Figure 3](#F3){ref-type="fig"}), indicating that the magnitude of mixing costs increased with increasing dual-task costs. Furthermore, mixing costs correlated positively with the PRP effect, *r*(32) = .50, *p* \< .01, and with switch costs in T2, *r*(32) = .67, *p* \< .001. The correlation between switch costs and the PRP effect (i.e., averaged over T1-T2 switch and T1-T2 repetition trials) was also significant, *r*(32) = .63, *p* \< .001. Switch costs increased when the PRP effect increased (see [Figure 4](#F4){ref-type="fig"}). Surprisingly, this correlation remained significant, even when using only T1-T2 repetitions for the calculation of the PRP effect, *r* = .59, *p* \< .001. Moreover, switch costs were related to switch costs in T2, *r*(32) = .64, *p* \< .001.

Table 1Correlation Coefficients Between Performance Costs Assessed in the Task-Switching (TSts) Part and Performance Costs Measured in the Dual-task (DTdt) Part for Linear Integrated Speed-Accuracy Scores (LIS AS)

Figure 3Correlation between mixing costs (i.e., averaged over short and long response-stimulus intervals, RSIrsis) and dual-task costs (i.e., only for long stimulus-onset asynchrony, SOsoA). LIS AS = Linear Integrated Speed-Accuracy Scores.

Figure 4Correlation between switch costs and the psychological refractory period (PRP) effect. LIS AS = Linear Integrated Speed-Accuracy Scores.

Regarding the relationships between performance costs measured within the same paradigm, we found positive correlations between mixing costs and switch costs, *r*(32) = .48, *p* \< .01, and between the PRP effect and switch costs in T2, *r*(32) = .60, *p* \< .001. Moreover, there was a trend towards a relationship between dual-task costs and the PRP effect, *r*(32) = .35, *p* = .051.

Discussion {#S3}
==========

In the present study, we evaluated correlations between the performance costs arising in task-switching and dual-task paradigms, to examine whether shared cognitive control components underlie performance impairments in these multitasking contexts. In the task-switching part, we found mixing costs and switch costs. In the dual-task part, we observed dual-task costs, a PRP effect, and switch costs in T2. In line with our hypothesis, there was a positive correlation between mixing costs and dual-task costs. Moreover, there were correlations between switch costs, switch costs in T2, and the PRP effect.

**Underlying Mechanisms of Task-Switching and Dual-Task Performance**

Cognitive control enables successful performance in task-switching and dual-task contexts ([@R40]). The current study did not allow specifying these cognitive control processes directly; however, it was possible to explore whether the observed performance costs rely on related or unrelated components of cognitive control.

*Task set shifting. *The correlation analysis showed that switch costs in the task-switching part correlated with switch costs in T2 and the PRP effect. Like switch trials in the task-switching part, T1-T2 switch trials in the dual-task part possibly also required a task set shift, more specifically between the task set of T1 and that of T2. This implies that by contrasting performance across T1-T2 switches and repetitions, and thus by calculating switch costs in T2, the shifting component might be isolated. Given that switch costs in the task-switching part and the dual-task part are indices of the shifting component of cognitive control, the correlations between switch costs, switch costs in T2, and the PRP effect might indicate that the shifting component contributes to the PRP effect.

Importantly, the effects of SOA and task transition in T2 were additive, reflecting comparable switch costs in T2 across SOAs. For response-selection bottleneck models, this finding means that shifting occurs after response selection for T1 and before response selection for T2, requiring shifting processes to wait until the response for T1 is selected with both short and long SOAs, thus impairing T2 performance across SOAs to the same degree. Considering such processing streams for T1 and T2, the effect of shifting should be eliminated and performance differences across SOAs should only be attributable to passive response-selection queuing after subtracting T2 performance with long SOA from that with short SOA. Hence, a response-selection stage without any shifting processing and a following stage responsible for the complete task set shift procedure cannot account for the correlation of the PRP effect with markers of the shifting component.

This conclusion is further reinforced by the observation that the correlation of switch costs and the PRP effect remained significant when using only T1-T2 repetition trials for the calculation of the PRP effect. This correlation suggests that, even when a task is repeated across T1 and T2, two separate task sets have to be activated (i.e., the same task set twice; see, e.g., [@R36]), and that switching between different components of these task sets (e.g., response mappings) is necessary to perform T1 and T2 in a temporal overlap (e.g., [@R10]). This finding clearly contradicts the assumptions by [@R47] who argued that the passive queuing of the response selection for T2 is the single source of the PRP effect and that the occurrence of the PRP effect in trials where a task is repeated across T1 and T2 speaks against the involvement of shifting processes.

*Response inhibition. *PRP trials with a short SOA, where two stimuli are presented almost simultaneously, resemble bivalent stimuli in task-switching, thereby also affording the application of the competing task. Thus, when there is a response-set overlap, such as the conceptual overlap in the present study, they also activate the competing response, thereby exogenously cueing between-task competition and crosstalk (e.g., [@R22]; [@R27]).

In PRP studies, response-response (R-R) compatibility effects are usually interpreted as empirical evidence for competition between T1 and T2 (e.g., [@R12]; [@R20]; [@R55]). They are measured as the performance decrement in R-R incompatible trials (i.e., response switch; e.g., left key in T1 and right key in T2) compared to R-R compatible trials (e.g., response repetition; e.g., right key in T1 and T2).

To explore if competition between T1 and T2 contributed to the PRP effect, we ran an additional analysis with the independent variables of T1-T2 sequence, SOA, and R-R compatibility. Whereas there was no effect of R-R compatibility on T1 performance, *p* \> .38, in each instance, the interaction of T1-T2 sequence and R-R compatibility was significant for T2, *F*(1, 27) = 17.18, *p* \< .001, η~p~² = .40 (*p* \> .23, for all other cases). In repetition trials, responses were slower with R-R incompatible than with R-R compatible trials (1,187 ms vs. 1,109 ms; R-R compatibility effect: 78 ms¸ post hoc one-tailed t test: *t*\[27\] = 2.43, *p* \< .05, *d* = 0.17). In switch trials, however, the opposite data pattern was observed (1,278 ms vs. 1,208 ms; reversed compatibility effect: 70 ms, post hoc one-tailed *t* test: *t*\[27\] = −3.07, *p* \< .01, *d* = 0.14).

In numerous task-switching studies, R-R compatibility, in this domain referred to as response repetition, has also been observed to be beneficial when the task is repeated and detrimental when the task is switched (e.g., [@R25]; [@R29]; [@R55]). Several models have been proposed to account for this interaction (cf. [@R8]; [@R49]).

One group of models that is linked to the inhibition component of cognitive control (e.g., [@R9]) is especially important in the context of the present study. These models postulate that to prevent perseveration tendencies, responses are inhibited immediately after being selected. According to these models, there are no response-response repetition costs in task repetition trials because response repetitions within task repetition trials are accompanied by a stimulus-category repetition that primes the inhibited response, which, in turn, weakens the inhibition, leading to improved performance relative switch trials.

These mechanisms of response inhibition and stimulus-category priming can be transferred from serial task processing to temporally overlapping task processing. The opposite effects of R-R compatibility across T1-T2 switches and repetitions, along with its independency from SOA, suggest that T1 responses are inhibited after being selected. Thus, response inhibition might be a part of either the response-selection stage or of an additional stage that follows T1 response selection and postpones T2 response selection until the response for T1 is inhibited (see also the ECTVA model by [@R36].

Importantly, there was also an interaction of task sequence and response sequence (i.e., R-R compatibility) in the task-switching part, *F*(1, 31) = 4.89, *p* \< .05, η~p~² = .14. Response repetition led to a cost, moreso in task-switch trials (878 ms vs. 835 ms) than in task-repetition trials (822 ms vs. 811 ms). Post hoc one-tailed t tests showed that response repetition costs were significant for task-switch trials, *t*(31) = 3.43, *p* \< .01, *d* = 0.18, but nonsignificant for task-repetition trials, *t*(31) = 0.83, *p* = .21, *d* = 0.05. The lacking response repetition effect in task repetitions might be accounted for by the use of univalent stimuli, which have been shown to exhibit weaker effects of response sequence than bivalent stimuli (e.g., [@R15]; [@R21]). In this light, it is conceivable that the correlation between the PRP effect and switch costs reflects stimulus-category priming in combination with response inhibition.

Response inhibition and stimulus-category priming, however, cannot account for the correlation of dual-task costs and mixing costs. As indicated by R-R compatibility effects (106 ms; two-tailed *t* test: *t*\[27\] = 3.06, *p* \< .01, *d* = 0.35), there was between-task competition in T1-T2 repetition trials with long SOA. In contrast, in single-task trials, only one stimulus was presented, eliminating the potential effects of bivalent stimuli. Thus, dual-task costs might be inflated by mechanisms involved in the resolution of between-task competition ([@R24]). In the task-switching part, there was, however, no effect of the response sequence on task repetition trials which are used for the calculation of mixing costs.

However, we did not assess direct markers of inhibitory control in the present study. In the task-switching domain, there is converging evidence that inhibition is involved in task-switching performance (e.g., [@R38]; for a review, see, e.g., [@R26]). In dual-task research, however, inhibition has not yet been examined systematically (see [@R19], for an exception), thus remaining an important topic for future studies.

*Working memory updating. *The correlation analysis showed a positive relationship between mixing costs and dual-task costs, thereby indicating that these costs might rely on overlapping cognitive control processes. These costs represent performance differences between conditions in which monitoring of incoming information is necessary and conditions in which no monitoring of incoming information is required. Thus, mixing costs and dual-task costs reflect presumably cognitive control processes in terms of updating.

However, by employing univalent stimuli (i.e., stimuli linked to one task), we could not exclude the alternative explanation that subjects built a combined task set comprising stimulus-response mappings for the digit and letter tasks simultaneously (e.g., [@R23]). In this case, mixing costs would reflect higher working memory load in mixed-task blocks compared to single-task blocks, and the correlation between mixing costs and dual-task costs would rather be due to the working memory load than updating. The use of univalent stimuli in the dual-task part allowed us to study the effects of T1-T2 sequence in a traditional PRP procedure without cues. Future studies should replicate the findings of the present study based on a design that allows, despite the use of a traditional PRP procedure, the application of bivalent stimuli in the task-switching and the dual-task paradigm.

Note that mixing costs as a marker of working memory updating were also related to switch costs, switch costs in T2, and the PRP effect, which are assumed to rely on the shifting component. These correlations might indicate difficulties in isolating experimentally the shifting component in switch conditions. Successful task-switching requires the monitoring of incoming information to determine task-switches and update task sets in accordance with new tasks. Based on this line ofargument, switch costs, switch costs in T2 and the PRP effect should, in addition to the shifting component, also rely on the updating component.

Nevertheless, the question remains why only mixing costs, and not dual-task costs, were related to performance costs that depend on the shifting component. One explanation is that, in addition to the updating component, mixing costs also measure other processes of cognitive control that are not reflected in dual-task costs, which, however, contribute to task-switching performance.

A further explanation might be related to the differences in the experimental settings. One such a difference is that in the dual-task part the two trials are separated by long ITIs, while in the task-switching part the tasks are performed in rapid succession, inducing strong between-task interference even in repetition trials. In this regard, it might be possible that, in contrast to T1-T2 repetitions, monitoring and updating occurs in repetition trials of mixed-task blocks under processing demands that are more similar to that in switch conditions. In the present study, we could only speculate on this point, meaning that more research is required.

*Additional factors and their relation to other studies. *In line with the present study, [@R43] proposed that shifting contributes to switch costs. However, they found dual-task costs to be independent of all three core components, thus drawing the conclusion that, in contrast to task-switching performance, dual-task performance might rely on cognitive control mechanisms that are not related to the examined three core components. In contrast, we concluded based on our findings from an empirical approach in terms of a cross-paradigm correlation analysis between performance costs measured in highly comparable task-switching and dual-task paradigms that the core components of cognitive control are involved in dual-task performance, at least in terms of working memory updating and shifting, as indicated by the correlations between mixing costs and dual-task costs, and between switch costs and switch costs in T2 of the dual-task part.

The contradictory findings regarding the role of the core components of cognitive control for dual-task costs might be accounted for by the use of different task types. Whereas [@R43] used two continuous tasks (i.e., maze tracing speed test and word generation task) to be performed over several minutes and measured the number of correctly solved tasks. We employed two discrete tasks with an identical number of tasks per subject, and assessed RT and errors. Discrete tasks have a definitive observable start and end point (i.e., stimulus onset and response execution; [@R51]), and are usually separated by an ITI, allowing performance to be analyzed on a fine-grained trial-by-trial level.

In this context, [@R48] argued that, in contrast to discrete tasks, analysing performance on continuous tasks has a limited contribution to the theoretical understanding of the causes of dual-task interference because simultaneous task processing cannot be distinguished from a strategy of switching between tasks when focusing solely on the number of correctly solved tasks. Yet, continuous tasks have the advantage over discrete tasks that they allow for the investigation of feedback and error correction. Thus, discrete and continuous tasks can be used to study different aspects of dual-task processing, which possibly are also differently related to the core components of cognitive control.

**Use of Integrated Speed-Accuracy Measures**

The use of integrated measures is especially well suited when speed and accuracy are assumed to be driven by overlapping processes. Task-switching and dual-tasking have been shown to result in performance costs in both speed and accuracy. This indicates that both these performance measures rely on the same processes (e.g., [@R16]; [@R17]; [@R39]). Apart from response-selection bottleneck models that predict a PRP effect only in the RT (e.g., [@R46]), dual-task models, such as the capacity sharing model ([@R59]) and the ECTVA model ([@R36]), can account for SOA effects in RTs and error rates, thus justifying the use of integrated measures. Moreover, integrated measures have already been used in the task-switching domain (e.g., [@R7]; [@R56]) and the dual-task domain ([@R17]; [@R30]).

Summary and Conclusion {#S4}
======================

In sum, the present study represents a first step towards understanding the relationship between the cognitive control components involved in task set control by providing evidence that mixing costs and dual-task costs are markers of working memory updating, and that switch costs and switch costs in T2 are indices of the shifting component, but partly also of the updating component. Notably, we also found that the PRP effect correlated substantially (*r* \> .5) with switch costs, suggesting that the PRP effect is related to underlying shifting processes rather than being purely based on passive response queuing processes. The present study also showed that performance costs in multitasking do not measure the components of cognitive control in an isolated and differentiated manner. This is in line with the conclusion by [@R43], who argued that the components of cognitive control are related as well as separable. Future studies need to extend these conclusions to multitasking contexts using different types of tasks in order to establish the generality of the present conclusions. In this connection, it would also be important to focus on inhibition and to use bivalent stimuli in order to exclude working memory load as an alternative explanation for the correlation between mixing costs and dual-task costs.

Appendix A {#S5}
==========

Table A1Part A. Task-Switching Part: Mean Response Times (RTrts) and Error Rates as a Function of Trial Type (Switch, Repetition, vs. Single-Task) and Response-Stimulus Interval (RSI ; 100 ms vs. 600 ms). Part B. Dual-Task Part: Mean Response Times (RTrts) and Error Rates as a Function of Trial Type (T1-T2 Switch, T1-T2 Repetition, and Single-Task) and Stimulus-Onset Asynchrony (SO A; 100 ms vs. 600 ms) for T1 and T2.

The manipulation of specific time intervals enables the investigation of task preparation in task-switching. Preparation is analyzed by manipulating the RSI in the alternating-runs variant and by varying the cue-stimulus interval (CSI; i.e., time interval between the onset of the task cue and the presentation of the target stimulus) in the cueing variant. Reduced switch costs with long RSIs compared to short RSIs can be attributed to both active preparation for the upcoming task and decay of activation related to the preceding task. In the cueing variant, active preparation can be isolated by varying the RCI inversely to the CSI, while activation decay of the previous task can be isolated by varying the RCI and holding the CSI constant (see [@R22], for a review). In the alternating-runs variant, subjects have to keep track of the task sequence, representing an additional working memory requirement. Here, preparation for the upcoming task can proceed immediately after response execution to the current task, and switching is driven internally. In contrast, in the cueing variant of the task-switching paradigm, switching is driven by external cues and there are no demands relating to the maintenance of the task sequence but on cue encoding. Moreover, task preparation has to wait until the presentation of the cue. Thus, these task-switching variants allow the isolation of different types of task preparation.

Note that owing to the avoidance of immediate stimulus repetitions, the likelihood of response (side) repetitions and response (side) switches differed across task-switch trials and task-repetition trials. Task-switch trials were associated with eight stimuli, and thus, there was a 50:50 chance of the correct response. In contrast, task-repetition trials were associated only with seven stimuli because the stimulus displayed in the previous trial could not be presented again. Thus, in task-repetition trials, there was a larger likelihood for a response (side) switch than for a response (side) repetition. Implicit learning of the stimulus presentation, therefore, might have influenced switch costs by improving performance in task repetition trials.

To explore whether faster responses with short than with long SOA were due to response grouping, we analyzed the time intervals between the response for T1 and that for T2 (i.e., interresponse interval, IRI). We defined IRIs less than 100 ms as indicative for response grouping (e.g., [@R41]). Overall, there were 9.5% trials with an IRI less than 100 ms. When excluding trials with grouped responses, the data pattern did not change, except that the trend towards an interaction of T1-T2 sequence and SOA in T1 became significant, *F*(1, 31) = 6.05, *p* \< .05, ηp² = .16. Thus, the main effect of SOA was not due to response grouping.
