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Abstract
This paper considers a model for cascades on random networks in which the cascade propagation at any
node depends on the load at the failed neighbor, the degree of the neighbor as well as the load at that
node. Each node in the network bears an initial load that is below the capacity of the node. The trigger
for the cascade emanates at a single node or a small fraction of the nodes from some external shock.
Upon failure, the load at the failed node gets divided randomly and added to the existing load at those
neighboring nodes that have not yet failed. Subsequently, a neighboring node fails if its accumulated
load exceeds its capacity. The failed node then plays no further part in the process. The cascade process
stops as soon as the accumulated load at all nodes that have not yet failed is below their respective
capacities. The model is shown to operate in two regimes, one in which the cascade terminates with
only a finite number of node failures. In the other regime there is a positive probability that the cas-
cade continues indefinitely. Bounds are obtained on the critical parameter where the phase transition occurs.
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I. INTRODUCTION
A model for the evolution of cascades in random
networks was introduced in [1], to study the spread
of ideas, opinion, technology etc. In this model,
the nodes of a network are regarded as agents and
the interactions between agents are modeled as links
in the network. An agent initially in state 0 will
adopt a new idea (state 1) as soon as a fraction of
its neighbors who have adopted the new idea ex-
ceeds a threshold. The existence of a phase tran-
sition (as a function of the threshold) was demon-
strated and a condition for the existence of global
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cascades was derived. This model was generalized
in [2], where in addition to the above, the links are
endowed with random weights, whose distribution
may depend on the degree of the two nodes that
the link connects. The motivation for this model
comes from the study of systemic risks in financial
networks. A node adopts a new idea provided the
sum of the weights of links to neighboring nodes that
have adopted the idea exceeds a threshold that de-
pends on the degree at that node. A further general-
ization is the threshold model [3, 4], where an agent
adopts the new idea if the number of its neighbors
or the combined edge weights of the neighbors that
have adopted the new idea is larger than a random
threshold.
The model that we study in this paper is motivated
by networks such as the electrical networks or other
networks where the nodes can be thought of as ser-
vice providers and load sharing occurs via the net-
2work structure. Consider a large random network,
where each node has degree that is distributed ac-
cording to a specified distribution {wk, k = 0, 1, . . .}
(see [5]). Such a network is locally “tree-like” when
the network size is large, that is, there are few short
cycles. Melnik et. al. [6] examine the effectiveness of
tree-like networks to study networks with clustering.
Initially, node u bears a load L
(0)
u , and has capacity
c > 0, where the random variables L
(0)
u are indepen-
dent and whose distributions are the same as those of
the non-negative random variable L. To begin with,
let us assume that the support of L is contained in
[0, c) (abbreviated as L < c). This restriction en-
sures that initially all nodes are stable or active. At
time t = 0, an external event or a surge occurs at
a node that we label r, resulting in the load Lr at
that node to exceed c. This causes node r to fail.
If the number of neighbors of r, N(r) = 0, then the
cascade stops. If N(r) = k > 0, then suppose that
u1, . . . , uk are neighbors of r with loads L
(0)
u1 , . . . L
(0)
uk ,
respectively at time t = 0. Then at time t = 1, a
random fraction of the total load of the failed node
r is pushed over to each of the active neighbors, that
is, the load at ui increases to
L(1)ui = pruiLr + L
(0)
ui
,
where {prui ≥ 0, i = 1, . . . , k},
∑k
i=1 prui = 1, is
random probability mass function. Consequently, a
node whose new load exceeds its capacity, fails. Each
failed node distributes its entire load among all its
active (non-failed) neighbors randomly as described
above. The cascade of failed nodes terminates if at
some time, the resulting loads at all nodes that are
neighbors of nodes that failed in the previous time
step do not exceed their respective capacities. We
will refer to this model as the autoregressive cas-
cade (ARC) model or process, since the increase in
load at a node as a result of failure of a neighboring
node resembles an autoregressive process. We show
the existence of a phase transition, that is, existence
of regions where the cascade dies out in finite time
with probability one, and regions where the process
survives indefinitely with positive probability for in-
finite networks (or has a giant component of failed
nodes for large finite networks).
ARC model is well-suited for studying the behavior
of outages in electrical power networks, where typ-
ically a single node failure can lead to catastroph-
ically wide-spread outages [7]. The ARC model is
linked to the node based failure model in electrical
networks, where nodes fail when the demand (load)
overshoots the supply (capacity), and demand at the
failed node is transferred to its active neighbors. In
[7], simulation analysis is presented for a fully con-
nected network with exponentially distributed loads.
Simpler node failure models have been studied in
[8, 9]. In particular, in [9], with each node failure,
the load at every other active node is uniformly in-
creased by a constant load, while in [8] each failing
node results in the failure of a random number of
nodes sampled at random from a given distribution.
Both these models ignore the topology of the graph.
There is also a line failure model used in electri-
cal networks [10, 11], where transmission lines fail
when either the current or voltage exceeds line’s rat-
ing, and failure of one transmission line changes the
current/voltages change on other lines and failures
propagate accordingly. ARC model does not capture
the line failure model.
Note that the ARC model described above is differ-
ent from the usual epidemic models (see for exam-
ple [1]), where nodes fail or are infected based on
some probabilistic or deterministic mechanism that
depends only on the number of failed/infected neigh-
bors but not the severity of the infection. These
type of models are reviewed in [12, 13] and refer-
ences therein. In contrast, in the ARC model, failure
is governed by a mechanism of load transfer whose
effect can persist over several generations.
The closest interaction model to the ARC model is
the sandpile model [14–16], where at each time slot,
a particle is added at a randomly chosen node. Each
node has a fixed capacity, and if the number of par-
ticles at any node exceeds its capacity, the node is
said to topple and all the particles at that node are
transferred equally to all its neighbors. Thus, the
newly added particles at a node due to the toppling
of a neighboring node is a fixed deterministic quan-
tity, and given that a node has toppled, the future
toppling of its neighbors are independent. With the
ARC model, however, the transferred load is a ran-
dom quantity, that correlates subsequent node fail-
ures. In case of the sandpile model, a toppled node is
allowed to participate in further interactions, while
in ARC model once a node fails it takes no further
part in the process. There is also an inhibition sand-
pile model [17], where a toppled node is stopped tem-
porarily or permanently from taking part in further
interaction, however, only empirical results are avail-
able for the same. Another similar form of interac-
tion is the bootstrap percolation, where the failure
of a node depends on the failure of a fixed number
of neighbors and not the weights at the failed neigh-
boring nodes [18].
3In this paper, we derive sufficient conditions for the
cascade in the ARC process to survive indefinitely
with positive probability or terminate with probabil-
ity one in finite number of steps. We couple the ARC
process with a suitable Galton-Watson branching
process that lower bounds the growth of failed nodes
in the ARC process. The condition for survival then
follows from the condition for super-criticality of the
coupled Galton-Watson process. For the converse
result, we couple the ARC process with a suitable
branching random walk (BRW) where particles are
killed upon breaching a fixed barrier. The bound
then follows from a result in [19] on the finite time
termination of the BRW.
II. ARC PROCESS
We first study the evolution of the ARC process on
an infinite graphG with specified degree distribution
{wk, k ≥ 0}. Although random graphs are only an
abstraction, they have been widely used as first ap-
proximations [1]. For a random graph on n vertices
with specified degree distribution, the graph is lo-
cally “tree-like” in that there are no short cycles for
large n. This becomes exact for the infinite graph.
If we start from a single failed node, then the number
of neighbors of this node has distribution {wk}. As
we go forth, exploring the component starting from
a single vertex or the progress of the cascade, we
are interested in the unexplored nodes or nodes that
have not yet failed. The first and subsequent genera-
tions will then have a size-biased degree distribution
(see [20], Chapter 3, pp71). A first generation ver-
tex with degree k is k times as likely to be chosen
as the one with degree 1. So the distribution of de-
gree minus one of nodes in the first and subsequent
generations is given by
w˜k−1 =
kwk
µ
, k ≥ 1, (1)
where
µ =
∞∑
k=1
kwk. (2)
In (1), the subscript k−1 is used since we have used
one edge in linking to that vertex. It is this size-
biased distribution w˜k given by (1) that is relevant
as far as the long term behavior of the process is
concerned.
Since we are interested in the survival or extinc-
tion of the ARC process, we require the underlying
graph G to have an infinite connected component.
Thus, without loss of generality we will assume that
µ˜ =
∑
k kw˜k > 1 (see Theorem 3.1.3, [20]) for which
there is a positive probability that the component
of G containing any node is infinite. This condition
also ensures that for a finite graph, there is a giant
component containing a large fraction of the nodes
with probability approaching one asymptotically in
the size of the graph.
Each node u ∈ G carries an initial load L
(0)
u and
has a fixed capacity c. The random variables L
(0)
u
are assumed to be independent and identically dis-
tributed. We denote by L a generic random variable
having the same distribution as the initial loads. Let
F be the distribution function of L. Suppose that F
is supported on (0, c). Thus, to begin with, all nodes
have loads less than their capacity. This condition is
realistic for power networks where node failures are
rare.
At time t = 0, an external event happens resulting
in the failure of the root node r, making L
(0)
r > c. If
r is isolated, then the cascade stops. Else, the load
L
(0)
r at r is then transferred to its neighbors as de-
scribed below. Given the degree N(r) = k, k > 0, of
the root node r, let u1, u2, . . . , uk be the neighbor-
ing nodes of the root. Let {prui , i = 1, . . . , k} be an
exchangeable set of non-negative random variables
satisfying
∑k
i=1 prui = 1. That is, for any permu-
tation σ = (σ(1), σ(2), . . . σ(k)) of {1, 2, . . . , k}, we
have
(pru1 , pru2 , . . . , pruk)
d
= (pruσ(1) , pruσ(2) , . . . , pruσ(k)).
In particular, the distribution of prui is independent
of i, and hence we let p = p(k) to denote the random
variable satisfying
p(k)
d
= prui(k), (3)
where
d
= denotes equality in distribution. We will
often write puv for puv(k). For each of the N(r) = k
nodes, u1, . . . , uk, attached to the root, the load L
(1)
ui
at time t = 1 becomes
L(1)ui = pruiL
(0)
r + L
(0)
ui
.
If L
(1)
ui < c, ∀ i = 1, 2, . . . , k, then the cascade of
node failures stops at time t = 1. Otherwise, node
ui fails at time 1 if the load L
(1)
ui ≥ c. If r is the only
node to which ui is connected, then the cascade goes
4no further along this path. Else, each neighbor vj of
ui other than the root r receives an additional load
puivjL
(1)
ui , where conditional on the degree N(ui)+1
of ui, the collection {puivj , j = 1, . . . , N(ui)} forms
an independent exchangeable random probability
mass function identical in distribution to the one
above. The probability that one of the neighbors
of uj is also neighbor of r is much smaller than the
probabilities of interest and can be ignored due to
the locally tree-like nature of the random graph as
is the standard practice in such analysis.
The process is said to terminate at time T + 1 if
some node at a distance T from the root has failed
and none of the nodes at distance T + 1 fail at time
T + 1. Else the cascade continues. Our first result
is a sufficient condition for the cascade to survive
forever with positive probability. For two reals, a, b
let a ∨ b denote their maximum.
III. SUPER-CRITICAL REGIME
Theorem III.1 Consider the ARC process on the
infinite random graph G as described above. Then if
∞∑
k=1
w˜kkE
[
F¯(c(1 − p(k)))
]
> 1, (4)
then the cascade survives indefinitely with positive
probability, where F¯ = 1 − F and p(k) is as defined
in (3).
Proof: The idea of the proof is to couple the ARC
process with a super-critical Galton-Watson (GW)
process as follows. Instead of transferring the ac-
tual load at a failed node to its neighbors/children,
we will transfer an amount equal to the capacity c
which is less than the load at the failed node. To
be specific, the GW process starts at time 0 with
a single individual at the root. The N(r) nodes
u1, . . . , ur connected to the root are the possible chil-
dren of the root in generation 1. If N(r) = 0, then
the process terminates. If N(r) > 0, then condi-
tioned on N(r) = k, the random allocation proba-
bilities {prui , i = 1, . . . , k}, and the loads {L
(0)
ui , i =
1, . . . , k}, the node ui comes alive at time 1 in the
GW process if the following condition is satisfied,
pruic+ L
(0)
ui
≥ c.
Note that in comparison, the node ui fails in the
ARC process if
L(1)ui = pruiL
(0)
r + L
(0)
ui
≥ c.
This procedure is repeated at each level to construct
the GW process. In constructing the GW process,
one can think of the net load Lu of the parent that
fails being replaced by its capacity c. Since at the
time of failure, the load at node u, L
(1)
u > c, if a
node comes alive in the GW process then it fails in
the ARC process as well. Using the capacity and
not the actual load of the failed node to determine
the number of children in the GW process, not only
gives a lower bound on the number of failed nodes,
it also ensures that number of offspring are indepen-
dent and identically distributed across generations
n ≥ 1 in the GW process.
Now we need to derive the condition for survival or
super-criticality of this GW process. For any node
u that fails in any generation larger than one, let
N(u) + 1 be the degree of that node. N(u) has the
size-biased distribution {w˜k, k ≥ 0}. If N(u) > 0,
then conditional on N(u) = k, let v1, . . . , vk, be
the neighbors of u in the next generation and let
puv1 , . . . , puvk be the random allocation. The proba-
bility that vk comes alive in the GW process is given
by
qk = P [puvic+ L
(0)
vi
≥ c|N(u) = k]
= E
[
F¯(c(1 − p(k))
]
, (5)
where F¯ = 1− F and p(k) is as defined in (3). Thus,
the expected number of offspring of u in the GW
process given N(u) = k equals kqk. Since N(u) has
distribution {w˜k}, the GW process is super-critical
as long as the mean number of offspring is greater
than 1 which is true if condition (4) holds. If the
GW process is super-critical, then the (XXX which)
process survives indefinitely with positive probabil-
ity (see Athreya and Ney, 1972, pp. 7). As noted
above, if the GW process survives, then so does the
ARC process. 
The following corollary is immediate.
Corollary III.2 Suppose that the load allocation is
uniform, that is, conditional on the degree at a failed
node (other than the root) being N+1, each of the N
non-failed neighbor receives an equal fraction p = 1
N
of the load of its failed parent, provided N > 0. Then
the condition (4) for the ARC process to survive in-
5definitely with positive probability reduces to
∞∑
k=1
w˜kkF¯
(
c(k − 1)
k
)
> 1. (6)
If in addition, the degree of each node is fixed, that
is N ≡ d > 1 is a constant, then (6) reduces to
d
(
1− F
(
c(d− 1)
d
))
> 1. (7)
The next two results are straightforward conse-
quences of the coupling from below of the ARC pro-
cess with a super-critical GW process as described
in proof of Theorem III.1. In order to state the
results we need some notation.
Suppose that the load allocation is uniform, that is,
p(k) ≡ 1/k. Given the random variable N having
the size-biased degree distribution {w˜k, k ≥ 0}, let
M = 0 if N = 0 and given N = j > 0, let M be a
binomial random variable with parameters j and qj ,
where
qj = F¯
(
c(j − 1)
j
)
. (8)
Note that the qj defined in (5) reduces to the one
defined in (8) when the load allocation is uniform.
Define the probability mass function
mk = P [M = k] =
∞∑
j=k
(
j
k
)
qkj (1− qj)
j−kw˜j ,
for k = 0, 1, . . .. Let Φ(s) =
∑∞
k=1 s
kmk, be the
probability generating function of {mk, k ≥ 0}, and
let η be the smallest non-negative root of the equa-
tion Φ(s) = s. With uniform allocation, the off-
spring distribution of the coupled branching process
for the first and subsequent generations is same as
that ofM . Note that the left hand side expression in
(6) is E[M ]. And γ = E[M ] > 1 is the condition for
the branching process to be super-critical. Let Wn
be the number of nodes that fail in the ARC process
at time n, that is, these are nodes at distance n from
the root and fail.
Proposition III.3 Under condition (6), the ARC
process survives indefinitely with probability exceed-
ing 1−η. If in addition we have
∑
k k log k mk <∞,
then on a set of probability at least 1− η, we have
lim inf
n→∞
Wn
γn
> 0.
Proof: The results follow easily from the above
coupling and the behavior of a super-critical branch-
ing process (see Athreya and Ney, 1972, pp. 7, 30).

The implication of this result is that when the cas-
cade survives, it grows at an exponential rate. Thus,
the cascade spreads rapidly if it does not die out
quickly.
We now specialize the results for large finite graphs
and examine the consequence of the branching pro-
cess coupling. Let Gn be a graph with n vertices
and degree distribution {wk, k ≥ 0}. Suppose that
the load from a failed parent is distributed equally
among all its non-failed neighbors, i.e. p(k) ≡ 1/k.
The number of first generation children of the cou-
pled branching process has distribution
ζk =
∞∑
j=k
(
j
k
)
qkj (1− qj)
j−kwj , k = 0, 1, . . . ,
where qj is as defined in (8). Let Ψ =
∑∞
k=1 s
kζk be
the probability generating function of {ζk, k ≥ 0},
and let η be as defined above. The following result
is now a consequence of Theorem 3.1.3 ([20]) and the
branching process coupling described in the proof of
Theorem III.1.
Theorem III.4 A sufficient condition for the exis-
tence of a giant component in Gn is that (6) holds.
If this condition holds, then the fraction of vertices
in the giant component exceeds 1−Ψ(η) asymptoti-
cally.
Remark III.5 If P(L > c) > 0, then for a graph
with a large number of nodes, approximately a frac-
tion f = P [L > c] of nodes will be in a failed state to
begin with. In the sub-critical regime, the cascades
starting from these nodes will form small islands of
failed nodes, where each island is of finite size. In the
super-critical regime, however, multiple initial failed
will lead to the formation of a unique giant compo-
nent of failed nodes.
IV. SUB-CRITICAL REGIME
We now give a sufficient condition for the cascade
to last only a finite number of generations in the
infinite random graph G almost surely. Before we
proceed, we need to describe a result of Biggins [19]
on branching random walks (BRW).
6A BRW is a process that starts with a single indi-
vidual labelled r located at x ∈ R. An individual
labelled u born at location y ∈ R lives for unit time
at the end of which gives birth to offspring located
according to the point process y + Zu, where Zu is
an independent copy of a point process Z. Let
δ(θ) = E
[∫ ∞
−∞
e−θtdZ(t)
]
,
= E
[∑
u
exp(−θzu)
]
, (9)
where {zu} are the points of Z. Define the function
γ(0) = inf{δ(θ) : θ ≥ 0}. (10)
The following result is a particular case of Theorem
2 of [19].
Theorem IV.1 Let Z(n)(0) be the number of indi-
viduals of the BRW located in the interval (−∞, 0].
If γ(0) < 1, then, almost surely, Z(n)(0) = 0 for all
but finitely many n.
Note that the result is independent of the location
of the initial individual. Let
h := inf
θ≥0
{
E
[
Neθ(L−(1−p)c)
]}
, (11)
where the random variable inside the expectation is
taken to be zero if N = 0 and given N = k > 0, p(k)
is as defined in (3).
Theorem IV.2 Consider the ARC model on the
graph G as described above. If h < 1, then the cas-
cade starting at a node r with any load ℓ > c will
terminate in finite time with probability 1.
Proof: We will dominate the ARC process with
a BRW process starting with a single individual lo-
cated at ℓ to mimic the failing of the root with load
L
(0)
r = ℓ > c. To motivate the construction of the
coupled BRW process, suppose that (u, v) is an edge
in the random graph G and the ARC cascade upon
reaching node u at time t results in the load at u
increasing to Ltu ≥ c. This will cause the node u to
fail and result in the load at node v at time t + 1
increasing to
L(t+1)v = puvL
(t)
u + L
(0)
v .
Hence the difference in the resultant loads at nodes
v and u, or the “drift” in the load satisfies
L(t+1)v −L
(t)
u = −(1−puv)L
(t)
u +L
(0)
v ≤ −(1−puv)c+L
(0)
v ,
where the last inequality follows since node u fails
at time t and thus L
(1)
u ≥ c. Hence
L(t+1(v = L
(t)
u +(L
(t+1)
v −L
(t)
u ) ≤ L
(t)
u −(1−puv)c+L
(0)
v .
(12)
The coupled BRW process is defined as follows. The
process starts with a particle labelled r located at
L
(0)
r = ℓ > c, which is the load at the time of failure
of the root node. Suppose node u fails at time t
in the ARC process. If the number of non-failed
neighbors N(u), of u equals zero, then no child is
born in the BRW process. Else givenN(u) = k, then
for each non-failed neighbor vi of u, an individual
with the same label vi is born in the BRW process
at time t+1. If the new load at node vi in the ARC
process is
L(t+1)vi = puvi(k)L
(t)
u + L
(0)
vi
,
then the location of vi in the BRW process will
x(t+1)vi = x
(t)
u − (1− puvi(k))c+ L
(0)
v ,
where x
(t)
u is the location of the individual labelled
u in the BRW process. A barrier is kept at c in the
BRW process, that is if a child is born at location
x < c, then it is killed.
Refer to Fig. 1, for an illustration of the coupling
argument. In Fig. 1, suppose at time t, a node
labelled u fails in the ARC process, then a parti-
cle labelled u is born in the BRW process located
at x
(t)
u ≥ L
(t)
u . Now, since node u has failed, a
fraction puv of the load at node u is transferred to
node v, and if node v fails as a consequence, then
a child of the particle at x
(t)
u is born in the BRW
process at location x
(t+1)
v , where the displacement
x
(t+1)
v − x
(t)
u = L
(0)
v − (1− puv)c. Thus, from (12), if
node v fails at time t + 1 in the ARC process, that
is, L
(t+1)
v ≥ c, then a corresponding particle with
label v is born in the BRW process and has location
x
(t+1)
v ≥ L
(1)
v . Thus, the ARC process terminates if
at any time there are no individuals in the BRW.
Let the coupled BRW process defined above be de-
noted by X . To apply Theorem IV.1, we consider
7possible childrentransferred 
fraction
x(t+1)v
u
dt ∼ L− (1− p)c
dtp
u
v
Ltu
vL
t+1
v
Lt+1v − L
t
u ≤ −(1− p
u
v)c+ L
t
v
AR Cascade BRW process
x(t)u
FIG. 1. Coupling the ARC model with BRW with a barrier.
another BRW Y coupled to X as follows. The X,Y
processes start off with one individuals located at
ℓ,−ℓ respectively. Starting with the initial ances-
tors, if a child is born to a parent located at x in
the BRW X such that the location of the child is
x+d, then a child is born to a corresponding parent
located at y = −x in the process Y and the child is
located at y − d. However, in the process Y , we do
not kill individuals born at locations to the left of
c, that is, there is no barrier. Thus in each gener-
ation, the individuals in Y produce offspring whose
numbers are distributed as N with displacements
distributed as −(L − (1 − p)c). Thus, the number
of individuals in Y in any generation is at least as
large as in the process X . Moreover, note that if the
BRW Y drifts to the right, then the X process drifts
to the left.
Shift the origin to −c, so that the particle located at
x in process X is at x−c and particle located at y in
Y process is at −(y−c). Let Xn([a, b])(Yn([a, b])) be
the number of individuals of process X(Y ) born at
time n and are located in the interval [a, b]. Then the
BRW X terminates if for some n, Xn([2c,∞)) = 0
and this happens if Yn((−∞, 0] = 0. The location of
the children of a node located at 0 in the process Y
is given by Z = {−(Li − (1 − pi)c), i = 1, 2, . . . , N}
and N has distribution {w˜k}. Thus for the process
Y , we have
δ(θ) = E
[
Neθ(L−(1−p)c)
]
,
and hence γ(0) = h. Hence from Theorem IV.1,
we have that for h < 1, with probability one, the
BRW Y terminates in finite time. Hence the BRW
X terminates in finite time and consequently, so does
the ARC process.

V. SIMULATIONS
In this section, to better understand the cascade
dynamics we present some experimental results us-
ing Monte Carlo simulations, and compare our de-
rived lower and upper bounds with the experimen-
tal thresholds at which cascade occurs. We consider
both a random tree with a given degree distribution
and a deterministic tree with fixed degree for each
node. We let the tree to be of N = 10 levels, and
count the empirical measure of how often the cas-
cade reaches any leaf at level N as a measure of the
number of failed nodes (probability of cascade) for
large N as a function of the capacity c.
In Figs. 2, 3, and 4, we plot the cascade probability
for a deterministic tree with degree 2, 3, and 4 to-
gether with a random tree with Poisson distributed
degree with mean 2, 3, and 4, respectively. The
load distribution is assumed to be a truncated Expo-
nential distribution between 0.2 and 2, respectively.
The vertical lines on the left and right denote our
derived lower and upper bounds (similar color) for
each of the plots. We notice that the derived lower
and upper bounds are fairly tight and give us a good
estimate of the true threshold value. Also, as we in-
crease the degree value, the derived bounds become
tighter.
For a fixed tree (fixed number of children), the super-
critical condition for cascade (7) can be rewritten as
: F((d − 1)c/d) < (d − 1)/d, where d is the number
of child nodes, c is the capacity and F is the cu-
mulative load distribution. If we consider the load
distribution to be uniform between [a b], and let
d−1
d
= β, then the super-critical condition for cas-
cade is (βc−a)(b−a) < β. Recall that b < c (since we
8have assumed that F is supported on (0, c)). Then
if a = 0, condition (βc−a)(b−a) < β is never satisfied,
so we pick a greater than zero for all simulations.
The same argument holds for the exponential load
distribution case, and we simulate for truncated ex-
ponential load distribution between [a, b] with a > 0.
In Figs. 5, 6, and 7, we plot the cascade proba-
bility for deterministic tree with degree 2, 3, and
4 for three different load distributions, exponential,
power-law, and uniform, respectively. Once again,
the vertical lines on the left and right denote our
derived lower and upper bounds for cascade thresh-
old for each of the plots. As before, we notice that
the derived lower and upper bounds are fairly tight.
Moreover, the bounds are tighter for exponential and
power-law load distribution in comparison to uni-
form load distribution.
In Fig. 8, we plot the cascade probability for ran-
dom tree with power-law degree distribution where
degree d is distributed as P (d = k) = Ak−α for uni-
form load distribution between [0.2 2] as a function
of parameter α. For reasonable simulation complex-
ity, we renormalize the degree distribution to have
at most 10 children, i.e. k ≤ 10. We see that as the
power-law exponent α increases, the derived bounds
become loose. Finally, in Fig. 9, we plot the cascade
probability for random tree with Poisson degree dis-
tribution for uniform load distribution between [a, 2]
as a function of parameter a > 0. We see that as a
increases, i.e., as the load distribution becomes more
concentrated, the derived bounds become loose.
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FIG. 4. Comparison of cascade probability with fixed and random tree with degree 4.
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FIG. 6. Comparison of cascade probability with fixed tree for different degrees with power-law load distribution.
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FIG. 7. Comparison of cascade probability with fixed tree for different degrees with uniform load distribution.
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FIG. 8. Comparison of cascade probability with random tree with power-law degree distribution and uniform load
distribution.
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FIG. 9. Comparison of cascade probability with random tree with Poisson degree distribution and uniform load
distribution.
