ABSTRACT
INTRODUCTION
Microarray measurements are affected by a variety of systematic experimental errors limiting the accuracy of data produced. Such errors have to be identified and removed before further data analysis is conducted. Although this so-called normalization procedure is only an intermediate step in the analysis, it has considerable impact on the results of follow-up analysis (Hoffmann et al., 2002) . Assessment of the efficiency of a chosen normalization method should therefore be an integral part of every normalization procedure.
A popular class of normalization methods for two-channel microarrays is based on local regression. They have become the standard approach for many researchers, as they are flexible and easy to use, and have been implemented in numerous freely available or commercial microarray data-analysis systems (Holloway et al., 2002; Quackenbush, 2002; Yang et al., 2002) . However, one unresolved challenge in using local regression methods has been the choice of * To whom correspondence should be addressed. regression parameters. This has commonly been left to the user with only default values given. Instructions on how to adjust the parameters to the underlying data structure are generally not given. In a previous analysis, however, we have shown that the use of such default parameters can severely compromise the quality of normalized data (Futschik and Crompton, 2004) . Therefore, an optimization of the model parameters is required to ensure high efficiency of normalization.
In order to overcome the limitations of current methods, we introduced two normalization schemes based on iterative local regression and model selection. Both normalization schemes aim to correct intensity-and location-dependent dye bias in the two-channel microarray data. Extensive comparison of normalization efficiencies have shown that these schemes can considerably reduce systematic errors in microarray data, increase the overall consistency within experiments and also improve the correlation of microarray measurements with actual biological changes in the expression. For the detailed comparison and discussion of the normalization schemes and the underlying concepts, the reader is referred to the study by Futschik and Crompton (2004) . Here, we present the software package including these schemes and further functions for analyzing microarray data.
ALGORITHM
The main algorithm developed for optimized normalization is Optimized Local Intensity-dependent Normalization (OLIN). It is based on iterative local regression of spots' logged intensity ratios regarding spot intensity and location with a subsequent correction of the dye bias. For local regression, the LOCFIT algorithm is used, as it offers more flexibility than the commonly used lowess method (Loader, 1999) . Model parameters are optimized in each regression step by generalized cross-validation, which considerably reduces the computational costs compared to standard cross-validation. This is crucial, as the optimization task would not be feasible applying conventional cross-validation procedures due to the large number of spots on the arrays. A detailed description of the OLIN algorithm can be found in the study by Futschik and Crompton (2004) or on the OLIN Web page.
The second normalization algorithm developed is Optimized Scaled Local Intensity-dependent Normalization (OSLIN). Basically, it comprises the OLIN procedure with a subsequent optimized scaling of the range of logged intensity ratios across the spatial array dimensions. Both OLIN and OSLIN assume that most genes on the array are not differentially expressed or that up-and down-regulation is balanced across the spot intensity range. Additionally, random spotting is required. Although these assumptions are frequently fulfilled in genome-wide microarray experiments, they should be carefully checked.
IMPLEMENTATION
The OLIN/OSLIN algorithm is implemented in the R language (Ihaka and Gentleman, 1996) . Together with various other R functions, they form the OLIN package. It is placed within the Bioconductor framework (Gentleman et al., 2004) allowing a convenient integration with other data analysis tools. To increase its userfriendliness, most functions of the OLIN package can be accessed via a graphical user interface (OLINgui) based on TclTk widgets. Additional functions in the OLIN package serve for visualization and quality testing of (normalized) microarray data. These functions can be used to assess stringently the efficiency in removing systematic errors as well as to identify possible problems in the experimental protocol. Several distinct statistical tests were implemented to detect and localize plate-, pin-, intensity-and location-dependent systematic errors: (1) F -tests based on one-factorial ANOVA models, (2) one-sided random permutation tests (based on sampling with replacement) and (3) one-sided random permutation tests (based on sampling without replacement) detecting spot neighborhoods affected by experimental bias.
Significance of (local) systematic errors is indicated either by (adjusted) P -values or by false discovery rates. In contrast to global assessment methods such as correlation measures, the implemented tests allow a stringent identification of regions of significant bias in microarray data. This feature can be especially valuable for a rapid detection of artifacts and may assist in the improvement of experimental protocols. Examples for optimized normalization, visualization and error detection are shown in Figure 1 .
Besides within-array normalization performed by the OLIN algorithm, the R package also includes methods for between-array normalization.
CONCLUSIONS
We developed an R package for optimized normalization and quality testing of microarray data. Optimized normalization was demonstrated to significantly improve the data quality and, thus, to support the validity of results derived in follow-up gene expression analysis (Futschik and Crompton, 2004) . Emphasis was put on the integration of methods for the detection and visualization of systematic errors.
Whereas the OLIN procedure implemented here aims primarily to correct intensity-and location-dependent dye bias, the basic iterative procedure incorporating model selection should be easily adapted to the correction of other types of systematic errors. To support the implementation of optimized normalization in other software, the complete source code is included in the freely available R package.
Finally, the methods implemented in the OLIN package are not restricted to two-channel microarrays, but can be applied to other array platforms as well. We believe therefore that they will be of general use to many researchers using array technologies.
