I. INTRODUCTION
Let A = {H,, . . . . H,,, ' be an arrangement of hyperplanes in C'. Let it4 = C'-U (H,: 1 < i 6 n). We call M the complement of A. It was shown in [4] that the cohomology ring H*(M) is completely determined by the intersection lattice L. This result has prompted several conjectures concerning the relationship between L and M. As one would expect, these all involve the dependence of other topological invariants of M on the combinatorial structure of L. For example, the question has been raised whether the homotopy type of M is determined by L. Conversely, one can ask whether there are combinatorially distinct arrangements ( = nonisomorphic intersection lattices) which have homotopy equivalent complements. This is the problem addressed in this paper.
In [4] the determination of H*(M) from L is accomplished by first defining an algebra A(L) in terms of generators and relators which depend only on the lattice, and then showing this algebra to be isomorphic to H*(M). This allows us to cast the question posed above in terms of com-binatorial algebra. We look for distinct lattices L, and L, such that the algebras A(L, ) and A(L,) are isomorphic, and then attempt to construct arrangements with intersection lattices L, and L,. Because the definition of A(L) is in terms of generators and relators, this becomes a highly nontrivial problem. One would then determine whether M, and M2 are homotopy equivalent by examining the fundamental group (in our setting the spaces will be aspherical).
As a first step, the Poincare polynomial of A(L) may be computed in terms of the Mobius function of L. Thus we may limit our search for examples to those lattices for which these polynomials coincide. This will guarantee that the algebras are isomorphic as Z-modules. In this case, there is another series of invariants of A(L) which will sometimes distinguish the algebras [ 11. These numbers arise in the rational homotopy theory of M, and are related to the fundamental group. In algebraic terms, they come out of a certain type of resolution of the algebra A(L). At any rate, the main result of [2] implies that these invariants will also match up if the lattices come from fiber-type arrangements. In this case the lattices are supersolvable and the algebras are isomorphic as graded modules to the tensor product of free algebras determined by the exponents [S] .
We are thus led to consider pairs of fiber-type arrangements with the same exponents. The smallest such arrangements are displayed in Example 3.1.
It is at this stage that the present result comes into play. We will define another invariant rj which suffices to distinguish many of these examples. This invariant places further restrictions on the multiplicities that can occur in the rank two part of the lattice. (The Poincare polynomial already places some constraints on these multiplicities.)
But there exist examples of combinatorially distinct fiber-type arrangements (with the same exponents) for which this new invariant will not distinguish the algebras. We construct two examples of this phenomenon in Section 3. In the first, the multiplicities which appear in rank two are different, but result in the same value for ti. In the second example, the multiplicities in rank two actually coincide, but the lattices are not isomorphic. Whether the algebras arc isomorphic in these cases remains an open question.
The ideas which lead to the invariant $ were introduced in [I] from the perspective of rational homotopy theory. At that point, $ was defined in terms of the lattice (cf. Theorem 2.1 ) and was not known to be an algebraic invariant. Here we define $ algebraically and show that this definition is equivalent to the previous combinatorial definition of [ 11. The present work is written without reference to minimal models or rational homotopy theory, and is independent of [ 11. The construction of this paper may indeed have applications to other purely algebraic ring isomorphism questions.
Let L be a geometric lattice, and let A = A(L) be the graded commutative algebra associated to L as defined in [4] . Let E be the free exterior algebra generated by A', and let 7~: E + A be the canonical map. Then n is onto, and the relation ideal I= kernel(n) has a nice description in terms of the lattice [4] . We consider the map d: E' @I' + E3 defined by multiplication in E. Let V= kernel(d), and let w be the subspace spanned by decomposable elements of I'. Then II/ = $(A) = dim( IV) and 4 = $(A) = dim( V) are invariants of A, which we call "local" and "global" for reasons which will become apparent later.
The invariant 4 appears in the rational homotopy theory of M-namely,
where G is the fundamental group of h4 and G= Go 2 G' 2 G' .. . is the lower central series of G. This number is tedious to compute in general, but is given by a known function of the betti numbers dim(A'), i 3 0, in the case of fiber-type arrangements [2] . On the other hand, the local invariant $ is equal to = 0 2 m c,,,
where c,, is the number of rank two lattice elements of multiplicity nr. By counting (unordered) pairs of hyperplanes, one obtains a second identity relating the c,, to algebraic invariants of A. Specifically, where n is the first betti number ( = the number of atoms in L). This leads to the result in rank 3 that among fiber-type arrangements with the same exponents, the "trivial" product arrangement is characterized by the equation 4 -IJ = 0.
Here is an outline of the paper. In Section 2 we define the algebra A(L), the invariants 4 and II/, and establish the identity relating $ to the rank two part of the lattice. Section 3 consists of applications to the topology of hyperplane complements. Here we prove that 4 -$ = 0 determines the product arrangements among the class of rank 3 fiber-type arrangements. Then we give examples of arrangements with the same Poincare polynomial for which II/ is also the same. Among these examples are fiber-type arrangements for which the multiplicities in rank two (i.e., the cm, m 3 2) coincide, but the lattices are not isomorphic. It is still not known whether the algebras A(L) are isomorphic for the Examples 3.3, 3.5, or 3.6. We say .I is dependent if r(a;, v . . v (I,,,) <p. Let I be the ideal generated by jiie,lJ is dependent 1. Then I is an homogeneous ideal, so E/Z inherits a grading from E. The associative, graded commutative algebra E/Z is denoted by ,4(L). Let 7-r : E + A(L) denote the canonical projection.
Remark.
Observe that the combinatorial generators n(e,) are not a priori determined by the algebra structure. If these generators could be identified, one could reconstruct the lattice L from the algebra A(L).
In what follows, we abbreviate A(L) to A. Note that I' = 0, since any pair of distinct atoms LI, and a, satisfies r(u, v u,) = 2. Thus, A' is isomorphic to E'. Henceforth, we identify E with A (A' ).
Let d: E' @I' + E' be the map defined by multiplication in E. Note that d depends only on the isomorphism type of the algebra A, since I'= kernel (E'= A' (A') + A'). Let I'= kernel(d). Let W be the subspace spanned by elements of the form P @ r in V'. The present section is devoted to the proof of 2.1. The proof also allows the calculation of $ = dim( IV) in terms of the multiplicities (i.e., Mobius numbers) in the rank two part of the lattice (Corollary 2.10).
Theorem 2.1 shows that W consists of local relations (i.e., relations supported locally near rank two lattice elements) among the elements of I', with coefftcients from E '. On the other hand, V consists of all such relations. Hence the local-global terminology of the introduction.
Theorem 2.1 will be proven in stages. First we show that i is injective. Next we show that each V,, is spanned by decomposable elements. Finally we show that W is contained in the image of i. that I' generates I, and that I",= E" for all tz > 3. (Use the identity e,de, = fe,, for ,ig J.) Then G!: E' @I' + E3 is surjective. According to [4] 
Proposition 2.3 is just another manifestation of Witt's formula for the rank of the third factor in the lower central series of a free group or free Lie algebra (cf. [2, Thm. 4.11). Now suppose {u,, a,. uk{ Gatom(L) with i<j<k and r(u, v a, v a,) =2. Then C7eirk=e,,-e,,+e,,=(e,-e,)(e,-e,)EZ", and both (e,-e,)@ c c r,k and (en -e,) @ ?e,,, are elements of V = ker(d), and are decomposable. % If L has rank two, there are precisely 2(y) of these elements, where m = #atom(L). We will show that these elements are linearly independent. To do this we construct a nice basis for E' @I'. Set .yi = ej -P, for 2 < i < 1~1, and set Y,, = if>,,, = s,.~, for 2 < i <,i < HI. Clearly the .Y, are linearly independent elements of E'. LEMMA 2.4. Jf' 2 < i < i < h < ttt, tltctt CC,,, = rir ~ r,k + r,,.
Proof:
Since ii = 0. we have 0 = (7ie 7, I r,h = 1 1 i,h --I',h + r,i ~ r,,. 1 Proof:
By 2.4, the r,, span I'. From the proof of 2.3, we have dim(Z') = ("I1 '). and the assertion follows by comparing dimensions. where .Y,% E V,-for each X, Proqf: Let jtie,,lJE J) be a basis for I'. Write e=C 3.,e, and r = C pJ?e,, summing over 1 < i 6 n and JE J, respectively. For JE J, J={j,k,l), set XJ=a,va,va,, and note that r(X,) = 2. Fix .I,= {j, k, 1) with ,i< k < 1. First we show that /I,p,,#O implies that a, <A' ,,". Suppose not. Then a, k A',,. which implies that e,, and e,, do not occur in any i?eJ, and ek, does not occur in any de,, besides de,. Thus, the coefftcient of e,k, in Set s,~=eOr,~=C,-,=,-/1,Cl,~,Oae,. By the claim above, we have sX E E,\.@ I$. From this we get ds., E Ei.. Since 0 Ei. E Es, we conclude from 0 = ds = x ds,y that ds,y= 0 for all X. Thus SUE V,v, and we are done. 1
The main result 2.1 is now a consequence of 2.2, 2.8, and 2.9. Using 2.1 and 2.3, we can compute the dimension Ic/ of W, a numerical invariant of the algebra A(L). For XE L with r(X) = 2, define the multiplicit}, of X m(X) = #atotn( Lx), the number of atoms of L covered by A'. Let cnl be the number of rank 2 lattice elements of multiplicity m. The first of these is the focus of much current research in the theory of arrangemenis; neither question has been resolved. The construction of Section 2 provides one further tool for examining Question 2.
Let us look at some examples. Suppose A, and A, are fiber-type arrangements with exponents 1 = ~1,. tlz, and (1, (refer to [3] for definition and relevant properties). Then H"(M, ) is isomorphic to Hp( M,) for each p. Furthermore, M, and M2 are both aspherical spaces, and the graded groups defined by the lower central series of the fundamental group are also isomorphic [I] . In particular the invariant d = dim( I') of Section 2 will be the same for L, and L,. Until now it was not known whether H*(A4,) and H*(M,) are necessarily isomorphic as rings. This is an instance of a more genera1 phenomenon. A product arrangement in C3 is an arrangemen't which (in some coordinate system) consists of two subarrangements A,. and A,Z such that (i) the plane r=O is in A,.;
(ii) all planes in A,. have defining forms independent of ~1; and (iii) all planes in A,, have defining forms independent of X.
Product arrangements are fiber-type with exponents 1, d2 = #A, and d, = #A,,. It follows from Witt's formula that 4 -$ = 0 for product arrangments (cf [ 1, 21). Arrangement A, of Example 3.1 is a product arrangement with exponents 1, 2, and 3. . Checking 2.10 we see that the invariant IJ? = 52 for each of these two arrangements. Using some results from Section 3 of [ 11, one can determine that the global invariant 4 is equal to 77 for each of these arrangements (both are parallel, hence Z-determined arrangements. so that 4 is given by the LCS formula as a function of the betti numbers). However, these examples are not fiber-type, so it is possible that the higher order invariants which appear in the minimal model will distinguish the cohomology rings. This has not been checked. In any case, these examples may be used to construct fiber-type arrangements with the same exponents for which I/I will still coincide. To do this one uses the arrangements above as the horizontal subarrangements, obtaining a pair of fiber-type arrangements with 23 hyperplanes and exponents 1. 11. and 1 I. In attempting to construct the example above, it became clear to us that forcing the Poincare polynomials and local invariants to match up imposes strong restrictions on the multiplicities. Suppose. for instance, that c,,, = 0 for all 1112 5. Then the equations determine c.', cl, and cJ uniquely. This establishes the following result, There are also examples in rank 3 where the multiplicities match up, though the lattices are not isomorphic. EXAMPLE 3.5. The pair of arrangements pictured below each have Poincare polynomial 1 + 6t + 13t'+ 8t3 = (1 + t)( 1 + 5t + 8t') and multiplicities c2 = 9 and c3 = 2. Thus I) = 4 for both arrangements. A routine computation shows that 4 = 4 also for both arrangements. It is not known whether the higher order invariants of the minimal model agree for these arrangements, since they are not fiber-type.
The intersection lattices of these arrangements are not isomorphic, since both multiple intersection lines in A, are contained in a single hyperplane, which is not the case in A,. EXAMPLE 3.6. Here is a pair of fiber-type arrangements with exponents 1, 4, and 4 for which the multiplicities match up. Thus all known invariants of the cohomology algebra coincide.
The intersection lattices of these arrangements are not isomorphic because the unique line of multiplicity 5 lies in a plane which contains no lines of multiplicity 3 in A,, but not in A?.
For any of the last three pairs of arrangements, it would be interesting to know whether the cohomology rings are isomorphic. and. if so, whether the complements are homotopy equivalent.
Noi<, udtled in JW(X$ We have recently shown that the pair of arrangements m 3.5 hax homotopy equivalent complements.
