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Continuous Integration merupakan suatu konsep yang 
menawarkan kemampuan integrasi, uji coba fungsionalitas, serta 
penanaman aplikasi pada lingkungan produksi secara otomatis. 
Konsep ini memungkinkan kode sumber dari pengembang yang 
berbeda bisa diintegrasikan, kemudian secara  otomatis  
dilakukan uji fungsionalitas terhadap kode sumber  tersebut  
untuk memastikan kelayakannya. Continuous Integration 
mendukung pengembangan aplikasi bisa berlangsung dengan 
cepat dan memastikan aplikasi yang ada pada lingkungan 
produksi bisa menjalankan fungsionalitasnya dengan  baik. 
Unit test merupakan istilah yang digunakan pada proses uji 
fungsionalitas aplikasi dalam Continuous Integration. 
Keberhasilan dari unit test ditunjukkan dengan keberhasilan 
perangkat lunak menghasilkan keluaran berdasarkan masukan 
yang disediakan sesuai batasan yang telah dibuat. Proses ini 
mengesampingkan aspek keamanan aplikasi karena pada 
dasarnya unit test hanya bertujuan untuk memastikan aplikasi 
bisa   berfungsi   sesuai   kebutuhan.       Oleh   karena   itu, pihak 
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pengembang harus menggunakan alat kakas tambahan untuk 
melakukan penetration testing dan menganalisa celah keamanan 
pada aplikasi. Proses penetration testing tersebut berlangsung 
setelah proses pengembangan selesai. Mengingat aspek 
keamanan merupakan hal krusial yang perlu diperhatikan pada 
aplikasi, muncullah sebuah gagasan baru yakni aplikasi 
Continuous Integration yang mampu melakukan penetration 
testing. Solusi ini bertujuan untuk  memastikan  kode  sumber 
tidak memiliki celah keamanan, atau  memberikan  peringatan 
dini kepada pengembang agar memperbaiki kode sumber jika 
memiliki celah keamanan. 
Berdasarkan hasil uji coba, sistem yang dibangun pada  
Tugas Akhir ini mampu menjalankan  aktivitas  penetration 
testing secara otomatis maupun terjadwal pada saat proses 
pengembangan berlangsung serta mampu memberikan notifikasi 
hasil penetration testing melalui e-mail. Kelemahan yang  
terdapat pada sistem ini adalah konsumsi memory yang tinggi 
untuk setiap aktivitas penetration testing yang berlangsung, 
sehingga diperlukan sumber daya yang besar pula untuk 
menjalankan aktivitas penetration testing dalam jumlah  besar. 
Kata-Kunci:  Continuous Integration, Penetration Testing. 
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Continuous Integration is a concept that offers automation 
when doing integration,  functional test and deployment process  
of application. Different source codes from developers within a 
team are tested to ensure the eligibility, then integrated 
automatically to produce a good application. Continuous 
Integration supports rapid development of applications and 
ensures everything inside production environment works  fine. 
Unit test is a process of functional testing for application in 
Continuous Integration system.  It will report a success result if  
an application responds with the correct output for every  
provided test case based on functional requirements of 
application. This process override application security aspect 
because basically unit test aims to ensure the application can run 
the correct functions. Therefore, developers must  take  other  
tools to do penetration testing and analyze the security risks. 
Penetration test happen after the application out of development 
phase. Considering the important of security aspect for 
application,   comes  a  new  idea  that  Continuous     Integration 
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system can do penetration testing. This solution aims to ensure  
the application has a good level of security or provides the 
earliest possible warning for developers when  the  application 
has security risks. 
Based on trial results, the system designed is capable of 
running penetration test automatically during software 
development process and is able to provide the result of 
penetration testing via e-mail.  The weakness of this system is  
high memory consumption for every penetration testing activity, 
so greater resources are necessary to run large numbers of 
penetration testing activities. 
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BAB 1
PENDAHULUAN
Pada bab ini akan dipaparkan mengenai garis besar Tugas
Akhir yang meliputi latar belakang, tujuan, rumusan dam batasan
permasalahan, metodologi pembuatan Tugas Akhir, dan
sistematika penulisan.
1.1 Latar Belakang
Teknologi pembuatan perangkat lunak berkembang pesat,
tidak hanya mengikuti perkembangan kebutuhan konsumen,
namun juga mengikuti perkembangan kebutuhan di pihak
pengembang. Pesatnya pertumbuhan teknologi menyebabkan
permintaan akan perangkat lunak semakin tinggi. Pihak
pengembang pun dituntut untuk bisa mengefisienkan waktu
pengerjaan, sehingga perangkat lunak bisa cepat diproduksi dan
dioperasikan oleh konsumen. Untuk menjawab
tantangan-tantangan yang ada, berbagai konsep yang
memudahkan berjalannya proses pembuatan dan pengembangan
aplikasi hadir sebagai solusi yang bisa digunakan pihak
pengembang dalam proses pengerjaan proyek perangkat lunak.
Continuous Integration merupakan suatu konsep yang
menawarkan kemampuan integrasi, uji coba fungsionalitas, serta
penanaman aplikasi pada lingkungan produksi secara otomatis.
Konsep ini memungkinkan kode sumber dari pengembang yang
berbeda bisa diintegrasikan, kemudian secara otomatis dilakukan
uji fungsionalitas terhadap kode sumber tersebut untuk
memastikan kelayakannya. Continuous Integration memastikan
bahwa aplikasi yang ada pada lingkungan produksi adalah
aplikasi yang bisa menjalankan fungsionalitasnya dengan baik.
Uji fungsionalitas atau biasa disebut dengan istilah unit test
adalah proses uji coba terhadap fungsi-fungsi aplikasi dengan
cara menyediakan batasan masukan dan keluaran. Keberhasilan
dari unit test ditunjukkan dengan keberhasilan perangkat lunak
1
2menghasilkan keluaran berdasarkan masukan yang disediakan
sesuai batasan yang telah dibuat. Namun, terdapat kekurangan
pada alat kakas Continuous Integration yang sudah ada, yakni
unit test tidak melakukan uji coba terhadap kemungkinan celah
keamanan yang ada pada perangkat lunak. Pihak pengembang
harus menggunakan alat kakas tambahan untuk menganalisa
celah keamanan, seperti: OWASP ZAP, SQLMap, dan
sejenisnya. Berdasarkan kekurangan tersebut, penulis
menawarkan sebuah aplikasi Hosted Continuous Integration
yang mampu melakukan penetration testing pada saat proses
pengembangan berlangsung. Solusi ini bertujuan untuk
memastikan kode sumber tidak memiliki celah keamanan, atau
memberikan peringatan dini kepada pengembang agar
memperbaiki kode sumber jika memiliki celah keamanan.
1.2 Rumusan Masalah
Rumusan masalah yang diangkat pada Tugas Akhir ini dapat
dipaparkan sebagai berikut:
1. Bagaimana membuat aplikasi Hosted Continuous
Integration yang mampu menjalankan penetration testing?
2. Bagaimana melakukan penetration testing selama proses
pengembangan suatu aplikasi berlangsung, bukan setelah
aplikasi melewati proses produksi?
3. Bagaimana cara menginformasikan keberadaan celah
keamanaan kepada anggota tim pengembang aplikasi
ketika tahap pengembangan berlangsung, sehingga celah
tersebut bisa segera diperbaiki?
1.3 Batasan Masalah
Permasalahan yang dibahas dalam Tugas Akhir ini memiliki
beberapa batasan, diantaranya sebagai berikut:
31. Aplikasi Hosted Continuous Integration yang dibangun
merupakan pengembangan dari suatu kerangka kerja
Continuous Integration yang sudah ada.
2. Pendeteksian celah keamanan difokuskan pada aplikasi web
berbasis PHP.
3. Celah keamanan yang dideteksi adalah SQL Injection dan
Cross Site Scripting (XSS), Directory Indexing, Path
Traversal, dan Remote File Inclusion.
4. Laporan mengenai hasil uji kelayakan aplikasi oleh
aplikasi Continuous Integration yang dibuat ditampilkan
pada halaman website serta dikirim melalui e-mail kepada
semua kontributor yang terlibat pada proses
pengembangan tersebut.
5. Version Control System yang digunakan untuk uji coba
sistem adalah GitHub.
1.4 Tujuan
Tujuan dari pengerjaan Tugas Akhir ini adalah sebagai
berikut:
1. Membuat aplikasi Hosted Continuous Integration yang
mampu melakukan penetration testing.
2. Aplikasi Hosted Continuous Integration mampu
mendeteksi adanya celah keamanan SQL Injection, Cross
Site Scripting (XSS), Directory Indexing, Path Traversal,
dan Remote File Inclusion pada aplikasi web berbasis PHP
selama tahap pengembangan proyek perangkat lunak.
3. Aplikasi Hosted Continuous Integration mampu
memberikan notifikasi kepada pengembang akan tingkat
keamanan aplikasi yang sedang dikembangkan.
41.5 Manfaat
Adapun manfaat dari pengerjaan Tugas Akhir ini, antara lain:
1. Memudahkan tim pengembang aplikasi untuk mengetahui
tingkat keamanan aplikasi yang sedang dikembangkan
selama proses pengembangan berlangsung.
2. Memudahkan tim pengembang aplikasi dalam memeriksa
keberadaan celah keamanan, sebab proses pemeriksaan
celah sudah dijalankan otomatis oleh aplikasi Hosted
Continuous Integration.
3. Adanya pemberitahuan mengenai celah keamanan pada
aplikasi memberikan kesempatan bagi tim pengembang
untuk menutup celah keamanan yang ada sebelum aplikasi
menuju tahap produksi.
1.6 Metodologi
Metodologi yang digunakan pada pengerjaan Tugas Akhir ini
adalah sebagai berikut:
1. Studi Literatur
Studi literatur merupakan langkah yang dilakukan untuk
mendukung dan memastikan setiap tahap pengerjaan tugas
akhir sesuai dengan standar dan konsep yang berlaku. Pada
tahap studi literatur ini, akan dilakukan studi mendalam
mengenai Continuous Integration, Unit Test, Penetration
Test, tipe-tipe serangan dan kemungkinan celah yang ada
pada aplikasi berbasi web, serta cara penanganan dan
pencegahannya. Adapun literatur yang dijadikan sumber
berasal dari paper, buku, materi perkuliahan, forum serta
artikel dari internet.
2. Analisis dan Desain Perangkat Lunak
Pada tahap ini dilakukan beberapa tahapan meliputi
perancangan arsitektur aplikasi, serta perancangan
5antarmuka aplikasi.
3. Implementasi Perangkat Lunak
Pada tahap ini dilakukan beberapa tahapan implementasi
perangkat lunak yakni, tahap pengerjaan aplikasi
Continuous Integration, pengerjaan mekanisme untuk
penetration testing, dan mempersiapkan aplikasi website
bercelah untuk uji coba. Alat kakas yang digunakan
selama tahap implementasi ini didominasi oleh Sublime
Text dan Vim sebagai text editor serta Linux Terminal.
Adapun bahasa pemrograman yang akan digunakan antara
lain: Python sebagai bahasa pemrograman pada aplikasi
Continuous Integration dan mekanisme untuk penetration
testing, serta PHP sebagai bahasa pemrograman pada
aplikasi website bercelah untuk uji coba. Selain itu,
mekanisme untuk penetration testing juga didukung oleh
alat kakas W3af.
4. Pengujian dan Evaluasi
Tahap pengujian dan evaluasi dilakukan dengan cara
menyambungkan aplikasi dengan repositori GitHub berisi
aplikasi website berbasi PHP yang memiliki celah
keamanan. Pada repositori tersebut dilakukan beberapa
kali perubahan kode program untuk menutup celah
keamanan yang dilaporkan, kemudian mengevaluasi
perubahan laporan celah kemanan yang dihasilkan oleh
aplikasi.
1.7 Sistematika Laporan
Sistematika buku Tugas Akhir ini, antara lain:
1. Bab I, Pendahuluan
Bab ini membahas latar belakang, rumusan masalah,
batasan masalah, tujuan, manfaat, metodologi, dan
sistematika laporan Tugas Akhir.
62. Bab II, Tinjauan Pustaka
Bab ini membahas dasar teori yang berkaitan dengan topik
Tugas Akhir.
3. Bab III, Desain dan Perancangan Bab ini membahas
perancangan arsitektur dan cara kerja sistem yang akan
diimplementasikan.
4. Bab IV, Implementasi
Bab ini membahas implementasi sistem dari rancangan pada
tahap perancangan, meliputi pseudocode yang terdapat pada
sistem.
5. Bab V, Uji Coba dan Evaluasi
Bab ini membahas uji coba fungsionalitas sistem dengan
cara melihat keluaran yang dihasilkan oleh sistem, analisis
dan evaluasi terhadap keberhasilan fungsi serta
penggunaan sumber daya selama proses pengoperasian
sistem.
6. Bab VI, Penutup
Bab ini berisi kesimpulan dari hasil uji coba serta saran




Continuous Integration merupakan sebuah praktik dalam
pengembangan perangkat lunak yang dilakukan oleh suatu tim.
Dalam praktik ini, semua anggota tim melakukan proses integrasi
secara berkala terhadap bagian pekerjaan yang dilakukannya
dengan bagian pekerjaan yang dilakukan anggota tim lainnya.
Proses integrasi tersebut berlangsung pada suatu direktori pusat
yang menyimpan aplikasi secara utuh dan nantinya akan menjadi
hasil akhir dari proses pengembangan. Tiap anggota tim
menambahkan perubahan pada direktori tersebut, sehingga
anggota lainnya bisa mendapatkan perubahan yang terjadi pada
aplikasi. Setiap perubahan yang terjadi pada direktori pusat akan
dilakukan uji coba fungsionalitas, sehingga bisa dipastikan
bahwa direktori pusat menyimpan aplikasi yang benar.
Dewasa ini, praktik Continuous Integration didukung oleh
alat kakas yang memudahkan pengembang aplikasi dalam
menyelesaikan pengerjaannya. Alat kakas tersebut disebut
dengan Version Control System (VCS). Beberapa contoh VCS
yang sering digunakan, antara lain: Git, SVN, CVS, dan
Mercurial.
2.2 Version Control System
Version Control System (VCS) adalah suatu sistem repositori
berkas yang biasanya digunakan dalam pengembangan perangkat
lunak. VCS memungkinkan repositori tersebut dipantau
perkembangannya, mulai dari perubahan yang terjadi, pengguna
yang melakukan perubahan, kapan perubahan terjadi, dan lain
sebagainya. Oleh karena kemampuan yang dimilikinya, VCS
cocok digunakan pada proses pengembangan perangkat lunak
dengan metode kolaborasi. Beberapa contoh alat kakas VCS
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8yang sering digunakan dalam pengembangan perangkat lunak,
antara lain: Git, SVN, CVS, Mercurial, Bazaar, LibreSource, dan
Monotone.
2.3 Penetration Testing
Penetration testing atau biasa disebut dengan pen test
merupakan suatu metode untuk mengevaluasi keamanan dari
suatu infrastruktur teknologi informasi dengan cara
menyimulasikan serangan-serangan yang mungkin saja bisa
terjadi terhadap celah keamanan yang ada pada infrastuktur
tersebut. Infrastruktur yang dimaksud mencakup infrastuktur
jaringan, sistem operasi, maupun aplikasi yang tertanam di
dalamnya. Hasil dari penetration testing nantinya bisa digunakan
untuk menentukan keputusan pengamanan bagi infrastruktur
yang bersangkutan.
2.4 SQL Injection
SQL Injection merupakan teknik serangan terhadap aplikasi
dengan cara menyisipkan perintah-perintah SQL pada baris
masukan aplikasi. Aplikasi yang tidak memiliki penanganan
akan karakter-karakter khusus atau penyaringan masukan akan
mudah untuk dieksploitasi menggunakan teknik ini. Melalui
teknik ini penyerang bisa mendapatkan data-data yang
seharusnya tidak ditampilkan ke pengguna, mendapatkan hak
akses tanpa harus melalui proses autentikasi, melakukan
manipulasi data, bahkan mengambil alih kendali administrator
basis data.
2.5 Cross Site Scripting (XSS)
Cross Site Scripting (XSS) merupakan teknik serangan
terhadap aplikasi dengan cara menyisipkan baris kode berbahaya,
9umumnya dalam bentuk browser side script, agar dieksekusi oleh
pengguna lain. Teknik serangan ini digunakan oleh penyerang
untuk mengambil data-data sensitif pengguna seperti cookies,
session token, dan data-data sensitif lainnya yang tersimpan pada
peramban web dan digunakan dalam mengakses suatu website.
Menurut Acunetix, terdapat tiga jenis serangan XSS, antara lain:
• Stored XSS
Stored XSS dianggap sebagai serangan XSS paling
berbahaya. Pada serangan XSS jenis ini, penyerang
menyisipkan kode berbahaya dan membuatnya tersimpan
secara permanen pada aplikasi. Contohnya adalah
penyisipan kode berbahaya pada kolom komentar suatu
website forum. Kode tersebut akan tersimpan dalam basis
data aplikasi sebagai komentar, kemudian akan dieksekusi
oleh pengguna lain ketika mereka mengakses halaman
yang menyertakan komentar tersebut.
• Reflected XSS
Reflected XSS merupakan teknik serangan XSS yang
umum digunakan. Cara kerjanya adalah dengan
mengirimkan kode berbahaya bersamaan dengan request
kepada web server, kemudian web server akan
mengirimkan kembali kode tersebut kepada pengguna
sebagai respon atas request yang dijalankan sebelumnya.
Ketika respon diterima maka kode berbahaya tersebut akan
dieksekusi oleh pengguna. Penyerang biasanya
menggunakan media sosial untuk menyebarkan tautan
yang mengarahkan pengguna pada suatu website dengan
mengikutsertakan kode berbahaya pada request yang
dikirimkan, kemudian mengeksekusi kode berbahaya
tersebut ketika respon dari web server diterima kembali
oleh pengguna.
• DOM-based XSS
DOM-based XSS merupakan teknik serangan XSS yang
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bisa dijalankan ketika aplikasi memiliki client side script
yang menuliskan masukan pengguna sebagai isi dari
sebuah DOM (Document Object Model). Penyerang akan
menyisipkan kode berbahaya pada kolom masukan
pengguna, kemudian ketika aplikasi memroses masukan
tersebut dan memasukkannya ke sebuah DOM, maka kode
berbahaya tersebut akan dieksekusi.
2.6 Directory Indexing
Directory Indexing adalah suatu celah dimana penyerang
mampu melihat daftar file yang terdapat pada direktori aplikasi.
Terbukanya daftar file tersebut memungkinkan penyerang
mendapatkan informasi-informasi sensitif yang tersimpan pada
file tertentu.
2.7 Path Traversal
Path Traversal merupakan sebuah serangan yang bisa
dilancarkan terhadap aplikasi web dengan cara memanipulasi
celah masukan pengguna. Tujuan dari serangan ini adalah untuk
mengakses direktori server di luar direktori aplikasi yang
mungkin saja menjadi tempat penyimpanan informasi sensitif.
2.8 Remote File Inclusion
Remote File Inclusion merupakan sebuah serangan yang
memaksa aplikasi web untuk mengakses dan mengeksekusi file
dari tempat lain yang bisa saja berisi kode berbahaya. Penyerang
memanfaatkan celah masukan aplikasi seperti URL atau formulir
yang menyebabkan aplikasi mengikutsertakan suatu file
berdasarkan masukan yang diberikan. Jika masukan tersebut
diubah menjadi alamat file yang berisi kode berbahaya maka
aplikasi akan mengeksekusi kode berbahaya tersebut.
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2.9 PHP
PHP (akronim dari PHP: Hypertext Preprocessor)
merupakan sebuah bahasa pemrograman server-side yang umum
digunakan dalam pembuatan aplikasi berbasis web. PHP bisa
dikombinasikan dengan HTML membentuk sebuah halaman
web. Menurut hasil survey dari penyedia layanan survey seperti
GitHut, RedMonk dan IEEE Spectrum, PHP masih menjadi
bagian dari 10 besar bahasa pemrograman yang populer
digunakan untuk pemrograman web.
2.10 Buildbot
Buildbot merupakan sebuah kerangka kerja berbasis
open-source yang bisa digunakan untuk proses Continuous
Integration. Kerangka kerja ini dibangun menggunakan bahasa
pemrograman Python dan sudah dirancang untuk bisa
dikembangkan sesuai kebutuhan. Berikut ini merupakan
arsitektur dari kerangka kerja Buildbot.
Gambar 2.1: Arsitektur Kerangka Kerja Buildbot
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2.11 W3af
Web Application Attack and Audit Framework (w3af)
merupakan sebuah kerangka kerja yang digunakan untuk
melakukan proses audit dan mengeksploitasi celah keamanan
pada aplikasi berbasi web. W3af memiliki beberapa fitur
unggulan yang menjadi pertimbangan penulis sehingga
menggunakan kerangka kerja ini sebagai pendukung sistem yang
akan dibuat. Fitur-fitur tersebut antara lain:
• Mudah untuk diintegrasikan dengan aplikasi lain.
• Mampu berjalan sebagai sebuah web service.
• Pilihan output hasil pemindaian yang beragam.
• Memiliki fitur knowledge base yangmenyediakan informasi
detail mengenai celah keamanan yang terdeteksi.
BAB 3
DESAIN DAN PERANCANGAN
Bab ini membahas mengenai analisis dan perancangan sistem,
meliputi deskripsi umum sistem, diagram kasus penggunaan, fitur,
proses utama, diagram alir, arsitektur, dan desain antarmuka.
3.1 Deskripsi Umum
Aplikasi Hosted Continuous Integration dengan kemampuan
penetration testing merupakan sebuah sistem yang memudahkan
pengembang aplikasi berbasis web dalam menjalankan
serangkaian uji coba keamanan atau penetration testing terhadap
aplikasi yang dibuat sebelum masuk tahap produksi. Pengujian
yang dilakukan bisa berlangsung secara otomatis terjadwal
maupun ketika sistem mendeteksi adanya perubahan kode
sumber pada Version Control System (VCS). Sistem ini
merupakan kolaborasi dari dua komponen, yakni aplikasi
Continuous Integration dan Penetration Testing System sesuai
Gambar 3.1. Aplikasi Continuous Integration berfungsi sebagai
pusat kendali proses automasi, meliputi penentuan jadwal
eksekusi proses penetration testing, pendeteksi perubahan kode
sumber pada VCS serta pemicu komponen lain untuk bekerja.
Penetration Testing System berfungsi sebagai sarana penyedia
skenario serta media penyimpanan hasil penetration
testingterhadap aplikasi. Sistem ini dibangun oleh tiga subsistem
yang memiliki fungsi masing-masing, meliputi Penetration Test
Dashboard, Penetration Test Service dan Sandbox Service.
Penetration Test Dashboard berfungsi sebagai pusat kendali
Penetration Testing System yang menyediakan antarmuka bagi
pengguna untuk melakukan manajemen skenario dan hasil
penetration testing. Subsistem inilah yang memicu subsistem
lainnya untuk menjalankan fungsi masing-masing. Penetration
Test Service berfungsi untuk menyediakan alat kakas penetration
testingyang akan melakukan pemindaian celah keamanan
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terhadap aplikasi target. Sandbox Service berfungsi sebagai
sarana untuk menjalankan aplikasi web yang ingin diuji coba
pada suatu container terisolasi. Sandbox Service menggunakan
kemampaun Docker untuk mendukung fungsionalitasnya.
Gambar 3.1: Skema Komponen Sistem
Fungsionalitas sistem dimulai ketika aplikasi Continuous
Integration mendeteksi adanya perubahan kode sumber pada
VCS atau tercapainya jadwal untuk melakukan penetration
testing. Aplikasi tersebut kemudian memicu Penetration Testing
System untuk memulai aktivitas penetration testing. Ketika
menerima perintah tersebut, subsistem Penetration Test
Dashboard mengirimkan perintah kepada Sandbox Service untuk
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menjalankan aplikasi web pada lingkungan Docker. Setelah
aplikasi web berjalan dalam Docker, Penetration Test
Dashboard kembali mengirim perintah kepada Penetration Test
Service untuk memulai skenario penetration testing dengan cara
melancarkan pola-pola serangan terhadap aplikasi web tersebut.
Hasil uji coba diolah dan disimpan ke dalam basis data oleh
Penetration Test Service untuk kemudian ditampilkan kepada
pengguna atau aplikasi Continuous Integration. Data hasil uji
coba inilah yang bisa digunakan pengembang dalam
mengevaluasi dan memperbaiki kode program, sehingga tidak
menimbulkan masalah di kemudian hari. Aliran informasi dan
perintah yang terjadi dalam sistem tertera pada Gambar 3.2.
Gambar 3.2: Aliran Informasi dan Perintah pada Sistem
3.2 Diagram Kasus Penggunaan
Sistem yang dibangun berupa aplikasi web dengan fitur
sesuai skenario kasus penggunaan yang tertera pada Gambar 3.3.
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Terdapat dua aktor yang terlibat dengan sistem, yakni pengguna
yang merupakan pengembang aplikasi dan memiliki kepentingan
akan uji coba serta aplikasi Continuous Integration yang
menggunakan kemampuan sistem ini untuk melakukan uji coba
penetration testing terhadap suatu aplikasi.
Gambar 3.3: Digram Kasus Penggunaan
Diagram pada Gambar 3.3 menjelaskan kasus penggunaan
pada sistem dan dideskripsikan masing-masing pada Tabel 3.1.
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3.3 Fungsionalitas Sistem
Aplikasi yang dibangun pada Tugas Akhir ini memiliki
fungsionalitas yang mendukung skenario kasus penggunaan.
Fungsionalitas tersebut tersebar pada setiap subsistem yang
meliputi:
a Fungsionalitas pada subsistem Sandbox Service:
• Kloning aplikasi dari VCS secara otomatis
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Fungsi ini berfungsi untuk membuat salinan kode
sumber aplikasi web dari VCS pada lingkungan uji
coba.
• Eksekusi aplikasi pada lingkungan sandbox secara
otomatis
Fungsi ini berfungsi untuk menjalankan aplikasi web
yang telah disalin dari VCS secara virtual pada
lingkungan server produksi terisolasi, sehingga
aplikasi bisa diakses seperti layaknya dalam
lingkungan produksi. Lingkungan virtual tersebut
didukung oleh aplikasi Docker.
b Fungsionalitas pada subsistem Penetration Test Service:
• Penetration testing
Fungsi ini merupakan fitur utama yang berfungsi
untuk melancarkan pola-pola serangan terhadap
aplikasi web yang berjalan pada lingkungan sandbox.
Serangan tidak akan mempengaruhi lingkungan
lainnya sebab hanya difokuskan pada aplikasi web
yang sudah terisolasi.
c Fungsionalitas pada subsistem Penetration Test
Dashboard:
• Manajemen skenario uji coba
Fungsi ini memungkinkan pengguna untuk membuat
skenario uji coba yang meliputi aplikasi apa yang
akan diuji, alamat repositori serta profil serangan
yang dipilih. Melalui fitur ini pula pengguna bisa
mengeksekusi perintah untuk memulai proses
penetration testing.
• Laporan hasil uji coba
Fungsi ini berfungsi untuk menangkap hasil
penetration testing dari subsistem Penetration Test
Service yang kemudian diolah dan ditampilkan
kepada pengguna.
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d Fungsi penjadwalan dan deteksi perubahan kode sumber
Fungsi ini berfungsi untuk menentukan jadwal eksekusi
satu rangkaian uji coba terhadap aplikasi web berdasarkan
jadwal pasti yang telah ditentukan maupun perubahan kode
sumber yang terjadi pada VCS. Fungsi ini sudah
disediakan oleh aplikasi Continuous Integration dan siap
diintegrasikan dengan tiga subsistem di atas.
e Fungsi notifikasi hasil uji coba
Fungsi ini berfungsi untuk memberikan notifikasi melalui
e-mail ketika suatu rangkaian uji coba selesai dilakukan.
Fungsi ini sudah tersedia pula pada aplikasi Continuous
Integration.
3.4 Arsitektur Sistem
Arsitektur sistem terdiri dari dua bagian, yakni arsitektur
aplikasi serta arsitektur jaringan yang digunakan untuk
menjalankan sistem.
3.4.1 Arsitektur Aplikasi
Hosted Continuous Integration yang akan dibangun terdiri
dari tiga subsistem yang menjalankan fungsionalitas utama serta
satu aplikasi Continuous Integration sesuai dengan Gambar 3.4.
Server Continuous Integration berfungsi sebagai penerima
informasi perubahan kode sumber aplikasi dari VCS,
menentukan jadwal eksekusi skenario uji coba penetration
testing, dan memerintahkan Penetration Test Dashboard untuk
mengeksekusi skenario uji coba.
Server Penetration Test Dashboard berfungsi sebagai pusat
pengaturan fungsionalitas sistem, meliputi pengaturan profil
serangan, pengaturan skenario uji coba serta menjalankan
skenario uji coba. Profil serangan menyediakan informasi
mengenai langkah-langkah serangan yang akan dilancarkan pada
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Gambar 3.4: Arsitektur Aplikasi
suatu skenario uji coba. Skenario uji coba menyediakan
informasi mengenai nama aplikasi, alamat repositori VCS serta
profil serangan yang akan digunakan. Ketika skenario uji coba
dijalankan, Penetration Test Dashboard memerintahkan Server
Penetration Test Service untuk melontarkan pola-pola serangan
sesuai profil yang dipilih terhadap aplikasi web yang sudah
dijalankan pada lingkungan sandbox pada Server Sandbox
Service.
Server Penetration Test Service menyediakan web service
untuk melancarkan serangan-serangan dalam skenario
penetration testing. Terdapat beberapa aplikasi penetration
testing yang berjalan pada server ini dan siap menerima perintah
untuk menyerang aplikasi web yang berjalan pada sandbox.
Server Sandbox Service berfungsi sebagai lingkungan
sandbox untuk menjalankan aplikasi web seolah-olah seperti
berada pada lingkungan produksi. Pola-pola serangan akan
dilancarkan pada aplikasi web yang berjalan pada lingkungan
sandbox ini. Sandbox menyebabkan serangan tidak akan
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mempengaruhi lingkungan serta aplikasi lain karena aplikasi
yang diserang berjalan pada lingkungan yang terisolasi. Server
ini didukung oleh aplikasi Docker untuk menjalankan
fungsionalitas sandbox.
3.4.2 Arsitektur Jaringan
Subsistem pada sistem yang dibuat pada Tugas Akhir ini
berada pada satu jaringan yang sama. Terdapat enam buah server
yang memiliki fungsi berbeda-beda seperti yang terlihat pada
Gambar 3.5. Tiga buah server berfungsi sebagai aplikasi
Continuous Integration yang didukung oleh kerangka kerja
Continuous Integration Buildbot. Buildbot memiliki layanan
Buildbot Master sebagai manajer segala fungsionalitasnya serta
Buildbot Slave sebagai worker yang menjalankan segala macam
uji coba. Sistem ini menjalankan satu buah Buildbot Master dan
dua buah Buildbot Slave. Buildbot Master bertugas menerima
perubahan kode sumber dari VCS dan memerintahkan Buildbot
Slave untuk melakukan uji coba terhadap aplikasi web. Buildbot
Slave 1 berfungsi sebagai worker untuk menjalankan unit test
dan functional test. Unit test dan functional test tidak akan
dibahas terlalu detail karena merupakan rangkaian uji coba
kesesuaian aplikasi terhadap daftar kebutuhan. Buildbot Slave 2
berfungsi sebagai worker untuk menjalankan uji coba
penetration testing. Pada worker kedua inilah ditanamkan script
yang memicu subsistem Penetration Test Dashboard untuk
memulai penetration testing.
3.4.3 Desain Server Penetration Test Dashboard
Penetration Test Dashboard merupakan sebuah layanan
berbasis web yang menyediakan antar muka bagi developer
untuk melakukan manajemen terkait proses uji coba keamanan
aplikasi. Subsistem ini dibangun menggunakan kerangka kerja
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Gambar 3.5: Desain Arsitektur Jaringan
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Express JS, React JS, basis data MySQL serta pustaka Socket.IO
untuk mendukung protokol komunikasi websocket. Protokol
websocket digunakan untuk mengirim hasil uji coba secara
real-time ketika proses penetration testing sedang berlangsung.
Diagram arsitektur Penetration Test Dashboard tertera pada
Gambar 3.6.
Gambar 3.6: Diagram Arsitektur Penetration Test Dashboard
3.4.4 Desain Server Sandbox Service
Sandbox Service merupakan sebuah server yang berfungsi
sebagai penyedia lingkungan virtual atau sandbox untuk
menjalankan aplikasi web yang ingin diuji coba. Sandbox
memungkinkan aplikasi web berjalan seperti layaknya pada
lingkungan produksi tanpa mempengaruhi aplikasi lain yang
berjalan pada sistem operasi yang sama. Sandbox Service
dibangun menggunakan Python Tornado sebagai web service
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yang menerima perintah aktivasi sandbox dari subsistem
Penetration Test Dashboard dan didukung oleh pustaka
GitPython untuk melakukan kloning kode sumber dari VCS serta
pustaka docker-py untuk berinteraksi dengan Docker. Aplikasi
Docker digunakan sebagai sarana untuk menjalankan sandbox
bagi tiap aplikasi web yang ingin diuji coba. Diagram arsitektur
Sandbox Service tertera pada Gambar 3.7.
Gambar 3.7: Diagram Arsitektur Sandbox Service
3.4.5 Desain Server Penetration Test Service
Fungsi utama dari sistem terdapat pada subsistem
Penetration Test Service. Subsistem ini menyediakan aplikasi
penetration testing yang akan melancarkan serangan-serangan
pada aplikasi web yang akan diuji coba. Aplikasi penetration
testing yang berjalan pada subsistem ini adalah W3af. W3af
berjalan sebagai web service dan bisa menerima perintah dari
Penetration Test Dashboard. Diagram arsitektur Penetration
Test Service tertera pada Gambar 3.8.
27
Gambar 3.8: Diagram Arsitektur Penetration Test Service
3.5 Diagram Alir
Subbab ini membahas mengenai diagram alir yang dibagi
menjadi tiga bagian, meliputi Penetration Test Dashboard,
Sandbox Service dan Penetration Test Service.
3.5.1 Diagram Alir Penetration Test Dashboard
Penetration Test Dashboard merupakan server pusat kendali
segala aktivitas uji coba keamanan. Sistem ini berjalan sebagai
sebuah web service dan memiliki antar muka pengguna berupa
tampilan dasbor. Secara umum cara kerjanya adalah menunggu
datangnya request lalu mencarikan halaman yang sesuai.
Terdapat dua fitur utama yang disediakan Penetration Test
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Dashboard, meliputi manajemen serangan dan manajemen
skenario. Diagram alir sistem ini secara umum tertera pada
Gambar 3.9, kemudian diperjelas pada Gambar 3.10 untuk fitur
manajemen serangan serta Gambar 3.11 untuk fitur manajemen
skenario.
Manajemen serangan menampilkan daftar profil serangan
dalam bentuk tabel beserta aksi untuk create, update dan delete.
Ketika fitur create dijalankan, sistem menampilkan formulir
isian profil serangan baru sedangka untuk aksi update, sistem
menampilkan formulir berisi informasi yang sudah tersimpan
pada basis data. Aksi delete menyebabkan data tertentu dihapus
dari basis data. Hal yang sama juga berlaku untuk fitur
manajemen skenario. Namun, pada manajemen skenario terdapat
aksi jalankan skenario untuk memerintahkan Sandbox Service
dan Penetration Test Service bekerja.
3.5.2 Diagram Alir Sandbox Service
Sandbox Service berjalan sebagai sebuah web service yang
siap menerima perintah dari Penetration Test Dashboard. Sistem
akan membaca request yang masuk kemudian memastikan
request paramater memenuhi ketentuan. Suatu request
memenuhi ketentuan jika berisi informasi nama aplikasi serta
alamat repositori VCS. Jika request parameter tidak memenuhi
ketentuan, maka requst tidak dilayani. Namun, jika request
parameter memenuhi ketentuan, maka sistem akan memeriksa
daftar running task untuk memastikan apakah request sedang
dalam proses eksekusi. Satu request hanya bisa dieksekusi sekali
dalam satu waktu untuk menghindari konflik saat pembentukan
sandbox. Untuk menjalankan sandbox, sistem harus memastikan
bahwa kode sumber aplikasi sudah diunduh dari VCS ke
direktori lokal. Sistem secara otomatis menentukan apakah aksi
yang dilakukan adalah clone atau pull. Jika aplikasi belum
tersedia pada direktori lokal maka sistem akan menjalankan
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Gambar 3.9: Diagram Alir Penetration Test Dashboard Secara Umum
perintah clone, sedangkan jika aplikasi sudah tersedia maka
sistem cukup menjalankan perintah pull untuk mendapatkan
kode sumber terbaru. Selanjutnya sistem akan mengatur file
konfigurasi aplikasi berdasarkan opsi yang sudah ditentukan oleh
pengguna. File konfigurasi yang dimaksud adalah beberapa file
yang harus dimodifikasi setelah aplikasi diunduh dari VCS agar
bisa berjalan dengan baik, misalnya file konfigurasi basis data.
Setelah kode sumber siap, sistem akan menjalankan container
untuk aplikasi menggunakan Docker. Jika sebelumnya sudah
terdapat container untuk aplikasi yang akan dijalankan, maka
container tersebut dinonaktifkan lalu dihapus dan dibuat kembali
demi memastikan kesesuaiannya dengan kode sumber terbaru.
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Gambar 3.10: Diagram Alir Manajemen Serangan pada Penetration Test
Dashboard
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Gambar 3.11: Diagram Alir Manajemen Skenario pada Penetration Test
Dashboard
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Sistem secara otomatis menentukan alamat berbeda untuk setiap
container yang berjalan dengan cara membedakan port layanan,
sementara alamat IP tetap menggunakan IP Sandbox Service.
Pada tahap terakhir, sistem menghapus request dari daftar
running task yang menandakan bahwa request telah selesai
dieksekusi. Gambar 3.12 menunjukkan diagram alir dari
Sandbox Service.
Gambar 3.12: Diagram Alir Sandbox Service
3.5.3 Diagram Alir Penetration Test Service
Penetration Test Service berjalan sebagai web service yang
siaga untuk menerima perintah dari Penetration Test Dashboard.
Ketika request diterima, sistem akan memeriksa apakah request
berupa perintah untuk melakukan penetration testing atau
permintaan hasil penetration testing. Setiap request harus
menyertakan paramater yang menunjukkan alamat target
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penetrasi. Alamat target disediakan oleh Penetration Test
Dashboard dan merupakan alamat dari sandbox aplikasi yang
sedang berjalan. Jika request berupa perintah untuk penetration
testing maka sistem akan melancarkan serangan-serangan
terhadap alamat target. Sedangkan, jika request berupa
permintaan hasil, maka sistem akan memberikan hasil
penetration testing terhadap alamat target dalam format JSON.
Gambar 3.13 menunjukkan diagram alir untuk Penetration Test
Service.
3.6 Rancangan Antarmuka
Subbab ini membahas mengenai rancangan antarmuka
sistem, meliputi rancangan antarmuka Penetration Test
Dashboard, Sandbox Service, Penetration Test Service.
3.6.1 Antarmuka Penetration Test Dashboard
Penetration Test Dashboard memiliki antarmuka pengguna
berupa halaman dasbor yang dibangun menggunakan kerangka
kerja React JS. Terdapat templat dasbor yang dipakai pada
semua halaman yang disediakan sistem. Pada templat tersebut
tersedia bagian judul dan konten halaman yang dinamis dan bisa
diisi sesuai kebutuhan. Dua bagian inilah yang nantinya akan
berubah-ubah sesuai halaman yang dibuka pengguna. Desain
antarmuka templat dasbor tertera pada Gambar 3.14.
Fitur manajemen serangan menampilkan sebuah tabel berisi
daftar profil serangan beserta beberapa tombol aksi. Berikut ini
merupakan daftar komponen yang terdapat pada antarmuka
manajemen serangan beserta fungsinya:
• Tombol tambah profil serangan berfungsi untuk
menampilkan formulir tambah profil serangan baru.
• Tombol hapus profil serangan berfungsi untuk menghapus
data pada baris yang ditandai.
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Gambar 3.13: Diagram Alir Penetration Test Service
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Gambar 3.14: Desain Antarmuka Templat Dasbor pada Penetration Test
Dashboard
• Kotak pencarian berfungsi sebagai sarana mencari data
dengan kata kunci tertentu.
• Tombol edit pada setiap baris berfungsi untuk menampilkan
formulir edit data untuk baris tersebut.
• Tombol hapus pada setiap baris berfungsi untuk menghapus
data pada baris tersebut.
• Item profil serangan merupakan baris yang menunjukkan
detail dari data yang ada pada basis data.
• Item penanda baris berfungsi untuk menandai baris yang
akan dihapus. Penanda baris ini berkolaborasi dengan
tombol hapus profil untuk menjalankan fungsinya.
Desain antarmukamanajemen serangan tertera pada Gambar 3.15.
Fitur manajemen skenario menampilkan sebuah tabel berisi
daftar skenario serangan beserta beberapa tombol aksi. Berikut
ini merupakan daftar komponen yang terdapat pada antarmuka
manajemen skenario beserta fungsinya:
• Tombol tambah skenario berfungsi untuk menampilkan
formulir tambah skenario serangan baru.
• Tombol hapus skenario berfungsi untuk menghapus data
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Gambar 3.15: Desain Antarmuka Manajemen Serangan pada Penetration Test
Dashboard
pada baris yang ditandai.
• Kotak pencarian berfungsi sebagai sarana mencari data
dengan kata kunci tertentu.
• Tombol edit pada setiap baris berfungsi untuk menampilkan
formulir edit data untuk baris tersebut.
• Tombol hapus pada setiap baris berfungsi untuk menghapus
data pada baris tersebut.
• Item skenario merupakan baris yang menunjukkan detail
dari data yang ada pada basis data.
• Item penanda baris berfungsi untuk menandai baris yang
akan dihapus. Penanda baris ini berkolaborasi dengan
tombol hapus skenario untuk menjalankan fungsinya.
Desain antarmuka manajemen skenario tertera pada Gambar 3.16.
3.6.2 Antarmuka Sandbox Service
Sandbox Service tidak memiliki antarmuka grafis karena
tidak langsung berinteraksi dengan pengguna, melainkan
berinteraksi dengan Penetration Test Dashboard. Antarmuka
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Gambar 3.16: Desain Antarmuka Manajemen Skenario pada Penetration Test
Dashboard
yang bisa diakses oleh Penetration Test Dashboard berupa rute
web service yang harus diakses menggunakan protokol HTTP.
Rute yang disediakan adalah sebuah alamat yang harus diakses
menggunakan metode POST disertai parameter nama aplikasi
serta alamat repositori VCS. Jika rute ini diakses menggunakan
metode sesuai ketentuan, maka sistem akan menjalankan aksinya
untuk mengaktifkan sandbox bagi aplikasi target, kemudian
mengirimkan status aksi dalam format JSON.
3.6.3 Antarmuka Penetration Test Service
Penetration Test Service memiliki karakteristik serupa
dengan Sandbox Service yakni berupa web serivce tanpa ada
antarmuka grafis untuk pengguna. Rute yang disediakan lebih
beragam karena terdapat rute untuk menjalankan aksi
penetration testing dan rute untuk mendapatkan hasil dari
penetration testing.
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(Halaman ini sengaja dikosongkan)
BAB 4
IMPLEMENTASI
Bab ini membahas implementasi sistem Hosted Continuous
Integration secara rinci, meliputi lingkungan implementasi serta
rincian implementasi tiap subsistem.
4.1 Lingkungan Implementasi
Lingkungan implementasi dan pengembangan dibagi menjadi
dua bagian, meliputi perangkat lunak dan perangkat keras.
4.1.1 Perangkat Lunak
Lingkungan implementasi dan pengembangan dilakukan
menggunakan perangkat lunak sebagai berikut :
• Sistem Operasi Linux Ubuntu Server 14.04.04 LTS sebagai
lingkungan implementasi Sanbox Service, Penetration Test
Service dan Buildbot.
• Sistem Operasi Linux Ubuntu Desktop 14.04.04 LTS
sebagai lingkungan implementasi Penetration Test
Dashboard dan pengembangan sistem secara keseluruhan.
• Editor teks Vim untuk pengembangan script pada server
dan Sublime Text 2 untuk pengembangan sistem secara
keseluruhan.
• Git versi 1.9.1 untuk manajemen versi aplikasi selama
pengembangan serta mendukung kemampuan Sandbox
Service.
• NodeJS versi 6.2.1 untuk mendukung berjalannya
Penetration Test Dashboard.
• NPM versi 3.9.3 untuk manajemen paket NodeJS yang
dibutuhkan pada Penetration Test Dashboard.
• Bower versi 1.7.7 untuk manajemen aset yang dibutuhkan
pada antar muka grafis Penetration Test Dashboard.
• Nodemon versi 1.9.2 untuk menjalankan NodeJS selama
proses pengembangan Penetration Test Dashboard.
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• Python versi 2.7.6 untuk mendukung berjalannya Sandbox
Service dan Buildbot.
• Python Virtualenv versi 15.0.1 untuk mendukung
berjalannya Buildbot.
• MySQL versi 14.14 distribusi 5.5.49 untuk basis data pada
Penetration Test Dashboard serta Sandbox Service.
• Buildbot versi 0.9.0b8 sebagai aplikasi Continuous
Integration.
• Python Tornado versi 4.3 untuk menjalankan Sandbox
Service.
• Docker versi 1.11.1 untuk menjalankan lingkungan virtual
pada Sandbox Service.
• Express JS versi 4.13.1 untuk web server Penetration Test
Dashboard.
• React JS versi 15.1.0 untuk antar muka grafis pada
Penetration Test Dashboard.
• W3af sebagai alat kakas untuk melancarkan penetration
testing.
• Paket LaTex untuk pembuatan buku tugas akhir.
• Peramban web Mozilla Firefox dan Google Chrome untuk
uji coba sistem.
Selain itu, pengerjaan Tugas Akhir ini juga menggunakan pustaka
berikut:
• GitPython versi 2.0.3 untuk mendukung interaksi Sandbox
Service dengan Git.
• Docker-py versi 1.8.1 untuk mendukung interaksi Sandbox
Service dengan Docker.
• Bootstrap versi 3.3.6 untuk mendukung antar muka grafis
pada Penetration Test Dashboard.
• React Bootstrap Table versi 2.0.7 untuk mendukung antar
muka berupa daftar item pada Penetration Test Dashboard.
• Socket.IO versi 1.4.6 untuk mendukung kemampuan
real-time pada saat pembacaan hasil penetration testing
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oleh Penetration Test Dashboard.
4.1.2 Perangkat Keras
Lingkungan perangkat keras yang digunakan selama proses
pengerjaan Tugas Akhir ini adalah sebagai berikut:
• Komputer Aspire M3970 dengan processor empat inti
Intel(R) Core(TM) i3-2120, 4GB RAM dan sistem operasi
Linux Ubuntu Desktop 14.04.04 LTS untuk menjalankan
Penetration Test Dashboard dan mendukung proses
pengembangan sistem secara keseluruhan.
• Server dengan processor empat inti Intel(R) Xeon(R) CPU
E3-1220 V2 @ 3.10GHz, 8GB RAM dan sistem operasi
Proxmox untuk menjalankan beberapa subsistem pada
virtual machine, meliputi:
– Sandbox Service berjalan pada virtual machine dengan
processor satu inti, 512MB RAM, dan sistem operasi
Linux Ubuntu 14.04.4 LTS.
– Penetration Test Service berjalan pada virtual
machine dengan processor dua inti, 1GB RAM, dan
sistem operasi Ubuntu 14.04.4 LTS.
– Buildbot Master, Buildbot Slave 1 dan Buildbot
Slave 2 masing-masing berjalan pada virtual machine
terpisah dengan spesifikasi processor satu inti,
512MB RAM, dan sistem operasi Linux Ubuntu
14.04.4 LTS.
4.2 Rincian Implementasi Penetration Test Dashboard
Penetration Test Dashboard merupakan pusat kendali dari
semua aktivitas penetration testing. Implementasi subsistem ini
dibagi menjadi beberapa bagian, meliputi persiapan lingkungan
implementasi, instalasi paket, pseudocode, dan antar muka.
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4.2.1 Persiapan Lingkungan Implementasi
Persiapan lingkungan implementasi meliputi langkah-langkah
sebagai berikut:
1. Instalasi komputer dengan sistem operasi Linux Ubuntu
14.04.4 LTS, teks editor VIM dan Sublime Text 2.
2. Konfigurasi interface jaringan denganmenggunakan alamat
IP 10.151.36.30.
3. Instalasi Node JS, Node PacketManager (NPM), Bower dan
Nodemon.
4. Instalasi Git.
5. Instalasi MySQL sebagai basis data Penetration Test
Dashboard.
4.2.2 Instalasi Paket
Instalasi paket meliputi langkah-langkah sebagai berikut:
1. Instalasi paket Express JS, Socket.IO JS serta paket-paket
pendukung lainnya. Paket yang dibutuhkan oleh
Penetration Test Dashboard diunduh menggunakan
bantuan NPM dan terdokumentasi pada sebuah file dengan
nama package.json. Proses mengunduh dan
menginstalasi paket dilakukan dengan cara menjalankan
perintah npm install pada direktori yang sama dengan
keberadaan package.json, sehingga NPM bisa
mengunduh paket sesuai kebutuhan yang tertera pada file
tersebut. Isi dari package.json tertera pada Kode
Sumber 4.1.
1 {
2 " name " : " P e n e t r a t i o n Te s t Dashboard " ,
3 " v e r s i o n " : " 0 . 0 . 1 " ,
4 " p r i v a t e " : t r u e ,
5 " s c r i p t s " : {
6 " s t a r t " : " node . / b i n /www"
7 } ,
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8 " d ep endenc i e s " : {
9 " body p a r s e r " : " ~ 1 . 1 3 . 2 " ,
10 " bower " : " ^ 1 . 7 . 9 " ,
11 " cook ie p a r s e r " : " ~ 1 . 3 . 5 " ,
12 " debug " : " ~ 2 . 2 . 0 " ,
13 " e x p r e s s " : " ~ 4 . 1 3 . 1 " ,
14 " h and l e b a r s form h e l p e r s " : " ~ 0 . 1 . 3 " ,
15 " hbs " : " ^ 3 . 1 . 1 " ,
16 "morgan " : " ~ 1 . 6 . 1 " ,
17 " mysql " : " ^ 2 . 1 0 . 2 " ,
18 " p ing " : " ^ 0 . 1 . 1 0 " ,
19 " r e q u e s t j s o n " : " ^ 0 . 5 . 6 " ,
20 " s e q u e l i z e " : " ^ 3 . 1 9 . 1 " ,
21 " s e rve f a v i c o n " : " ~ 2 . 3 . 0 " ,




Kode Sumber 4.1: Isi package.json pada Penetration Test Dashboard
2. Instalasi pustaka yang dibutuhkan oleh antar muka
Penetration Test Dashboard dengan bantuan Bower dan
terdokumentasi pada file bower.json. Proses ini
dilakukan dengan cara menjalankan perintah bower
install pada direktori yang sama dengan keberadaan
bower.json, sehingga Bower akan mengunduh semua
pustaka yang dibutuhkan sesuai isi dari file tersebut. Isi
dari bower.json tertera pada Kode Sumber 4.2.
1 {
2 " name " : " p u b l i c " ,
3 " homepage " : " h t t p s : / / g i t h u b . com / s d a rmapu t r a /
p e n t e s t dashboa rd " ,
4 " a u t h o r s " : [
5 " s d a rmapu t r a < su r y a . igede@gmail . com>"
6 ] ,
7 " d e s c r i p t i o n " : " Ap p l i c a t i o n a s s e t s " ,
8 "main " : " " ,
9 " moduleType " : [ ] ,
10 " l i c e n s e " : "MIT" ,
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11 " i g n o r e " : [
12 " * * / . * " ,
13 " node_modules " ,
14 " bower_components " ,
15 " t e s t " ,
16 " t e s t s "
17 ] ,
18 " d ep enden c i e s " : {
19 " b o o t s t r a p " : " ^ 3 . 3 . 6 " ,
20 " r e a c t " : " ^ 1 5 . 1 . 0 " ,
21 " r e a c t b o o t s t r a p  t a b l e " : " ^ 2 . 0 . 7 " ,
22 " b ab e l " : " * " ,
23 " r e q u i r e j s " : " ^ 2 . 2 . 0 " ,




Kode Sumber 4.2: Isi bower.json pada Penetration Test Dashboard
4.2.3 Antar muka
Antar muka pengguna Penetration Test Dashboard sesuai
dengan rancangan pada subbab 3.6. Belum tersedia.
4.3 Rincian Implementasi Sandbox Service
Sandbox Service merupakan server untuk menjalankan
aplikasi target dalam lingkungan virtual terisolasi. Implementasi
subsistem ini dibagi menjadi beberapa bagian, meliputi persiapan
lingkungan implementasi, instalasi paket, pseudocode, dan rute
web service.
4.3.1 Persiapan Lingkungan Implementasi
Persiapan lingkungan implementasi meliputi langkah-langkah
berikut:
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1. Pembuatan virtual machine dengan spesifikasi RAM
512MB dan satu inti processor.
2. Instalasi virtual machine dengan sistem operasi Linux
Ubuntu 14.04.4 LTS dan editor VIM.
3. Konfigurasi interface jaringan denganmenggunakan alamat
IP 10.151.36.93.
4. Instalasi Python, python-dev dan python-pip.
5. Instalasi Git sebagai sarana untuk melakukan kloning kode
sumber aplikasi target dari VCS.
6. Instalasi Docker sebagai sarana untuk menjalankan aplikasi
target pada linkungan virtual.
7. Instalasi MySQL sebagai basis data yang bisa digunakan
oleh aplikasi target.
4.3.2 Instalasi Paket
Sandbox Service memerlukan paket-paket khusus yang
menunjang fungsinya. Instalasi paket untuk Sandbox Service
meliputi langkah-langkah berikut:
1. Instalasi Python Tornado sebagai web server untuk
melayani permintaan aktivasi sandbox. Untuk
menjalankan instalasi tersebut, perintah yang digunakan
adalah pip install tornado.
2. Instalasi GitPython sebagai perantara Tornado dan Git
dengan cara menjalankan perintah pip install
gitpython.
3. Instalasi docker-py sebagai perantara Tornado dan Docker
dengan cara menjalankan perintah pip install docker-
py.
4.3.3 RuteWeb Service
Sandbox Service tidak memiliki antar muka grafis karena
tidak berinteraksi langsung dengan pengguna. Namun, subsistem
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ini berinteraksi dengan Penetration Test Dashboard, sehingga
diperlukan adanya rute-rute yang bisa diakses untuk memicu
Sandbox Service menjalankan fungsinya. Daftar rute yang
disediakan oleh Sandbox Service tertera pada Tabel 4.1.



















4.4 Rincian Implementasi Penetration Test Service
Penetration Test Service merupakan server untuk
menjalankan penetration testing dengan cara melancarkan
serangan-serangan ke aplikasi target dalam lingkungan virtual
terisolasi. Implementasi subsistem ini dibagi menjadi beberapa
bagian, meliputi persiapan lingkungan implementasi, instalasi
alat kakas, pseudocode, dan rute web service.
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4.4.1 Persiapan Lingkungan Implementasi
Persiapan lingkungan implementasi meliputi langkah-langkah
berikut:
1. Pembuatan virtual machine dengan spesifikasi RAM 1GB
dan dua inti processor.
2. Instalasi virtual machine dengan sistem operasi Linux
Ubuntu 14.04.4 LTS dan editor VIM.
3. Konfigurasi interface jaringan denganmenggunakan alamat
IP 10.151.36.92.
4. Instalasi Python, python-dev dan python-pip.
5. Instalasi Git sebagai sarana untuk melakukan kloning alat
kakas dari penyedia.
4.4.2 Instalasi Alat Kakas
Alat kakas yang digunakan sebagai alat untuk penetration
testing adalah W3af. Aplikasi ini bisa didapatkan dengan cara
melakukan kloning kode sumber dari repositori penyedia melalui
perintah git clone
https://github.com/andresriancho/w3af.git. Proses
kloning menghasilkan direktori w3af sesuai Gambar 4.1. Setelah
kloning berhasil, W3af sudah bisa digunakan dengan cara
menjalankan executable file pada direktori aplikasinya. Isi
direktori aplikasi W3af tertera pada Gambar 4.2. Penetration
Test Service menggunakan aplikasi yang berjalan sebagai web
service dan W3af menyediakan kemampuan tersebut. Untuk
menjalankan W3af sebagai sebuah web service, executable file
yang harus dijalankan adalah w3af_api dengan perintah
./w3af_api <alamat IP>:<port> &. Alamat IP yang
digunakan adalah alamat dari server menjalankan W3af, diisi
dengan 0.0.0.0 jika W3af ingin diakses melalui alamat lokal
maupun IP server. Setelah perintah tersebut dijalankan, maka
W3af akan berjalan di balik layar sebagai sebuah web service
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yang bisa diakses melalui alamat IP server dan port yang telah
ditentukan seperti yang terlihat pada Gambar 4.3.
Gambar 4.1: Hasil Kloning W3af dari Repositori Berupa Direktori w3af
Gambar 4.2: Isi Direktori W3af
4.4.3 RuteWeb Service
Penetration Test Service tidak memiliki antar muka grafis
karena tidak berinteraksi langsung dengan pengguna. Namun,
subsistem ini berinteraksi dengan Penetration Test Dashboard,
sehingga diperlukan adanya rute-rute yang bisa diakses untuk
memicu Penetration Test Service menjalankan fungsinya.
Rute-rute yang disediakan oleh Penetration Test Service
mengadopsi rute-rute yang disediakan oleh web service W3af.
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Gambar 4.3: W3af Berjalan SebagaiWeb Service
Daftar rute yang disediakan oleh Penetration Test Service tertera
pada Tabel 4.2.
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4.5 Rincian Implementasi Buildbot
Buildbot merupakan kerangka kerja untuk aplikasi
Continuous Integration yang mampu mendeteksi perubahan
kode sumber pada VCS, menentukan jadwal penetration testing
serta memicu aksi penetration testing. Implementasi subsistem
ini dibagi menjadi beberapa bagian, meliputi implementasi
Buildbot Master, implementasi Buildbot Slave 1 dan
implementasi Buildbot Slave 2.
BAB 5
PENGUJIAN DAN EVALUASI
5.1 Lingkungan Uji Coba
Gambar 5.1: Infrastruktur Lingkungan Pengujian
Sesuai dengan diagram infrastruktur yang tertera padaGambar
5.1, lingkungan pengujian menggunakan empat komponen yang
terdiri dari :
• Sebuah komputer sebagai Penetration Test Dashboard dan
Buildbot Master
Penetration Test Dashboard berfungsi sebagai sistem yang
menjalankan aktivitas penetration testing hingga
melaporkan hasil pemindaian celah keamanan. Sedangkan
Buildbot Master berfungsi sebagai aplikasi pusat kendali
Continuous Integration sekaligus pengatur jadwal dan
pemicu aktivitas penetration testing yang akan dilakukan
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oleh Penetration Test Dashboard.
• Sebuah komputer sebagai Buildbot Slave
Buildbot Slave berfungsi sebagai pelaksana perintah yang
diberikan oleh Buildbot Master.
• Sebuah komputer sebagai Penetration Test Service
Penetration Test Service berfungsi sebagai penyedia alat
kakas penetration testing yang nantinya akan digunakan
oleh Penetration Test Dashboard.
• Sebuah komputer sebagai Sandbox Service
Sandbox Service berfungsi sebagai penyedia lingkungan
simulasi untuk menjalankan aplikasi yang ingin dipindai
dalam sebuah container berbasis Docker.
Spesifikasi perangkat keras dan perangkat lunak untuk setiap
komponen yang digunakan adalah sebagai berikut:
• Penetration Test Dashboard dan Buildbot Master (dalam
satu perangkat yang sama):
– Perangkat Keras:
* Processor Intel(R) Core(TM) i3-2120 CPU @
3.30GHz
* RAM 4GB
* Hard disk 500GB
– Perangkat Lunak:
* Sistem operasi Ubuntu LTS 14.04.4
* NodeJS versi 6.2.1
* ExpressJS versi 4.13.1
* ReactJS versi 15.1.0
* NPM versi 3.9.3
* Bower versi 1.7.7
* Nodemon versi 1.9.2
* MySQL 14.14 Distribusi 5.5.49
* Python versi 2.7.6
* Python Virtualenv versi 15.0.1
* Buildbot versi 0.9.0b8
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* OpenSSH
• Buildbot Slave (dalam virtualisasi Proxmox):
– Perangkat Keras:
* Common KVM processor
* 512MB
* 34GB QEMU Hard Disk
– Perangkat Lunak:
* Sistem operasi Ubuntu LTS 14.04.4
* Python versi 2.7.6
* Python Virtualenv versi 15.0.1
* Buildbot Slave versi 0.9.0b7
* Git versi 1.9.1
* OpenSSH
• Penetration Test Service:
– Perangkat Keras:
* Common KVM processor
* 993MB
* 34GB QEMU Hard Disk
– Perangkat Lunak:
* Sistem operasi Ubuntu LTS 14.04.4
* Python versi 2.7.6
* Python Tornado versi 4.3
* Docker-py versi 1.8.1
* GitPython versi 2.0.3
* Git versi 1.9.1
* W3af
* Python w3af-api-client versi 1.1.7




* Common KVM processor
* 512MB
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* 34GB QEMU Hard Disk
– Perangkat Lunak:
* Sistem operasi Ubuntu LTS 14.04.4
* Python versi 2.7.6
* Python Tornado versi 4.3
* Docker-py versi 1.8.1
* GitPython versi 2.0.3
* Docker versi 1.11.1
* Git versi 1.9.1
* OpenSSH
Konfigurasi alamat IP yang digunakan untuk masing-masing
komponen adalah sebagai berikut:
• Penetration Test Dashboard menggunakan alamat
10.151.36.30:3000 sebagai layanan back end dan alamat
10.151.36.30:4000 sebagai layanan front end
• Buildbot Master menggunakan alamat 10.151.36.30:8010
• Buildbot Slave menggunakan alamat 10.151.36.91
• Penetration Test Service menggunakan alamat
10.151.36.92:8000 sebagai layanan web service dan
10.151.36.92:5000 - 10.151.36.92:5004 sebagai layanan
alat kakas penetration testing
• Sandbox Service menggunakan alamat 10.151.36.93:8000
sebagai layanan web service dan 10.151.36.93:9001 hingga
seterusnya sebagai alamat container aplikasi yang ingin
diuji
5.2 Skenario Uji Coba
Pengujian sistem dibagi menjadi dua bagian meliputi uji coba
fungsionalitas dan penggunaan sumber daya.
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5.2.1 Skenario Uji Coba Fungsionalitas
Uji coba fungsionalitas berfungsi untuk memastikan fitur
yang disediakan sistem sudah memenuhi kebutuhan yang tertera
dalam diagram kasus penggunaan pada Gambar 3.3. Pengujian
dilakukan dengan cara menjalankan fitur-fitur yang telah dibuat
dan menguji keberhasilan masing-masing fitur dalam
menjalankan fungsinya. Uji coba fungsionalitas meliputi semua
kasus penggunaan yang dijelaskan pada Bab 3.2, meliputi:
• Pengujian pengguna dapat melakukan manajemen skenario
uji coba.
• Pengujian pengguna dapat melakukan manajemen
konfigurasi sandbox.
• Pengujian pengguna dapat menjalankan skenario uji coba.
• Pengujian aplikasi continuous integration dapat
menjalankan skenario uji coba.
• Pengujian pengguna dapat melihat hasil uji coba.
• Pengujian aplikasi continuous integration dapat menerima
hasil uji coba.
• Pengujian pengguna dapat menerima e-mail notifikasi hasil
uji coba.
5.2.1.1 Uji Coba Pengguna Mengakses Halaman Skenario
Uji coba ini dilakukan dengan mengakses halaman skenario
yang tersedia pada rute /scenario. Pengguna akan dihadapkan
pada antarmuka utama berupa tabel beserta tombol-tombol aksi
untuk membuat skenario baru, menyunting serta menghapus.
Semua tombol dicoba dan dipastikan bisa menjalankan fungsinya
masing-masing. Skenario lengkap uji coba tertera pada Tabel
5.1.
Tabel 5.1: Prosedur Uji Coba Pengguna Mengakses Halaman Skenario
ID UJ-001
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Nama Uji coba pengguna mengakses halaman
skenario
Tujuan Menguji fitur manajemen skenario uji
coba yang meliputi daftar skenario,




Pengguna disuguhkan tampilan web sistem
Skenario 1 Pengguna menuju halaman /scenario
dengan cara memilih menu pada sidebar
Masukan Pilihan menu oleh pengguna
Keluaran Tampilan tabel berisi daftar skenario yang
tersimpan dalam basis data beserta tombol-




Skenario 2 Menampilkan formulir isian skenario baru
Masukan Pengguna menekan tombol New untuk
menambah skenario baru
Keluaran Sistem menampilkan formulir isian skenario




Skenario 3 Menyimpan data skenario baru
Masukan Pengguna mengisi data skenario baru pada
formulir lalu menekan tombol Save untuk
menyimpan
Keluaran Data tersimpan pada basis data
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Skenario 4 Menampilkan formulir penyuntingan skenario
Masukan Pengguna menekan tombol dengan simbol
pensil pada salah satu baris tabel
Keluaran Sistem menampilkan formulir penyuntingan




Skenario 5 Menyimpan perubahan terhadap skenario
Masukan Pengguna menyunting data skenario pada
formulir lalu menekan tombol Save untuk
menyimpan




Skenario 6 Menghapus skenario
Masukan Pengguna menekan tombol dengan simbol
tempat sampah




5.2.1.2 Uji Coba Pengguna Mengakses Halaman
Konfigurasi Sandbox
Uji coba ini dilakukan dengan cara mengakses halaman pada
rute /scenario/configs/:id melalui tombol dengan simbol
gerigi pada masing-masing baris tabel daftar skenario. Skenario
uji coba selengkapnya tertera pada Tabel.
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Gambar 5.2: Tabel Daftar Skenario






Nama Uji coba pengguna mengakses halaman
konfigurasi sandbox
Tujuan Menguji fitur manajemen konfigurasi
sandbox yang meliputi daftar file konfigurasi,




Pengguna berada pada halaman daftar
skenario
Skenario 1 Pengguna menuju halaman
/scenario/configs/:id dengan menekan
tombol dengan simbol gerigi pada tabel
Masukan Pilihan menu oleh pengguna






Tabel 5.2: Prosedur Uji Coba Pengguna Mengakses Halaman Konfigurasi
Sandbox
Skenario 2 Menambah file konfigurasi baru
Masukan Pengguna menekan tombol New Item untuk
menambah file konfigurasi baru
Keluaran Sistem menampilkan formulir isian file





Skenario 3 Menyimpan file konfigurasi baru
Masukan Pengguna mengisi judul dan konten file
baru pada editor lalu menekan tombol Save
Changes untuk menyimpan




Skenario 4 Menyunting file konfigurasi
Masukan Pengguna memilih file yang ingin disunting




Skenario 5 Menyimpan perubahan terhadap skenario
Masukan Pengguna menyunting konten pada editor
lalu menekan tombol Save Changes untuk
menyimpan




Skenario 6 Menghapus file konfigurasi
Masukan Pengguna menekan tombol dengan simbol
silang tepat di sebelah kanan nama file
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Tabel 5.2: Prosedur Uji Coba Pengguna Mengakses Halaman Konfigurasi
Sandbox




5.2.1.3 Uji Coba Menjalankan Skenario
Uji coba ini dilakukan dengan cara menekan tombol pada
tabel daftar skenario untuk menguji fungsionalitas ini dari sisi
pengguna. Sedangkan, dari sisi aplikasi continuous integration
melalui sebuah rute khusus yang bisa diakses menggunakan
protokol HTTP. Skenario selengkapnya tertera pada tabel 5.3





Nama Uji coba menjalankan skenario sandbox
Tujuan Menguji fitur untuk menjalankan skenario
penetration testingdari sisi penggunan serta
sisi aplikasi continuous integration
Kondisi
Awal
Pengguna berada pada halaman daftar
skenario
Skenario 1 Pengguna menjalankan skenario penetration
testing
Masukan Pengguna menekan tombol berwarna hijau
dengan simbol tombol putar
Keluaran Tampilan yang menunjukkan aksi sedang





Tabel 5.3: Prosedur Uji Coba Menjalankan Skenario
Skenario 2 Aplikasi continuous integration menjalankan
skenario penetration testing
Masukan Request dari aplikasi continuous integration
dengan protokol HTTP dan metode POST
melalui rute /scenario/run/:id




5.2.1.4 Uji Coba Melihat Hasil
Uji coba ini dilakukan dengan cara mengunjungi halaman
hasil yang terdapat pada rute /result. Jika hasil diakses melalui
aplikasi continuous integration maka hasil dikembalikan dalam
bentuk JSON.





Nama Uji coba melihat hasil




Pengguna disuguhkan tampilan web sistem
Skenario 1 Pengguna menuju halaman /result dengan
cara memilih menu pada sidebar
Masukan Pilihan menu oleh pengguna
Keluaran Tampilan berisi dropdown pilihan skenario
serta daftar hasil penetration testing dalam
bentuk tabel
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Skenario 2 Menampilkan hasil berdasarkan pilihan
skenario
Masukan Pengguna memilih skenario yang ingin
ditampilkan hasilnya





Skenario 3 Melihat detail hasil penetration testing
Masukan Pengguna menekan tombol Show Result
Keluaran Sistem menampilkan detail hasil penetration




5.2.1.5 Uji Coba Menerima Notifikasi E-mail
Uji coba ini dilakukan dengan cara memeriksa kotak masuk
e-mail setelah proses penetration testing selesai. Jika terdapat
email yang berisi tautan menuju halaman hasil, maka fungsi
pengiriman e-mail berhasil dieksekusi setelah aktivitas
penetration testing selesai.





Nama Uji coba menerima notifkasi e-mail
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Tabel 5.5: Prosedur Uji Coba Menerima Notifikasi E-mail
Tujuan Menguji fitur pengiriman notifikasi melalui




Belum ada e-mail masuk dari sistem
Skenario 1 Penggunamenerima e-mail dari sistem setelah
aktivitas penetration testing selesai
Masukan -
Keluaran E-mail masuk berupa pesan bahwa telah
terjadi proses penetration testing dan tautan




5.2.2 Skenario Uji Coba Penggunaan Sumber Daya
Uji coba penggunaan sumber daya berfungsi untuk
mengetahui besar penggunaan memori dan CPU pada saat sistem
berjalan. Skenario pengujian dilakukan dengan cara menjalankan
aktivitas penetration testing terhadap beberapa kode sumber
berbeda dalam satu waktu, kemudian mengevaluasi penggunaan
memori dan CPU yang terjadi. Skenario uji coba penggunaan
sumber daya adalah sebagai berikut:
• Menjalankan satu proses penetration testing.
• Menjalankan dua proses penetration testing terhadap dua
kode sumber berbeda dalam waktu yang sama.
• Menjalankan tiga proses penetration testing terhadap tiga
kode sumber berbeda dalam waktu yang sama.
• Menjalankan empat proses penetration testing terhadap
empat kode sumber berbeda dalam waktu yang sama.
• Menjalankan lima proses penetration testing terhadap lima
kode sumber berbeda dalam waktu yang sama.
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Gambar 5.3: Formulir Tambah Skenario Baru
Gambar 5.4: Formulir Sunting Skenario
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Gambar 5.5: Halaman Konfigurasi Sandbox
Gambar 5.6: Halaman Pemrosesan Aksi Penetration Testing
Masing-masing skenario tersebut dijalankan pada empat kondisi
berbeda,antara lain:
5.3 Hasil Uji Coba dan Evaluasi
Berikut ini merupakan hasil uji coba dan evaluasi berdasarkan
skenario yang sudah dibuat pada Bab 5.2.
68
5.3.1 Uji Coba Fungsionalitas
Hasil uji coba fungsionalitas menunjukkan bahwa sistem
yang dibuat pada Tugas Akhir ini mampu memenuhi
kebutuhan-kebutuhan yang didefinisikan melalui diagram kasus
penggunaan pada Bab 3.2. Detail hasil uji coba fungsionalitas
tertera pada Tabel 5.6.























5.3.2 Uji Coba Penggunaan Sumber Daya
Seperti yang sudah dijelaskan pada bab 5.2.2, uji coba
penggunaan sumber daya dilakukan bertahap dengan
menggunakan jumlah aktivitas penetration testingyang
berbeda-beda. Pengujian ini akan membandingkan penggunaan
memori dan CPU untuk masing-masing skenario. Terdapat
empat kondisi berbeda yang digunakan dalam proses uji coba
penggunaan sumber daya.
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Kondisi pertama adalah ketika Penetration Test Service
berjalan pada server dengan memory 1GB dan processor dua
inti. Hasil uji coba pada kondisi ini tertera pada Gambar 5.7 dan
Gambar 5.8. Pada kondisi ini terlihat bahwa Penetration Test
Service gagal menjalankan fungsinya ketika akan menjalankan
empat aktivitas penetration testing secara bersamaan. Kegagalan
fungsi tersebut juga diikuti dengan terjadinya hang pada server,
sehingga tidak bisa melanjutkan pada skenario selanjutnya.
Gambar 5.7: Hasil Uji Coba dengan Kondisi 1
Gambar 5.8: Grafik Hasil Uji Coba dengan Kondisi 1
Kondisi kedua adalah ketika Penetration Test Service
berjalan pada server dengan memory 2GB dan processor dua
inti. Hasil uji coba pada kondisi ini tertera pada Gambar 5.9 dan
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Gambar 5.10. Pada kondisi ini terlihat bahwa Penetration Test
Service gagal menjalankan fungsinya ketika akan menjalankan
limat aktivitas penetration testing secara bersamaan. Namun,
kegagalan fungsi tersebut hanya berlaku untuk satu aktivitas
penetration testingdan server masih bisa berjalan dengan normal.
Gambar 5.9: Hasil Uji Coba dengan Kondisi 2
Gambar 5.10: Grafik Hasil Uji Coba dengan Kondisi 2
Kondisi ketiga adalah ketika Penetration Test Service berjalan
pada server denganmemory 2GB dan processor tiga inti. Hasil uji
coba pada kondisi ini tertera pada Gambar 5.11 dan Gambar 5.12.
Pada kondisi ini terlihat bahwa Penetration Test Service berhasil
menjalankan fungsinya hingga lima aktivitas penetration testing
secara bersamaan.
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Gambar 5.11: Hasil Uji Coba dengan Kondisi 3
Gambar 5.12: Grafik Hasil Uji Coba dengan Kondisi 3
Kondisi keempat adalah ketika Penetration Test Service
berjalan pada server dengan memory 2GB dan processor satu
inti. Penentuan kondisi ini bertujuan untuk memastikan bahwa
jumlah inti processor berpengaruh terhadap kemampuan
Penetration Test Service. Namun, hasil uji coba menunjukkan
bahwa sistem mampu menjalankan fungsinya hingga lima
aktivitas penetration testing secara bersamaan.
Berdasarkan hasil uji coba penggunaan sumber daya, terlihat
bahwa kemampuan Penetration Test Service ditentukan oleh
ketersediaan memory pada server, sedangkan jumlah inti
processor tidak serta merta menentukan kemampuan dari sistem
ini. Semakin bertambahnya jumlah aktivitas penetration testing
72
Gambar 5.13: Hasil Uji Coba dengan Kondisi 4
Gambar 5.14: Grafik Hasil Uji Coba dengan Kondisi 4
yang berjalan dalam waktu yang sama akan menyebabkan
kenaikan konsumsi memory. Kenaikan konsumi memory untuk
masing-masing skenario dan kondisi tertera pada Gambar 5.15.
Berdasarkan perhitungan rata-rata kenaikan konsumsi
memory pada Gambar 5.15, setiap aktivitas penetration testing
rata-rata membutuhkan memory sebesar 261,33MB. Perhitungan
ini bisa dijadikan acuan untuk memprediksi besar memory yang
dibutuhkan untuk menjalankan sejumlah tertentu aktivitas
penetration testing.
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Gambar 5.15: Kenaikan Konsumsi Memory untuk Masing-masing Skenario
dan Kondisi (MB)
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(Halaman ini sengaja dikosongkan)
LAMPIRAN A
KODE SUMBER
A.1 Modul W3af Runner
1 impo r t os
2 impo r t s y s
3 impo r t g i t
4 impo r t j s o n
5 impo r t h e l p e r
6 from s h u t i l impo r t c o p y f i l e
7 from docke r impo r t C l i e n t
8
9 p r i n tLog = h e l p e r . p r i n t Log
10 p r o t o c o l = " h t t p : / / "
11 a g e n t L i s t = {
12 0 : { ' name ' : ' w3af0 ' , ' a dd r e s s ' :
' 1 0 . 1 5 1 . 3 6 . 9 2 : 1 1 0 0 0 ' , ' r unn ing ' : 0 , ' w3afPor t ' :
' 1 1 000 ' , ' s u p e r v i s o r P o r t ' : ' 9 0 00 ' } ,
13 1 : { ' name ' : ' w3af1 ' , ' a dd r e s s ' :
' 1 0 . 1 5 1 . 3 6 . 9 2 : 1 1 0 0 1 ' , ' r unn ing ' : 0 , ' w3afPor t ' :
' 1 1 001 ' , ' s u p e r v i s o r P o r t ' : ' 9 0 01 ' } ,
14 2 : { ' name ' : ' w3af2 ' , ' a dd r e s s ' :
' 1 0 . 1 5 1 . 3 6 . 9 2 : 1 1 0 0 2 ' , ' r unn ing ' : 0 , ' w3afPor t ' :
' 1 1 002 ' , ' s u p e r v i s o r P o r t ' : ' 9 0 02 ' } ,
15 3 : { ' name ' : ' w3af3 ' , ' a dd r e s s ' :
' 1 0 . 1 5 1 . 3 6 . 9 2 : 1 1 0 0 3 ' , ' r unn ing ' : 0 , ' w3afPor t ' :
' 1 1 003 ' , ' s u p e r v i s o r P o r t ' : ' 9 0 03 ' } ,
16 4 : { ' name ' : ' w3af4 ' , ' a dd r e s s ' :
' 1 0 . 1 5 1 . 3 6 . 9 2 : 1 1 0 0 4 ' , ' r unn ing ' : 0 , ' w3afPor t ' :
' 1 1 004 ' , ' s u p e r v i s o r P o r t ' : ' 9 004 ' }
17 }
18
19 d o c k e r _ c l i e n t = C l i e n t ( b a s e _ u r l = ' un ix : / / v a r / run /
docke r . sock ' )
20
21 # C r e a t e new docke r c o n t a i n e r
22 de f c r e a t eAg e n tCo n t a i n e r ( app_name , w3af_por t ,
s u p e r v i s o r _ p o r t ) :
23 p r i n tLog("       S t a r t i n g Con t a i n e r C r e a t o r
A c t i v i t i e s !       ")
24 # C r e a t e docke r c o n t a i n e r f o r a p p l i c a t i o n sandbox
79
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25 new_con t a i n e r = d o c k e r _ c l i e n t . c r e a t e _ c o n t a i n e r (
image = " a n d r e s r i a n c h o / w3af a p i " ,
26 name = app_name ,
27 p o r t s = [5000 , 9001 ] ,
28 h o s t _ c o n f i g = d o c k e r _ c l i e n t . c r e a t e _ h o s t _ c o n f i g (
29 p o r t _ b i n d i n g s = {5000 : w3af_por t , 9001 :
s u p e r v i s o r _ p o r t }
30 )
31 )
32 p r i n t Log ( " Docker c r e a t e s : " , new_con t a i ne r , " on
p o r t " , w3a f_po r t )
33 r e t u r n
34
35 de f c h e c kAg e n tA v a i l a b i l i t y ( ) :
36 c o n t a i n e r s = d o c k e r _ c l i e n t . c o n t a i n e r s ( a l l =True )
37 f o r key , a g en t i n a g e n t L i s t . i t e r i t e m s ( ) :
38 i f no t any ( c o n t a i n e r [ ' Names ' ] [ 0 ] == ( ' / ' + a g en t
[ ' name ' ] ) f o r c o n t a i n e r i n c o n t a i n e r s ) :
39 c r e a t eAg e n tCo n t a i n e r ( a g en t [ ' name ' ] , a g en t [ '
w3afPor t ' ] , a g en t [ ' s u p e r v i s o r P o r t ' ] )
40 r e t u r n
41
42 de f s t o pA l lAgen t ( ) :
43 f o r key , a g en t i n a g e n t L i s t . i t e r i t e m s ( ) :
44 p r i n t Log ( ' S t op i ng agen t ' , a g en t [ ' name ' ] , '@' ,
a g en t [ ' a dd r e s s ' ] )
45 d o c k e r _ c l i e n t . s t o p ( a g en t [ ' name ' ] )
46 p r i n t Log ( ' Removing agen t ' , a g en t [ ' name ' ] , '@' ,
a g en t [ ' a dd r e s s ' ] )
47 d o c k e r _ c l i e n t . r emove_con t a i n e r ( a g en t [ ' name ' ] )
48 ag en t [ ' r unn ing ' ] = 0
49 r e t u r n
50
51 de f s topByAddres s ( a d d r e s s ) :
52 c o u n t e r = 0
53 a d d r e s s = a d d r e s s . r e p l a c e ( p r o t o c o l , " " )
54 f o r key , a g en t i n a g e n t L i s t . i t e r i t e m s ( ) :
55 i f ( a g en t [ ' a dd r e s s ' ] == a d d r e s s ) :
56 p r i n t Log ( ' S t op i ng agen t ' , a g en t [ ' name ' ] , '@' ,
a g en t [ ' a dd r e s s ' ] )
57 d o c k e r _ c l i e n t . s t o p ( a g en t [ ' name ' ] )
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58 p r i n tLog ( ' Removing agen t ' , a g en t [ ' name ' ] , '@' ,
a g en t [ ' a dd r e s s ' ] )
59 d o c k e r _ c l i e n t . r emove_con t a i n e r ( a g en t [ ' name ' ] )
60 ag en t [ ' r unn ing ' ] = 0
61 c r e a t eAg e n tC o n t a i n e r ( a g en t [ ' name ' ] , a g en t [ '
w3afPor t ' ] , a g en t [ ' s u p e r v i s o r P o r t ' ] )
62 r e t u r n { ' s t a t u s ' : ' s u c c e s s ' , ' a dd r e s s ' : a g en t
[ ' a dd r e s s ' ] , ' s t a t e ' : ' s t opped ' }
63 c o u n t e r += 1
64 i f ( c o u n t e r == l e n ( a g e n t L i s t ) ) :
65 p r i n tLog ( ' No agen t w i th s p e c i f i e d a d d r e s s ! ' )
66 r e t u r n { ' s t a t u s ' : ' f a i l e d ' , ' message ' : 'No agen t
wi th s p e c i f i e d a d d r e s s ! ' }
67
68 de f s t a r t A g e n t ( ) :
69 c o u n t e r = 0
70 c o n t a i n e r s = d o c k e r _ c l i e n t . c o n t a i n e r s ( a l l =True )
71 f o r key , a g en t i n a g e n t L i s t . i t e r i t e m s ( ) :
72 i f ( a g en t [ ' r unn ing ' ] == 0) :
73 p r i n tLog ( ' S t a r t i n g agen t ' , a g en t [ ' name ' ] , '@' ,
a g en t [ ' a dd r e s s ' ] )
74 i f no t any ( c o n t a i n e r [ ' Names ' ] [ 0 ] == ( ' / ' +
a g en t [ ' name ' ] ) f o r c o n t a i n e r i n c o n t a i n e r s ) :
75 c r e a t eAg e n tC o n t a i n e r ( a g en t [ ' name ' ] , a g en t [ '
w3afPor t ' ] , a g en t [ ' s u p e r v i s o r P o r t ' ] )
76 d o c k e r _ c l i e n t . s t a r t ( a g en t [ ' name ' ] )
77 ag en t [ ' r unn ing ' ] = 1
78 p r i n tLog ( ' S u c c e s s f u l l y r unn i ng agen t ' , a g en t [ '
name ' ] , '@' , a g en t [ ' a dd r e s s ' ] )
79 r e t u r n { ' s t a t u s ' : ' s u c c e s s ' , ' a dd r e s s ' :
p r o t o c o l + ag en t [ ' a dd r e s s ' ] }
80 c o u n t e r += 1
81 i f ( c o u n t e r == l e n ( a g e n t L i s t ) ) :
82 p r i n tLog ( ' A l l a g en t i n use . Can no t s t a r t new
t a s k ! ' )
83 r e t u r n { ' s t a t u s ' : ' f a i l e d ' , ' message ' : ' A l l
a g en t i n use . Can no t s t a r t new t a s k ! ' }
84
85 de f main ( ) :




88 i f __name__ == " __main__ " :
89 main ( )
90
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Kode Sumber A.1: Modul W3af Runner pada Penetration Testing Service
A.2 Modul Scanner
1 impo r t os
2 impo r t t ime
3 from w3 a f _ a p i _ c l i e n t impo r t Connec t ion , Scan
4 impo r t h e l p e r
5 from p p r i n t impo r t p p r i n t
6 impo r t t h r e a d i n g
7 impo r t r e q u e s t s
8 impo r t j s o n
9 impo r t agen tRunne r
10
11 p r i n tLog = h e l p e r . p r i n t Log
12 p a r e n t _ d i r = ' / home / j iwa / t u g a s a k h i r / '
13
14 c l a s s R e s u l t R e t r i e v e r ( t h r e a d i n g . Thread ) :
15 de f _ _ i n i t _ _ ( s e l f , s c e n a r i o I d , app l i c a t i onName ,
runningToken , conn , s c anne rU r l , t a r g e t U r l , s can ) :
16 p r i n t Log ( " Thread f o r " , app l i c a t i onName , " c r e a t e d
" )
17 t h r e a d i n g . Thread . _ _ i n i t _ _ ( s e l f )
18 s e l f . s c e n a r i o I d = s c e n a r i o I d
19 s e l f . name = app l i c a t i onName
20 s e l f . runn ingToken = runn ingToken
21 s e l f . conn = conn
22 s e l f . t a r g e t U r l = t a r g e t U r l
23 s e l f . s c a n n e rU r l = s c a n n e rU r l
24 s e l f . s can = scan
25
26 de f run ( s e l f ) :
27 po s tU r l = " h t t p : / / 1 0 . 1 5 1 . 3 6 . 3 0 : 3 0 0 0 / r u nn e r /
s t o r e R e s u l t / "+ s e l f . s c e n a r i o I d
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28 p r i n tLog ( " Running t h r e a d t a s k " )
29 r e s u l t s = r e t r i e v e R e s u l t s ( s e l f . conn , s e l f .
t a r g e t U r l , s e l f . s can )
30
31 pay l o ad s = {
32 ' a pp l i c a t i onName ' : s e l f . name ,
33 ' s c e n a r i o I d ' : s e l f . s c e n a r i o I d ,
34 ' t a r g e t U r l ' : s e l f . t a r g e t U r l ,
35 ' s c anne rU r l ' : s e l f . s c anne rU r l ,
36 ' runningToken ' : s e l f . runningToken ,
37 ' r e s u l t s ' : j s o n . dumps ( r e s u l t s [ ' r e s u l t s ' ] )
38 }
39
40 r eq = r e q u e s t s . p o s t ( po s tU r l , d a t a = pay l o ad s )
41 p r i n tLog ( r eq . t e x t )
42 p r i n tLog ( r eq . s t a t u s _ c o d e )
43
44 r e s = agen tRunne r . s topByAddres s ( s e l f . s c a n n e rU r l )
45
46 p r i n tLog ( r e s )
47 p r i n tLog ( " t h r e a d f i n i s h e d " )
48
49 c l a s s Scanne r ( o b j e c t ) :
50 de f _ _ i n i t _ _ ( s e l f ) :
51 p r i n tLog ( " Scanne r o b j e c t c r e a t e d " )
52
53 de f i n i t C o n n e c t i o n ( s e l f , s c a n n e rU r l ) :
54 p r i n tLog ( " I n i t i a l i z e c o nn e c t i o n wi th s c a nn e r a t
" , s c a n n e rU r l )
55
56 whi l e True :
57 t r y :
58 p r i n t Log ( " Try ing i n i t i a l i z a t i o n f o r s c a nn e r
: " , s c a n n e rU r l )
59 conn = Connec t i on ( s c a n n e rU r l )
60 ve r = conn . g e t _ v e r s i o n ( )
61 i f ( v e r i s no t None ) :
62 p r i n t Log ( " Ve r s i on : " , conn . g e t _ v e r s i o n ( ) )
63 p r i n t Log ( " Scanne r i n i t i a l i z e d : " ,
s c a n n e rU r l )
64 b r eak
84
65 e l s e :
66 pa s s
67 ex c ep t Excep t ion , e :
68 pa s s
69 e l s e :
70 pa s s
71 f i n a l l y :
72 pa s s
73 t ime . s l e e p ( 3 )
74
75 r e t u r n conn
76
77 de f s t a r t S c a n n e r ( s e l f , s c e n a r i o I d , app l i c a t i onName
, runningToken , conn , s c anne rU r l , t a r g e t U r l ) :
78 s c a n P r o f i l e P a t h = os . p a t h . j o i n ( p a r e n t _ d i r , " w3af
/ p r o f i l e s /OWASP_TOP10 . pw3af " )
79 s c a n P r o f i l e = f i l e ( s c a n P r o f i l e P a t h ) . r e ad ( )
80 t a r g e t U r l s = [ t a r g e t U r l ]
81
82 p r i n t Log ( " S t a r t i n g s c a nn e r f o r t a r g e t " ,
t a r g e t U r l )
83 scan = Scan ( conn )
84 t r y :
85 s can . s t a r t ( s c a n P r o f i l e , t a r g e t U r l s )
86 ex c ep t Excep t ion , e :
87 p r i n t Log ( " E r r o r wh i l e s t a r t i n g s c a nn e r f o r
t a r g e t " , t a r g e t U r l , " : " , e )
88 e l s e :
89 pa s s
90 f i n a l l y :
91 pa s s
92
93 p r i n t Log ( " Checking s t a t u s f o r t a r g e t " , t a r g e t U r l
)
94 whi l e True :
95 t r y :
96 s t a t = scan . g e t _ s t a t u s ( )
97 p r i n t Log ( " S t a t f o r t a r g e t " , t a r g e t U r l , " : " ,
s t a t )
98 i f s t a t i s no t None :
99 b r eak
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100
101 ex c ep t Excep t ion , e :
102 p r i n t Log ( " S t a t f o r t a r g e t " , t a r g e t U r l , " : " ,
e )
103 pa s s
104 t ime . s l e e p ( 3 )
105
106
107 # Check i f s c a nn e r has r unn i ng
108 p r i n tLog ( " Checking r unn i ng s t a t u s f o r " ,
t a r g e t U r l )
109 whi l e True :
110 t r y :
111 s t a t u s = scan . g e t _ s t a t u s ( )
112 p r i n t Log ( " Running S t a t u s : " , s t a t u s [ '
i s _ r u nn i n g ' ] , " f o r t a r g e t : " , t a r g e t U r l )
113 i f ( s t a t u s [ ' i s _ r u nn i n g ' ] == True ) :
114 p r i n t Log ( " scan s t a r t e d f o r t a r g e t : " ,
t a r g e t U r l )
115 b r eak
116 e l s e :
117 pa s s
118 ex c ep t Excep t i on as e :
119 p r i n t Log ( " Ta r g e t " , t a r g e t U r l , " e r r o r
occu r ed : " , e )
120 pa s s
121 e l s e :
122 pa s s
123 f i n a l l y :
124 pa s s
125 t ime . s l e e p ( 3 )
126
127 p r i n tLog ( " s t a r t i n g t h r e a d f o r " , t a r g e t U r l )
128 r e t r i e v e r T h r e a d = R e s u l t R e t r i e v e r ( s c e n a r i o I d ,
app l i c a t i onName , runningToken , conn , s c anne rU r l ,
t a r g e t U r l , s can )
129
130 # Check i f t h r e a d has been s t a r t e d
131 whi l e True :
132 t r y :
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133 p r i n t Log ( " t r y i n g t o s t a r t t h r e a d f o r " ,
t a r g e t U r l )
134 r e t r i e v e r T h r e a d . s t a r t ( )
135 p r i n t Log ( " t h r e a d f o r t a r g e t " , t a r g e t U r l , "
l i v e s t a t u s : " , r e t r i e v e r T h r e a d . i s A l i v e ( ) )
136 i f no t r e t r i e v e r T h r e a d . i s A l i v e ( ) :
137 pa s s
138 e l s e :
139 b r eak ;
140 ex c ep t Excep t ion , e :
141 pa s s
142 e l s e :
143 pa s s
144 f i n a l l y :
145 pa s s
146 t ime . s l e e p ( 3 )
147
148
149 r e t u r n { ' s t a t u s ' : " s u c c e s s " , ' s t a t e ' : " r unn i ng " ,
' token ' : runningToken , ' s c e n a r i o I d ' : s c e n a r i o I d ,
' a pp l i c a t i onName ' : a pp l i c a t i o nName }
150
151 de f i n i t T a s k ( s e l f , s c e n a r i o I d , app l i c a t i onName ,
runningToken , s c anne rU r l , t a r g e t U r l ) :
152 conn = s e l f . i n i t C o n n e c t i o n ( s c a n n e rU r l )
153 r e s u l t = s e l f . s t a r t S c a n n e r ( s c e n a r i o I d ,
app l i c a t i onName , runningToken , conn , s c anne rU r l ,
t a r g e t U r l )
154 r e t u r n r e s u l t
155
156
157 de f r e t r i e v e R e s u l t s ( conn , t a r g e t U r l , s can ) :
158 p r i n t Log ( " S t a r t r e t r i e v i n g r e s u l t s f o r t a r g e t " ,
t a r g e t U r l )
159 whi l e True :
160 t r y :
161 s t a t u s = scan . g e t _ s t a t u s ( )
162 p r i n t Log ( " Running S t a t u s : " , s t a t u s [ ' i s _ r u nn i n g
' ] , " f o r t a r g e t : " , t a r g e t U r l )
163 i f ( s t a t u s [ ' i s _ r u nn i n g ' ] == F a l s e ) :
164 b reak
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165 ex c ep t Excep t i on as e :
166 p r i n tLog ( " Ta r g e t " , t a r g e t U r l , " e r r o r occu r ed :
" , e )
167 pa s s
168 t ime . s l e e p ( 3 )
169
170 summary = scan . g e t _ f i n d i n g s ( )
171 f i n a l R e s u l t = { ' r e s u l t s ' : {}}
172
173 f o r i ndex i n r ange ( l e n ( summary ) ) :
174 cur ren tSummary = summary [ i ndex ] . r e s o u r c e _ d a t a
175 tm p _ r e s u l t = { index : {
176 ' t a r g e t U r l ' : cur ren tSummary [ ' u r l ' ] ,
177 ' v u l n e r a b i l i t y ' : cur ren tSummary [ ' name ' ] ,
178 ' l o n gDe s c r i p t i o n ' : cur ren tSummary [ '
l o n g _ d e s c r i p t i o n ' ] ,
179 ' d e s c r i p t i o n ' : cur ren tSummary [ ' desc ' ] ,
180 ' s e v e r i t y ' : cur ren tSummary [ ' s e v e r i t y ' ] ,
181 ' recommendat ion ' : cur ren tSummary [ '
f i x _gu i d an c e ' ] ,
182 ' r e f e r e n c e s ' : cur ren tSummary [ ' r e f e r e n c e s ' ]
183 }}
184 i f ' u r l s ' i n cur ren tSummary :
185 tm p _ r e s u l t [ ' t a r g e t U r l s ' ] = cur ren tSummary [ '
u r l s ' ]
186 f i n a l R e s u l t [ ' r e s u l t s ' ] . u pda t e ( tmp _ r e s u l t )
187 r e t u r n f i n a l R e s u l t
188
189 de f main ( ) :
190 p r i n t " P l e a s e use t h i s program as plug i n . Thanks
! "
191
192 i f __name__ == " __main__ " :





Kode Sumber A.2: Modul Scanner pada Penetration Testing Service
88
A.3 Penetration Testing Web Service
1 impo r t t o r n a do . i o l o o p
2 impo r t t o r n a do . web
3 from t o r n a do impo r t gen
4 from cS t r i n g IO impo r t S t r i n g IO
5 from mu l t i p r o c e s s i n g . poo l impo r t ThreadPoo l
6 impo r t sy s
7 impo r t h e l p e r
8 impo r t agen tRunne r
9 from s c a nn e r impo r t Scanne r
10
11 p r i n tLog = h e l p e r . p r i n t Log
12 _worke r s = ThreadPoo l ( 1 0 )
13
14 de f runBackground ( f u n c t i o n , c a l l b a c k , a r g s = ( ) , kwds
={}) :
15 de f _ c a l l b a c k ( r e s u l t ) :
16 t o r n a do . i o l o o p . IOLoop . i n s t a n c e ( ) . a d d _ c a l l b a c k (
lambda : c a l l b a c k ( r e s u l t ) )
17 _worke r s . a pp l y_a sync ( f u n c t i o n , a rgs , kwds ,
_ c a l l b a c k )
18
19 c l a s s Runner ( t o r n a do . web . Reque s tHand l e r ) :
20 de f g e t ( s e l f , * a rgs , ** a rgv ) :
21 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Or i g i n " ,
" * " )
22 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Headers " ,
"x r e q u e s t e d wi th " )
23 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Methods " ,
"POST , GET" )
24 i f ( a r g s [ 0 ] == None ) :
25 r e s = agen tRunne r . s t a r t A g e n t ( )
26 s e l f . w r i t e ( r e s )
27 e l s e :
28 s e l f . w r i t e ( a r g s [ 0 ] )
29
30 de f d e l e t e ( s e l f , * a rgs , ** a rgv ) :
31 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Or i g i n " ,
" * " )
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32 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Headers " ,
"x r e q u e s t e d wi th " )
33 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Methods " ,
"POST , GET" )
34 i f ( a r g s [ 0 ] != None ) :
35 r e s = agen tRunne r . s topByAddres s ( a r g s [ 0 ] )
36 s e l f . w r i t e ( r e s )
37
38 c l a s s ScannerAgen t ( t o r n a do . web . Reque s tHand l e r ) :
39 @tornado . web . a synch ronous
40 de f p o s t ( s e l f , * a rgs , ** a rgv ) :
41 s c e n a r i o I d = s e l f . g e t _ a rgumen t ( " s c e n a r i o _ i d " )
42 app l i c a t i onName = s e l f . g e t _ a rgumen t ( "
a p p l i c a t i o n _n ame " )
43 runn ingToken = s e l f . g e t _ a rgumen t ( " r u nn i ng_ t ok en
" )
44 t a r g e t U r l = s e l f . g e t _ a rgumen t ( " t a r g e t _ u r l " )
45 s c a n n e rU r l = s e l f . g e t _ a rgumen t ( " s c a n n e r _ u r l " )
46
47 c u r r S c a n n e r = Scanne r ( )
48 runBackground ( c u r r S c a n n e r . i n i t T a s k , s e l f .
on_comple te , ( s c e n a r i o I d , app l i c a t i onName ,
runningToken , s c anne rU r l , t a r g e t U r l ) )
49
50 de f on_comple t e ( s e l f , r e s ) :
51 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Or i g i n " ,
" * " )
52 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Headers " ,
"x r e q u e s t e d wi th " )
53 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Methods " ,
"POST , GET" )
54 s e l f . w r i t e ( r e s )
55 s e l f . f i n i s h ( )
56
57 de f make_app ( ) :
58 p r i n tLog ( " Ap p l i c a t i o n s t a r t e d " )
59 r e t u r n t o r n a do . web . Ap p l i c a t i o n ( [
60 ( r " / run / ? ( [ 0   9 . : ] + ) ? " , Runner ) ,




64 i f __name__ == " __main__ " :
65 p o r t = 8000
66 agen tRunne r . c h e c kAg e n tA v a i l a b i l i t y ( )
67 agen tRunne r . s t o pA l lAgen t ( )
68 agen tRunne r . c h e c kAg e n tA v a i l a b i l i t y ( )
69 a p p l i c a t i o n = make_app ( )
70 a p p l i c a t i o n . l i s t e n ( p o r t )
71 p r i n t Log ( ' L i s t e n i n g on p o r t ' + s t r ( p o r t ) )





Kode Sumber A.3: Web Service untuk Penetration Testing Service
A.4 Modul Git Puller
1 impo r t os
2 impo r t sy s
3 impo r t g i t
4 impo r t j s o n
5 impo r t base64
6 impo r t h e l p e r
7 impo r t p p r i n t
8 from s h u t i l impo r t c o p y f i l e
9 from docke r impo r t C l i e n t
10
11 p r i n tLog = h e l p e r . p r i n t Log
12
13 d o c k e r _ c l i e n t = C l i e n t ( b a s e _ u r l = ' un ix : / / v a r / run /
docke r . sock ' )
14 p a r e n t _ d i r = ' / home / j iwa / t u g a s a k h i r / app sandbox / '
15
16 c l a s s P u l l e r ( o b j e c t ) :
17 de f _ _ i n i t _ _ ( s e l f ) :
18 p r i n t Log ( " P u l l e r o b j e c t c r e a t e d " )
19
20 # C r e a t e sanbox d i r e c t o r y
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21 de f s e t u pD i r e c t o r y ( s e l f , app_d i r , www_dir ) :
22 p r i n tLog("       S t a r t i n g D i r e c t o r y Ope r a t i o n s
!       ")
23 p r i n tLog ( ' Checking d i r e c t o r y ' , a p p_d i r )
24 i f no t os . p a t h . e x i s t s ( a p p_d i r ) :
25 p r i n tLog ( ' D i r e c t o r y ' , app_d i r , " no t e x i s t s .
C r e a t i n g i t . . . " )
26 os . mkdir ( a p p_d i r )
27 e l s e :
28 p r i n tLog ( ' D i r e c t o r y ' , app_d i r , " a l r e a d y
e x i s t s . " )
29 r e t u r n
30
31 # C r e a t e c o n f i g u r a t i o n f i l e s
32 de f c r e a t e C o n f i g u r a t i o n s ( s e l f , app_d i r ,
c o n f i g _ f i l e , c u s t om_ f i l e s ) :
33 p r i n tLog("       S t a r t i n g Co n f i g u a r t i o n F i l e
Se tup!       ")
34
35 t r y :
36 c u s t omF i l e s = j s o n . l o a d s ( c u s t om_ f i l e s )
37 f o r ( key , i t em ) i n c u s t omF i l e s . i t ems ( ) :
38 c u s t omF i l e P a t h = os . p a t h . j o i n ( app_d i r , i t em
[ " t i t l e " ] )
39 c u s t omF i l eCon t e n t = base64 . b64decode ( i t em [ "
c o n t e n t " ] )
40 f cus tom = open ( cu s t omF i l ePa t h , 'w+ ' )
41 p r i n t Log ( " Wr i t i n g t o " , i t em [ " t i t l e " ] )
42 f cus tom . w r i t e ( c u s t omF i l eCon t e n t )
43 f cus tom . c l o s e ( )
44 ex c ep t Va lueEr ro r , e :
45 p r i n tLog ( " Cannot l o ad custom f i l e s : " , e )
46 r e t u r n
47
48 r e t u r n
49
50
51 # P u l l o r c l o n e a p p l i c a t i o n from VCS based on
a v a i l a b i l i t y a t l o c a l s e r v e r
52 de f fe tchFromRepo ( s e l f , r e p o_u r l , www_dir ) :
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53 p r i n t Log("       S t a r t i n g G i t A c t i v i t i e s
!       ")
54 i f os . p a t h . e x i s t s ( www_dir ) :
55 p r i n t Log ( " Ap p l i c a t i o n d i r e c t o r y a l r e a d y e x i s t s
! " )
56 p r i n t Log ( " P u l l i n g from r e p o s i t o r y . . . " )
57 r epo = g i t . cmd . G i t ( www_dir )
58 r epo . p u l l ( ) # p u l l i f d i r e c t o r y e x i s t s
59 e l s e :
60 p r i n t Log ( " Clon ing r e p o s i t o r y . . . " )
61 g i t . Repo . c lone_ f rom ( r e po_u r l , www_dir ) # c l on e
i f d i r e c t o r y no t e x i s t s y e t
62 r e t u r n
63
64 # Rep lace a p p l i c a t i o n ' s c o n f i g u r a t i o n f i l e s f o r
p r oduc t i o n  l i k e env i r onmen t
65 de f s e t u pC o n f i g u r a t i o n s ( s e l f , app_d i r , www_dir ) :
66 p r i n t Log("       S t a r t i n g Co n f i g u r a t i o n
A c t i v i t i e s !       ")
67 # Get v a l u e s from con f i g . j s o n
68 c o n f i g F i l e P a t h = os . p a t h . j o i n ( app_d i r , ' c o n f i g .
j son ' )
69 p r i n t Log ( " Looking f o r " , c o n f i g F i l e P a t h )
70 i f ( os . p a t h . e x i s t s ( c o n f i g F i l e P a t h ) ) :
71 p r i n t Log ( " C o n f i g u r a t i o n f i l e found a t " ,
c o n f i g F i l e P a t h )
72 wi th open ( c o n f i g F i l e P a t h ) a s d a t a _ f i l e :
73 t r y :
74 c o n f i g u r a t i o n s = j s o n . l o ad ( d a t a _ f i l e )
75 ex c ep t Va lueEr ro r , e :
76 p r i n tLog ( " Cannot l o ad c o n f i g u r a t i o n : " , e )
77 r e t u r n
78
79 # Rep lace c o n f i g u r a t i o n s f i l e s
80 f o r ( t a r g e t _ f i l e , c o n f i g _ f i l e ) i n
c o n f i g u r a t i o n s [ " r e p l a c e " ] . i t ems ( ) :
81 i f os . p a t h . e x i s t s ( os . p a t h . j o i n ( app_d i r ,
c o n f i g _ f i l e ) ) :
82 p r i n tLog ( " r e p l a c i n g " , t a r g e t _ f i l e , " w i th " ,
c o n f i g _ f i l e )
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83 c o p y f i l e ( os . p a t h . j o i n ( app_d i r , c o n f i g _ f i l e
) , os . p a t h . j o i n ( www_dir , t a r g e t _ f i l e ) )
84 e l s e :
85 p r i n t Log ( " F i l e no t found : " , os . p a t h . j o i n (
app_d i r , c o n f i g _ f i l e ) )
86 r e t u r n
87 e l s e :
88 p r i n tLog ( " F i l e no t found : c o n f i g . j s o n " )
89 r e t u r n
90
91 # C r e a t e new docke r c o n t a i n e r
92 de f c r e a t e C o n t a i n e r ( s e l f , app_name , www_dir ,
a pp_po r t ) :
93 p r i n tLog("       S t a r t i n g Con t a i n e r C r e a t o r
A c t i v i t i e s !       ")
94 # C r e a t e docke r c o n t a i n e r f o r a p p l i c a t i o n
sandbox
95 new_con t a i n e r = d o c k e r _ c l i e n t . c r e a t e _ c o n t a i n e r (
image = " r i c h a r v e y / nginx php fpm " ,
96 name = app_name ,
97 p o r t s = [ 8 0 ] ,
98 h o s t _ c o n f i g = d o c k e r _ c l i e n t . c r e a t e _ h o s t _ c o n f i g
(
99 p o r t _ b i n d i n g s = {80 : a pp_po r t } ,




103 p r i n tLog ( " Docker c r e a t e s : " , n ew_con t a i ne r , " on
p o r t " , a pp_po r t )
104 r e t u r n
105
106 # Se t up sandbox f o r a p p l i c a t i o n v i r t u a l i z a t i o n
107 de f se tupSandbox ( s e l f , app_name , www_dir , a pp_po r t
) :
108 p r i n tLog("       S t a r t i n g Con t a i n e r A c t i v i t i e s
!       ")
109 c o n t a i n e r s = d o c k e r _ c l i e n t . c o n t a i n e r s ( a l l =True )
110
111 # Check i f c o n t a i n e r name a l r e a d y e x i s t s
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112 i f any ( c o n t a i n e r [ ' Names ' ] [ 0 ] == ( ' / ' + app_name )
f o r c o n t a i n e r i n c o n t a i n e r s ) :
113 p r i n t Log ( " Con t a i n e r a l r e a d y r unn i ng ! " )
114 p r i n t Log ( " S topp ing c o n t a i n e r : " , app_name )
115 d o c k e r _ c l i e n t . s t o p ( app_name )
116 p r i n t Log ( " Removing c o n t a i n e r : " , app_name )
117 d o c k e r _ c l i e n t . r emove_ con t a i n e r ( app_name )
118 p r i n t Log ( " R e c r e a t i n g c o n t a i n e r : " , app_name )
119 s e l f . c r e a t e C o n t a i n e r ( app_name , www_dir ,
a pp_po r t )
120 e l s e :
121 p r i n t Log ( "No c o n t a i n e r a v a i l a b l e f o r t h o s e
i n f o rm a t i o n s ! " )
122 p r i n t Log ( " C r e a t i n g c o n t a i n e r : " , app_name )
123 s e l f . c r e a t e C o n t a i n e r ( app_name , www_dir ,
a pp_po r t )
124
125 # S t a r t a p p l i c a t i o n c o n t a i n e r
126 d o c k e r _ c l i e n t . s t a r t ( app_name )
127 p r i n t Log ( " S t a r t i n g c o n t a i n e r : " , app_name )
128 r e t u r n
129
130 # I n i t i a l i z e t a s k
131 de f i n i t T a s k ( s e l f , app_name , r e po_u r l , app_po r t ,
c o n f i g _ f i l e , c u s t om_ f i l e s ) :
132 # Te rmina t e program when no a rgumen t s p r e s e n t e d
133 i f ( app_name i s None ) o r ( r e p o _ u r l i s None ) :
134 p r i n t Log ( " P l e a s e p r o v i d e a p p l i c a t i o n name and
r e p o s i t o r y URL! " )
135 sy s . e x i t ( )
136 e l s e :
137 www_dir = os . p a t h . j o i n ( p a r e n t _ d i r , app_name , '
www' )
138 a pp_d i r = os . p a t h . j o i n ( p a r e n t _ d i r , app_name )
139
140 p r i n t Log ( " I n i t i a l i z i n g t a s k . . . " )
141 p r i n t Log ( " Ap p l i c a t i o n name : " , app_name )
142 p r i n t Log ( " Repo s i t o r y URL: " , r e p o _ u r l )
143 p r i n t Log ( " Ap p l i c a t i o n d i r e c t o r y : " , www_dir )
144
145 s e l f . s e t u pD i r e c t o r y ( app_d i r , www_dir )
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146 s e l f . c r e a t e C o n f i g u r a t i o n s ( app_d i r , c o n f i g _ f i l e
, c u s t om_ f i l e s )
147 s e l f . fe tchFromRepo ( r e po_u r l , www_dir )
148 s e l f . s e t u pC o n f i g u r a t i o n s ( app_d i r , www_dir )
149 s e l f . s e tupSandbox ( app_name , www_dir , a pp_po r t )
150
151 de f main ( ) :
152 a rgv = sy s . a rgv
153 i f ( l e n ( a rgv ) < 2) :
154 p r i n tLog ( " Program t e rm i n a t e d ! " )
155 p r i n tLog ( " Usage : p u l l e r . py [ a p p l i c a t i o n name ] [
r e p o s i t o r y u r l ] [ a p p l i c a t i o n p o r t ] " )
156 sy s . e x i t ( )
157 e l s e :
158 # Se t up i n i t i a l v a r i a b l e s
159 app_name = a rgv [ 1 ]
160 r e p o _ u r l = a rgv [ 2 ]
161 app_po r t = a rgv [ 3 ]
162
163 p u l l e r = P u l l e r ( )
164 p u l l e r . i n i t T a s k ( app_name , r e po_u r l , a pp_po r t )
165
166 i f __name__ == " __main__ " :
167 main ( )
168
169
Kode Sumber A.4: Modul Git Puller pada Sandbox Service
A.5 Sandbox Web Service
1 impo r t t o r n a do . i o l o o p
2 impo r t t o r n a do . web
3 from t o r n a do impo r t gen
4 from cS t r i n g IO impo r t S t r i n g IO
5 from mu l t i p r o c e s s i n g . poo l impo r t ThreadPoo l
6 impo r t s y s
7 from p u l l e r impo r t P u l l e r
8 impo r t h e l p e r
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9
10 p r i n tLog = h e l p e r . p r i n t Log
11 s e r v e rU r l = " h t t p : / / 1 0 . 1 5 1 . 3 6 . 9 3 "
12 r unn ingTask = [ ]
13
14 _worke r s = ThreadPoo l ( 1 0 )
15
16 de f runBackground ( f u n c t i o n , c a l l b a c k , a r g s = ( ) , kwds
={}) :
17 de f _ c a l l b a c k ( r e s u l t ) :
18 t o r n a do . i o l o o p . IOLoop . i n s t a n c e ( ) . a d d _ c a l l b a c k (
lambda : c a l l b a c k ( r e s u l t ) )
19 _worke r s . a pp l y_a sync ( f u n c t i o n , a rgs , kwds ,
_ c a l l b a c k )
20
21 de f g e t T a s kL i s t ( memory_f i l e ) :
22 t a s k L i s t = [ ]
23 wi th open ( memory_f i l e ) a s memory :
24 f o r l i n e i n memory :
25 t a s k L i s t . append ( l i n e . r e p l a c e ( ' \ n ' , ' ' ) )
26 memory . c l o s e ( )
27 r e t u r n t a s k L i s t
28
29
30 de f r ew r i t e T a s k L i s t ( memory_f i le , i t ems = [ ] ) :
31 memory = open ( memory_f i le , 'w ' )
32 f o r i t em i n i t ems :
33 memory . w r i t e ( i t em + ' \ n ' )
34 memory . c l o s e ( )
35 r e t u r n
36
37 de f s t a r t D e p l o y ( appName , repoName , appPor t ,
c o n f i g F i l e , c u s t omF i l e s ) :
38 t a s k L i s t = g e t T a s kL i s t ( ' r unn ingTask . conf ' )
39
40 i f appName no t i n t a s k L i s t :
41 p r i n t Log ( ' Task fo r ' , appName , ' s t a r t e d ! ' )
42 t a s k L i s t = g e t T a s kL i s t ( ' r unn ingTask . conf ' )
43 t a s k L i s t . append ( appName )
44 r ew r i t e T a s k L i s t ( ' r unn ingTask . conf ' , t a s k L i s t )
45 p u l l e r = P u l l e r ( )
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46 p u l l e r . i n i t T a s k ( appName , repoName , appPor t ,
c o n f i g F i l e , c u s t omF i l e s )
47 r e t u r n { ' s t a t e ' : ' f i n i s h e d ' , ' s t a t u s ' : ' s u c c e s s
' , ' app_name ' : appName , ' app_po r t ' : appPor t , '
a pp_ s e r v e r ' : s e r v e rU r l }
48 e l s e :
49 r e t u r n { ' s t a t e ' : ' r unn ing ' , ' s t a t u s ' : ' r unn ing
' , ' app_name ' : appName , ' app_por t ' : appPor t , '
a pp_ s e r v e r ' : s e r v e rU r l }
50
51
52 c l a s s Pul lAndDeploy ( t o r n a do . web . Reque s tHand l e r ) :
53 de f g e t ( s e l f ) :
54 s e l f . w r i t e ( ' Noth ing t o do . ' )
55
56 @tornado . web . a synch ronous
57 de f p o s t ( s e l f ) :
58 appName = s e l f . g e t _a rgumen t ( ' app_name ' )
59 repoName = s e l f . g e t _ a rgumen t ( ' repo_name ' )
60 appPo r t = s e l f . g e t _ a rgumen t ( ' app_po r t ' )
61 c o n f i g F i l e = s e l f . g e t _ a rgumen t ( ' c o n f i g _ f i l e ' ,
d e f a u l t =None )
62 c u s t omF i l e s = s e l f . g e t _ a rgumen t ( ' c u s t om_ f i l e s ' ,
d e f a u l t =None )
63
64 runBackground ( s t a r tD e p l o y , s e l f . on_comple te , (
appName , repoName , appPor t , c o n f i g F i l e ,
c u s t omF i l e s ) )
65
66
67 de f on_comple t e ( s e l f , r e s ) :
68 i f ( r e s . g e t ( ' s t a t u s ' ) == ' s u c c e s s ' ) :
69 t a s k L i s t = g e t T a s kL i s t ( ' r unn ingTask . conf ' )
70 t a s k L i s t . remove ( r e s . g e t ( ' app_name ' ) )
71 r e w r i t e T a s k L i s t ( ' r unn ingTask . conf ' , t a s k L i s t )
72
73 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Or i g i n " ,
" * " )
74 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Headers " ,
"x r e q u e s t e d wi th " )
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75 s e l f . s e t _ h e a d e r ( " Access Con t ro l Allow Methods " ,
"POST , GET" )
76 s e l f . w r i t e ( r e s )
77 s e l f . f i n i s h ( )
78
79
80 de f make_app ( ) :
81 p r i n t Log ( " Ap p l i c a t i o n s t a r t e d " )
82 r e t u r n t o r n a do . web . Ap p l i c a t i o n ( [
83 ( r " / dep loy " , Pul lAndDeploy )
84 ] )
85
86 i f __name__ == " __main__ " :
87 p o r t = 8000
88 r e w r i t e T a s k L i s t ( ' r unn ingTask . conf ' , [ ] )
89 a p p l i c a t i o n = make_app ( )
90 a p p l i c a t i o n . l i s t e n ( p o r t )
91 p r i n t Log ( ' L i s t e n i n g on p o r t ' + s t r ( p o r t ) )




Kode Sumber A.5: Web Service untuk Sandbox Service
A.6 Modul Helper
1 impo r t d a t e t im e
2
3 de f p r i n t Log (* s t r i n g ) :
4 p r i n t d a t e t im e . d a t e t im e . now ( ) . s t r f t i m e ("%Y %m %d %
H:%M:%S " ) , '  > ' ,
5 f o r i i n s t r i n g :
6 p r i n t i ,
7 p r i n t ' '
8
9 de f main ( ) :
10 p r i n t " He lpe r l i b r a r y ! "
11
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12 i f __name__ == " __main__ " :
13 main ( )
14
15
Kode Sumber A.6: Modul Helper
A.7 Modul Client
1 impo r t r e q u e s t s
2 impo r t j s o n
3
4
5 c l a s s C l i e n t ( o b j e c t ) :
6 de f _ _ i n i t _ _ ( s e l f , p r ima ryUr l , s c e n a r i o I d ) :
7 s e l f . p r ima ryUr l = p r ima ryUr l
8 s e l f . s c e n a r i o I d = s c e n a r i o I d
9 s e l f . r u n n e rU r l = s e l f . p r ima ryUr l + " / r u nn e r / run
/ " + s t r ( s e l f . s c e n a r i o I d )
10
11 de f r unScanne r ( s e l f ) :
12 r eq = r e q u e s t s . p o s t ( s e l f . r u n n e rU r l )
13 r u n n i n g S t a t u s = j s o n . l o a d s ( r eq . t e x t )
14 s e l f . r u n n i n g S t a t u s = r u n n i n g S t a t u s
15 s e l f . r e s u l t U r l = s e l f . p r ima ryUr l + " / r e s u l t /
s c e n a r i o / " + s t r ( s e l f . s c e n a r i o I d ) + " / " + s e l f .
r u n n i n g S t a t u s [ ' token ' ]
16 r e t u r n r u n n i n g S t a t u s
17
18 de f g e tRunn i n gS t a t u s ( s e l f ) :
19 r e t u r n s e l f . r u n n i n g S t a t u s
20
21 de f g e t R e s u l t s ( s e l f ) :
22 r eq = r e q u e s t s . g e t ( s e l f . r e s u l t U r l )
23
24 i f ( r eq . t e x t != " n u l l " ) :
25 r e s u l t D a t a = j s o n . l o a d s ( r eq . t e x t )
26 r e s u l t D e t a i l = j s o n . l o a d s ( r e s u l t D a t a [ ' d e t a i l
' ] )
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27 s e l f . r e s u l t D e t a i l = r e s u l t D e t a i l
28
29 r e t u r n r e s u l t D e t a i l
30 e l s e :
31 s e l f . r e s u l t D e t a i l = [ ]
32 r e t u r n r eq . t e x t
33
34
Kode Sumber A.7: Modul Client
A.8 Modul Penetration Testing Client
1 impo r t sy s
2 impo r t t ime
3 from p e n t e s t e r _ c l i e n t impo r t C l i e n t
4
5 de f e x e c u t e ( p r ima ryUr l , s c e n a r i o I d ) :
6 c l i e n t = C l i e n t ( p r ima ryUr l , s c e n a r i o I d )
7
8 p r i n t " Connec t i ng t o p e n t e s t da shboa rd "
9 r e s = c l i e n t . r unScanne r ( )
10 p r i n t r e s
11
12 p r i n t " G e t t i n g r unn i ng s t a t u s "
13 s t a t = c l i e n t . g e tRunn i n gS t a t u s ( )
14 p r i n t s t a t
15
16 p r i n t " G e t t i n g r e s u l t s "
17 whi l e True :
18 r e s u l t = c l i e n t . g e t R e s u l t s ( )
19 i f ( r e s u l t != " n u l l " ) :
20 p r i n t r e s u l t
21 b r eak
22 t ime . s l e e p ( 3 )
23
24 de f main ( ) :
25 a rgv = sy s . a rgv
26 i f ( l e n ( a rgv ) < 2) :
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27 p r i n t " Program t e rm i n a t e d ! "
28 p r i n t " Usage : c l i e n t . py [ da shboa rd u r l ] [
s c e n a r i o ID ] "
29 sy s . e x i t ( )
30 e l s e :
31 # Se t up i n i t i a l v a r i a b l e s
32 p r ima ryUr l = a rgv [ 1 ]
33 s c e n a r i o I d = a rgv [ 2 ]
34
35 e x e c u t e ( p r ima ryUr l , s c e n a r i o I d )
36
37 i f __name__ == " __main__ " :
38 main ( )
39
40
Kode Sumber A.8: Modul Penetration Testing Client
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Bab ini membahas kesimpulan yang dapat diambil dari tujuan 
pembuatan sistem dan hubungannya dengan hasil uji coba serta 
evaluasi yang telah dilakukan. Selain itu, terdapat beberapa saran 
yang bisa dijadikan acuan untuk melakukan pengembangan dan 




Berdasarkan proses perancangan,  implementasi  dan 
pengujian terhadap sistem pada Tugas Akhir ini, dapat diambil 
beberapa kesimpulan sebagai berikut: 
1. Sistem yang dirancang pada Tugas Akhir ini mampu 
membuktikan bahwa aktivitas penetration testing bisa 
dijalankan pada aplikasi continuous integration dan 
mendukung proses evaluasi terhadap kode sumber suatu 
aplikasi. 
2. Salah satu cara menggabungkan aktivitas penetration 
testing dengan aplikasi continuous integration adalah 
dengan menjadikan sistem penetration testing sebagai 
sebuah layanan pihak ketiga yang menyediakan  antar  
muka API bagi aplikasi continuous  integration. 
3. Aspek yang perlu diperhatikan jika ingin menggabungkan 
aktivitas penetration testing dengan aplikasi continuous 
integration adalah sumber daya perangkat keras, terutama 
memori sebab alat kakas penetration testing mengonsumsi 
memori cukup banyak dalam sekali  beraktivitas. 
4. Sumber daya yang paling mempengaruhi fungsionalitas 
sistem adalah ketersediaan memory  pada  server 
Penetration Test Service, sebab sistem ini mengonsumsi 
memory dalam jumlah besar untuk setiap aktivitas 






Berikut beberapa saran yang diberikan untuk pengembangan 
lebih lanjut: 
• Sistem penetration testing yang dirancang pada Tugas  
Akhir ini masih memiliki kekurangan dalam pengelolaan 
sumber daya, terutama memori, sehingga diperlukan 
penelitian lebih lanjut mengenai cara  menghemat  
konsumsi memori. 
• Alat kakas penetration testing yang digunakan pada sistem 
ini masih terbatas pada W3af, sehingga perlu dikembangkan 
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