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Introduction
Modeling and forecasting asset volatility is one of the central topics of financial econometrics. While the early literature has focused on short memory GARCH models, today it is well established that financial market volatility typically exhibits long memory. Standard models that capture the long-memory feature are, for example, ARCH(∞) and LARCH models (see Giraitis et al. (2007) , Giraitis et al. (2009) ), as well as stochastic volatility models that make use of ARFIMA processes. The conceptually simpler HAR model of Corsi (2009) can also approximate long memory by using a regression with overlapping averages of past volatilities. While in the HAR model the actual degree of memory remains unknown, the other models provide estimates of the memory parameter d. However, a problem arises when the volatility series are contaminated by level shifts or deterministic trends, known as low frequency contaminations. In this case standard estimation methods for d are positively biased. The issue is that both long memory and mean shifts generate similar time series features such as significant autocorrelations at large lags or a pole in the periodogram at Fourier frequencies local to zero (cf. for example Diebold and Inoue (2001) , Granger and Hyung (2004) , or Mikosch and Stȃricȃ (2004) ). If long memory is falsely detected in a short-memory time series subject to low frequency contaminations, it is referred to as 'spurious long memory'. However, recently several methods have been proposed that allow for robust estimation of d under these circumstances (see Iacone (2010) , Mc-Closkey and Perron (2013) , Hou and Perron (2014) ). Another issue frequently discussed for volatility series is the effect of perturbations. Deo and Hurvich (2001) and Arteche (2004) show that standard estimation methods are negatively biased if a noisy volatility proxy is used. Local Whittle based methods that reduce this bias are proposed of Hurvich et al. (2005) and Frederiksen et al. (2012) , among others. Several studies have estimated the memory parameter in index-and exchange rate variance. However, most of them use standard estimation methods that do not account for the issues discussed above. The estimates achieved are roughly in the range of 0.4 < d < 0.6, so in the higher stationary or in the lower non-stationary region (c.f. Andersen et al. (2003) , Hurvich and Ray (2003) , Martens et al. (2009) , among others). It is an important question whether d > 0.5 since the features of the underlying processes are substantially different. In particular, if d > 0.5 the variance of the variance series is infinite, so that the kurtosis of the returns does not exist. To see this, denote the continuously compounded asset returns by r t and assume that they are mean zero with conditional heteroscedasticity of the form
where σ t denotes the volatility at day t and it is assumed that η t iid ∼ (0, 1) with finite kurtosis K η . Then the return kurtosis (K r ) can be decomposed into the kurtosis of the volatility process (K σ ) and that of the innovation sequence as follows
If d > 0.5, we have
Here, we provide a comprehensive analysis of the memory of a wide range of international stock indices and exchange rates using recently published robust estimation methods. We find that the variance of exchange rates is in the higher stationary range while the variance of stock indices is in the lower non-stationary range. Additionally, we find that exchange rates are likely to be subject to low frequency contaminations which bias standard estimation methods upwards, whereas the stock index variances are free of spurious long memory. The rest of the paper is structured as follows. In Section 2 we review the methodological issues associated with the estimation of long memory in realized volatility time series. This motivates the use of robust estimation methods reviewed in Section 3. Here, we also provide a Monte Carlo simulation that analyzes the performance of the robust estimation methods if there is potential for both -low frequency contaminations and perturbations. Section 4 contains our empirical contribution that analyzes the memory parameters of a large set of international stock indices and exchange rates. Finally, Section 5 concludes.
The Effect of Perturbations and Level Shifts
ARCH-type models usually assume that the daily variance σ 2 t is some function of the past squared returns, so that σ 2 t = h(r t−1 , r t−2 , ...). On the contrary, the stochastic volatility literature usually assumes that the log-variance log σ 2 t is a function of the lagged returns as well as an additional innovation sequence ε t that is specific to the volatility process log σ 2 t = g(r t−1 , r t−2 , ..., ε t , ε t−1 , ...).
To fit these models, one either has to rely on complicated unobserved component models or it is necessary to employ a proxy for the unobserved volatility process σ t . Since high frequency data has become widely available, it has become standard practice to use realized variance as a proxy. Realized variance was popularized (among others) by Andersen et al. (2001) and Andersen et al. (2003) . Recent examples of long memory models for realized variance include Deo et al. (2006) , Martens et al. (2009) , and Chiriac and Voev (2011) . Let the log-price p t of an asset be observed at regular intervals -N times per trading day -and denote the i-th intraday log-return by r i,t = p i,t − p i−1,t , then the realized variance is given by
so that z t = σ 2 t (1 + w t ), for some error sequence w t and therefore
for small w t . It is clear from (1) that z t can be regarded as a perturbed version of the underlying volatility process. The influence of this estimation error in the volatility proxy on the accuracy of the estimated memory parameter is an important topic in the long memory stochastic volatility literature. Note however, that Barndorff-Nielsen and Shephard (2002) show that plim z t = σ 2 t , as N → ∞, so that w t → 0. Therefore, z t is a relatively precise estimate of σ 2 t and it is sometimes treated as if it was a direct observation of the variance process. Nevertheless, a careful analysis of the memory of volatilities as intended here should take these effects into account. Another issue that has to be taken into account is the possible presence of low frequency contaminations such as level shifts or deterministic trends. Especially log-squared returns have been a prominent example in the literature on spurious long memory, from early contributions such as Granger and Ding (1996) , Mikosch and Stȃricȃ (2004) , or Granger and Hyung (2004) , to more recent contributions such as Lu and Perron (2010) , or Xu and Perron (2014) .
We therefore consider the following model for the realized variance
where the variance process z t consists of a short-or long-memory process y t , a constant c, a so called low frequency contamination u T,t (e.g. a level shift process or trend), and the additive, mean zero, short memory noise term w t with variance σ 2 w < ∞. The low frequency contamination u T,t is assumed to be a random level shift process as given by
Here, π T,t and ξ t are mutually independent and they are also independent of y t and w t . To estimate the unknown memory parameter d in applications, it is common to use the local Whittle estimator of Künsch (1987) and Robinson (1995a) . Compared to ARFIMA models this semiparametric approach has the advantage that it is consistent irrespective of the form of the short run dynamics. Furthermore, the asymptotic variance of the local Whittle estimator is smaller than that of the log-periodogram estimator of Geweke and Porter-Hudak (1983) and Robinson (1995b) . The discussion in this paper is therefore focused on the local Whittle estimator that is discussed in detail in the next section. In absence of low frequency contaminations in model (2) -that is if u t,T = 0 for all t = 1, ..., T -Arteche (2004) shows that the local Whittle estimator is biased downwards. Bias corrected versions of the estimator have been proposed, among others, by Hurvich et al. (2005) and Frederiksen et al. (2012) . Similarly, in absence of perturbations in (2) -that is when w t = 0 for all t = 1, ..., T - Perron and Qu (2010) and McCloskey and Perron (2013) show that the periodogram of z t can be decomposed into
For λ j = o(1) they show that
It follows that the part corresponding to the random level shift process u T,t dominates for j = o(T (1−2d)/(2−2d) ) while the part corresponding to the short-or long-memory process y t dominates for jT (2d−1)/(2−2d) → ∞. Therefore, local Whittle estimates are biased upwards especially when small bandwidths are used. This results in the aforementioned effect of spurious long memory. For the model in (2), it is therefore well established that there are potential effects that cause both upwards bias as well as downwards bias in the estimated memory parameters if standard methods such as the local Whittle estimator are used.
Robust Long Memory Estimation
As argued in the previous section, it is likely that volatility measures are perturbed (even though the perturbation is less pronounced when the realized variance is used) and subject to low frequency contaminations. Therefore, robust methods against these issues have to be used to estimate d.
The spectral density function f z (λ) of the perturbed volatility measure process under low frequency contaminations in (2) at frequency λ is given by
where φ a with a ∈ {y, w, u} corresponds to the spectral density of the short run components in y t , w t , and u t,T . All local Whittle estimation methods are based on the local loglikelihood as given by
where G a approximates the spectral density local to zero, m = T b is the bandwidth, l is a trimming parameter which is equal to one except for the trimmed local Whittle estimator, λ j = (2π j/T ) are the Fourier frequencies, g a is a function that controls for perturbations and/or low frequency contaminations, and a ∈ {LW, LPWN, mLW, tLW}.
Depending on whether perturbations, low frequency contaminations, or both are present in the volatility series, the spectral density in (5) has to be approximated differently local to zero. Therefore, several estimators can be derived.
For the standard local Whittle estimator it is assumed that there are no perturbations and low frequency contaminations. Hence, the spectral density of the series z t in (5) is approximated by a constant G. It follows that
where the periodogram I z (λ) is given by I z (λ) = (2πT ) −1 | T t=1 z t e itλ | 2 . The standard local Whittle estimator suggested by Künsch (1987) is then given by
For 1/m + m/T → ∞, as T → ∞ and d ∈ (−0.5, 0.5) consistency of d LW is shown by Robinson (1995a) . Under strengthened assumptions (especially on the bandwidth choice) it is also shown that √ m( d LW − d) a ∼ N(0, 1/4). Velasco (1999) extends these results and shows that the local Whittle estimator is consistent for d ∈ (−0.5, 1] and asymptotically normal for d ∈ (−0.5, 0.75].
In the case where the volatility measure exhibits short memory dynamics and perturbations, the local polynomial Whittle with noise (LPWN) estimator of Frederiksen et al. (2012) can be applied. They extend the idea of Andrews and Sun (2004) who approximate the spectral density local to zero by a polynomial instead of a constant to reduce the finite sample bias of the local Whittle estimator. Frederiksen et al. (2012) add an additional polynomial to approximate the spectrum φ w (λ) of the perturbation in (5).
Other approaches that try to approximate the perturbation by a constant rather than a polynomial are, for example, made by Hurvich and Ray (2003) who proposed the local polynomial Whittle estimator with noise (LWN). This estimator is nested in the LPWN estimator if the polynomials are chosen of order zero. Precisely, Frederiksen et al. (2012) fit the following two polynomials
to approximate the logarithms of φ y (λ) and φ w (λ) in (5). Here θ = (θ y , θ ρ , θ w ) , θ ρ = φ w (0)/φ y (0) is the long-run signal-to-noise ratio, h a (θ a , λ) = R a r=1 θ a,r λ 2r , and a ∈ {y, w}.
Therefore,
The estimator is given by
where 0 < d 1 < d 2 < 1 is assumed to be stationary, and Θ is a compact and convex set in R R y × (0, ∞) × R R w . For a properly chosen m and d ∈ (0, 1) Frederiksen et al. (2012) show in their Theorem 2 under some regularity conditions that the memory estimator is consistent. They further show for d ∈ (0, 0.75) that it converges in distribution to the normal distribution when perturbations are present. Compared with the local Whittle estimator the asymptotic variance increases by a multiplicative constant, but the bias through perturbation and short memory dynamics is reduced. In case that the volatility series is subject to level shifts or other low frequency contaminations, the trimmed local Whittle (tLW) estimator of Iacone (2010) and the modified local Whittle (mLW) estimator of Hou and Perron (2014) can be applied. The idea of the trimmed local Whittle estimator of Iacone (2010) is to use a trimming of the l lowest frequencies where the contaminations have their biggest effect on the spectral density of the series according to (4). Therefore, we obtain
In case l = 1 the estimator is reduced to the standard local Whittle. Under suitable assumptions on the bandwidth and trimming parameter Iacone (2010) shows consistency and asymptotic normality of d tLW for d ∈ (0, 0.5). Its asymptotic variance is the same as that of the local Whittle estimator. The modified local Whittle estimator uses another approach to achieve consistent estimates of d under low frequency contaminations. It adds an additional term to account for φ u (λ)λ −2 /T -the influence of the low frequency contamination in the spectral density function of the variance z t . Hou and Perron (2014) also provide an additional exten-sion of the modified local Whittle estimator to account for both the perturbation and the low frequency contamination. In this case they approximate the spectral density φ w (λ) of the perturbation by a constant term following the approach of Hurvich et al. (2005) . Denoting θ = (θ w , θ u ) as the signal-to-noise ratios of the perturbation and the low frequency contamination the estimator uses
and is given by
If θ w = 0, we have the modified local Whittle estimator (mLW) and if θ w 0 we have the modified local Whittle plus noise estimator (mLWN). For θ w = 0, a properly chosen m which needs to be larger than T 5/9 and d ∈ (0, 0.5), Hou and Perron (2014) show consistency and under strengthened assumptions asymptotic normality of the estimator. The estimator possesses the same asymptotic variance as the local Whittle estimator. The consistency of these methods for d > 0.5 is addressed in our simulations below.
A prominent test to distinguish true from spurious long memory is the Lagrange multipliertype test of Qu (2011) . Its null hypothesis incorporates all second-order stationary shortor long-memory processes. Under the alternative, the process is contaminated by some low frequency contamination, for example a random level shift as given in (3). The test statistic uses the difference between the rates given in (4) and it is based on the local Whittle likelihood function. It is given by
with ν j = log λ j − (1/m) m j=1 log λ j , and a small trimming parameter . Qu (2011) derives the consistency and the limiting distribution of (8) for d ∈ (0, 0.5). Sibbertsen et al. (2017) show via simulations that the test also works in the low non-stationary range for d. Qu (2011) reports critical values for ∈ {0.02, 0.05}, where the first value is recommended for sample sizes T > 500. It is further recommended to use m = T 0.7 frequency ordinates. The test of Qu (2011) has several desirable properties such as not requiring Gaussianity, allowing for conditional heteroskedasticity, not requiring a precise specification of the low frequency contamination due to its score-type nature and displaying high finite sample power results compared to competing tests (c.f. Leccadito et al. (2015) ). To evaluate the finite sample performance of the estimators discussed above in the situation we are facing in our empirical application, we conduct a small Monte Carlo simulation. The data generating process (DGP) is based on (2), where y t is a fractionally integrated process of order d, w t is white noise with variance σ 2 w , p = 5, and T = 4000, which approximately mirrors the sample sizes in our empirical application. Since the variance of the perturbations can be expected to be small, we set σ w ∈ {0, 1/10, 1/4, 1/2}, whereas y t is scaled so that the variance of the process is one. Furthermore, we set σ 2 η ∈ {0, 1, 2}, since we do not have any a priori knowledge about the magnitude of potential mean shifts. The bandwidth parameters are chosen as in the empirical application following the recommendations of the authors who proposed the respective methods. For the local Whittle estimator we set m = T 0.7 . The results reported in Table 1 are based on 5000 Monte Carlo replications. Starting with the local Whittle estimator, we can observe the expected result that there is a positive bias if level shift components are present and the perturbations cause only a slight negative bias due to their moderate scale. It is worth noting that the bias of the local Whittle estimator is smaller for d = 0.6 than for d = 0.4, so that all the estimated ds are in the range between 0.5 and 0.7. Turning to the mLW estimator of Hou and Perron (2014) , we observe that the estimator successfully mitigates the bias caused by the level shift components. However, with increasing magnitude of the perturbation, the estimator suffers a strong negative biasmuch stronger than the original local Whittle estimator. Similar results hold true for the tLW estimator of Iacone (2010) , but the magnitude of the perturbation bias is considerably smaller than that of the mLW estimator. The LWN estimator behaves similarly, but in the contrary direction. It successfully mitigates the downward bias caused by perturbations, but it suffers from a stronger upward bias in case of level shift components than the local Whittle estimator. Finally, the mLWN estimator seems to be mitigating the perturbation bias, but it does not control the spurious long memory bias to its full extend. The results of the mLW and tLW estimators for d = 0.6 show that the consistency extends to the lower non-stationary region -exactly like that of the LW and LPWN. With regard to the variation of the estimators, we can observe that all methods become increasingly variable as the influence of the level shifts increases. The mLW estimator turns out to have slightly less variance than the tLW estimator of Iacone (2010) for d = 0.4, but higher variance for d = 0.6. The LWN estimator is more variable than the LW estimator and the mLWN estimator is extremely volatile in presence of level shifts in a stationary long-memory sequence with d = 0.4.
The Memory of Realized Volatility
We consider daily realized variances of 41 major stock indices and 10 nominal exchange rates relative to the US Dollar. The data for the indices is obtained from the 'Oxford-Man Institute's realised library' and was compiled by Heber et al. (2009) . The series start between 1996 and 2000 and they end on 9 June 2017. An overview of the symbols is given in Table 5 and a summary of the start and end dates as well as the length of the series is given in Table 7 in the appendix. To construct similar series for the exchange rates, we use 5-minute returns obtained from the Thomson Reuters Tick History database. The data is cleaned following the recommendations of Barndorff-Nielsen et al. (2009) to account for the typical high frequency data quality issues. Similar to the procedure of Heber et al. (2009) , some additional manual edits are made so that the data is suitable for statistical inference. Since there is no market closure for exchange rates the log-realized variance is calculated based on all 5-minute log-returns within each 24-hour period. As for the indices, an overview of the meaning of the symbols is given in Table 6 and starting dates of the resulting series and the number of observations are given in Table 8 . The last observation of all exchange rate series is from 31 January 2017. The results of the different long-memory estimators applied to the log-realized variances log z t of the indices are given in Tables 2 and 3 . Starting with the local Whittle estimates, we observe that they tend to decrease as the bandwidth increases from m = T 0.6 to m = T 0.8 . Even though this decrease has a magnitude of up to 0.2 for some of the series, it is moderate for the majority of them. Nevertheless, this could be seen as an indication for low frequency contaminations in the respective series. The intuition behind this is given in Section 2: the long-memory component of a contaminated series dominates the low frequency contamination at higher frequencies such that the positive bias of the estimated d decreases if a larger bandwidth is chosen. Nearly all point estimates are within the lower non-stationary region between 0.5 and 0.6 and the vast majority of asymptotic confidence intervals are completely in the nonstationary region as well. If the impact of perturbations and low frequency contaminations is low, this is strong evidence that the memory of the indices is larger than 0.5. Turning to the LPWN estimates, we first observe that the estimates are very stable across the different specifications of the estimator. The level of the estimates tends to be higher than that of the local Whittle estimates. Most of them are in the range between 0.6 and 0.7. This further supports the previous finding that the index variances possess non-stationary long memory and points to the fact that the measurement error in the log-realized variance still has a magnitude so that it causes downward bias in the local Whittle estimator. The right hand side of Tables 2 and 3 shows the results of the mLW and tLW estimators of Hou and Perron (2014) and Iacone (2010) as well as the mLWN estimator. In all cases the mLW estimates are smaller than the local Whittle estimates and in some series the memory drops by a considerable amount. The same holds true for the tLW estimator of Iacone (2010) , but the reduction in memory compared to the local Whittle estimates is of a smaller magnitude. This could be seen as evidence for low frequency contaminations in the variances. However, the results of the mLWN estimator are more in line with those of the LPWN estimators and the test of Qu (2011) estimate of the true memory of the variances of the stock indices under consideration. We therefore find, that the memory of stock index variance is non-stationary. Most stock index variances display memory parameters in the range between 0.6 and 0.7, which is far in the non-stationary region.
In Table 4 we report the results for the realized variance of exchange rates. Here, we observe some major differences compared to the results for the variances of indices, discussed above. First of all, the local Whittle estimates decrease heavily when the bandwidth increases. Again, this can be seen as an indication of low frequency contaminations by the same arguments as discussed above. The assertion that the exchange rate variances exhibit spurious long memory is further supported by the fact that both the mLW estimator of Hou and Perron (2014) test rejects strongly for all currencies considered. This is clear evidence for the presence of spurious long memory. Only the mLWN estimator does not show evidence for a lower degree of memory. However, the results show a very high variability and we know from the simulations in the previous section that the estimator fails to control the spurious long memory bias, if the level shift component is large. Finally, the LPWN estimates are much higher compared to the local Whittle estimates, which is also consistent with the observation that the LPWN estimators have a larger spurious long memory bias than the standard local Whittle estimator, as shown in our simulations. If we now consider the mLW and tLW estimators that are most likely to give consistent estimates in this setup, we observe that all estimates are in the stationary region. In particular the estimator of Iacone (2010) gives estimates that lie consistently between 0.3 and 0.4. The results for the Hou and Perron (2014) estimator are a bit more variable and are found to be in the range between 0.05 and 0.4. To ensure the robustness of our findings, we consider a variety of alternative specifications. The results of these exercises are given in the appendix. First, we consider realized kernels instead of realized variances for the indices. Realized kernels are a measure of variance that is more robust to market microstructure effects. The results are given in Tables 9 and 10 in the appendix. Furthermore, in Tables 11 and 12, we construct confidence intervals for the local Whittle estimator using the frequency domain bootstrap procedure of Arteche and Orbe (2016) . Finally, we apply the trimmed log-periodogram regression of McCloskey and Perron (2013) as an alternative to estimate the memory robust to spurious long memory. These results can be found in Tables 13 and 14 . The results of all these analyses are remarkably similar to those presented here, which highlights the robustness of our findings.
Considering these results, we are able to establish a number of key findings. First of all, there is a considerable difference between the behavior of stock index variances and exchange rate variances. The stock index variances exhibit true long memory in the nonstationary range between 0.6 and 0.7. In contrast to that, the exchange rate variances show clear signs of spurious long memory and the true long memory of the series are only around 0.3.
Conclusion
In Section 2 we discuss the effect of measurement error and level shifts on estimates of the memory parameter in log-realized variances using the local Whittle estimator of Künsch (1987) and Robinson (1995a) . In the recent literature a large number of new local Whittle estimators has been proposed that are robust to these effects, most importantly those of Hurvich et al. (2005) and Frederiksen et al. (2012) , Iacone (2010) and Hou and Perron (2014) . These are discussed in Section 3, where we also conduct a simulation study to evaluate the performance of these methods if both of these complications are incurred at the same time. We find that, while the estimators are successful in mitigating the bias they are build to address, they become more vulnerable to the bias they do not account for. That means the LPWN estimator has a larger bias due to spurious long memory than the standard local Whittle estimator and the modified and trimmed local Whittle estimators have a larger bias in presence of perturbations. In our empirical application we are able to establish some new stylized facts about the memory in realized variances. Considering a wide range of stock indices, we find that the index variances are true long-memory processes with a memory parameter between 0.6 and 0.7, which is in the non-stationary range. As discussed in the introduction, this means that long memory stochastic volatility models are able to reproduce the finding that the kurtosis of stock market returns is infinite. Exchange rate variances, however, exhibit spurious long memory and the true memory parameters are between 0.3 and 0.4, which is far in the stationary region. Table 14 : Estimated long-memory coefficients of the log-realized variances applying the estimator of McCloskey and Perron (2013) . Theoretical confidence intervals are given in brackets below.
