Abstract-In this paper, multiple-symbol differential detection (MSDD) is applied to differentially encoded LDPC (DE-LDPC) coded systems, which can avoid phase tracking and channel estimation and compensate the performance loss of conventional differential detection. In the studied systems, the outer iterative decoding is performed between the MSDD softinput soft-output demodulator (SISOD) and the LDPC decoder. To make MSDD suit for iterative decoding, a metric computation algorithm which output soft information for MSDD is derived, and transfer characteristics and performances of the MSDD SISOD are analyzed by the extrinsic information transfer (EXIT) chart and computer simulations. To solve the problem of high complexity of the MSDD SISOD, we propose an improved soft-output M-algorithm (ISOMA) by combining the features of the existing SOMA approaches, and propose an adaptive ISOMA (AISOMA) to further reduce the complexity of the iterative decoding with ISOMA. By computer simulations, it is shown that the computational complexity of the MSDD SISOD as well as the iterative decoding complexity of DE-LDPC coded systems with MSDD can be significantly reduced by the two approaches, especially for high order modulation schemes.
I. INTRODUCTION
Low-density parity-check (LDPC) codes have gained more and more attention due to its near Shannon limit error correction performance and relatively low complexity in decoding [1] - [4] . Due to the advantages of LDPC codes, they have been adopted in current and next generation wireless standards, such as worldwide interoperability for microwave access (WiMAX), wireless fidelity (WiFi), second generation satellites for digital video broadcasting (DVB-S2), and also as a potential candidate for fourth-generation (4G) mobile wireless systems.
It should be noted that the amazing performance of LDPC codes confirmed by most of the reports in the literature is achieved by coherent detection. However, since the performance of coherent detection relies on accurate phase tracking and reliable estimation of channel Manuscript received September 12, 2013 ; revised December 18, 2013 .
Corresponding author email: yyhy916@gmail.com. doi:10.12720/jcm.9.1. [21] [22] [23] [24] [25] [26] [27] [28] [29] state information (CSI), coherent detection becomes expensive or infeasible in some cases, such as rapid relative motion between the transmitter and receiver or phase noise in local oscillators. Therefore, differentially encoded LDPC (DE-LDPC) coded systems with differential detection, which circumvent the need for phase tracking and channel estimation, have attracted a lot of attention [5] - [10] .
In [5] and [6] , the performance of LDPC codes with differential detection over additive white Gaussian noise (AWGN) channels is studied. The two papers mainly focus on how to design LDPC codes for differential encoding with iterative differential detection. In [7] - [10] , the performance of LDPC codes with differential detection over the flat Rayleigh fading channel is studied. In [7] and [8] , two kinds of metrics of a serial concatenation system of LPDC codes and DBPSK are proposed. In [9] and [10] , a simple iterative differential detection and decoding receiver is proposed, and also mainly focus on how to optimize the LDPC codes to fit for differential detection.
The above mentioned papers all study on the conventional differential detection. It is well known that a 3dB performance gap exists between the coherent detection and conventional differential detection. Multiple-symbol differential detection (MSDD) [11] has been proven as an effective approach for narrowing this performance gap. By extending the observation window size (OWS) to more than two symbols, MSDD makes a joint decision on those several symbols simultaneously rather than symbol-by-symbol detection as in conventional differential detection. Moreover, in continuous fading channels, MSDD considering fading autocorrelation can enhance the system performance possible [12] . However, the high complexity of MSDD limits its application in practical systems. Up to now, MSDD for different communication systems have been widely studied [12] - [17] . However, to our knowledge, until now the characteristics and performance of MSDD for DE-LDPC coded systems still remain an open problem.
In this paper, an iterative MSDD scheme for DE-LDPC coded systems is studied. In this scheme, the soft-input soft-output demodulator (SISOD) with MSDD (called MSDD SISOD in the following) is used as the inner decoder, and the iterative decoding is performed between the MSDD SISOD and the LDPC decoder (outer decoder). To make MSDD suit for iterative decoding, a metric computation algorithm which output soft information for MSDD is derived, and the characteristics and performance of the MSDD SISOD is analyzed using the extrinsic information transfer (EXIT) chart [18] and computer simulations. On the other hand, to reduce the high complexity of iterative decoding with MSDD SISOD, we propose two complexity reduction algorithms for MSDD SISOD based on M-algorithm. To resolve the problem of M-algorithm inappropriate for MSDD SISOD, an improved soft-output M-algorithm (ISOMA) is proposed by combining the features of the existing SOMA approaches. To further reduce the complexity of the iterative decoding with ISOMA, an adaptive ISOMA (AISOMA) is also proposed. Simulation results show that the complexity of the iterative decoding with MSDD SISOD can be significantly reduced by the two approaches, especially for high order modulation schemes.
The rest of this paper is organized as follows. In Section II, the system model is introduced. In Section III, MSDD SISOD and its EXIT chart analysis are introduced. In Section IV, we propose the complexity reduction algorithms for MSDD SISOD. Then, the system performance is analyzed using computer simulations in Section V. Finally, Section VI concludes the paper. 
II. SYSTEM MODEL

A. Transmitter
The block diagram of the system model is illustrated in Fig. 1 . A random message bit sequence b = {b 1 m  is the number of bits of each M s -ary PSK symbol. The sequence x is then differentially encoded to a sequence s = {s 0 , s 1 ,…,s N/m }, where s k is given by s k = x k s k-1 . s 0 is a reference symbol and is known by the demodulator. In this paper, s 0 is set to 1. Different from general serially concatenated codes [19] , the considered system omits the interleaver between the encoder and modulator for reducing the complexity of the system, because LDPC codes have inherent interleaving nature since its parity check matrix is randomly constructed with a high degree of sparsity [20] .
B. Channel
The differentially encoded sequence s is transmitted to the receiver through the Rayleigh fading channel with AWGN. The received discrete-time baseband signal, at time k, can be written as format as
where fading coefficient h k is a sample of a normalized complex Gaussian process with mean zero and variance 2 h  , k  , which is uniformly distributed over [0, 2π), is the unknown phase introduced by the channel, and n k is a sample of a zero mean complex Gaussian noise with variance 2 n  . It is assumed that h k and n k are mutually independent.
C. Receiver
At the receiver, the received signals are iteratively decoded by mutually exchanging the soft information between the MSDD SISOD and the LDPC decoder. At each outer iteration, the MSDD SISOD produces the a posteriori information LM,p based on the received signals and the a priori information LM,a provided by the LDPC decoder, and produces the extrinsic information LM,e by LM,p subtracting LM,a. Then LM,e is passed to the LDPC decoder as the a priori information LD,a. Based on LD,a, the LDPC decoder performs a number of inner iterations, and makes a tentative hard decision. If the hard decision is a legitimate codeword by checking the parity check constraints of LDPC codes, the iterative decoding will be terminated. Otherwise, the extrinsic information LD,e of the LDPC decoder, which is obtained similar to LM,e, will be fed back to the MSDD SISOD as the a priori information LM,a for the next outer iteration. This process is repeated until the predefined maximum outer iteration number is reached or a legitimated codeword is found.
III. MSDD SISOD AND ITS EXIT CHART ANALYSIS
A. Metric Derivation for MSDD SISOD
MSDD SISOD outputs the soft information as the input of the LDPC decoder. This is different from the conventional MSDD [11] , which makes a hard decision based on maximum likelihood (ML) principle. So we should derive the metric computation algorithm to output the soft information for MSDD.
Assume that the OWS of MSDD SISOD is L, and θ k remains constant over the entire received sequence. The received sequence is divided into subblocks of L symbols each in such a way that the subblocks overlap in one symbol. That is, the number of subblocks is (N/m)/(L − 1). For the kth subblock, we can rewrite (1) 
where
, and the superscript 'T' denotes the transpose operation.
Let
] denote the code bits corresponding to the kth subblock of the received symbols. For the sake of clarity, we drop the index k in the following. Based on the principle of the maximum a posteriori (MAP) algorithm, the MSDD SISOD generates the a posteriori probability of the coded bit c i , written in terms of LLR
Based on the Bayesian formula, and assume that the coded bits are independent with each other due to the inherent interleaving nature of LDPC codes, (3) is equivalent to =0 ,
=1
( 1) where the sums in the numerator and denominator are taken over all sequences c whose bit in position i is the value 0 or 1, respectively. P(c j ) is the a priori probability provided by the LDPC decoder. For the coded sequence c, M s -ary PSK symbols sequence x and differential encoded sequence s are one to one mapping, we can rewrite (4) as ( 1) :
: =1 1, From (5), we can find that the LLR is the summation of the a priori information and extrinsic information. The first part of (5) is related to the a priori probability of the coded bit c i. The second part of (5) is related to the extrinsic information of the coded bit c i , which is outputted into the LDPC decoder. During the first iteration, because no a priori probabilities of the coded bits are fed back, the transmitted bits are assumed to have equal a priori probabilities, i.e. P(c i = 0) = P(c i = 1) = 1/2. In the following iteration, the extrinsic information L D,e of LLR of the coded bits is fed back to MSDD SISOD as a priori probability, so P(c i ) is given as , ( The likelihood function P(r|s) is given as [12]  
where R is the covariance matrix of the received sequence r and R -1 denotes its inverse. R ij of R is evaluated by
We consider Jakes' isotropic scattering land mobile Rayleigh channel model, the correlation coefficient ij is given by [12] 
where f D is the maximum Doppler frequency, T s is the symbol period, and J 0 (· ) is the zeroth order Bessel function of the first kind.
B. EXIT Chart Analysis of MSDD SISOD
To better understand the behavior of the iterative decoding process of the considered systems, we apply EXIT chart analysis [18] which can visualize the transfer characteristics of the inner decoder and the outer decoder, and also the convergence behavior of iterative decoding based on tracking the exchange of mutual information between the component decoders.
We plot the EXIT chart of MSDD SISOD of the systems under consideration in Fig. 2 and Fig. 3 . The system considers a regular rate-1/2 (3, 6) LDPC code with code length 100800 with BPSK modulation over AWGN channels and Rayleigh fading channels, respectively. From [18] , we know that if the EXIT curve of the inner decoder has a steep slope, the strong potential performance improvement can be got by iterative decoding. Fig. 2 shows the transfer characteristics of MSDD SISOD with different OWS over AWGN channels at E b /N 0 = 3.5 dB. In the figure, L denotes the value of the OWS of the MSDD SISOD. From Fig. 2 , we can observe that the slopes of the MSDD SISOD curves increase with the increase of the OWS, which implies that the performance of MSDD SISOD can be improved by increasing the OWS and the number of iterations. Whereas, because the MSDD SISOD curve is a horizontal line, the iterative decoding is not valid with L = 2 (conventional differential detection). In addition, we can also observe that the gap of the slopes of these curves becomes smaller and smaller with an increase of the OWS. This means that the performance improvement is not significant when L increases to a relatively large value. the similar analysis results can be obtained for the case of Rayleigh fading channels. The difference is that the slopes of the curves of Fig. 3 are smaller than that of Fig.  2 at the same value of L, which implies that in the case of Rayleigh fading channels, the performance improvement by increasing the OWS of MSDD SISOD is not as significant as that in the case of AWGN channels.
C. Complexity of MSDD SISOD
The complexity of the MSDD SISOD with the MAP algorithm is mainly decided by two aspects:
1) Number of terms in the summation of (5): Since all candidate bit sequences need to be taken into account in (5), the number of terms in the summation of (5) is equal to 2 m(L-1) , which increases exponentially with the OWS and the order of the modulation.
2) Computation of the likelihood function P(r|s): Since in the absence of CSI at the receiver, the computation of P(r|s) cannot be computed recursively as in the coherent detection case. Moreover, in calculating the metric of (5), it is necessary to compute the inverse and the determinant of the matrix R. In case of a fairly large L, the computation of the metric will consume much time. Generally, the computational complexity of the inverse of the matrix is O(L 3 ) [12] . Thus, the computational of P(r|s) also becomes a large computational cost with the increase of the OWS of the MSDD SISOD. Therefore, the complexity of (5) will become prohibitively high as the OWS and the order of the modulation become large. Especially for iterative decoding systems, this high complexity will result in an unacceptable decoding time delay, which makes difficult to achieve a realistic system. To solve this problem, we employ the M-algorithm to reduce the complexity of the MSDD SISOD, which is specifically explained in the following section.
IV. COMPLEXITY REDUCTION ALGORITHMS FOR MSDD SISOD BASED ON M-ALGORITHM
The M-algorithm is a breadth-first tree search algorithm, which has been proved to be highly efficient for tree decoding problems. The basic principle of the Malgorithm is that starting from the first node of the decoding tree, only M paths which correspond to the best M values of metrics are retained at each tree depth, and the rest paths are discarded. When the M-algorithm reaches the end of the decoding tree, the fist-ranked path in M paths is the most likely candidate.
A. M-Algorithm for MSDD SISOD
From the principle of the Max-Log-MAP algorithm [21] , the computation of (5) can be approximated by two terms which have the best values of the numerator and the denominator of (5), respectively. That is, the output of the MSDD SISOD can be approximately computed by only a few candidate bit sequences which have the large values of the metric. Therefore, with small change of the metric of the path, the M-algorithm can be extended to reduce the complexity of the MSDD SISOD. From (5), the metric is given as 
With this direct extension scheme, the complexity of the MSDD SISOD can be reduced by the M-algorithm. However, this scheme cannot ensure the LLR of each coded bit can be computed, since the best M retained paths often have the same binary values in the same bit positions, which leads to the numerator or denominator of (5) equaling zero. To solve this problem, two existing schemes can be considered to be used, which are briefly introduced as follows.
1) ITS-MA:
The basic principle of the ITS-MA approach [22] is identical to the above mentioned direct extension scheme of the M-algorithm for outputting soft information. For those coded bits who cannot be computed by (5) using M finally retained paths, the ITS-MA assigns the appropriate clipping values for them. In [22] , the clipping value is selected as -3 or +3. More specifically, if M retained paths only have 0 in the same position, the LLR of this coded bit is set to +3 ; otherwise, the LLR of this coded bit is set to -3. When the value of M is the total number of tree paths, the ITS-MA is actually equivalent to the MAP algorithm.
2) SOMA: The heart of the SOMA is that not only M retained paths but also the discarded paths at each depth are used to compute the LLRs of coded bits. The computation method of the LLR is based on the metric difference between the approximated ML path and the set of the discarded paths, which is similar to the operations of the SOVA algorithm [23] . For more details, we refer to [24] and [25] .
The above two approaches can be widely applied to concatenated code systems for complexity reduction. The ITS-MA is easy to perform, however, the reliability of the LLRs is significantly reduced especially when the value of M is small so that many bits need to be assigned a clipping value. As shown in Fig. 4 , which shows the percentage of bits with uncertain LLRs using ITS-MA, about 30 percent of bits need to be assigned clipping values in the case of the systems under consideration with L = 8 and M = 8 at SNR = 5dB. Moreover, the percentage of bits with uncertain LLRs increases with the increase of the values of SNR and L. For the SOMA, it can avoid assigning the clipping values. However, the performance of the SOMA is close to that of the SOVA algorithm but not close to that of the MAP algorithm. Therefore, the performance loss still exists even a large value of M is used in the SOMA. 
B. Improved SOMA (ISOMA) for MSDD SISOD
To overcome the disadvantages of the ITS-MA and SOMA for MSDD SISOD, we propose an ISOMA approach. The features of the ISOMA are as follows:  Different from the ITS-MA computing the LLRs when the M-algorithm reaches the end of the tree, the ISOMA computes the LLRs of coded bits at each depth of the tree. More specifically, the LLRs are computed before discarding the paths at each depth. In this case, the paths at each depth must contain the information of both 0 and 1 of the coded bit corresponding to the current depth. Therefore, LLR of each coded bit can be computed.  At each depth, not only the LLR of the coded bit corresponding to the current depth is computed, the LLRs of coded bits corresponding to the positions before the current depth are also recomputed and updated, if (5) can be computed for these bits using the current paths. This feature of the ISOMA can guarantee the high reliability of the LLRs of coded bits. When the value of M is set to the total number of tree paths, in practice, the ISOMA is also equivalent to the MAP algorithm as the ITS-MA. From the above mentioned features, we can find that the proposed ISOMA has features of both the ITS-MA and SOMA. Next, we specifically introduce the application of the ISOMA for the MSDD SISOD.
We introduce some notations that we will use in the following. For one sub-block of s, let W i be the set of the paths at depth i. Denote the metric of the wth path 
The specific procedure of the ISOMA for the MSDD SISOD is described as follows:
1) Initialization. Let W 0 be a set containing only the root node of the tree. The root node is the first symbol of each sub-block of s, and W 0 is set to 1 for the first subblock.
2) In one sub-block, for depth i, 11 iL    :  Extend each path in W i-1 to the next depth and compute the metric of each path in W i using (11) .  Compute the LLR of bit c i corresponding to depth i using all the paths in W i by (12) .  Recompute and update the LLRs of the bits before c i using all the paths in W i by (12) . In the process of updating, if the LLRs of some bits can not be recomputed, original LLRs of them are retained.  If the number of paths in W i is larger than M, go to step V; otherwise return to step I.  Sort the paths in W i according to their values of metrics. Retain M best paths and extend them to the next depth i+1, then return to step I until the (L-1)th depth is reached. Fig. 5 shows the percentage of successful decodings of the considered DE-LDPC coded systems using ISOMA with different M. It is can be observed that the improvement of the percentage of successful decodings is very small with the increase of the retained paths number at the low SNR region (smaller than 2.5 dB). On the other hand, at the high SNR region (bigger than 4 dB) , most of the frames can be successfully decoded even with M = 2. Furthermore, at the medium SNR region, increasing the value of M can significantly increase the percentage of successful decodings. It is known that LDPC codes can detect successful decoding to stop the iteration by checking the parity check constraints of LDPC codes. Moreover, the information of SNR is not known at the receiver of the considered DE-LDPC coded systems. Therefore, these observations suggest that we can reduce the iterative decoding complexity and achieve the similar performance corresponding to M with a large fixed value by using M = 2 in the first iteration and increasing M in the following iterations. Based on this idea, in order to further reduce the complexity imposed by MSDD SISOD during the iterative decoding, an adaptive ISOMA (AISOMA) scheme is proposed for the MSDD SISOD.
3) The last symbol of the best path in W L-1 is used as the root node of the tree for the next sub-block. Then return to (2) until the LLR of each LDPC coded bit is obtained.
C. Adaptive ISOMA (AISOMA) for MSDD SISOD
The specific procedure of the AISOMA for the MSDD SISOD during the iterative decoding is described as follows: Let M i and M max denote the number of retained paths in the ith iteration and the predefined maximum number of retained paths of AISOMA. In the first iteration, M 1 is set to 2. Then iterative decoding is executed. If successful decoding is achieved by LDPC decoder, iterative decoding will be stopped automatically; otherwise M will be increased by a predefined fixed value △M in the next iteration if M i+1 < M max , and iterative decoding will be continued until the successful decoding is achieved or the predefined maximum outer iteration number is reached.
V. SIMULATION RESULTS AND ANALYSIS
In this section, the performances of the considered DE-LDPC coded systems with MSDD with and without complexity reduction algorithms are evaluated and analyzed using computer simulations. Unless otherwise indicated, the following simulation parameters are used for our simulations. We consider a regular rate-1/2 (3, 6) LDPC code with length 1008. The coded bits are modulated using BPSK for simplicity.
A. Decision of the Number of the Outer Iteration and
Inner Iteraion The number of the outer iteration between the MSDD SISOD and the LDPC decoder and the number of the inner iteration in the LDPC decoder is the two important parameters which need to be set carefully, since they are the two key parameters determining the system performance and the complexity of the iterative decoding of the system. In the following, we apply the EXIT chart analysis to decide the appropriate values of the two parameters. It is shown that increasing the number of the outer iteration can significantly improve the system performance in the medium SNR region but not in the low SNR region. Since the information of SNR is unknown at the receive in our considered systems, we set the number of the outer iteration as 6 to obtain a good balance between the performance and decoding complexity. Fig. 8 shows the bit error rate (BER) performances of the MSDD SISOD with different OWS over AWGN channels. In Fig. 9 , the BER performances of the considered systems over Rayleigh fading channels with different OWS are compared. The Rayleigh fading channels considered in this paper are Jake's model, and the normalized maximum Doppler frequency f D T s is set to 0.001 for slow fading channels and 0.01 for fast fading channels.
B. Performance of DE-LDPC Coded Systems with MSDD
From Fig. 8 , we can observe that the BER performance is significantly improved with the increase of L over AWGN channel. And we note that the improvement of BER performance over Rayleigh fading channels is not as significant as it over AWGN channels, which supports the analysis result of the Fig. 2 and Fig. 3 . We can also find that the performance is much better over fast fading channels. And extending L in fast fading channels, the improvement of performance is more significant than that in slow fading channels. This is because the system under consideration can exploit the time diversity benefit which is available in the fast fading channel.
C. Performance of DE-LDPC Coded Systems with
MSDD Using ISOMA and AISOMA In this section, we evaluate the performance of the considered system when the ISOMA and AISOMA is used in MSDD SISOD. Fig.10 and Fig. 11 shows the BER performances of the ISOMA and AISOMA for the considered DE-LPDC coded system over AWGN channels with BPSK, L = 8 and 8PSK, L = 7, respectively. The performances of the MSDD SISOD using the MAP algorithm for L = 8 are also presented for comparison. It is shown that the performance can be very close to the performance of the MAP algorithm by the ISOMA with M = 8 in the case of BPSK. In the case of the considered systems with 8PSK and L = 7, M = 32 is enough for the performance of ISOMA to be close to that of the MAP algorithm as shown in Fig. 11 . Although compared to the case of BPSK, a larger M (32) is required by the ISOMA, but the retained paths are still very small fraction of the decoding tree (total 262144 paths ). In the case of the AISOMA, M 1 , M max and △M are set to 2, 8 and 2 for BPSK, respectively, and are set to 8, 32 and 12 for 8PSK, respectively. We can also observe that AISOMA has the similar performance to ISOMA. To compare and analyze decoding complexities of the system using the ISOMA, AISOMA and MAP algorithm, we present the average multiplication number (AMN) of the iterative decoding of each frame for the considered systems with the three algorithms as shown in Fig. 12 . It is shown that the AMN is significantly reduced by ISOMA at all SNRs especially for the high order modulation scheme. For example, for BPSK at SNR = 4.5 dB, about 50% of the complexity of the iterative decoding with the MAP algorithm is required by using ISOMA. While for 8PSK at SNR = 4.5 dB, only about 0.3% of the complexity of the iterative decoding with the MAP algorithm is required by using ISOMA. On the other hand, we can also observe that the complexity can be further reduced by AISOMA especially at high SNR region. This is because the fraction of successful decoding achieved by the MSDD SISOD with small M increases with an increase in SNR values as analyzed in section IV. To further evaluate the usefulness of the proposed ISOMA and AISOMA, we also test the performance of the considered systems with BPSK over Rayleigh fading channels with f D T s = 0.01. It is shown that the proposed approaches can also achieve good performance in Rayleigh fading channels as it in AWGN channels.
VI. CONCLUSION
In this paper, we investigated the DE-LDPC coded systems with the iterative MSDD scheme. At the transmitter, the LDPC coded sequence is differentially encoded by the differential encoder. At the receiver, the MSDD SISOD is viewed as an inner decoder, while the LDPC decoder is viewed as an outer decoder. The iterative decoding is performed between the MSDD SISOD and the LDPC decoder. The transfer characteristics of the MSDD SISOD and the LDPC decoder were analyzed by the EXIT charts. It was shown that the performance can be improved by increasing the OWS of the MSDD SISOD and the number of iterations. Whereas, the performance gain cannot be achieved by iterative decoding, when the inner decoder employs the conventional differential detection. It was also shown that these analysis results obtained from the EXIT charts are supported by the computer simulation results.
On the other hand, the high complexity of MSDD SISOD will result in an unacceptable decoding time delay, which makes difficult to achieve a realistic system. To solve this problem, we proposed the ISOMA to reduce the complexity of the MSDD SISOD. The proposed ISOMA combines the features of the existing SOMA. Moreover, to further reduce the complexity of iterative decoding with ISOMA, the AISOMA was proposed. From the simulation results, it was shown that the complexity of MSDD SISOD and the iterative decoding with MSDD SISOD can be significantly reduced by the two approaches, especially for high order modulation schemes.
