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Abstract
We consider the time scale kth-order differential operators
D∆k y :=
{
y∆∇...∆∇ k even,
y∆∇...∇∆ k odd, D˜
∆
k y :=
{
y∇∆...∇∆ k even,
y∆∇...∇∆ k odd,
D∇k y :=
{
y∇∆...∇∆ k even,
y∇∆...∆∇ k odd, D˜
∇
k y :=
{
y∆∇...∆∇ k even,
y∇∆...∆∇ k odd,
and the higher-order dynamic equations
L(y) :=
n∑
ν=0
(−1)ν D˜∇ν (rν(t)D∆ν y) = 0,
M(y) :=
n∑
ν=0
(−1)ν D˜∆ν (rν(t)D∇ν y) = 0.
We will show that these equations can be investigated as special cases of the so-called (delta or nabla) symplectic dynamic systems
z∆ = S(t)z, z∇ = S(t)z,
whose qualitative theory is well developed. We also suggest further perspectives of the investigation of the qualitative properties of
higher-order equations with mixed derivatives.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Recall that a time scale T is any closed subset of the set of real numbers R and that the differential and integral
calculus on time scales was developed in recent years in such a way that covers the classical differential and integral
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calculus if T = R and the calculus of finite difference and sums if R = Z— the set of integers. A dynamic equation
on a time scale is the equation containing an unknown function together with its time scale derivatives, dynamic
equations reduce to differential and difference equations on the above mentioned special time scales. We suppose that
the reader is familiar with the essentials of the time scale calculus, we refer to [1,2] for details concerning also the
basic theory of dynamic equations on time scales. Nevertheless, we recall some basic facts of this theory in the next
section.
As a motivation for our research, let us start first with the case T = R and consider the even-order (formally)
self-adjoint differential equation
n∑
ν=0
(−1)ν(rν(t)y(ν))(ν) = 0. (1)
The substitution
x =

y
y′
...
y(n−1)
 , u =

n∑
ν=1
(−1)ν(rν y(ν))(ν−1)
...
−(rn y(n))′ + rn−1y(n−1)
rn y(n)

converts (1) into the linear Hamiltonian differential system
x ′ = A(t)x + B(t)u, u′ = C(t)x − AT(t)u,
with the matrices
B = diag
{
0, . . . , 0,
1
rn
}
, C = diag{r0, . . . , rn−1},
A = Ai, j =
{
1 if j = i + 1, i = 1, . . . , n − 1,
0 elsewhere,
see [3,4].
The discrete counterpart of (1) is the difference equation
n∑
ν=0
(−1)ν∆ν(r [ν]k ∆ν yk+n−ν) = 0, (2)
and the substitution
xk =

yk+n−1
∆yk+n−2
...
∆n−1yk
 , uk =

n∑
ν=1
(−1)ν∆ν−1(r [ν]k ∆ν yk+n−ν)
...
−∆(r [n]k ∆n yk)+ r [n−1]k ∆n−1yk+1
r [n]k ∆
n yk

converts this equation into the linear Hamiltonian difference system
∆xk = Akxk+1 + Bkuk, ∆uk = Ckxk+1 − ATk uk, (3)
with the matrices
B = diag
{
0, . . . , 0,
1
r [n]
}
, C = diag{r [0], . . . , r [n−1]},
A = Ai, j =
{
1 if j = i + 1, i = 1, . . . , n − 1,
0 elsewhere.
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The comprehensive treatment of the qualitative theory of discrete Hamiltonian systems and higher-order equations
can be found in [5]. We also refer to the fundamental paper of Bohner [6], where the theory of (3) with the matrix B
possibly singular is established.
Concerning a time scale unification of the results for continuous and discrete equations (1) and (2), except for
some partial results (see e.g. [7–9]), no systematic theory has been developed yet. The possible reason is the following
fact. Motivated by the discrete case, consider the fourth-order dynamic equation (we consider this special case just to
explain the main idea without technical details)
(r(t)y∆∆)∆∆ + q(t)yσσ = 0. (4)
If we try the substitution (again motivated by the discrete case)
x =
(
x1
x2
)
=
(
yσ
y∆
)
, u =
(
u1
u2
)
=
(
−(r y∆∆)∆
r y∆∆
)
with the aim to rewrite (4) as the Hamiltonian system (with the matrices given by analogous formulas as in the
continuous and discrete case)
x∆ = A(t)xσ + B(t)u, u∆ = C(t)xσ − AT(t)u. (5)
We easily find that we need the identity (y∆)σ = (yσ )∆, but this identity holds generally only for T = R and T = hZ,
h being a positive real constant. Consequently, even-order equations of the form (4) cannot be written in the form (5)
and this is likely to be the reason for the missing qualitative theory of even-order equations on time scales since the
theory of Hamiltonian systems both in the continuous and discrete case is a natural background for the investigation
of (1) and (2).
The aim of our paper is to overcome this problem using the concept of dynamic equations with mixed derivatives.
Second-order equations of this type have been investigated in recent papers [10,11], see also [2, Chap. 3,4], and the
principal role is played there by the concept of nabla derivative on time scales (we recall this concept in the next
section). Let us define the differential operators
D∆k y :=
{
y∆∇...∆∇ k even,
y∆∇...∇∆ k odd,
D˜∆k y :=
{
y∇∆...∇∆ k even,
y∆∇...∇∆ k odd,
(6)
D∇k y :=
{
y∇∆...∇∆ k even,
y∇∆...∆∇ k odd,
D˜∇k y :=
{
y∆∇...∆∇ k even,
y∇∆...∆∇ k odd,
(7)
(the operators D∆, D∇ start with the nabla and delta derivative, respectively, while D˜∆, D˜∇ end with the
corresponding derivative) and consider the higher-order dynamic equations
L(y) :=
n∑
ν=0
(−1)ν D˜∇ν (rν(t)D∆ν y) = 0, (8)
M(y) :=
n∑
ν=0
(−1)ν D˜∆ν (rν(t)D∇ν y) = 0. (9)
We will show that these equations can be written in the form of (delta or nabla) symplectic dynamic systems and this
enables to study (8), (9) using the (relatively deeply developed) theory of symplectic dynamic systems.
The paper is organized as follows. In the next section we recall the concept of nabla derivative and we present
basic properties of symplectic dynamic systems. Section 3 contains the main results of the paper — the computations
showing that (8), (9) can be written as a (delta or nabla) symplectic dynamic system. In the last section we discuss
some open problems and the perspectives of the research in the area of higher-order dynamic equations with mixed
derivatives.
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2. Symplectic dynamic systems
Before passing to the main subject of this section, let us recall some basic facts of the time scales theory which are
related to dynamic equations with mixed derivatives. In what follows, σ, ρ, µ.ν are the right and left jump operators
and forward and backward graininess, respectively. A point t is called rd-point (ld-point, rs-point, ls-point) if µ(t) = t
(ρ(t) = t , µ(t) > t , ρ(t) < t). We will also use the usual notation f σ := f ◦ σ , f ρ := f ◦ ρ. Delta and nabla
derivatives are defined by the formulas
f∆(t) =

lim
s→t
f (s)− f (t)
s − t , if µ(t) = 0,
f σ (t)− f (t)
µ(t)
if µ(t) > 0,
f ∇(t) =

lim
s→t
f (s)− f (t)
s − t if ν(t) = 0,
f (t)− f ρ(t)
ρ(t)
if ρ(t) > 0.
If f : T→ R is a ∆-differentiable function for which lims→t− f∆(s) exists finite at ld-points, then we have
f ∇(t) =
{
lim
s→t− f
∆(s) t is ld- and rs-point,
f∆(ρ(t)) otherwise.
(10)
Similarly, if lims→t+ f ∇(s) exists finite at rd-points, we have
f∆(t) =
{
lim
s→t+ f
∇(s) t is rd- and ls-point,
f ∇(σ (t)) otherwise.
(11)
In particular, if f∆ and f ∇ are continuous, we have f∆(t) = f ∇(σ (t)), f ∇(t) = f∆(ρ(t)).
A (delta) symplectic system is the first-order dynamic system
z∆ = S(t)z (12)
with z ∈ R2n , S : T→ R2n×2n , and this matrix satisfies the identity
ST(t)J + JS(t)+ µ(t)ST(t)JS(t) = 0, J =
(
0 I
−I 0
)
, (13)
I being the n × n identity matrix. Characteristic property of this system is that its fundamental matrix Z(t) ∈ R2n×2n
is symplectic (i.e., ZT(t)J Z(t) = J ) whenever it has this property at one point of T. Basic qualitative properties
of delta symplectic systems have been established in the papers [12–15] and are summarized in [2, Chap. IX]. If we
write the matrix S in the form S =
(
A B
C D
)
with n × n matrices A,B, C,D, then (13) translates as
C − CT + µ(ATC − CTA) = 0,
BT − B + µ(BTD −DTB) = 0,
AT +D + µ(ATD − CTB) = 0.
(14)
The main tool in the investigation of qualitative properties of (12) is the so-called Roundabout theorem which
relates oscillatory properties of this system to the positivity of the associated quadratic functional and the solvability
of the Riccati matrix equation. In this statement, system (12) is considered on a time scale interval [a, b] ⊂ T.
Proposition 1 ([15]). Suppose that (12) is dense-normal on every interval [a, s], where s ∈ [a, b] is a dense point,
i.e., the trivial solution z = ( xu ) ≡ 0 is the the only solution for which x(t) ≡ 0 on [a, s]. Then the following statements
are equivalent.
(i) The quadratic functional
F(z) =
∫ b
a
{zT(STK +KS + µSTKS)z}(t)∆t, K =
(
0 0
I 0
)
, (15)
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is positive definite, i.e., F(z) > 0 for every z = ( xu ) : [a, b] → R2n for which x(a) = 0 = x(b) and x 6≡ 0 on[a, b].
(ii) The 2n×n solution Z =
(
X
U
)
given by the initial condition X (a) = 0,U (a) = I is such that X (t) is invertible at
all dense points in (a, b], Ker X (σ (t)) ⊆ Ker X (t), and X (t)XĎ(σ (t))B(t) ≥ 0 for [a, ρ(b)]. Here Ker, Ď, and
≥ denote the kernel, Moore–Penrose generalized inverse, and nonnegative definiteness of the matrix indicated.
(iii) There exists a symmetric solution Q on [a, b] of the Riccati matrix equation
Q∆ = C(t)+D(t)Q − Qσ (A(t)+ B(t)Q) (16)
such that I + µ(A+ BQ) is nonsingular and [I + µ(A+ BQ)]−1B ≥ 0 on [a, ρ(b)].
A nabla symplectic system is the first-order system
z∇ = S(t)z (17)
with the 2n × 2n matrix S satisfying
ST(t)J + JS(t)− ν(t)ST(t)JS(t) = 0
and in terms of the matrices A,B, C,D this identity reads
C − CT − ν(ATC − CTA) = 0,
BT − B − ν(BTD −DTB) = 0,
AT +D − ν(ATD − CTB) = 0.
(18)
The concept of the nabla symplectic system is new and these systems have not been studied in the literature yet (at
least, as far as we know), but it can be shown that the basic properties of the solutions of these systems are the same
as those of (12). In particular, the fundamental matrix of this system is symplectic whenever it is symplectic at one
point of T.
3. Higher-order equations and symplectic systems
In this section we show that the higher-order equations (8) and (9) can be rewritten as a delta symplectic system
or as a nabla symplectic system. The vector variables x, u and the matrices A,B, C,D in the resulting symplectic
systems have slightly different form for the operators L or M , for n even or odd, and for transformation to delta or
nabla symplectic system (altogether we have eight cases), but the approach is similar in all cases. For this reason we
present detailed calculations only for two particular possibilities.
As a first representative case let us consider Eq. (9) with n odd and ld-continuous functions ri .
Theorem 1. Suppose that n is odd and the functions ri , i = 0, . . . , n, are ld-continuous. Then Eq. (9) can be
transformed into the nabla symplectic system( x
u
)∇ = (A BC D
)( x
u
)
,
where the blocks A,B, C,D are n × n matrices of the following form
A =

0 1 0 0 · · · 0 0
0 0 1 −ν · · · 0 0
0 0 0 1
. . . 0 0
0 0 0 0
. . . 0 0
...
...
...
...
. . .
. . .
. . .
...
...
0 1 −ν 0
0 0 1 0
0 0 0 1
0 · · · 0 0 0 0

,
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B =

0 · · · 0 0
...
. . .
...
...
0 · · · 0 −ν
rn
0 · · · 0 1
rn
 ,
C =

rρ0 −νrρ0 0 0 · · · 0 0
0 r1 0 0 · · · 0 0
0 νr1 r
ρ
2 −νrρ2 0 0
0 0 0 r3 0 0
...
. . .
...
...
rρn−3 −νrρn−3 0
0 rn−2 0
0 · · · 0 −νrρn−2 rρn−1

,
D =

0 0 0 0 · · · 0 0
−1 0 0 0 0 0
−ν −1 0 0 0 0
0 0 −1 0 0 0
...
...
. . .
. . .
. . .
. . .
...
...
0 0 0
−1 0 0
0 · · · −ν −1 −νr
ρ
n−1
rn

.
Proof. Using the usual type of substitution

x1
x2
x3
...
xn−1
xn
 =

y
y∇
y∇∆
...
D∇n−2y
D∇n−1y

,

u1
u2
...
un−1
un
 =

n∑
ν=1
(−1)ν−1 D˜∇ν−1(rν(t)D∇ν y)
n∑
ν=2
(−1)ν−2 D˜∆ν−2(rν(t)D∇ν y)
...
−(rn(t)D∇n y)∆ + rn−1(t)D∇n−1y
rn(t)D∇n y

,
we get a system of 2n equations (suppressing the argument t)
x∇1 = x2, u∆1 = r0x1,
x∆2 = x3, u∇2 = −u1 + r1x2,
...
...
x∆n−1 = xn, u∇n−1 = −un−2 + rn−2xn−1,
x∇n =
1
rn
un, u∆n = −un−1 + rn−1xn .
The obtained system contains both nabla and delta derivatives. Because we want to get nabla symplectic system,
we need to replace all delta derivatives by nabla derivatives. The functions ri , i = 0, . . . , n, are ld-continuous, hence
according to (11) one can directly verify that
x∇2 = x3 − νx4,
x∇4 = x5 − νx6,
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...
x∇n−1 = xn − νxn = xn −
ν
rn
un,
and
u∇1 = rρ0 x1 − νrρ0 x2,
u∇3 = −u2 − νu1 + νr1x2 + rρ2 x3 − νrρ2 x4,
...
u∇n−2 = −un−3 − νun−4 + νrn−4xn−3 + rρn−3xn−2 − νrρn−3xn−1,
u∇n = −un−1 − νun−2 + νrn−2xn−1 + rρn−1xn −
νrρn−1
rn
un .
Thus we get a matrix nabla system(
x
u
)∇
=
(A B
C D
)(
x
u
)
, (19)
where A,B, C,D are n × n matrices of the form as in the statement of theorem. It remains to prove that (19) is really
a nabla symplectic system, i.e., that the matrices A,B, C,D verify equalities (18). It holds
ATC =

0 0 0 · · · 0 0
rρ0 −νrρ0 0 0 0
0 r1 0 0 0
...
. . .
. . .
...
...
0 0 0
rρn−3 −νrρn−3 0
0 · · · 0 rn−2 0

,
BTD =

0 · · · 0 0 0
...
...
...
...
0 · · · 0 0 0
0 · · · 0 −1
rn
−νrρn−1
r2n
 ,
ATD =

0 0 0 · · · 0 0
0 0 0 0 0
−1 0 0 0 0
0 −1 0 ... ...
...
. . . 0 0 0
0 0 0
0 · · · −1 0 0

,
CTB =

0 · · · 0 0
...
...
...
0 · · · 0 0
0 · · · 0 r
ρ
n−1
rn
 .
Using these calculations one can easily deduce that the needed equations (18) are really satisfied. 
As a second representative case we choose Eq. (8) for n even. We suppose that the functions ri are rd-continuous
and we transform this equation to a delta symplectic system.
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Theorem 2. Suppose that n is even and that the functions ri , i = 0, . . . , n, are rd-continuous. Then Eq. (8) can be
transformed to the delta symplectic system( x
u
)∆ = (A BC D
)( x
u
)
,
where the blocks A,B, C,D are n × n matrices of the following form
A =

0 1 0 0 · · · 0 0
0 0 1 µ · · · 0 0
0 0 0 1
. . . 0 0
...
...
...
...
. . .
. . .
. . .
...
...
1 0 0
0 1 µ
0 0 1
0 · · · 0 0 µrn−1
rσn

,
B =

0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · − µ
rσn
1
rσn
 ,
C =

rρ0 µr
σ
0 0 0 · · · 0 0
0 r1 0 0 · · · 0 0
0 −µr1 rσ2 µrσ2 0 0
0 0 0 r3
. . . 0 0
...
. . .
. . .
...
...
rn−3 0 0
µrn−3 rσn−2 µrσn−2
0 · · · 0 0 rn−1

,
D =

0 0 0 0 · · · 0 0
−1 0 0 0 0 0
µ −1 0 0 0 0
0 0 −1 0 0 0
...
...
. . .
. . .
. . .
. . .
...
−1 0 0 0
µ −1 0 0
0 · · · 0 0 −1 0

.
Proof. A substitution of the similar form as that in the proof of Theorem 1, i.e.,

x1
x2
x3
...
xn−1
xn
 =

y
y∆
y∆∇
...
D∆n−2y
D∆n−1y

,

u1
u2
...
un−1
un
 =

n∑
ν=1
(−1)ν−1 D˜∆ν−1(rν(t)D∇ν y)
n∑
ν=2
(−1)ν−2 D˜∇ν−2(rν(t)D∇ν y)
...
−(rn(t)D∆n y)∆ + rn−1(t)D∆n−1y
rn(t)D∆n y

,
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leads to a system of 2n equations (again suppressing the argument t)
x∆1 = x2, u∇1 = r0x1,
x∇2 = x3, u∆2 = −u1 + r1x2,
...
...
x∆n−1 = xn, u∇n−1 = −un−2 + rn−2xn−1,
x∇n =
1
rn
un u∆n = −un−1 + rn−1xn .
Using (10) we replace nabla derivatives by delta derivatives (we can do it because of our assumption of rd-continuity
of functions ri ) to get the equations
x∆2 = x3 + µx4,
x∆4 = x5 + µx6,
...
x∆n =
1
rσn
un − µrσn
un−1 + µrn−1rσn
xn,
and
u∆1 = rσ0 x1 + µrσ0 x2,
u∆3 = −u2 + µu1 − µr1x2 + rσ2 x3 + µrσ2 x4,
...
u∆n−1 = −un−2 + µun−3 − µrn−3xn−2 + rσn−2xn−1 + µrσn−2xn .
So we have the matrix delta system(
x
u
)∆
=
(A B
C D
)(
x
u
)
, (20)
where the n × n matrices A,B, C,D are the same as in the statement of this theorem.
It remains to prove that (20) is a symplectic system, i.e., to verify Eq. (14). It holds
ATC =

0 0 0 · · · 0
rσ0 µr
σ
0 0
...
0 r1 0
...
. . .
. . .
µrσn−4 0 0
rn−3 0 0
0 · · · 0 rσn−2 µrσn−2 +
µr2n−1
rσn

,
BTD =

0 · · · 0 0 0
...
...
...
...
0 · · · 0 0 0
0 · · · 0 µ
rσn
0
0 · · · 0 −1
rσn
0

,
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ATD =

0 0 0 · · · 0 0
0 0 0 0 0
−1 0 0 0 0
0 −1 0 . . . ... ...
...
. . . 0 0 0
0 0 0
0 · · · −1 −µrn−1
rσn
0

,
CTB =

0 · · · 0 0 0
...
...
...
...
0 · · · 0 0 0
0 · · · 0 −µrn−1
rσn
rn−1
rσn
 .
These computations directly imply that Eq. (14) is satisfied. 
Remark 1. Observe that in cases T = R and T = Z Eqs. (8) and (9) really reduce to (1) and (2), respectively. In
the continuous case T = R it is clear, since both nabla and delta derivatives are the usual derivatives. Concerning the
discrete case T = Z, using the identity∆yk−1 = ∇ yk and after suitable relabeling of the sequences r [ν], ν = 0, . . . , n,
to show that (2) can be written either in the form (8) or (9) is a matter of direct computation.
4. Remarks and research perspectives
What we have done so far is just the starting point of the qualitative theory of even-order dynamic equations with
mixed derivatives — a “hint” that equations of the form (8) and (9) can be written as symplectic dynamic systems.
This fact opens a relatively large area for the further investigation of these equations, one can follow the discrete and
continuous methods and try to find their time scale unification. In this concluding section we outline some perspectives
of the research along this line.
(i) The main research direction is the oscillation theory of (8) and (9). Following the discrete and continuous case,
these properties can be defined via (non)oscillation of the associated symplectic system. Let us consider the case
that this associated system is a delta symplectic system (12). It is not difficult to see that the assumption of dense
normality is satisfied and hence one can apply the Roundabout theorem (Proposition 1), in particular, the equivalence
of disconjugacy and positivity of the corresponding quadratic functional. By a direct computation one can verify that
the integrand of the functional F in (15) is
F(z) := zT{STK +KS + µSTKS}z
=
( x
u
)T ( CT + µCTA µCTB
DT +A+ µDTA B + µDTB
)( x
u
)
,
where A,B, C,D are block entries of S. Consider the case n even (the case n odd is analogical), then substituting for
the matrices A,B, C,D and for
x =

y
y∆
...
D∆n−1
 , u =

n∑
ν=1
(−1)ν−1 D˜∆ν−1(rν(t)D∇ν y)
n∑
ν=2
(−1)ν−2 D˜∇ν−2(rν(t)D∇ν y)
...
−(rn(t)D∆n y)∆ + rn−1(t)D∆n−1y
rn(t)D∆n y

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we have, using a direct computation similar to that of the previous section (and we write F(y) instead of F(z))
F(y) = xT(CT + µCTA)x + 2xTµCTBu + uT(B + µDTB)u
= rσ0 (y + µy∆)2 + r1(y∆)2 + rσ2 (y∆∇ + µ(y∆∇)∆)2 + · · ·
+ rσn−2(D∆n−2y + µ(D∆n−2y)∆)2 + rn−1(D∆n−1)2 +
µ2r2n−1
rσn
(D∆n−1y)2
+ 1
rσn
[
(un + µu∆n )2 − µ2r2n−1(D∆n−1y)2
]
=
n/2∑
i=0
rσ2i [(D∆2i y)σ ]2 +
(n/2)−1∑
i=0
r2i+1[D∆2i+1y]2.
Here we have used the convention that D∆0 y = y.
Now suppose that the time scale under consideration is unbounded from above. By the equivalence of disconjugacy
of (12) and the positivity of the associated quadratic functional F (see Proposition 1) we have that (8) is eventually
disconjugate (another terminology is nonoscillatory) if and only if for every T ∈ T the symplectic system (we consider
here the delta symplectic system since its oscillation theory is relatively deeply developed) is disconjugate on [T, T1]
for every T 3 T1 > T , and this is equivalent to (with the relationship between y and z =
( x
u
)
)
F(y) =
∫ ∞
T
F(y)∆t > 0
for every nontrivial y for which D∆n exists, it is piecewise rd-continuous, D
∆
i y(T ) = 0, i = 0, . . . , n − 1, and there
exists T˜ ∈ T such y(t) ≡ 0 for t > T˜ . There exist various oscillation and nonoscillation criteria for (1) and (2) based
on this variational principle, see e.g. [16,17]. The results of the previous section, coupled with the oscillation criteria
given in [18] suggest looking for the time scale unification of these criteria. An important role in this investigation
maybe played by the time scale version of the Wirtinger inequality proved in [19].
(ii) To explain another research possibility, consider the two-term differential equation
(−1)n(r(t)y(n))(n) = q(t)y, (21)
where r, p are positive functions. It is known (see e.g. [20]) that this equation is nonoscillatory if and only if the
so-called reciprocal equation (related to (21) by the substitution z = r y(n))
(−1)n
(
1
q(t)
z(n)
)(n)
= 1
r(t)
z
is also nonoscillatory. A discrete version of this statement is established in [21,22]. A natural question is whether a
unifying time scale approach can be developed on the basis of the results of this paper. We refer to the paper [23],
where this problem is treated in the scope of time scale Hamiltonian systems and also to the paper [24], where the first
step to establish a time scales version of the reciprocity principle has been made.
(iii) Another problem closely related to the oscillation theory of (formally) self-adjoint higher-order equations
is the factorization of the corresponding differential operator. Denote by L(y) the 2nth-order differential operator
defined by the left-hand side of (1). If this equation is disconjugate on an interval I , the classical result of the theory
of differential operators states that in this case there exists an nth differential operator
N (y) = y(n) + an−1(t)y(n−1) + · · · + a1(t)y + a0(t)y
with continuous functions a0, . . . , an−1, such that the operator L admits in I the factorization
L(y) = N∗(rn(t)N (y)),
where N∗ is the adjoint operator of M . A discrete version of this statement can be found in [25] and suggests again to
look for a time scale unification.
(iv) The last research problem which we point out here is the transformation theory of even-order self-adjoint
equations in the framework of transformations of Hamiltonian or symplectic systems. It is shown in [26] (continuous
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case) and in [21] (discrete case) that the transformation of dependent variable y = hz, where h is a transformation
function (sequence), can be investigated as a special case of the general transformation of Hamiltonian or symplectic
systems. The results of the previous section suggest looking for a time scale unifying approach to this problem.
(v) When the first draft of this paper was completed, we obtained the papers [27,28] where a similar problem is
investigated. The main part of those papers deals with the 2n-order operators with mixed derivatives
L(y) :=
n∑
i=0
(−1)i (ri (t)y∆i−1∇)∇i−1∆ (22)
and its “nabla” counterpart
M(y) :=
n∑
i=0
(−1)i (ri (t)y∇i−1∆)∆i−1∇ (23)
(with the convention that for i = 0 and i = 1 the corresponding terms in L are r0(t)y and (r1(t)y∇)∆, a similar
convention is used in the operator M). It is shown that these equations can be written in the form of the time scale
linear Hamiltonian system (5) and hence also in the form (12). In the final part of [27], equations of the form (8) and
(9) are briefly discussed and their transformation into Hamiltonian systems is suggested. However, the approach used
there is different from ours. Finally note that all research problems mentioned in this section “apply” also to Eqs. (22)
and (23).
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