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Near equilibrium, where all currents of a system vanish on average, the fluctuation-dissipation
relation (FDR) connects a current’s spontaneous fluctuations with its response to perturbations of
the conjugate thermodynamic force. Out of equilibrium, fluctuation-response relations generally in-
volve additional nondissipative contributions. Here, in the framework of stochastic thermodynamics,
we show that an equilibrium-like FDR holds for internally equilibrated currents, if the perturbing
conjugate force only affects the microscopic transitions that contribute to the current. We discuss
the physical requirements for the validity of our result and apply it to nano-sized electronic devices.
According to statistical mechanics, systems at equilib-
rium enjoy a special property: it is impossible to tell their
spontaneous fluctuations from their response to small
external perturbations. This message lies at the heart
of so-called fluctuation-dissipation relations (FDR) [1–4].
However, most complex systems live out of equilibrium.
Equilibrium-like conditions can only be reproduced ar-
tificially in localized patches, whereby some particular
current stalls in the presence of other currents which are
sustained by nonequilibrium driving forces. Then, does
the FDR hold for such stalled currents? Or, in reverse:
Is the validity of the FDR a genuine hallmark for equi-
librium systems?
Nonequilibrium statistical mechanics provides the
modern toolbox to tackle such questions. In particu-
lar, the framework of stochastic thermodynamics gives
a thermodynamic description of small systems subject to
fluctuations [5–9], with applications to interdisciplinary
areas including nanoscopic electronics [10–14], complex
bio-molecules such as molecular motors [15–20], and
chemical reaction networks [21–24]. In this framework,
the stochastic observables of experimental interest are
the time-averaged thermodynamic currents 1τΦ
(τ)
α , where
Φτα :=
∫
α(t) dt is the time-integral over an instanta-
neous fluctuating current α(t) (e.g., of matter, heat,
charge etc.). Due to the limited accuracy of measure-
ments, often only the first two cumulants of a current’s
steady-state statistics are accessible: The expected be-
havior is expressed by the average value Jα, whereas
fluctuations are characterized by a generalized diffusion
constant Dα,α, obtained from the scaling of the general-
ized mean square displacement 〈Φ(τ)α Φ(τ)α 〉 with time τ .
Above and in what follows, 〈 · 〉 denotes an average over
stochastic trajectories sampled from a stationary ensem-
ble. According to phenomenological thermodynamics,
the steady state dissipation rate kB
∑
α Jαhα, is a bi-
linear form of physical currents Jα and their conjugate
thermodynamic forces hα (e.g., gradients in chemical po-
tential or temperature, electrical fields etc.). In the fol-
lowing, we work with dimensionless quantities and set
Boltzmann’s constant kB to unity. The FDR connects
the dissipative response of one current Jα (i.e., the re-
sponse with respect to a variation of its conjugate force
hα) with its spontaneous fluctuations:
∂hαJα(x
eq) = Dα,α(x
eq). (1)
Notice that we introduced an explicit dependence on a
vector x of arbitrary parameters characterizing the sys-
tem and its environment. In what follows, we consider
the force hα as an independent parameter, such that
x = x(hα). The FDR (1) requires that the physical pa-
rameters identify an equilibrium system, i.e., at x = xeq
all thermodynamic forces and thus all currents vanish.
The question whether and how a result analogous to
Eq. (1) can be extended to nonequilibrium situations
has attracted considerable attention [25–33]. The gen-
eral understanding is that the FDR has to be modi-
fied in nonequilibrium situations by considering addi-
tional correlations with a time-symmetric quantity, often
called activity [28, 34]. Hence, the usual nonequilibrium
extensions of fluctuation-dissipation relations are rather
fluctuation-dissipation-activity relations than true FDRs.
Moreover, most of the above cited results are either for-
mal or formulated in the context of specific setups. To
our best knowledge [35], a physical picture has only been
obtained for conservative perturbations, where stochas-
tic transition rates between two states are modified anti-
symmetrically by the addition of a potential V , rather
than changing a nonconservative driving force [36].
In this Letter, for the first time, we present clear condi-
tions for the validity of a true FDR in situations far from
equilibrium. Our main result states that given a force hα,
which couples only to those transitions that contribute
to the conjugate current Jα, we find a nonequilibrium
fluctuation-response relation which takes the equilibrium
form:
∂hαJα(x
?) = Dα,α(x
?). (2)
Crucially, the validity of Eq. (2) requires that we con-
sider the response and fluctuations at parameter values
x?, where the current Jα(x
?) = 0 stalls internally : all
contributing stochastic transitions need to be internally
equilibrated, i.e., they are microscopically reversible.
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2Setup — We consider a generic system with a finite
number of states n ∈ {1, 2, . . . , N}. Possible transitions
between states form a connected network, where we draw
one edge e connecting two states for each distinguish-
able physical mechanism by which the transition may
occur. Stochastic thermodynamics requires that transi-
tions along an edge e are always possible in both direc-
tions [18, 37]. In some cases it is thus useful to con-
sider e = (+e,−e) as a pair of directed edges ±e. The
evolution of the system is modeled as a Markov jump
process and can be visualized as a random walk on the
network. A physical model is defined by prescribing
the forward and backward transition rates w+e(x) and
w−e(x) for each edge e as functions of a set of physical
parameters x. The fluctuating current along an edge e,
e(t) :=
∑
k δ(t− tj)(δ+e,ek−δ−e,ek), is a stochastic vari-
able, which peaks if the system transitions along the di-
rected edge ek at a jump time tk. Physical fluctuat-
ing currents α which are associated to the transport of
a physical quantity (particles, energy, etc) are weighted
edge currents, α =
∑
e d
α
e e, where d
α
+e = −dα−e specifies
the amount dαe exchanged with external reservoirs upon
a transition along edge e [18]. Ergodicity ensures that
time-integrated currents Φ
(τ)
α are almost surely extensive
in time, i.e., for τ →∞, τ−1Φ(τ)α → Jα. Deviations from
the stationary average Jα scale diffusively, and a gener-
alized diffusion constant Dα,β (or, equivalently De,e′) is
obtained as a correlation integral [20, 38]:
Dαβ : = lim
τ→∞
1
2τ
〈Φ(τ)α Φ(τ)β 〉
=
∫ ∞
0
〈(α(0)− Jα) (β(t)− Jβ)〉. (3)
Local detailed balance, conjugacy and local coupling —
A central assumption in stochastic thermodynamics is
local detailed balance (LDB), which relates physical cur-
rents Jα to their conjugate forces hα. The latter are
uniquely determined by the intensive parameters of the
reservoirs. Besides justifying Markovian dynamics, LDB
also ensures thermodynamic consistency [18, 37, 39]. It
enters as a constraint on the motance Be [40], defined as
the log-ratio of forward and backward transition rates:
Be := ln
(
w+e
w−e
)
(LDB)
=
∑
α
hαd
α
e . (4)
Physically, the motance characterizes the entropy change
in the system’s environment associated to the transi-
tion along edge e. Thus, for systems obeying LDB, the
stochastic steady-state entropy production rate
∑
e JeBe
takes the well-known bi-linear form involving currents
and forces
∑
α Jαhα. In the following, we consider a sin-
gle physical current α supported on a subset of edges
Eα = {e : dαe 6= 0}. Even without the full knowledge
about other physical currents jβ and forces hβ , a defi-
nition of the current which is conjugate to the force hα
is possible. In accordance with LDB, Eq. (4), the conju-
gate force hα is a parameter that contributes linearly to
the motances Be, with a slope determined by the edge
increments: dαe = ∂hαBe. Then, it can be shown [39]
that a term hαJα appears as in independent term in the
stochastic entropy production. We further say that a
force hα couples locally to its conjugate current α, if
∂hαw±e = 0 for all noncontributing edges e 6∈ Eα. While
conjugacy ensures that the force hα does not change the
anti-symmetric part of the rate pair w±e for noncon-
tributing edges, locality also demands that it does not
affect their symmetric (kinetic) properties.
Stalled currents and internal equilibrium — Our
main result Eq. (2) concerns systems where a partic-
ular current α stalls, i.e., where its average vanishes:
Jα = 0. While all currents stall in systems that are
at equilibrium, x = xeq, in nonequilibrium systems, a
single current Jα may stall, while other currents are of
arbitrary magnitude. In general one can tune the conju-
gate force hα to its stalling value h
?
α, which is a function
of the remaining system parameters. Considering stalled
currents in systems far from equilibrium is not merely a
mathematical exercise: In many experiments on molecu-
lar motors, applying a mechanical force in order to stall
the motor velocity is used to infer the force generated at
a given value of the chemical concentrations [41, 42]. In
nanoscopic electronic devices connected to several leads,
stalling several currents in the presence of other nonvan-
ishing physical currents is at the heart of what is known
as a Bu¨ttiker probe [14, 43–45].
The validity of our result requires not only phenomeno-
logical stalling, but internal stalling. For a current that
is supported on a single edge only, phenomenological
stalling and internal stalling are equivalent. For a physi-
cal current with contributions from multiple transitions,
phenomenological stalling is not sufficient. If in a system
the vanishing of a physical current also gives rise to inter-
nal stalling, then there is a lot more structure to its in-
ternal transitions. We will discuss a physical model that
features internal stalling below. Internal stalling further
implies that the turmoils intrinsic to the transitions con-
tributing to a physical current do not lead to any internal
entropy production. To appreciate this fact, note that a
stalled current, Jα =
∑
ν=1,2 d
α
eνJeν = 0, only has a van-
ishing associated entropy production
∑
i=1,2BeνJeν , if
the edge motances obey the condition dαe2Be1 = d
α
e1Be2 .
Applications and examples — As is the case for equi-
librium systems, our result can be used to infer response
relations from fluctuations and vice versa. This is use-
ful if one of these observables is more easily accessible
in a given setup: in experiments it may be easy to tune
external forces, while measuring detailed counting statis-
tics provides a bigger challenge. Conversely, changing
physical parameters in computer simulations may come
at the expense of computation time for new simulations,
while fluctuations are easily accessible within a single set
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FIG. 1. (a) A tunneling current through a quantum point
contact is used to measure the occupancy of a double quan-
tum dot coupled to two leads at chemical potentials µ±. (b)
Two capacitatively coupled quantum dots constitute a phys-
ical implementation of Maxwell’s demon, cf. Ref. [10]. The
lower dot (the system) is coupled to two reservoirs L and R
at different chemical potentials βL, µL and βR, µR. The up-
per one (the demon) interacts only with a single reservoir at
inverse temperature βD and chemical potential µD. If both
dots are occupied, we have an additional contribution U to
the single-electron energy levels εS and εD . (c,d) Abstract
network of states (a,b) with current supporting edges.
of parameters.
In the following we illustrate the application and con-
sequences of our result for two real systems far from equi-
librium. Both of them are nanoscopic devices, which have
been studied theoretically [10, 11] and implemented ex-
perimentally [12, 13]. In the first one, Fig. 1(a), a tunnel-
ing current created by a voltage difference V = µR − µL
through a quantum point contact (QPC) is used to mea-
sure the full counting statistics of a double quantum dot
(DQD), which itself is coupled to two reservoirs at chem-
ical potentials µ± [11, 12]. The setup is placed in a cryo-
stat at temperature β. The DQD can be empty (E = 0)
or in one of two electronic states with energies E = ε±.
Electrons tunneling through the QPC induce transitions
in the DQD, which can be effectively reduced to two phys-
ically distinguishable mechanisms represented by the two
upper edges in Fig. 1(c), cf. Ref. [11] for the details. The
chemical potential µ+ serves as a local coupling param-
eter for the current along edge e1, which has motance
Be1 = β(ε+ − µ+). Its conjugate current α has weight
dαe1 = ∂µ+Be1 = −β. Perturbations around the stalling
value µ?+ obey the nonequilibrium FDR, Eq. (2). In terms
of the edge current, whose statistics are experimentally
accessible [12], the FDR reads ∂µ+J
?
e1 = −βD?e1,e1 . It
can be used to measure the temperature β in situations
far from equilibrium, when it is not clear if the dissipa-
tion due to the measuring current heats the device above
the assumed cryostat temperature. Our second example,
Fig. 1(b), is a capacitively interacting double quantum
dot, which has recently been used as a physical imple-
mentation of Maxwell’s demon [10, 13]. The upper dot,
which constitutes the demon, is coupled to a reservoir
with inverse temperature βD and chemical potential µD.
Similar to the first example, the lower dot couples to
two reservoirs L and R, with a chemical potential differ-
ence V = µL − µR. We are interested in the fluctuating
current α = (εD + U − µD)e1 − (εD − µD)e2 , associ-
ated with the transport of energy into the upper (blue)
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FIG. 2. Difference ∂βDJα − Dα,α for the energy current to
the demon bath. On the black stalling line β?D(V ) the FDR
holds (dashed orange line). The yellow line is the stalling line
for the charge current between. At equilibrium, (βD, V ) =
(0, 1), both currents vanish. The full set of model parameters
with their numerical values is described in the supplementary
material.
reservoir, cf. Fig. 1(b). Notice that in this case the phys-
ical current is supported on multiple edges, cf. Fig. 1(d).
The structure of the transitions ensures internal stalling:
Due to conservation of probability, a vanishing stationary
current along edge e1 implies a vanishing current along
edge e2 and vice versa. The motances of these edges are
Be1 = βD(εD +U −µD) and Be2 = −βD(εD−µD), which
implies that α is conjugate to the inverse temperature
βD. Thus, at stalling the nonequilibrium FDR (2) holds,
which reads in terms of the edge currents as
U∂βDJ
?
e1 =(εD + U − µD)2D?e1,e1 + (εD − µD)2D?e2,e2
− 2(εD + U + µD)(εD − µD)D?e1,e2 . (5)
As an illustration of our result, in Fig. 2 we show the
difference ∂µDJα−Dα,α between conjugate response and
fluctuations of the energy current into the demon bath
as a function of demon temperature βD and lead voltage
V = µL − µR. Notice that we work with reduced units
where βD and V are measured in units of the (inverse)
thermal energy β. The black and yellow solid lines in-
dicate the stalling values for energy and charge current,
respectively. Due to conservation of energy and matter,
these are the only two physical currents flowing through
the system [11]. The two stalling lines cross when the
system is at equilibrium, i.e., when the temperature of
the whole system is uniform βD = 1 and the voltage
difference between the two leads vanishes, V = 0. The
orange dashed line indicates parameter values where the
FDR (2) holds.
Proof of our main result — We first focus on several
currents supported on individual edges and then move to
physical currents; full details are deferred to the Supple-
mentary Material. Recent work on the theory of large
deviations [38, 46–50] has produced analytical methods
to access asymptotic current statistics for Markov jump
processes. Letting eµ be the currents that flow along
a subset of edges labeled by µ, the central quantity for
calculations is the so-called tilted generator W(q;x). It
is obtained from the generator of the Markov jump pro-
4cess by replacing the off-diagonal entries corresponding
to transitions w±eµ → w±eµe±qµ , where q = (qµ)µ are
auxiliary counting variables and the dependency on x is
inherited from the rates. The largest eigenvalue λ(q;x)
of W(q;x) is the scaled cumulant generating function
(SCGF), whose first and second derivatives produce the
averaged edge currents and the edge diffusivities
Jeµ =
∂λ
∂qµ
∣∣∣∣
q=0
and Deµ,eν =
1
2
∂2λ
∂qµ∂qν
∣∣∣∣
q=0
. (6)
Our first mathematical result concerns the determinant
∆(q;x) := detW(q;x). In particular, the crucial Theo-
rem 1 states when only rates w±eµ depend on the corre-
sponding parameter xµ, in such a way that the motance
increases linearly as ∂xµBeµ = 1, then there exist con-
stants x? for which
∆(x? − x;x) = 0, (7)
independent of x. As corollaries, at x = x∗ the av-
erage edge currents vanish, Jeµ(x
?) = 0, therefore x?
can be identified as the stalling values of the parameters
(Corollary 1). Furthermore (Corollary 2), at stalling
the mixed FDR holds
∂xνJeµ(x
?) + ∂xµJeν (x
?) = 2Deµ,eν (x
?). (8)
Both corollaries can be obtained by taking mixed total
derivatives of Eq. (7), evaluating at stalling x = x? and
using the fact that the SCGF λ(q;x) is the isolated dom-
inant eigenvalue ofW(q;x), and thus a factor of ∆(q;x).
Finally, in our main Theorem 2 we consider a physical
current
α =
∑
eµ∈Eα
dαeµjeµ , (9)
supported on several edges eµ, such that its conjugate
force hα is local, in the sense that ∂hαw±e = 0 for all e 6∈
Eα. Under the assumption of LDB and internal stalling
we prove the main result
∂hαJα(x
?) = Dα,α(x
?). (10)
Assuming the former results, the proof of the latter is
straightforward. By multi-linearity of the cumulants,
we rewrite the diffusivity Dα,α as a linear combina-
tion of edge diffusivities Deµ,eν . Using Eq. (8) we ex-
press the latter in terms of edge responses. LDB pre-
scribes xµ = xµ(h
α) := dαeµhα and after substituting
dαeµ = ∂hαxµ, we use the chain rule and find the deriva-
tive with respect to hα. We provide the details of the
proof in the supplementary material and note that it in
fact provides a more general mixed FDR analogous to
Eq. (8) for the physical currents.
The above outline of the proof allows to appreciate the
conditions on which it stands. It further sheds light on
the occurrence of nonequilibrium FDRs in other mod-
els which do not obey the requirements of local coupling
and uniform stalling. From the logic of the proof we re-
alize that the latter conditions are sufficient to ensure
the validity of the determinant relation Eq. (7). How-
ever, this does not mean that they are necessary. In the
case of the models described in Refs. [16] and [15], which
treat the dynamics of the molecular motor kinesin un-
der the influence of chemical potentials and mechanical
forces, an FDR relates the response of the motor veloc-
ity around stalling to an applied mechanical force [20].
While these models are thermodynamically consistent in
the sense that they satisfy LDB, the first model does
not satisfy uniform stalling whereas in the latter model
perturbations are not local. In both cases, the occur-
rence of a nonequilibrium FDR at stalling is the conse-
quence of a determinant relation analogous to Eq. (7).
For Ref. [16], it follows from a global symmetry for the
entire tilted generator, whereas for Ref. [15] it relies on
symmetries which are assumed for experimentally inac-
cessible transition rates. Importantly, in these two ex-
amples the stalling FDR is not robust against changing
kinetic parameters such as activation barriers — which
means that either the modeling or the physics of these
systems are fine-tuned. Such a fine-tuning may have im-
portant concequences for other properties of the system,
e.g., (fluctuations of) the efficiency of conversion pro-
cesses [45]. Investigating these ideas further goes beyond
the scope of this Letter. However, they underline the im-
portance of identifying general conditions for the validity
of FDRs in systems far from equilibrium.
Conclusion — In this work we identified local cou-
pling and internal stalling as sufficient conditions for the
validity of an equilibrium-like FDR in systems far from
equilibrium. Stalling conditions are commonly imple-
mented in nanoscopic electronic devices and have been
used to probe physical properties of small biological sys-
tems like molecular motors. The main open question
from a theoretical standpoint is finding the general con-
ditions such that stalled currents exhibit internal equi-
libration. While internal equilibration of all transitions
is the definition of equilibrium, our stalling FDR is valid
in situations where only some of these transitions are
equilibrated while other, unobserved currents of arbitrary
magnitude are present.
As a final remark let us return to the questions formu-
lated in the introduction. Our result states that although
a system may at first glance resembles an equilibrium
system in the sense that it obeys an FDR, it does not
need to be so. The validity of an FDR is not a sufficient
hallmark for equilibrium conditions. A true distinction
between equilibrium and nonequilibrium conditions re-
quires more scrutiny. For example, checking the value
of the third moment (skewness) constitutes a more thor-
ough, second glance.
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6Supplementary Material
Proof of the main results
Let us recall the setup. We consider a network (graph) composed of N vertices (states of the system) and of edges
e ∈ E connecting them (transitions). Each edge is assigned an arbitrary orientation and we assume that the graph is
connected. We consider a continuous-time Markov jump process on such a network, with probability rates per unit
time w±e of performing a transition along the positive (+e) and negative (−e) direction of edge e. The generator
W of the Markov jump process is an N × N matrix where off-diagonal entries wlm amount to the total rates of
jumping from vertex m to vertex l. Diagonal entries the total exit rate out of a state n, wnn =
∑(n)
±e w±e, where
the sum runs over all directed edges leaving vertex n. The tilted generator for all edge currents, W(q), is obtained
by replacing w±e → w±ee±qe in the off-diagonal entries of the generator. The auxiliary variables qe are called the
counting fields. The SCGF of the currents along a subset of edges of interest, E ′ = {eµ}µ ⊂ E , is the unique dominant
Perron eigenvalue of the tilted generator evaluated at qe = 0 for all e /∈ E ′.
Theorem 1. Let E = {eµ}µ be a subset of the edge space of the network, and consider a parametrization of the rates
w → w(x), x = {xµ}µ, such that ∂xµw±eν = 0 for all µ 6= ν. We further suppose that
∂xµ ln
w+eµ
w−eµ
= 1. (11)
Then, there exist constants x? = (x?µ)µ, such that the determinant of the tilted generator for the currents along edges
eµ ∈ E obeys
∆(x? − x;x) = 0, ∀x. (12)
Proof. We first prove the result under the assumptions that edges eµ do not share a vertex, and that the network
does not allow for multiple edges between the same vertices. These conditions do not have any structural role, but
including them in a general proof would make the notation awkward. We then prove that the theorem holds in all
generality by showing that adding one further arbitrary edge, be it in parallel or coincident with some other edge,
does not modify our argument. Then, an edge is uniquely identified by its end vertices. If +e = n ← m we define
wnm = we.
Let σµ denote the source and τµ the target of edge +eµ = τµ ← σµ. We remind that the tilted generator has entries
W(q)l,m =

−wll, if l = m
w+eµe
+qµ , if ∃µ s.t. l = τµ,m = σµ
w−eµe
−qµ , if ∃µ s.t. l = σµ,m = τµ
wlm, elsewhere
. (13)
From now on we omit to specify“∃µ s.t.”. By Eq. (11) there exist constants xµ such that the motance reads
log
w+eµ
w−eµ
= xµ − xµ. (14)
Let us consider the Markovian generator W obtained by setting to zero all rates w±eµ
!
= 0 corresponding to the edges
eµ, effectively removing all edges eµ from the network. Notice then that the diagonal entries (exit rates) of W are
given by
wll =
∑
m′
wm′l, if l 6= σµ, τµ
wll =
∑
m′ 6=τµ
wm′l, if l = σµ
wll =
∑
m′ 6=σµ
wm′l, if l = τµ,
(15)
where in this and similar expressions µ is intended to span from 1 to M . Let
x?µ = xµ + log
Vτµ
Vσµ
(16)
7where V = (Vm)
M
m=1 is some vector with nonvanishing entries. We write down the tilted generator evaluated at
q = x? − x:
W(x? − x)l,m =

−wll, if l = m
w+eµe
−xµ+x?µ , if l = τµ,m = σµ
w−eµe
xµ−x?µ , if l = σµ,m = τµ
wlm, elsewhere
=

−wll, if l = m
w−eµ
Vτµ
Vσµ
, if l = τµ,m = σµ
w+eµ
Vσµ
Vτµ
, if l = σµ,m = τµ
wlm, elsewhere
. (17)
We notice that the difference between matrix W(x? − x) and matrix W has entries
[W(x? − x)−W]l,m =

0, if l = m /∈ {σµ, τµ}
−w+eµ , if l = m = σµ
−w−eµ , if l = m = τµ
w−eµ
Vτµ
Vσµ
if l = τµ,m = σµ
w+eµ
Vσµ
Vτµ
, if l = σµ,m = τµ
0, elsewhere
. (18)
We now evaluate this matrix on vector V obtaining[
W(x? − x)−W]V = ∑
µ
(
− w+eµVσµ − w−eµVτµ + w−eµ
Vτµ
Vσµ
Vσµ + w+eµ
Vσµ
Vτµ
Vτµ
)
= 0. (19)
Notice that this identity holds independently of the vector V . Now, we let V be an arbitrary null eigenvector of
W with all non-negative entries, WV = 0. Then the last expressions tells us that V is also a null eigenvector of
W(x? − x) and we conclude.
Let us now consider an additional edge eM+1 and an additional parameter that is consistent with the hypothesis of
the theorem, in particular Eq. (11). Notice that edge eM+1 might be in parallel with any other edge in the network,
or it might have some vertex in common with one of the edges eµ, thus covering both situations excluded above.
Without loss of generality, we can rearrange the ordering of vertices in such a way that edge eM+1 = 1← 2 connects
the first two vertices. Let its tilted generator be denoted by W(M+1)(q, qM+1), where W(M)(q) =W(q). Let us also
consider the generator of the dynamics W(M+1) where all edges eµ and edge eM+1 are removed. We have
W(M+1) −W(M) =

0 w+eM+1 (e
qM+1 − 1)
w−eM+1 (e
−qM+1 − 1) 0 . . .
. . .
. . .
 (20)
W(M+1) −W(M) =

w−eM+1 −w+eM+1
−w−eM+1 w+eM+1
. . .
. . .
. . .
 , (21)
where all entries outside the principal (upper left) 2× 2 block are zero. We proceed like above, denoting (y?, yM+1)
the new set of parameters obtained from Eq. (16) by replacing V with U :
y?µ = xµ + log
Uτµ
Uσµ
, µ = 1, . . . ,M (22a)
y?M+1 = yµ + log
U1
U2
(22b)
We arrive at
W(M+1)(y? − y, y?M+1 − yM+1) − W
(M+1)
= W(M)(y? − y) − W(M) +

−w−eM+1 w−eM+1 U1U2
w+eM+1
U2
U1
−w+eM+1
. . .
. . .
. . .
 . (23)
8We now evaluate on U . As explained above, Eq. (19) holds irrespective of V , hence it also holds on U . We then
obtain
[
W(M+1)(y? − y, y?M+1 − yM+1)−W
(M+1)
]
U =

−w−eM+1 w−eM+1 U1U2
w+eM+1
U2
U1
−w+eM+1
. . .
. . .
. . .
U = 0. (24)
Again, we conclude by assuming that U is a solution of W
(M+1)
U = 0.
Corollary 1. At x = x?, the steady state currents Jeµ(x
?) vanish.
Proof. Taking the total derivative of the determinantal equation Eq. (12) with respect to parameter xµ and evaluating
at x = x? we obtain
∂
∂qµ
∆(0;x?) =
∂
∂xµ
∆(0;x?). (25)
Notice that the right-hand side vanishes identically, because
∆(0;x) = 0, ∀x (26)
is the determinant of a stochastic matrix. We now use the fact that the determinant of the tilted generator is the
product of the eigenvalues, ∆(q;x) =
∏
i λi(q;x) and that the dominant eigenvalue λ1(q) = λ(q) is the SCGF. We
then obtain
0 =
∂λ
∂qµ
(0;x?)
∏
i>1
λi(0;x
?) (27)
where we used the fact that λ(0;x?) = 0 so that the partial derivative only affects the dominant eigenvalue. By the
Perron–Frobenius theorem, this eigenvalue is isolated such that
∏
i>1 λi(0;x
?) 6= 0. We then conclude by recognizing
that the current is Jeµ(x
?) = ∂qµλ(0;x
?).
Corollary 2. At x = x?, the fluctuation-response relation holds:
∂xνJeµ(x
?) + ∂xµJeν (x
?) = 2Deµ,eν (x
?), ∀µ, ν. (28)
Proof. The proof proceeds like the one above. Taking the second mixed total derivatives with respect to xµ and x
′
µ
we obtain
0 =
d2
dxµdxµ′
∆(x? − x;x) (29)
=
[
∂2∆
∂qµ∂qµ′
− ∂
2∆
∂qµ∂xµ′
− ∂
2∆
∂xµ∂qµ′
+
∂2∆
∂xµ∂xµ′
]
(x? − x;x). (30)
Letting z be either x or q, we have
∂2∆
∂zµ∂zµ′
=
∑
i
∂2λi
∂zµ∂zµ′
∏
j 6=i
λj +
∑
i,j
i 6=j
∂λi
∂zµ
∂λi
∂zµ′
∏
k 6=i,j
λk. (31)
We now evaluate at x = x?. By Eq. (26) we realize that the last term in Eq. (30) vanishes. For all other terms
(zµ, zµ′) = (qµ, qµ′), (qµ, xµ′), (xµ, qµ′), Eq. (31) yields
∂2∆
∂zµ∂zµ′
(0;x?) =
∂2λ
∂zµ∂zµ′
∏
j>1
λj(0;x
?) (32)
where we used that at stalling, x = x?, both the dominant eigenvalue λ(0;x) and the current ∂qµλ(0;x) vanish. It
then follows from Eq. (30) [
∂2λ
∂qµ∂qµ′
− ∂
2λ
∂qµ∂xµ′
− ∂
2λ
∂xµ∂qµ′
]
(0;x?) = 0 (33)
which is the fluctuation-response relation Eq. (28).
9Theorem 2. Consider a phenomenological current
α =
∑
eµ∈Eα
dαeµeµ ,
and a parametrization xµ = xµ(h
α) := dαeµhα consistent with the condition of detailed balance. Then at values of h
α
where all of the edge currents vanish, the fluctuation-dissipation relation for the phenomenological currents holds:
2Dα,α′(x
?) = ∂h′αJα(x
?) + ∂hαJα′(x
?). (34)
Proof. The cumulants are multi-linear, therefore
Dα,α′(x
?) =
∑
µ,ν
dαeµd
α′
eνDeµ,eν (x
?). (35)
Using Eq. (12) and replacing dαeµ = ∂hαxµ, we find
Dα,α′ =
∑
µ,ν
dαeµd
α′
eνDeµ,eν (x
?)
=
1
2
∑
µ,ν
[
dα
′
eν∂xνd
α
eµJeµ(x
?) + dαeµ∂xµd
α′
eνJeν (x
?)
]
=
1
2
∑
ν
[
(∂hαxν)(∂xνJα′) + (∂hα′xν)(∂xνJα)
]
=
1
2
(
∂hαJα′ + ∂h′αJα
)
.
Notice that this equation is a generalization of the mixed fluctuation-response relation Eq. (28) to physical currents.
Transition rates and numerical values of the double quantum dot model, Figs. 1(b,d) and 2
For completeness, we give the transition rates for the double quantum dot described in Figs. 1(b,d) and Fig. 2,
cf. Ref. [10] for the details. The double quantum dot can be in four states corresponding to the presence or absence
of electrons in either dot. Charging one a dot while an electron is present in the other dot requires an additional
amount of energy U due to Coulomb repulsion. The charging and discharging statistics of the double quantum dot
are governed by the Fermi–Dirac statistics.
For a transition involving a reservoir Y ∈ {L,R,D} we define the Fermi function fY(x) = (1 + exp(βYx))−1, which
are evaluated at the transition energies x = E − µY, where E is the energy of the electronic system. The kinetic
factors for the charging transitions may distinguish whether the other dot is empty (ΓY) or occupied (Γ
U
Y). Denoting
the horizontal edges in Fig. 1(d) from top to bottom by e3, . . . e6 with an orientation that is aligned with edges e1
and e2 we have the charging transition rates
w−e1 = Γ
U
D(fD(εD + U − µD), w+e2 = ΓD(fD(εD − µD)),
w+e3 = Γ
U
L (fL(εL + U − µL), w+e4 = ΓUR(fR(εR + U − µR)),
w−e5 = ΓL(fL(εL − µL), w−e6 = ΓR(fR(εR − µR)).
The corresponding reversed rates, which correspond to a discharge, have the same rates replacing fY(x)→ 1− fY(x).
Note that the motance, i.e., the ratio of a charging and discharging transition reads
ln
fY(x)
(1− fY(x)) = −βYx.
The numerical values used for Fig. 2 are:
ΓD = Γ
U
D = ΓR = Γ
U
L = 0.5, ΓL = Γ
U
R = 1.5,
µD = 1, µL = 1 + V/2, µR = 1− V/2,
βR = βL = β = 1, εD = εS = 1 and U = 0.5.
The voltage difference V and the “demon” inverse temperature βD are kept variable, cf. Fig. 2.
