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THE CITY UNIVERSITY OF NEW YORK 
Abstract
The Effects of Tilted Magnetic Fields on Quantum
Transport in 2D Electron Systems
by William Mayer
Thesis Advisor: Sergey Vitkalov
There exists a myriad of quantum transport phenomena in highly mobile 2D electrons
placed in a perpendicular magnetic field. We study the effects of tilted magnetic field on
these transport properties to understand how the energy spectrum evolves. We observe
significant changes of the electron transport in quantum wells of varying widths with high
electron densities at high filling factors. In narrow quantum wells the spin splitting of
Landau levels due to Zeeman effect is found to be the dominant mechanism reducing
Quantum Positive Magnetoresistance. In wider quantum wells with two populated
subbands Magnetointersubband oscillations appear to exhibit effects from both Zeeman
splitting and orbital coupling of levels due to parallel field, with the latter effect
dominating. For the largest tilt angles these effects eliminate Magnetointersubband
resistance oscillations completely. The observed effect of Zeeman splitting suggests
scattering between spin split subbands which is unexpected. At large tilt angles the
observed quantum transport properties suggest a change in electron dynamics resulting in
a loss of quantization. Increasing quantum well width further results in a gap opening
between symmetric antisymmetric states in the lower subband leading to effects associated
with magnetic breakdown of the gap. In this system electric field induced resistance
iv
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oscillations due to Landau-Zener transitions are studied. Unexpectedly strong inverted
resistance oscillations are observed at fields corresponding to minimal modulation of
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Two dimensional quantum wells have served as the prototypical condensed matter systems
for over 40 years. The importance of these 2D materials in modern electronics and
computing has motivated their dominance in the field of condensed matter physics. This
makes it all the more remarkable that there still exits new and unexplored phenomena to
be investigated in these systems. The magnetotransport of GaAs quantum wells in tilted
field was initially studied at the inception of the field. The effect of Zeeman splitting of
Landau levels on Shubnikov de-Haas (SdH) oscillations was observed[1]. That and other
effects of parallel magnetic field have subsequently been the subject of many studies[2].
The increase of sample mobility has realized new features such as Quantum Hall and
fractional Quantum Hall Effects[3, 4]. Other effects such as quantal heating and Quantum
Positive Magnetoresistance (QPMR)[6, 7] were also discovered when these high motilities
were achieved in systems with larger carrier densities. These new quantum transport
phenomena allow further investigation of the physics that arises in tilted magnetic fields.
1
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1.2 Synopsis
We begin with a brief theoretical background of GaAs quantum wells and electron
transport in 2D systems. We provide a general description of the structure and fabrication
of the samples used in the studies. Then we examine the transport properties of electron in
these structures beginning with the classical Drude model of electron transport and the
treatment of magnetoresistance in a classical 2DEG. We then explain the basic quantum
treatment of electrons in a magnetic field. This allows for the construction of the 2DEGs
energy spectrum, and the consequences for electron transport are discussed. Finally the
effects of parallel magnetic on the energy spectrum are discussed.
Chapter 2 explores the theory of quantum magnetoresistance in a 2DEG. This begins
with the origin and theoretical description of SdH oscillations. This basic model of
quantum resistance oscillations is then expanded to explain QPMR and
Magnetointersubband Resistance Oscillations (MISO). Finally we included an electric field
applied to the system. This gives rise to both quantal heating and Landau-Zener
transitions. Chapter 3 is an overview of the experimental apparatuses and techniques used
during the investigations. We start with the cryogenic system used and the supporting
equipment including the superconducting magnet. Next mounting and cryogenic rotation
of the samples are discussed. We conclude with a brief description of the transport
measurement techniques employed.
The next few chapters discuss the experimental results of this study. Chapter 4
focuses on the effect of tilted magnetic field on QPMR. Following a presentation of the
basic theory of QPMR we show that experiments indicate a significant effect of tilted field
on QPMR strongly correlated to the effect on SdH oscillations. We present a model that
incorporates the effects of parallel field and compare it to the experimental findings. The
role of spin-orbit coupling in the model is discussed and the results are summarized.
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Chapter 5 addresses tilted fields in a system with multiple populated subbands where
MISO are present. We present the theory of MISO in a perpendicular magnetic field then
examine the experimental results. A model is developed to describe the behavior of MISO
in tilted magnetic fields. Finally we discuss and compare the results of these investigations.
In chapter 6 we consider a wider quantum well where the lowest subband has become
split into symmetric and antisymmetric subbands. The tunneling between the split
subbands is drastically effected by in-plane magnetic field leading to strong variations of
MISO. Using these MISO variations we have accomplished a comprehensive study of the
2D electron spectrum in tilted magnetic fields. Several regimes have been identified and
found in excellent agreement with theory[8].
Chapter 7 focuses on electric field induced resistance oscillations due to Landau-Zener
transitions in the presence of magnetic breakdown. We observe the inversion of these
oscillations when the modulation of the DOS is minimal. We put forth a model to explain
the inversion of these oscillations in tilted magnetic fields. We conclude by summarizing
the important aspects of our findings and propose future research of interest.
1.3 GaAs Quantum Wells
In free space and bulk normal metals electrons move in all three spatial dimensions. When
the electrons are instead confined and move in only two dimensions many new phenomena
occur. This seemingly strange system can be achieved in the conducting layer that is
formed at the interface between appropriately chosen materials such as GaAs and AlGaAs,
known as a heterojunction. The samples studied throughout this work are GaAs quantum
wells grown by molecular beam epitaxy on semi-insulating (001) GaAs substrate. MBE is
in theory a simple process where a substrate is put in an ultrahigh vacuum evaporator.
Furnaces which have opening directed at the substrate with shutters in place vaporize the
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Figure 1.1: This schematic presents the energy diagram of a simple quantum well (hetero-
junction) at the interface of two material who have misaligned conduction bands. Bending
of the bands occurs at the interface where electrons can be trapped as shown.
required elements to construct the desired material. At these pressures the mean free path
of the particles is large compared to the chamber in which they are held. By opening and
closing the shutters we can control a beam of particles that will travel until they impinge
on the substrate or chamber walls. In this way we can control the type and thickness of a
structure grown with tremendous accuracy. Another advantage of this method is that the
very sharp interfaces necessary for heterostructures can be made[9].
The samples are fabricated by placing a selectively doped GaAs quantum well
between AlAs/GaAs superlattice barriers. The δ-doping of Silicon donors inside the
superlattice barriers provides the high electron density in these wells. The electron density
determines the Fermi level. In our samples this doping is performed symmetrically and is
screened by intervening superlattice layers to minimize scattering from the ionic
potentials[12]. This structure allows for a high mobility on the order of 1 × 106cm2/V s at
densities around 8 × 1011cm−2 .
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To understand this situation better we start by considering the schematic above in
Figure 1.1. This simplified example shows how electrons become trapped at an interface
due to band bending with an appropriate Fermi Level. In our case of interest we combine
two interfaces to build the more familiar well structure shown in Figure 1.2. This structure
closely resembles the quantum mechanical problem of 2D particle in a box. From this
problem we know that there exist quantum levels allowed within the well whose exact
energy is determined by the shape of the confining potential. The number of subbands that
will be occupied is determined by the carrier density setting the Fermi Level. This is shown
in Figure 1.2.a and b where the subband levels have equal energy but because of the higher
Fermi level in b, two subbands will be occupied. In our case the density can be tuned by
gating and the amount of Silicon δ-doping.
Figure 1.2: These schematics present the energy spectrum for three different quantum wells
made with two heterojunctions of AlAs (orange) and GaAs(green). (a) GaAs quantum well
with one populated subband. (b) GaAs quantum well with two populated subband due to a
higher density. (c) Wide GaAs quantum well with three populated subband due to splitting
of the lowest subband.
Figure 1.2.c shows a case where the width of the quantum well has been increased.
This has two effects; first it will change the bottom of the energy spectrum as described by
the particle in a box problem, decreasing spacing between the lowest levels. Secondly
because of the band bending at the interfaces, the bottom of our well also has some
potential profile which can affect the lower energy levels. This effect can be approximated
by inserting a finite potential barrier inside our well, resulting in a tunneling problem.
Simple calculations show that this will split the lower level into symmetric and
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anti-symmetric states. Throughout this thesis we will address all three situations shown in
Figure 1.2 highlighting the important distinctions between them.
1.4 Transport Properties
1.4.1 Drude Model
The simplest model of electron transport is the Drude model. Proposed by Paul Drude in
1900, it considers electrons to be classical pinballs described by kinetic theory. The
conductivity σ is defined by the relation between the current density and electric field
E[10],
j = σE (1.1)
where j = −nev, n is the electron density, e is the electron charge and v is the average




where m is the electron mass, and τtr is the time between electron scattering events, named







Despite the success of the Drude model complicated transport phenomena require a more
advanced theory. The Boltzmann equation balances the effects of scattering, external fields
and temperature gradients against each other. The equation does this by describing the
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In steady state ∂fk/∂t = 0 for all states. From this point we need to make assumptions
about the nature of scattering, diffusion and the applied fields we want to consider. For the
case of electrical conductivity we will have only an electric field E in an infinite medium of











The process of scattering can be very complicated. We will consider only elastic scattering







fk(1 − fj) − fj(1 − fk)Q(j, k)dk (1.6)
This equation tells us the probability of a scattering process from k to j depends on
the number of carriers in state k, and the number of vacancies in the final state. The
inverse process also contributes to the integral. This weights the basic probability of
transition between states Q(k,j) which describes the chances of a transition from a full state








where gk = fk − fT and τ is mean free time and fT is distribution function at thermal
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τvk · eE (1.8)
















where we have changed an integral over a volume of k-space into integrations over surfaces










where σ(ϵ) is conductivity through states with energy ϵ[13]. In classical transport σ(ϵ) is
nearly energy independent around the Fermi energy where the gradient of the distribution
is large. However as we will demonstrate in the quantum regime the situation may be
different. In fact the variation of σ(ϵ) will account for most of the phenomena discussed in
this thesis.
1.5 Classical Magnetoresistance
With this simple model of electric conduction in hand we can now consider a classical
current in a magnetic field B. We will consider a 2D system in the xy-plane with a magnetic
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where we have used the symmetry of the system to simplify the equation. For the case of
zero magnetic field we recover the familiar result ρxx = 1/σxx. If a magnetic field is applied
to a finite sheet the result is the Hall effect. This occurs because as electron curve in the
magnetic field charge will build up on the sides of the sample. This results in an electric
field such that the Lorentz force due to the magnetic field must be balanced by a
transverse electric (Hall) field. This means Ey = Bzvx = −BzJx/ne. Combing this result












where cyclotron frequency ωc = eB/m and ρ0 = 1/σ0. This formulation allows us to define
a Hall coefficent RH = ρxy/Bz = 1/ne. From this relationship we see that the Hall
coefficent of a sample yields the carrier density. To obtain the conductivity we have made
many simplifying assumptions, importantly that there exists only one kind of charge carrier
and that quantum effects are unimportant. Quantum transport and the many effects there
in will consume much of the remaining chapters but it is important to note that these
classical effects will always be present and must be accounted for.
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1.6 Electron in a Magnetic Field
To move beyond the classical transport picture we consider the quantum behavior of a 2D
electron in a uniform magnetic field applied perpendicular to the 2D plane. In order to
solve this problem we must choose a gauge for our vector potential. The choice is arbitrary
in the sense that any physical result must be gauge invariant. For the purposes of
mathematical simplicity we will work in the Landau gauge A = (0, Bx, 0). The
















ψ(R) = Eψ(R) (1.14)
The potential V (z) is absent for free electrons but in the case of a 2DEG it is a
potential well. This potential is additive so the z-dependent terms can be factored out.
Our choice of vector potential does not depend on y, which means that the solution is













u(x) = Eu(x) (1.15)
This is the Schrödinger equation for a one-dimensional harmonic oscillator. The cyclotron
frequency ωc = |eB/m| appears and the oscillators center is shifted by xk = −h̄k/eB. The












Now we can easily write down the energies and wave functions for electrons in the xy-plane:
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where j is a positive integer and H is a Hermite polynomial. Perhaps the most important
outcome of this solutions is that the energy depends only on j, not k. This means that
states with the same j but different k are degenerate. These series of degenerate levels are
called Landau levels. Another feature of the wave function is the very different dependence
on x compared to y. It is easy to see this is a product of our gauge choice, so it cannot
produce any physical effect. A different choice of potential gauge would only lead to wave
functions of a different complete basis but would produce equivalent physics.
1.7 Landau Quantization




When a perpendicular magnetic field is applied the DOS changes into discrete energy levels
described by Eq. 1.17. These levels are highly degenerate. To find the number of states in
each level we consider a sample of finite size Lx × Ly and use periodic boundary conditions
k = (2π/Ly)j, where j is an integer. Now we must remember that the wavefunction of a
Landau levels are shifted in the x-direction. We can then impose the restriction that the





So the number of allowed states in a Landau level is simply eB/h per a unit area. An
interesting way of thinking about the level degeneracy is in terms of magnetic flux
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quantum Φ0 = h/e. Eq. 1.20 indicates the total number of the states in a Landau level is
Φ/Φ0. Meaning there is one state of each spin in each Landau level per a quantum of
magnetic flux that passes through the sample and each state occupies an area of








Comparing Eq. 1.19 and Eq. 1.21 one can conclude that the magnetic field does not
change the total number of states. In this picture magnetic field causes states inside an
interval h̄ωc to collapse into highly degenerate δ-function like Landau level. This is an
idealization; in any real system Landau levels have a finite width due to scattering in the
system. To characterize the level broadening we say that the electron has a finite lifetime
between scattering events τq.
Thus the energy of a level can only be defined within some width Γ = h̄/τq. In
general we do not expect there to be a strong change in the system unless the separation of
levels exceeds this width, h̄ωc ≥ Γ, which can be restated as, ωcτq ≥ 1. This says, for the
effects of this quantization to become apparent the electron must complete at least one
orbit before scattering. As we will see in the later chapters this condition separates
classical from quantum mechanical behavior of 2D electrons in studied systems and is
experimentally observed.
Once we admit that the Landau levels might have some width it is necessary to ask
what shape their distribution takes. It could be defined precisely with Γ as the standard
deviation of full width at half-max for Gaussian or Lorentzian levels. At low fields when
the levels are overlapping the DOS can also be approximated by a cosine function for
simpler analytical treatment of some phenomena. Another common form used to
approximate the DOS is the self-consistent Born approximation (SCBA). While these are
CHAPTER 1. INTRODUCTION 13
















Figure 1.3: This schematic presents different approximations used for the energy spec-
trum of a 2DEG as a function energy in units of cyclotron energy. The curves shown are
delta(black), cosine(red), Gaussian(blue)and SCBA(green) where the latter three curves have
the linewidth Γ.
appealing options there currently is not consensus on which is the proper form and there is
little experimental evidence to determine the correct shape. Figure 1.3 shows different
DOS that are commonly used. As we will see in later chapters the form has only a minimal
effect on the quantum oscillations to be studied in this thesis. In later numerical
calculations a Gaussian DOS will be used unless otherwise indicated.
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1.8 Zeeman Effect
Electrons have a magnetic moment associated with their spin such that it is either parallel
or antiparallel to the magnetic field. The orientation of this moment changes the energy of
a state by ±1
2
gµBB, where µb = eh̄/2m0 is the Bohr magneton. This shift in energy is
known as the Zeeman effect. The one-half factor comes from the spin which carries angular
momentum ±1
2
h̄. The g-factor is approximately 2 for a free electron, with the precise
calculation of its value being one of the accomplishments of quantum electrodynamics. In
solids the band structure significantly alters the value, for example bulk GaAs has
g = −0.44 and AlGaAs has g ≈ 0.4. In a heterostructure the value can lie between these
but further complications arise due to enhancement from exchange interaction[14]. Even
with this enhancement GaAs quantum wells typically have small g-factors compared to
other common materials such as InAs or GaSb[15].
In our previous discussions the electron spectrum did not depend on spin. At low
fields this is a valid assumption particularly for materials with a low g-factor and small
effective electron mass such as GaAs. At high field this assumptions begins to break down
and separation between spin subbands becomes significant as shown in Figure 1.4. There is
one important distinction between Landau level quantization and Zeeman effect in two
dimensional systems. Landau quantization only depends on magnetic field perpendicular to
the 2DEG whereas Zeeman effect depends on total field. Consequently in 2D systems the
magnitude of Zeeman effect with respect to Landau quantization can be increased by
applying parallel magnetic field. This is commonly accomplished experimentally by tilting








where m0 is the bare electron mass and θ is the angle of the magnetic field with respect to
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Figure 1.4: This graph shows the Gaussian DOS at a perpendicular field of 0.737T , where
g = −0.44. The curves are obtained at different tilt angles relative to the 2DEG plane.
The curves are 0deg(black), 84deg(red) 86.6deg(blue). At 84deg the two spin subbands are
slightly split reducing the total modulation in the DOS. At 86.6deg the two spin subbands
are split such that ∆z/2 = ∆c.
the 2DEG. Figure 1.4 shows how Zeeman effect affects the DOS for different tilt angles.




The quantization of the energy spectrum described previously had one truly striking
consequence: magneto-oscillations. The most famous example is SdH oscillations. Many
physical properties show oscillations related to a modulated density of states such as
specific heat, bulk modulus, magnetic susceptibility (de Haas-van Alphen effect) and
resistivity[10]. The focus of this chapter is resistivity oscillations. At higher fields and
lower temperatures Sdh resistance oscillation evolve into Quantum Hall effect and
fractional Quantum Hall effect[3, 4]. At lower fields with increased sample quality effects
such as QPMR are observed[7]. With an application of small electric fields remarkable
nonlinear effects such as quantal heating[6, 17, 16] and Landau-Zener transitions can also
occur[18, 19]. If multiple populated subbands are present MISO will accompany these
phenomena[21, 22, 23]. At their root all these effects are a consequence of Landau
quantization affecting conductivity in Eq. 1.10. This becomes apparent from the
approximation of the conductivity σ(ϵ) = σDν̄2ϵ valid at small quantizing magnetic fields,
where σD is the Drude conductivity and ν̄ϵ is the normalized density of states[13]. Using
16
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Eq. 2.1 indicates that an oscillating DOS may create oscillations in the conductivity. In the
following sections we will explore the consequences of DOS oscillations in different systems.
2.1 Shubnikov de-Haas Oscillations
The first quantum magnetoresistance oscillations observed were SdH oscillations[24]. At
low temperatures the Fermi-Dirac distribution that describes electron population is nearly
a step-function[10]. In this situation the derivative in Eq. 2.1 can be approximated by a
delta function at the Fermi level. It follows from Eq. 2.1 that the conductivity of the
2DEG is determined by the DOS at the Fermi level. Due to Landau quantization the DOS
oscillates with the magnetic field at the Fermi energy leading to SdH oscillations as shown
in Figure 2.1.
At lower magnetic fields when Landau levels are overlapping the DOS can be
approximated using a cosine function as [2]




δ = exp( −π
ωcτq
) is the Dingle factor which accounts for the broadening of Landau levels.
Plugging this expression into Eq. 1.10 and keeping only terms up to the first order in the
Dingle factor results in
σ = σD
[






The oscillating terms describes SdH oscillations and has a temperature factor
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Figure 2.1: Shown is normalized resistivity as a function of magnetic field of a GaAs 2DEG.
At fields above 0.5T clear SdH oscillations appear and grow exponentially. At higher fields
the resistance minima approach zero nearing the Quantum Hall regime.
A(T ) = 2π
2kBT/h̄ωc
sinh(2π2kBT/h̄ωc)
, damping SdH oscillations at high temperature. From this
equation we can easily understand how the quantized density of states affects conductivity.
Whenever EF = nh̄ωc, where n is an integer. The conductivity is at a maximum because a
Landau level coincides with the Fermi energy. Conversely at EF = (n+ 1/2)h̄ωc the Fermi
level is between two levels and the conductivity is at a minimum. Using Eq. 2.3 we can
determine important parameters of a 2DEG. From the amplitude of the oscillations we can
extract the quantum lifetime and the frequency contains information about the carrier
density.
At higher fields the cosine approximation of the DOS breaks down. At these fields
CHAPTER 2. THEORY OF QUANTUM MAGNETORESISTANCE 19
the bulk of the 2D sample can become insulating when the Fermi level is between Landau
levels. This is the regime of the Quantum Hall effect. In this regime Hall resistance
becomes quantized and the electrical conduction is provided exclusively by edge channels
that are protected from backscattering. In fact this was the first experimental example of a
topologically protected state. The quantization is so precise that it is now used as the
standard of resistance[25].
2.2 Quantum Positive Magnetoresistance
If we account for higher order terms in the Dingle factor in our conductivity calculations
other interesting phenomena occur. Among these is QPMR, which occurs due to
intrasubband electron scattering in the system. Here we will only discuss QPMR that
occurs at relatively small magnetic fields due to elastic scattering from a disordered
potential. The following conductivity is obtained from combining Eq. 2.2 and Eq. 1.10 and
averaging out the oscillating terms:
σ = σD(1 + 2δ2) (2.4)
The first term is classical magnetoresistance and the second is related to QPMR. An
example of this phenomena is shown in Figure 2.2.
From Eq. 4.1 one can see that QPMR provides information about the quantum
lifetime. Unlike SdH oscillations, QPMR does not have a strong temperature dependent
factor so it can be used to study the quantum lifetime in a broad temperature range
unavailable to SdH measurements[7].
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Figure 2.2: Shown is the normalized magnetoresistivity of two GaAs 2DEG samples. Sample
B(red) clearly has a significant increase in resistance well before SdH oscillations begin which
is indicative of QPMR.
2.3 Magneto-intersubband Oscillations
With multiple populated subbands calculating the conductivity becomes more complicated.
Even in the case of classical magnetoresistance the theoretical description changes
drastically predicting parabolic magnetoresistance increase instead of a magnetic field
independent resistance[10, 11]. In the quantum regime we get two sets of SdH oscillations
at two different frequencies and QPMR. Different subbands provide different contributions
to QPMR, which are often difficult to separate.
An interesting behavior occurs when we consider scattering between quantum levels
of different subbands. With the formation of equally spaced Landau levels scattering
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between subbands can oscillate producing MISO [20, 21, 23, 26, 22, 27, 28, 29]. Scattering
will be strongest when levels from each subband align and if we consider the simplest case
of two subbands the condition for a MISO maximum is
∆12 = nh̄ωc (2.5)






meaning the Landau levels are all maximally separated[30, 31, 32, 34]. These two
expressions indicate that MISO are periodic in inverse perpendicular magnetic field and are






in units of B⊥. It is important to note that since in both subbands the level spacing is the
same, an intersection of two levels from different subbands leads to the complete alignment
of both spectra.
Figure 2.3 presents MISO in a GaAs quantum well with two populated subbands.
Similair to SdH oscillations MISO are periodic in inverse magnetic field decreasing
exponentially. At small magnetic field MISO can be obtained by the insertion of the proper
DOS into Eq. 1.10. The DOS contains two sets of Landau levels:
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Figure 2.3: Shown is normalized magnetoresistivity of a GaAs 2DEG with two populated
subbands. At B > 0.06T MISO are present at much lower fields than would be possible for
SdH oscillations.




















where υ12 is an effective intersubband scattering rate. This equation contains the product
of Dingle factors from both subbands and the frequency in inverse magnetic field is
determined by the subband gap ∆12 = E2 − E1. MISO have been experimentally observed
at temperatures exceeding 50K[87]. MISO allow for a an accurate measurement of the
subband gap and provides information about the intensity of intersubband scattering. In
systems with more than two populated subbands interference will occur between MISO of
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different frequencies. In such systems it becomes possible to extract the quantum lifetimes
in individual subband from MISO, which is not possible in a two subband system[36].
2.4 Quantal Heating
New nonlinear phenomena are observed with application of an electric field to a 2DEG
placed in a quantizing magnetic field. There exists a quantum analog of Joule heating
known as quantal heating. In classical electron systems in which conductivity σ(ϵ) does not
depend on the energy near EF , Joule heating induced by DC electric field can be well
described by a broadening of the Fermi-Dirac distribution. This produces only a minimal
effect on electron transport as is evident from Eq. 1.10. Due to Landau quantization
diffusion between levels is highly suppressed, making Joule heating more complex. As
mentioned above due to impurity scattering a highly degenerate Landau level is broadened,
forming a narrow conducting band. Spectral diffusion of electrons within this partially
populated band is possible and results in a selective flattening of the distribution function
inside each Landau level, in the presence of an electric field E [6]. This effect is limited by
inelastic scattering of electrons relaxing the distribution back to thermal equilibrium.
The spectral diffusion of electrons within each level can be described using the









The left side of this equation describes the spectral diffusion driven by elastic impurity
scattering in the presence of an electric field E. The right side describes the relaxation of
electrons by inelastic scattering. The solution of this differential equation yields the steady
state electron distribution function f(ϵ) which can be put in Eq. 1.10 to find the
conductivity. Since it is the derivative of the distribution function that determines
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conductivity this selective flattening of the distribution function inside Landau levels
decreases the gradient and, thus, the contribution of Landau levels to the conductivity.
The intra-level flattening of distribution function does increase the gradient of the electron
distribution between levels but since there are a negligibly small number electron states
there this does not affect the conductivity. The flattening leads to an overall reduction in
conductivity which is shown in Figure 2.4. Note that in a strong magnetic field the
resistance becomes proportional to the conductivity for reasons discussed in section 1.5.












Figure 2.4: Shown is normalized magnetoresistance of a GaAs 2DEG with(black) and with-
out(red) an applied electric field. Quantal heating is apparent in the substantial decrease in
resistivity once the spectrum is quantized near 0.1T .
This reduction is strong at low temperatures due to a suppression of inelastic
processes. When appropriate electric fields are applied the system is driven into a
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zero-differential resistance state [37, 38, 39]. It is suggested that this occurs because of
unstable local fluctuations of the field across the sample but the mechanism is not
completely understood. Quantal heating is a similar effect to microwave induced resistance
oscillations which are also due to a modification of the electron distribution function, but
driven by microwave pumping between Landau levels [40].
2.5 Electric Field Induced Landau-Zener Transitions
A stronger electric field initiates Landau-Zener transitions between Landau levels leading
to resistance oscillations with the electric field, also called HIRO [19, 43, 44, 45, 47, 48].
These oscillations are due to electric field assisted impurity scattering between Landau
levels and can be treated as geometrical resonances between cyclotron orbits and spatially
modulated density of states [50, 51]. To conserve energy in these elastic scattering events
Landau-Zener transitions must satisfy the relation
γeEjRc = j · h̄ωc (2.11)
for the jth maximum of the oscillations, cyclotron radius Rc and factor γ ≈ 2.
These oscillations are periodic in both electric field and inverse magnetic field. Figure
2.5 show Landau-Zener transitions at different fields and compared to the response at zero
magnetic field. The electric field in a 2DEG in a magnetic field is dominated by the Hall





where B is the perpendicular magnetic field and n is electron density. At zero magnetic
field where Landau quantization is absent there are no oscillatory effects present. At
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Figure 2.5: Shown is resistivity as a function of direct current at various magnetic fields.
B=0T(black) , 0.15T(red), 0.33T(blue) show both Landau-Zener transitions and quantal
heating in a GaAs 2DEG.
B = 0.15T quantal heating is present for small currents and multiple resistance oscillations
appear at larger currents. At B = 0.33T quantal heating and Landau-Zener transitions are
stronger due to stronger quantization and since the magnetic field is approximately double
with respect to B = 0.15T , the period also doubles in accordance with Eq. 2.11 and 2.12.
Chapter 3
Experimental Techniques
In everyday life we do not see the effects of quantum mechanics. This occurs because at
high temperature scattering rates are enormous. This scattering destroys the coherence
necessary for quantum effects to manifest. Experimentally this problem can be overcome
by cooling a sample to near absolute zero. At these temperatures the quantum electron
lifetime in a sample with few impurities can be picoseconds, and this enables observation of
the many phenomena discussed in previous chapters. Experiments at low temperature
present numerous challenges. In addition our investigations require high magnetic fields of
up to 8T. In this chapter we will review some of the experimental methods that make our
studies possible.
3.1 Helium Cryostat
The helium cryostat consists of a thermally isolated jar suspended in a vacuum chamber
that can be filled with liquid helium. The system is connected to an external helium
re-liquefier (not shown in Figure 3.1) that collects helium boil off and returns it to the
system. With this setup we maintain a closed system that need not be refilled for years.
The top of the cryostat has a gate valve system that allow for insertion of experimental
27
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Figure 3.1: Shown is the basic experimental setup used for all experiments to be presented.
It consists of a helium cryostat, superconducting magnet and experimental probe.
probes without opening the system to atmosphere. For all experiments presented in this
thesis samples were maintained at 4.2K by direct exposure to the helium bath ensuring
fixed temperature.
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3.2 Superconducting Magnet
The superconducting magnet is submerged in the liquid helium chamber and the sample is
lowered into the center as shown in Figure 3.1. The magnet is made of multi-filamentary
NbTi wire encased in a copper matrix that is epoxy impregnated to prevent training. The
magnet has a maximum field of ±9T with homogeneity of ±0.1% over a sphere of diameter
1cm. For the work presented in this thesis fields up to ±8T where used. The magnetic field
direction is fixed, so to apply both perpendicular and parallel fields the samples must be
tilted inside the magnet. The construction of a rotator inserted into the system is discussed
in section 3.4.
3.3 Sample Fabrication and Measurement
As previously indicated all experimental samples used are GaAs 2DEGs. The samples are
fabricated into a Hall bar geometry shown in Figure 3.2. AuGe eutectic was used to
provide electric contacts to the 2DEG. Sample resistance was measured using the
four-point probe method. This means current passes through current contacts while
voltages are measured separately ensuring that negligibly small current runs through the
measurement contacts, so no voltage drop is associated with contact resistance. We apply a
133 Hz ac excitation Iac through the current contacts and measure the longitudinal (in the
direction of the electric current) and transverse (Hall) ac voltages (V acxx and V acxy ).
These measurements are made with lock-in amplifiers that allow accuracy on the
sub-µV level. This is possible by using signal analysis that extracts the signal at a
particular frequency from a potentially noisy background environment. Additionally a DC
voltage can be applied over a large resistor (R ≈ 100KΩ ) through current contacts to
provide a constant direct current source. This configuration allows for investigation of a
wide range of transport properties.
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Figure 3.2: Shown is the Hall bar geometry used in experiments. This geometry allow for
4-point measurement of longitudinal and transverse voltages.
3.4 Sample Rotation
The primary objective of these investigations as stated in the introduction is the effect of
tilted magnetic fields on quantum electron transport. The study requires a sample stage to
control the samples tilt since the superconducting magnet is fixed within the system. This
was achieved by mounting the sample on a stage fixed to a pivoting frame. The rotation is
controlled by wires running up the probe to a spring and an adjustment screw. While the
spring provides constant tension on one side of the frame the other wire length is controlled
by manual adjustment of the screw. The setup provides precise and reproducible rotation
of the sample from 0 through 90 degrees with an accuracy of 0.1 degree. In the following
experiments 0 degrees corresponds to a magnetic field directed perpendicular to the 2DEG
and 90 degrees means the 2DEG is parallel to the magnetic field. The angle is determined
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by measuring the Hall resistance ρxy = ρH of the 2DEG. From Eq. 1.13 ρxy = B⊥/ne. The
Hall resistance is maximized at 0 degrees. By centering and rotating the sample in the
superconducting magnet to find the largest Hall resistance we find 0 degrees. All other
angles can be determined by the following relation:
θ = cos−1(ρxy/ρmaxxy ). (3.1)




This chapter presents an experimental investigation of the QPMR at high temperatures
kT ≫ ∆C ,∆Z and SdH resistance oscillations in GaAs symmetric quantum wells placed in
tilted quantizing magnetic fields. Here ∆C = h̄ωc is cyclotron energy and ∆Z = µgB is
Zeeman splitting. The experiments indicate that angular variations of the QPMR and the
SdH amplitude strongly correlate yielding essentially the same g-factor: g ≈0.97±0.08.
This g-factor value is close to one obtained in experiments done at much lower
temperatures.[52, 53, 54, 55]
In two dimensional (2D) electron systems the orbital quantization is due to the
component of the magnetic field, B⊥, which is perpendicular to 2D layer[49] whereas the
spin degrees of freedom are affected mostly by the total magnetic field, B.[1] An increase of
the in-plane magnetic field produces, thus, an enhancement of the spin splitting (Zeeman
effect), ∆Z = µgB, with respect to the cyclotron energy, ∆C = h̄ωc. Here µ is Bohr
magneton, g is g-factor, ωc = eB⊥/m = eBcos(α)/m is cyclotron frequency, m is electron
effective mass and α is the angle between magnetic field B⃗ and the normal n⃗ to 2D layer.
32
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where parameter m0 is mass of free electron, quantum levels are equally separated by
h̄ωc/2 and the amplitude of the fundamental harmonic of SdH oscillations, ASdH , is zero.
This property is the basis of a powerful transport method (coincidence method) for the
study of the spin degrees of freedom of 2D electrons.[2, 1]
In GaAs quantum wells the critical angle αc is large: αc ≈ 85-87o due to a small
effective electron mass. [52, 53, 54, 55] At low temperatures, kT ≪ ∆c, the coincidence
method yields g-factor, which is considerably larger than the one obtained from electron
spin resonance.[56, 57] Even stronger spin gap is found in measurements of the activation
temperature dependence of the magnetoresistance.[52, 53] The enhancement of the spin
splitting is attributed to effects of electron-electron interaction of 2D electrons.[2] At low
temperatures and high filling factors the spin splitting is found to be proportional to B⊥
[53, 58, 59], which agrees with theoretical evaluations of the contribution of the e− e
interaction to the spin gap, when only one quantum level is partially filled[60].
The enhancement of the spin splitting is found above a sample dependent critical
magnetic field Bc.[53, 54, 61] This effect has been attributed to the suppression of the
contributions of the e− e interaction to the spin splitting by a static disorder.[62] With an
increase of the temperature from mK range to few Kelvin the g-factor enhancement (Bc) is
found to be decreasing (increasing) considerably, which is attributed to a reduction of the
contribution of the e− e interaction to the spin splitting due to thermal fluctuations. [53]
At high temperatures, kT ≫ ∆C ,∆Z there are many partially populated Landau
levels participating in transport and one may expect a quantitatively different value of the
e− e enhanced spin splitting in comparison with the one at kT ≪ ∆C ,∆Z . We note that
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the spin splitting has not been investigated experimentally in the quantized spectrum at
high temperatures since the coincidence method relies on SdH oscillations, which are
absent (exponentially suppressed) in the high temperature regime[5]. Recent developments
[7] open a possibility to study spin effects in electron systems with quantized spectrum at
high temperatures: kT ≫ ∆C ,∆Z .
At a fixed B⊥>0.3T the angular evolution of QPMR demonstrates a resistance
maximum at α ≈62o, revealing an unexpected decrease of the spin splitting with the
in-plane magnetic fields while the overall angular evolution of QPMR demonstrates B/B⊥
scaling at ∆Z/∆C<1/2 (α<86o). At α > 86o the QPMR does not return as expected
indicating an absence of the quantized electron spectrum in the high temperature and large
parallel field regime. A complementary study of quantal heating[6, 16, 17] at different
angles confirms this observation.
In contrast to SdH oscillations the angular evolution of QPMR implies a significant
mixing between spin-up and spin-down subbands due to quadratic dependence of the
conductivity on DOS (see Eq. 5.4). When the spin and momentum of the electrons are
independent, the non-magnetic impurities cannot mix the electronic states with opposite
spins. On the other hand in presence of spin-orbit coupling, the spin and momentum of
electrons are not independent. In contrast to the Zeeman splitting the spin-orbit
interaction depends on the energy (velocity) of electrons and does not decrease at small
magnetic fields.[68, 69] As we show below, even at a small spin-orbit coupling local
non-magnetic impurities may lead to a scattering between different subsets of quantum
levels leading to the spin mixing at high filling factors.
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4.2 Experimental Setup
Studied GaAs quantum wells were grown by molecular beam epitaxy on a semi-insulating
(001) GaAs substrate. The material was fabricated from a selectively doped GaAs single
quantum well of width d =13 nm sandwiched between AlAs/GaAs superlattice barriers.
The studied samples were etched in the shape of a Hall bar. The width and the length of
the measured part of the samples are W = 50µm and L = 250µm. AuGe eutectic was used
to provide electric contacts to the 2D electron gas. Two samples were studied at
temperature 4.2 Kelvin in magnetic fields up to 9 Tesla applied in-situ at different angle α
relative to the normal to 2D layers and perpendicular to the applied current. The angle α
has been evaluated using Hall voltage VH = B⊥/(enT ), which is proportional to the
perpendicular component, B⊥ = B · cos(α), of the total magnetic field B as described in
section 3.4. The total electron density of samples, nT ≈ 8.6 × 1011cm−2, was evaluated from
the Hall measurements taken at α=00 in classically strong magnetic fields [10]. An average
electron mobility µ ≈ 1.6 × 106cm2/V s was obtained from nT and the zero-field resistivity.
Sample resistance was measured using the four-point probe method. We applied a 133 Hz
ac excitation Iac=1µA through the current contacts and measured the longitudinal (in the
direction of the electric current, x-direction) and Hall ac (along y-direction) voltages (V acxx
and V acH ) using two lockin amplifiers with 10MΩ input impedances. The measurements
were done in the linear regime in which the voltages are proportional to the applied current.
4.3 Results and Discussion
Figure 4.1 presents the dissipative resistivity, ρxx(B⊥), at different angles α between the
magnetic field, B⃗, and the normal to the 2D layer, n⃗. In perpendicular magnetic fields
below 0.11 T the resistance is nearly (within ∼0.6%) independent on B⊥. This is the
regime of classical (Drude) magnetoresistance, which is expected to be independent on B⊥
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Figure 4.1: (Color online) Dependence of the longitudinal resistance ρxx on the magnetic field
perpendicular to the 2D sample obtained at different angles α between the total magnetic
field B⃗ and the normal to the 2D layer. From the top curve to the bottom one angles are 0,
76.2, 78.6, 81.2, 82.6 83.13, 84, and 85.9 degrees. The insert enlarges the area at small mag-
netic fields indicating that the dependencies at different angles diverge from approximately
the same magnetic field B∗ ≈0.11T corresponding to the beginning of Landau quantization
of the electron spectrum at α=00.
(See section 1.3).[10]
At α = 00 and B⊥ >0.11 T the magnetoresistance demonstrates a steep (exponential
in 1/B⊥) monotonic increase combined with SdH oscillations in B⊥ > 0.45 T. This increase
is attributed[7] to the quantum positive magnetoresistance (QPMR) due to Landau
quantization as decribed in section 4.1.[70] At angles α < 65o and B⊥ >0.33 T the
magnetoresistance exhibits an additional few percent increase with the angle (not shown).
At α >650 the QPMR decreases significantly with the angle. Figure 4.1 demonstrates this
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decrease for angles between 76.2 and 85.9 degrees. The insert to the figure shows that the
angular variation of QPMR are approximately uniform with B⊥ and starts at the same
perpendicular magnetic field B∗ ≈0.11 T, which separates the classical and quantum
regimes of electron transport[7, 70]. The later indicates that the Landau level width (or the
quantum scattering time τq) is nearly independent of angle α. This is confirmed by more
detailed comparison (see Figure 4.3(d)). At angles α >860 the QPMR demonstrates a weak
recovery (not shown), which is discussed later.
At B⊥ >0.45T Figure 4.1 shows SdH oscillations. In contrast to QPMR the angular
evolution of SdH oscillations have been intensively studied.[52, 53, 55] Presented
experiments show strong correlation between angular evolutions of SdH oscillations and
QPMR. Before the detail discussion and comparison of the dependencies, we present a
model, which captures the strong angular correlations of these two phenomena.
4.3.1 Model of SdH oscillations and Quantum Positive
Magnetoresistance
A microscopic description of both SdH oscillations and QPMR in perpendicular magnetic
fields (at α =0o) is presented in section 2.1 neglecting any spin related effects in particular
the Zeeman term discussed in section 4.10. As indicated in the introductory chapter the
account of the Zeeman splitting for SdH oscillations is a developed procedure[1, 2, 53]. In
contrast the spin related effects in the QPMR have not been studied yet.
Below we present a model, which utilizes the similarity of QPMR and
MISO.[23, 26, 32, 34] The model considers two subbands with the energy spectrum
evolving in accordance with Landau quantization and split predominantly by Zeeman effect
as shown in Figure 1.4.[1] A scattering assisted mixing between different subbands is
postulated to provide the observed correlation between the angular evolutions of SdH
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oscillations and QPMR. Within the presented model the absence of the scattering between
subbands would lead to the absence of an angular evolution of the QPMR associated with
the Zeeman effect in contrast to the angular dependence of SdH oscillations. The origin of
the mixing requires further investigations. A mixing between different spin subbands have
been reported in Si-MOSFETs.[72] The experiments show a sizable contributions of the
product the spin-up and spin-down density of states to SdH resistance oscillations.
Furthermore investigations of the resistivity tensor in tilted magnetic fields have revealed
an independence of the Hall coefficient on the spin subband populations while the electron
mobility in each spin subband was substantially affected by the in-plane magnetic field[73].
This behavior has been interpreted by a mixing between spin subbands due to an
electron-electron interaction.[74] We note also that in the presence of a spin-orbit coupling,
different subbands could be mixed by a local impurity scattering. An investigation of this
possibility is presented in the section "Spin orbit interaction and QPMR".
In the simplest case of small quantizing magnetic fields ωcτq < 1 the main
contribution to both SdH oscillation and QPMR comes from the fundamental harmonic of
quantum oscillations of the density of states (DOS) corresponding to spin-up and


























where δ = exp(−π/ωcτq) is Dingle factor, ν0 is the total DOS at zero magnetic field and τq
is the quantum scattering time, which is considered to be the same in both spin subbands.
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The integral is an average of the conductivity σ(ϵ) taken essentially for energies ϵ inside the
temperature interval kT near Fermi energy, where f(ϵ) is the electron distribution function
at the temperature T .[2] The brackets represent this integral below.
The following expression approximates the conductivity σ(ϵ) at small quantizing
magnetic fields:
σ(ϵ, B⊥,∆Z) = σD(B⊥)ν̃(ϵ, B⊥,∆Z)2 (4.5)
where σD(B⊥) is Drude conductivity in magnetic field B⊥ [10] and ν̃(ϵ) = ν(ϵ)/ν0 is
normalized total density of states. The main assumption of this model is utilized in Eq.
5.4. Namely the impurity scattering between the spin-up and spin-down subbands is
considered to be comparable with the impurity scattering within a spin subband, when the
energies of the spin sectors are the same. In other words a spin up (spin-down) electron has
equal probability to scatter into a spin-up or spin-down quantum state.
The proportionality of the conductivity σ(ϵ) to the square of the normalized density
of states is due to two factors. One factor takes into account the number of available
conducting states (parallel channels) at energy ϵ, which is proportional to the density of
states. The second factor takes into account that the dissipative conductivity in crossed
electric and magnetic fields is proportional to the electron scattering rate[10]. At low
temperatures the scattering is dominated by the elastic impurities making the rate
proportional to the density of final states at the same energy ϵ.[10, 75] The quadratic
dependence of the conductivity on the density of state results in the factor 4 in Eq. 4.7,
which is found to be in good quantitative agreement with the amplitude of SdH oscillations
shown in Figure 6.5. Furthermore the quadratic dependence on the density of states yields
both QPMR and its strong correlation with SdH oscillations observed in presented
experiments.
Eq. 5.4 is similar to the Eq. 5 of Ref.[35], which was used for the conductivity in the
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perpendicular magnetic fields neglecting both the Zeeman splitting and spin-orbital effects.
In this case the energy spectrum of spin-up and spin-down electrons are the same and the
normalized DOS for each spin subband coincides with the normalized total DOS, ν̃(ϵ). For
two independent spin subbands the total conductivity is the sum of two terms:
σind = σ+ + σ−, where σ± = (σD/2)ν̃(ϵ)2. The factor 1/2 takes into account that the
electron density in each subbands is half the total density. Thus at ∆Z=0 the total
conductivity of two subbands does not depend on the intersubband scattering:
σind = σ(∆Z = 0). At finite ∆Z the intersubband scattering affects the conductivity.
A substitution of Eq. 5.4 and Eq. 5.2 into Eq. 4.4 yields two additional terms to the
Drude conductivity: σ − σD = ∆σSdH + ∆σQP MR. The first term is proportional to Dingle























where ϵF is Fermi energy and A(T ) =
(2π2kT/h̄ωc)
sinh(2π2kT/h̄ωc)
is SdH temperature factor. [5]
This equation only differs from Eq. 2.3 by the additional cosine due to spin splitting.
The second term is proportional to the square of the Dingle factor and describes





















In Eq. 4.9 the exponentially small temperature dependent term is neglected. At ∆Z=0 Eq.
4.9 reproduces QPMR in perpendicular magnetic fields.[7, 70]
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Eq. 4.7 and Eq. 4.9 indicate the strong angular correlation between the amplitude of
SdH oscillations and the QPMR. In particular the SdH amplitude is proportional to
cos(π∆Z/h̄ωc) and is zero at ∆Z = h̄ωc/2 in agreement with Eq. 4.1, while the QPMR is
proportional to (1+cos(2π∆Z/h̄ωc) and is zero too at ∆Z = h̄ωc/2. In the next sections we
compare experimental results with Eq. 4.7 and Eq. 4.9.
4.3.2 Shubnikov de Haas oscillations
In quantizing magnetic fields ωcτtr ≫1, where τtr is the transport scattering time. At this
condition resistivity is ρxx = σ[ρxy]2 and ρxx(B⊥)/ρ0 = σ(B⊥)/σD(B⊥), where ρ0 is Drude
resistivity.[10] Therefore in accordance with Eq. 4.7 the amplitude of SdH oscillations of
the normalized resistivity, ∆ρSdH/ρ0, is ASdH = 4δA(T ) cos(π∆Z/h̄ωc) and the normalized
SdH amplitude is AnormSdH = ASdH/(4δA(T )) = cos(π∆Z/h̄ωc). To extract the normalized
amplitude AnormSdH , the SdH resistance oscillations shown in Figure 4.1 were separated from
the monotonic background using a low frequency filtering. The separated SdH oscillations
were then divided by the factor 4ρ0δ(B⊥, τq)A(T ). By a variation of the quantum
scattering time τq in the Dingle factor δ quantum oscillations with the amplitude, AnormSdH ,
independent on the magnetic field, B⊥, are obtained. The later indicates that the ratio of
the Zeeman energy, ∆Z to the cyclotron energy, ∆C = h̄ωc is a constant at fixed angle α in
the SdH regime. The insert to Figure 6.5 shows the independence of the normalized SdH
amplitude, AnormSdH , on the reciprocal magnetic fields at different angles α.
Figure 6.5 presents the angular dependence of the normalized SdH amplitude AnormSdH .
We note that the value of the SdH amplitude agrees quantitatively with the one expected
from Eq. 4.7. The dependence is plotted versus cos(π∆Z/h̄ωc) = cos(πmg/(2m0 cosα)).
The g-factor is used as a scaling parameter for x-axes of the plot to provide the linear
dependence between AnormSdH and cos(π∆Z/h̄ωc). The obtained value of g-factor
g=0.97±0.08 corresponds to the critical angle αc=86.3o±0.3o (see Eq. 4.1) and is in a good






















AnormSdH = xx (4 0A )
cos( Z/ C)
Figure 4.2: Dependence of normalized amplitude of SdH oscillations, AnormSdH = ASdH/4δA(T )
on cos(π∆Z/∆C) with g=0.97. The dependence corresponds to Eq. 4.7 relating the angular
evolution of SdH amplitude to the angular variation of the ratio between Zeeman and cy-
clotron energies: ∆Z/∆C = mg/(2m0 cosα). The insert presents normalized SdH resistance
oscillations in reciprocal magnetic fields at angles α: 67.6, 83.3 and 85.9 degrees.
agreement with existing experiments.[52, 53, 54, 55] Thus the angular evolution of SdH
oscillations agrees with both Eq. 4.7 and existing experiments. We note that the strong
enhancement of the g-factor obtained in the present experiments in the high temperature
regime is intriguing, since the enhancement should degrade with temperature increase in
the low temperature domain.[53] The obtained quantum scattering rate, 1/τq, is presented
in Figure 4.3(d). The scattering rate is found to be independent on the angle α:
1/τSdHq ≈ 300 ± 100GHz and agrees with the one obtained using the QPMR described in
next section.
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4.3.3 Quantum Positive Magnetoresistance.




































































Figure 4.3: (a) Dependence of the difference between normalized resistivity at an angle
α and the normalized resistivity at α=85.90≈αc: [ρxx − ρxx(85.90)]/ρ0 on the reciprocal
magnetic field. From the top curve to the bottom one corresponding angles α are 70.1, 76.2,
78.6, 81.2, 82.6, 83.3 and 84.3 degrees; (b) magnetoresistance at α=900; (c) Dependence of
the normalized QPMR and SdH amplitudes on the ratio between total and perpendicular
magnetic fields. The solid (dotted) line presents the normalized QPMR (SdH) amplitude:
AnormQP MR = (1 + cos(2π∆Z/h̄ωc))/2 (AnormSdH ) obtained from Eq. 4.9 (Eq. 4.7) using g-factor
g=0.97; (d) Dependence of the quantum scattering rate on the ratio B/B⊥ obtained from
the analysis SdH oscillations and the exponential decrease of the QPMR magnitude with
1/B⊥ expected from Eq. 4.9.
In accordance with Eq. 4.9 the magnitude of the quantum magnetoresistance
decreases exponentially with the reciprocal magnetic field, 1/B⊥, due to the exponential
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decrease of Dingle factor δ. Below we explore this property of the QPMR to extract the
quantum scattering rate 1/τq and the normalized QPMR amplitude
AnormQP MR = (1 + cos(2π∆Z/∆c))/2. In the vicinity of the critical angle αc the magnitude of
the QPMR is expected to be very small and the magnetoresistance should be mostly driven
by other mechanisms.[76, 77, 78] In particular Figure 4.3(b) presents the magnetoresistance
at angle α=900 at which only in-plane magnetic fields is applied. The resistance
demonstrates a weak (within 2%) parabolic increase with the in-plane magnetic field. The
small in-plane magnetoresistance affects weakly the curves presented in Figure 4.1 and can
be taken into account assuming its independence on the angle α. Below we assume that all
mechanisms leading to negative magnetoresistance in the vicinity of the critical angle are
independent on the angle α and controlled by B⊥ and B∥ independently. Within this
assumption the difference between magnetoresistance at an angle α and the
magnetoresistance at the critical angle αc captures the main effect of the angular variations
of the electron spectrum on the electron transport described by Eq. 4.9 . Figure 4.3(a)
presents the dependence of the difference between the resistivity ρxx(α) and
ρxx(85.90 ≈ αc) normalized to the Drude resistivity ρ0 on the reciprocal magnetic field,
1/B⊥ taken at different angles. At small magnetic fields, B⊥, the dependences demonstrate
an exponential decrease with 1/B⊥ in accord with Eq. 4.9 with the rate depending weakly
on α. With an increase of the angle α the dependencies shift down indicating a decrease of
the normalized QPMR amplitude AnormQP MR. The presented resistance difference takes into
account the small variations of the resistivity with the in-plane magnetic field shown in
Figure 4.3(b). The applied correction to the resistivity affect very weakly (within the size
of the symbols) the results presented in Figure 4.3(c,d).
Figure 4.3(c) presents the normalized QPMR amplitude AnormQP MR and SdH amplitude
AnormSdH plotted vs 1/ cosα = B/B⊥. The normalized QPMR amplitude is obtained by the
extrapolation of the linear dependencies shown in Figure 4.3(a) at high 1/B⊥ to the infinite
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B⊥. The extracted normalized amplitude AnormQP MR is presented by the open symbols. The
solid line shows the amplitude AnormQP MR obtained from Eq. 4.9 using g-factor g=0.97. We
note that there are no fitting parameters between the experiment (open symbols) and the
Eq. 4.9 since the g-factor is obtained from the fitting of the angular dependence of the SdH
amplitude. Shown in Figure 4.3(c) comparison of two amplitudes indicates strong angular
correlations between SdH resistance oscillations and the quantum positive
magnetoresistance.
Figure 4.3(d) presents the quantum scattering rates obtained from the analysis of
SdH resistance oscillations (filled symbols) and QPMR (open symbols). In contrast to SdH
resistance oscillations the analysis of the QPMR magnitude yields more accurate results for
τq since QPMR does not depend on the temperature damping factor A(T ) and the
response is mostly controlled by the Dingle factor only. The quantum scattering rates
extracted by two different methods are found to be in a reasonable agreement indicating no
significant variations of the electron lifetime τq with both the angle α and the applied
magnetic fields at α < αc.
Figures 4.1 and 4.3(a) demonstrate the evolution of the QPMR, which is obtained at
a fixed angle α. At this condition both perpendicular and total magnetic fields are
changing. As mentioned above the angular evolution of QPMR at small (<650) and large
(> αc) angles demonstrates additional features, which may required a modification of the
proposed description. To get further insight into the angular evolution of the QPMR, we
have conducted measurements at a fixed perpendicular magnetic field, B⊥, while sweeping
the in-plane magnetic field, B∥. At this condition the cyclotron energy is fixed and
variations of the electron spectrum are related mostly to spin degrees of freedom.
Figure 4.4(a) presents dependencies of the normalized resistivity on the total
magnetic field taken at the fixed B⊥ as labeled. In the agreement with the angular
evolution shown in Figure 4.1 the total magnetic field suppresses the quantum
CHAPTER 4. QUANTUM POSITIVE MAGNETORESISTANCE 46
magnetoresistance at a fixed B⊥. A stronger perpendicular magnetic field, B⊥, requires a
stronger total magnetic field, B, to suppress the QPMR. After the suppression the
magnetoresistance demonstrates a weak increase with the magnetic field, which is, however,
much smaller than expected from Eq. 4.9. Finally at B⊥ >0.3 T the magnetoresistance
shows a maximum enhancing at higher B⊥ that is also not explained by this model. The
insert to Figure 4.4(a) presents the position of the resistance maximum at different B⊥
indicating that the maximum occurs at α0 ≈620.
Figure 4.4(b) presents the magnetic field dependencies of a normalized resistance
variation: ∆ρxx/∆ρN = (ρxx − ρmin)/(ρmax − ρmin), where ρmax and ρmin are maximum
and minimum values of the curves shown in (a). The figure facilitates the comparison of
the shape of the dependencies at different B⊥.
In accordance with the proposed model (see Eq. 4.9) at a fixed B⊥ and a constant
quantum lifetime τq the Dingle factor is fixed and the evolution of the magnetoresistance is
solely due to variations of the QPMR amplitude, AnormQP MR = (1 + cos(2π∆Z/h̄ωc))/2. If the
g-factor is also a constant, then the Zeeman term, ∆Z = µgB, is linearly proportional to
the total magnetic field, B, and the QPMR amplitude depends only on the ratio B/B⊥.
Thus in this case the QPMR should scale with B/B⊥.
Figure 4.4(c) presents the normalized resistance variations, ∆ρxx/∆ρN , shown in
Figure 4.4(b) plotted against the ratio between Zeeman and cyclotron energies:
∆Z/∆C = (mg/2m0)(B/B⊥), using the constant g-factor g=0.97 obtained from the
angular dependence of the amplitude of SdH oscillations. Except the curve taken at the
smallest B⊥=0.169 T all other curves shown in Figure 4.4(a,b) collapse on a single
dependence at ∆Z/∆C between 0.07 and 0.5. The collapse indicates B/B⊥ scaling, which
holds at high B⊥ in the studied system.
At ∆Z/∆C < 1/2 the scaled dependencies are quite close to the dependence expected
from Eq. 4.9 and presented by the open circles at g=0.97 in Figure 4.4(c) with no fitting
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Figure 4.4: (a) Dependence of normalized resistivity at fixed B⊥ as labeled. Insert shows
position of the resistance maximum at different B⊥; (b) Normalized variations of the re-
sistivity shown in (a). (c) Normalized variations of the resistivity vs ratio of Zeeman and
cyclotron energies. Open symbols present Eq. 4.9 normalized with no fitting parameters.
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parameters. The dependence obtained at the smallest B⊥=0.169 T agrees better with the
model. We note that the model takes into account only fundamental harmonics of the
electron spectrum and, thus, is valid only for overlapping Landau levels at ωcτq <1. At
B⊥ >0.3T the Landau levels become separated at τq ≈4 ps and an account of the higher
harmonics of DOS may improve the agreement with the experiment at high B⊥. In
contrast the description of SdH oscillations is valid even at higher B⊥ since the
contributions of the higher harmonics of DOS to the SdH amplitude are suppressed by the
temperature for presented B⊥.[5, 70] We note also that the shift of the resistive variation at
B⊥=0.169T to a stronger B (∆Z) in Figure 4.4(c) agrees with the reduction of the
enhanced g-factor by the disorder [53, 62]
An unexpected feature of the dependences presented in Figure 4.4 is the resistance
maximum emerging at high B⊥. In accordance with Eq. 4.9 the maximum occurs at ∆Z=0
and corresponds to the alignment of the quantum levels corresponding to spin-up and
spin-down subbands. The presence of the maximum at a finite magnetic field, B, suggests
that the magnitude of the Zeeman splitting, |∆Z(B⊥)|, decreases with the increase of the
total magnetic field, B, at a small B∥. The decrease of the spin spitting is stronger at
larger B⊥. The total magnetic field, Bmax, corresponding to the resistance maximum at
different B⊥ is shown in the insert to Figure 4.4(a). At high B⊥ the Bmax is proportional
to B⊥ that corresponds to the angle α0=620. The position of the maximum agrees,
therefore, with the B/B⊥ scaling.
The observed behavior is compatible with the following relation between an effective
spin slitting ∆spin and magnetic fields:
∆spin = µ|g|B + ∆⊥,∆⊥ = βh̄ωc (4.10)
where β <0. The parameter ∆⊥ describes the additional contribution of the perpendicular
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magnetic field to the spin splitting. At the resistance maximum ∆spin=0 yielding
β = −m|g| cosα0/(2m0) ≈ −0.016|g|.
The structure of the effective spin splitting in Eq. 4.10 is similar to the one used for
2D electron systems.[53, 55] In particular in Eq. 10 of Ref.[8]: ∆spin = µgB + γh̄ωc the
second term proportional to B⊥ is the contribution from electron-electron interaction.[2, 60]
The important difference is, however, that the sign of the second term, γh̄ωc is opposite to
the sign of the term ∆⊥ in Eq. 4.10. Furthermore the magnitude of the β is an order of
magnitude smaller the γ ≈0.2. The origin of these maxima requires further investigations.
At ∆Z/∆C > 1/2 the angular evolution of the QPMR deviates significantly from the
expected behavior. Instead of periodic oscillations with the parameter ∆Z/∆C the
resistance demonstrates a weak increase at angles α > 860 indicating that the modulation
of the density of states with the energy does not evolve as expected from Eq. 4.9.
Accounting for the magnetoresistance due to the in-plane magnetic field (presented in
Figure 4.3(b)) reduces this resistance increase at ∆Z/∆C > 1/2 further (not shown).
To get a better understanding of the DOS at ∆Z/∆C > 1/2 we have conducted
measurements of quantal heating. [6, 16, 17] Figure 4.5(a) presents dependencies of the
normalized differential resistance on the electric current obtained at fixed B⊥ and different
total magnetic fields B = B⊥/ cosα. An application of dc current decreases considerably
the differential resistance due to quantal heating. In accordance with theory the magnitude
of the heating induced variation of the conductivity at small perpendicular magnetic fields
is proportional to the square of the magnitude of DOS modulations with the energy:
2δ2.[13] Using Eq. 5.2 for the DOS and Eq. 5.4 for the conductivity one can find the effect
of quantal heating on the conductivity in a tilted magnetic field following the case
corresponding to α=00 and considering the inelastic relaxation in the τ -approximation.[13]
The variation of the conductivity due to quantal heating, ∆σQH = σ(I) − σ(0), at ωcτq <1
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Figure 4.5: (a) Quantal heating of 2D electrons at different angles α: 0, 66.4, 76.1,80.8,
83.1, 84.3, 85.4, 86.6, 87.3 deg. at B⊥=0.267T; (b) Solid lines are variations of the resistance
shown in (a), scaled vertically by factor k(α), vs the electric current I at several angles α=0,
76.1, 80.8 and 84.3. Dashed line presents fit, which follows from Eq. 4.11 for the differential
resistance[79]; (c) Solid curves present smoothed dependencies of the normalized variations
of the resistance ∆ρxx/∆ρN on the magnetic field B. Symbols present the normalized mag-
nitude of the heating induced resistance variation, ∆normQH = k(α)/kmax, obtained at different














The term Qdc = [2τin/τtr][eERc]2[π/ωc]2, where τin (τtr) is inelastic (transport) time, Rc is
cyclotron radius and E ∼ I is the electric (Hall) field.[13, 79] Eq. 4.11 follows from Eq. 15
of Ref.[35] if one substitutes the factor 2δ2 by δ2(1 + cos(2π∆Z/(h̄ωc)). Eq. 4.11 indicates
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that the magnitude of the conductivity variation at different angles depends on the factor
[1 + cos(2π∆Z/(h̄ωc)], which is identical to the one describing QPMR magnitude (see Eq.
4.9). On the other hand the factor, Qdc/(1 +Qdc), describing variations of the resistance
with the electric field (current) does not depend on the angle α. This means that the shape
of the current dependence of the resistance is expected to be the same at different angles,
while the overall magnitude of the resistance variations should depend of the angle.
Figure 4.5(b) demonstrates that the heating induced resistance variations,
ρxx(0) − ρxx(I), at different angles α are indeed proportional to each other and to the one
expected from Eq. 4.11.[79] To reveal the proportionality the curves, shown in Figure
4.5(a), are scaled vertically to follow the same dependence on the applied current, I. At
high currents the dependences deviate from the theory due to other mechanisms of
nonlinearity.[6]
The normalized magnitude of the heating induced resistance variation
∆normQH = k(α)/kmax are shown in Figure 4.5(c) at different B and B⊥. Here k(α) is the
reciprocal scaling coefficients of the curves in Figure 4.5(b) and kmax is the maximum value
of k. At ∆Z/∆C < 1/2 the heating induced resistance variations follow the QPMR
magnitude in agreement with Eq. 4.9 and Eq. 4.11 and, thus, correlate with the angular
variations of the SdH amplitude. The later is in agreement with previous observations.[17]
At ∆Z/∆C > 1/2 the heating induced resistance variations are absent, indicating the
absence of oscillations of the DOS in this regime. On another hand at ∆Z/∆C <1/2 the
angular evolution of SdH oscillations, QPMR and quantal heating indicates quantization of
the electron spectrum demonstrating the electron lifetime, τq ≈4 ps independent on the
angle α.
The results show, thus, a rather abrupt transition of the quantized electron spectrum
at ∆Z/∆C <1/2 to an uniform, energy independent DOS at ∆Z/∆C >1/2. Both these
results and investigations of the angular evolution of SdH oscillations[53, 55], thus, do not
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support the proposal of a gradual decrease of the quantum scattering time with the
in-plane magnetic field.[43, 80] The observed quenching of MIRO in tilted magnetic
fields[80, 81, 82] also indicates a modification of the electron spectrum, which happens,
however, at smaller angles α < αc. This suggests that the transition to an energy
independent DOS in the high temperature regime, kT ≫ h̄ωc, may depend not only on the
ratio between Zeeman and cyclotron energies but also on some other parameters such as
electron density, disorder[62] and/or the width of the quantum well.
The angular evolution of QPMR indicates significant spin mixing. This spin mixing
suggests an important role of the spin orbit coupling in electron transport at high filling
factors. The importance of spin orbit interaction for the quantized spectrum increases at
small magnetic fields since the strength of this interaction is independent of magnetic
field.[68, 69] The observed absence of QPMR and quantal heating at ∆Z/∆C >1/2 suggests
a transition of the quantized electron orbital motion and the independent periodic spin
evolution to a stochastic spin-orbital dynamics when energy (period) of the spin evolution
is compatible with the energy (period) of the orbital motion. Below we evaluate the effect
of spin-orbit interaction on spin mixing in the studied system.
4.3.4 Spin-Orbit Interaction and Quantum Positive
Magnetoresistance.
Spin-orbit coupling in quantum wells and heterojunctions has been discussed in
literature[14]. In particular the significant deviation of the g-factor obtained in electrically
detected ESR from the bulk GaAs value[56] has been attributed to spin-orbit effects.[69]
The spin-orbit interaction leads to positive quantum corrections to conductivity of
disordered 2D conductors.[63, 64, 65] In GaAs heterojunctions the effect of spin-orbit
interaction on quantum corrections to the conductivity has been investigated.[66, 67]
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We consider that the spin mixing leading to QPMR is due to impurity scattering
between different s-sectors of the Hamiltonian (4.12) containing a spin-orbit interaction.
To evaluate the spin mixing we first find the electron spectrum, then compute numerically
matrix elements of the impurity induced transitions both within an s-sector and between
different s-sectors and compare them.
We consider a 2DEG in the x-y plane placed in a tilted magnetic field and affected by
Rashba spin-orbit term. [68, 69, 86]. The in-plane component of the magnetic field is
chosen to be along the x-direction yielding B = (B∥, 0, B⊥). The Hamiltonian of the
























, where m,−e and λ are the electron mass, charge and spin-orbit coupling constant,
respectively and σi are the Pauli matrices. We employ Landau gauge A = −yBx̂. In that
case the Hamiltonian does not contain x variable and the momentum in x-direction
px = h̄k is a conserved quantity.
As was noted previously [86] at angle α = 0 the problem can be solved analytically






(1 − gs)2 + 8η2n
)
, (4.13)
where η = λmlB/h̄2 and gs = gm/2m0. Here lB =
√
h̄/eB⊥ is the magnetic length. In Eq.
4.13 s = 1 for n = 0 and s = ±1 for n > 0. We note that at λ=2.5 meV·nm obtained from
an analysis of the ESR spectrum in GaAs heterojunctions[56, 69] the spin-orbital term,
8η2n, provides a significant contribution to the gap between different s-sectors in Eq. 4.13
at the high filling factors (n ∼30) relevant to the experiments.
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The corresponding eigenfunctions have the following form
ψn,k,s(x, y) = cos θn,sχn,k,+1 + i sin θn,sχn−1,k,−1 (4.14)
where θ0,1=0 and for n > 0, tan θn,s = −un + s
√
u2n + 1 and un = (1 − gs)/(η
√
8n).
Functions χn,k,σ = ϕn,k|σ⟩ present the eigenfunctions of the Hamiltonian (4.12) at λ = 0
and B∥ = 0, where ϕn,k are the Landau level eigenfunctions and |σ⟩ is the eigenstate of the
spin operator σz with eigenvalues σ = ±1. Each eigenstate ψn,k,s has the degeneracy
Nϕ = LxLyeB/(hc) related to Nϕ values of k, where Lx and Ly are the system sizes in x
and y direction, respectively.
In a tilted magnetic field, α > 0, the problem can be solved numerically [86]. An
application of the in-plane magnetic field, B∥, induces transitions between states ψn,k,s with
different index s (between different s-sectors). Using functions ψn,k,s as the basis set, one
can present the Hamiltonian in matrix form. The matrix contains four matrix blocks:
Ĥ = (Ê+, T̂ ; T̂ ∗, Ê−), where the semicolon separates rows. The diagonal matrices Ê+ and
Ê− represent energy of the s-sectors with s =1 and s =-1, respectively, in different orbital
states n following Eq. 4.13:
E+nm = δnmh̄ωc
(
(n− 1) + 1
2
√








(1 − gs)2 + 8η2n
)
(4.16)
where indexes n=1,2...Nmax and m=1,2...Nmax numerate rows and columns of the matrix
correspondingly. In numerical computations the maximum number Nmax is chosen to be
about twice larger than the orbital number NF corresponding to Fermi energy EF . Further
increase of Nmax show a very small (within 1%) deviation from the dependencies obtained
at Nmax ≈ 2NF .






































Figure 4.6: (a) Level spacing δEl = El+1 −El in the energy spectrum of electrons in B⊥=0.44
T and B∥=0.83 T at spin-orbit coupling λ=2.95 meV·nm and g=-0.44 . (b) Dependence of
the energy of the quantum states in the vicinity of Fermi energy on the spin-orbit coupling
parameter η at B⊥=0.44T and α=00. Labels show quantum indexes of the levels according
to Eq. 4.13.




cos θn−1,1 sin θm,−1 (4.17)
The Hamiltonian Ĥ is diagonalized numerically at different magnetic fields B⊥ and
B∥. To analyze the spectrum the obtained eigenvalues of the Hamiltonian are numerated in
ascending order using positive integer index l=1,2.... The electron transport depends on
the distribution of the quantum levels in the interval kT near the Fermi energy EF [10].
Below we focus on this part of the spectrum.
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Figure 6.5 presents the difference between energies of l+ 1-th and l-th quantum levels
of the electron spectrum. Each symbol represents a particular level spacing normalized to
the cyclotron energy: δEl/h̄ωc = (El+1 − El)/h̄ωc. Figure 6.5(a) presents the normalized
level spacing at spin-orbit coupling λ=2.95 meV·nm and g=-0.44 obtained in B⊥=0.44 T
and B∥=0.83 T. These magnetic fields correspond to the QPMR maximum shown in Figure
4.4. At these conditions the two nearest quantum levels coincide in the vicinity of Fermi
energy, EF , yielding the level splitting ∆∗=0. Figure 6.5(b) presents the energy of the
quantum levels in the vicinity of the Fermi energy vs the strength of the spin-orbit coupling
characterized by the coefficient η at B⊥=0.44 T and α=00. Near η ≈0.11 levels of two
different s-sectors intersect opening a channel for the impurity scattering between s-sectors.
Below we evaluate the rate of these transitions for the crossing of the level with quantum
numbers n0=30, s=1 and the one with n0 + 2=32, s=-1 and investigate the relation of the
scattering matrix elements inside the same s-sector and between different s-sectors.
We approximate the impurity potential by Gaussian function located at (0, 0) point:







where V0 is the amplitude of the impurity potential and a defines it’s width. For very
narrow impurity potential Eq. 4.18 can be reduced to a Delta function
VD(x, y) = 2πV0a2δ(x)δ(y). In this case at α=00 the matrix elements can be written
explicitly:
⟨n, s, k|VD(x, y)|n′, s′, k′⟩ = 2πV0a2×[
sin θn,s sin θn′,s′ϕn−1,k(0, 0)ϕn′−1,k′(0, 0) + cos θn,s cos θn′,s′ϕn,k(0, 0)ϕn′,k′(0, 0)
]
, (4.19)
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Figure 4.7: The contour plots of |⟨n0, 1, k|V (x, y)|n0, 1, k′⟩| (a) and
|⟨n0, 1, k|V (x, y)|n0 + 2,−1, k′⟩| (b) for different values of k and k′ for Gaussian im-
purity potential with parameters V0 = 0.1h̄ωc, a = 6.6 · 10−4lB and η ≈ 0.11.
whereas for general case they should be computed numerically.
Below we compute the matrix elements inside the same s-sector
⟨n0, 1, k|V (x, y)|n0, 1, k′⟩ and between different sectors ⟨n0, 1, k|V (x, y)|n0 + 2,−1, k′⟩ at the
value η ≈0.11 and compare the magnitudes of these two matrix elements. In calculations
the size of the system in the y-direction is Ly = 6Rc, where Rc =
√
2n0 + 1lB is the
cyclotron radius.
Figure 4.7(a) shows a contour plot of the magnitude of the matrix element
|⟨n0, 1, k|V (x, y)|n0, 1, k′⟩| within the same s-sector while Figure 4.7(b) shows the
magnitude of the impurity scattering between different s-sectors
|⟨n0, 1, k|V (x, y)|n0 + 2,−1, k′⟩| for different values of k and k′. The impurity parameters
are V0 = 0.1h̄ωc and a = 6.6 · 10−4lB. Figure 4.7(a) demonstrates that for scattering within
the same sector both forward scattering (k = k′) and backscattering (k = −k′) are
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substantial, although forward scattering is somewhat stronger than backscattering. In
contrast, in transitions between different s-sectors backscattering plays the major role while
forward scattering is strongly suppressed.
The average of the squares of scattering amplitudes are found to be of the same
order: 1.22 · 10−19(h̄ωc)2 within the same s-sector and 0.72 · 10−19(h̄ωc)2 between different
s-sectors. Thus due to backscattering the impurity scattering between different s-sectors is
comparable with that within the same s-sector. We note that the studied systems
demonstrate a significant magnitude of impurity backscattering.[88, 89] Figure 4.8(a)
presents the dependence of the averaged square of the matrix elements on the shape of the
impurity potential V (x, y) at η ≈ 0.11. The average is over all k and k′ values. This figure
shows that at a < 0.05lB both Gaussian and Delta function potentials provide nearly
identical scattering both within the s-sector and between different s-sectors and the
scattering magnitude is proportional to the cross-section of the impurity potential a2. At
higher magnetic fields a > 0.05lB the scattering on the Gaussian potential deviates from
the a2 dependence. More importantly the figure shows that at a > 0.05lB the impurity
potential cannot provide significant scattering between different s-sectors. Thus the
scattering between different s-sectors is effective at relatively small magnetic fields (high
filling factors) and/or for sharp impurities. At the upper limit of the perpendicular
magnetic fields used in this study, B⊥ ≈1 T, the magnetic length lB ≈25 nm and for
impurities with size a less 1nm backscattering is effective and leads to the strong spin
mixing at B⊥ <1T. The size, a <1 nm, is reasonable for neutral impurities in a solid.
Due to the impurity scattering quantum levels are broadened and the elastic
transitions may occur in an interval of the energies when two levels overlap. Thus the
scattering may exist in an interval of the parameter η. Figure 4.8(b) presents the
dependence of the averaged square of matrix elements on the parameter η. The η is varied
in the range, where the energy of the system changes by about 0.6h̄ωc. It accounts, thus,
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Figure 4.8: (a) The dependence of the square of matrix elements on impurity width param-
eter a both for Gaussian V (x, y) and Delta VD(x, y) function potential cases for η ≈ 0.11.
(b) The dependence of the square of matrix elements on the value of spin-orbit interaction
parameter η for Gaussian impurity with the width parameter a = 6.6 · 10−4lB. The impurity
amplitude is V0 = 0.1h̄ωc for both figures and the amplitudes of matrix elements are averaged
over all k and k′ values.
for a significant broadening of quantum levels. The figure shows that the amplitudes of
both the intra-sector and inter-sectors scattering are quite comparable in the broad range
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of η and the difference decreases with the η increase. The increase of the scattering
between different s-sectors is related to the fact that at η = 0 different sectors correspond
to eigenstates with different z components of the electron spin. These states cannot be
coupled by the impurity scattering unless a magnetic impurity is involved (see Eq. 4.19).
Due to the fact that the majority of the impurities in the studied systems are non-magnetic
the scattering between different sectors is completely mediated by the spin-orbit interaction
and increases with the increase of the spin-orbit coupling.
The presented estimations of the impurity scattering in the presence of spin-orbit
interaction indicate that in the range of physical parameters relevant to presented
experiments the scattering between different s-sectors is comparable with the scattering
within the same s-sector. This leads to strong spin mixing in the studied systems and,
thus, support the assumption used for Eq. 4.4.
4.4 Conclusion
Quantum positive magnetoresistance (QPMR) of 2D electrons is studied at different angles
α between the magnetic field and the normal to the 2D layer. The magnitude of QPMR
varies significantly with the magnetic field tilt. The angular evolution of QPMR correlate
strongly with angular variations of the amplitude of SdH resistance oscillations indicating
that the Zeeman spin splitting, ∆Z , enhanced by electron-electron interaction, is the
dominant mechanism leading to the QPMR reduction. Surprisingly no quantization of the
electron spectrum is detected when the Zeeman energy exceeds the half of the cyclotron
energy suggesting a transformation of the electron dynamics in the high temperature
regime at kT ≫ ∆Z > h̄ωc/2 .
In contrast to SdH oscillations the angular evolution of QPMR implies substantial
mixing between spin subbands. A spin mixing have been detected in other 2D electrons
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systems.[72, 73] Although the origin of the spin mixing remains puzzling investigations
indicate, that the spin-orbit interaction may lead to a significant spin mixing via impurity




This chapter discusses investigations of MISO and QPMR in quantum wells with two
populated subbands in a tilted magnetic field. Two-dimensional electron systems with
multiple populated subbands exhibit additional quantum resistance oscillations as
discussed in section 2.3. These MISO are due to an alignment between Landau levels from
different subbands i and j with corresponding energies Ei and Ej. Resistance maxima
occur at magnetic fields at which the gap between the bottoms of subbands, ∆ij = Ei −Ej,
equals a multiple of the Landau level spacing, h̄ωc: ∆ij = k · h̄ωc, where k is an integer. At
this condition electron elastic scattering on impurities is enhanced due to the possibility of
electron transitions between the aligned quantum levels of ith and jth subbands. At
magnetic fields corresponding to the condition ∆ij = (k + 1/2) · h̄ωc the intersubband
electron scattering is suppressed. This spectral overlap between two subbands oscillates
with the magnetic field and leads to MISO, which are periodic in the inverse magnetic
field. In contrast to SdH oscillations, MISO are significantly less sensitive to the
temperature and exist at kT ≫ h̄ωc.
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To understand how tilted magnetic field changes the behavior it is useful to contrast
with the phenomena discussed in the previous chapter. With a decrease of the width of a
quantum well the gap ∆12 increases. At ∆12 > EF only a single subband is populated in
the quantum well. These quantum wells do not demonstrate MISO but continue to display
a QPMR. This effect is due to the enhancing electron scattering on impurities that results
from the increasing amplitude of the electron wave function in stronger magnetic fields.
The later is direct consequence of the reduction of the electron orbit (size of the wave
function) with B⊥. QPMR is in some respect similar to MISO and reflects the
enhancement of the intra-subband impurity scattering due to the quantization of the
electron spectrum.[33, 34, 70] The QPMR has been originally observed in electron systems
with two populated subbands.[71] Recently QPMR has been observed in narrow (13nm)
quantum wells with a single subband populated[7] and the effects of tilted magnetic fields
was discussed in the previous chapter. These investigations have demonstrated that the
QPMR magnitude decreases significantly with application of in-plane magnetic field. The
QPMR decrease is found to be strongly correlated with the reduction of the SdH amplitude
indicating the spin origin of the effect. The observed considerable effect of the spin degree
of freedom on the electron-impurity scattering was unexpected since it is widely accepted
that in GaAs high mobility quantum wells most impurities are not magnetic.
In this chapter we have studied transport properties of high quality GaAs quantum
wells of an intermediate width d=31 nm. The goals of this study are to detect effects of the
spin degree of freedom on MISO, which has not been seen as well as to investigate the
effect of the spin splitting on QPMR in a 2D system with two subbands populated.
Experiments presented below demonstrate a significant reduction of the QPMR with the
application of in-plane magnetic field, which is in a good agreement with the modification
of the electron spectrum via Zeeman effect with g-factor g ≈0.35±0.07. The observed
g-factor is, however, significantly less than the enhanced electron g-factor observed in GaAs
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quantum wells with a single subband populated. MISO also have demonstrated a strong
reduction of the magnitude with the in-plane magnetic field. However in contrast to
QPMR decrease, the MISO reduction is found to be predominantly related to a
modification of the electron spectrum via the orbital coupling of two subbands induced by
the in-plane magnetic field. The Zeeman term provides a considerable but sub-leading
contribution to the MISO reduction. The in-plane magnetic field induced entanglement
between wave functions in two subbands leads also to variations of the MISO period which
is found to be in good agreement with our experiments. This agreement provides the basis
for a new method for the measurement of the width of quantum wells.
5.2 Experimental Setup
Studied GaAs quantum wells were grown by molecular beam epitaxy on a semi-insulating
(001) GaAs substrate. The material was fabricated from a selectively doped GaAs single
quantum well of width d =31 nm sandwiched between AlAs/GaAs superlattice barriers.
The studied samples were etched in the shape of a Hall bar. The width and the length of
the measured part of the samples are W = 50µm and L = 250µm. AuGe eutectic was used
to provide electric contacts to the 2D electron gas. Two samples were studied at
temperature 4.2 Kelvin in magnetic fields up to 9 Tesla applied in-situ at different angle α
relative to the normal to 2D layers and perpendicular to the applied current. The angle α
has been evaluated using Hall voltage VH = B⊥/(enT ), which is proportional to the
perpendicular component, B⊥ = B · cos(α), of the total magnetic field B as described in
section 3.4. The total electron density of sample N1, nT ≈ 7.97 × 1011cm−2, was evaluated
from the Hall measurements taken at α=00 in classically strong magnetic fields [10]. An
average electron mobility µ ≈ 1.2 × 106cm2/V s was obtained from nT and the zero-field
resistivity. An analysis of the periodicity of MISO in the inverse magnetic field yields the
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gap ∆12=15.15 meV between bottoms of the conducting subbands, Fermi energy EF =21.83
meV and electron densities n1=6.1×1011cm−2 and n2=1.87×1011cm−2 in the two populated
subbands. Sample N2 had density nT ≈ 8.6 × 1011cm−2, mobility µ ≈ 1.0 × 106cm2/V s and
the gap ∆12=15.10 meV. Both samples have demonstrated very similar quantum electron
transport in magnetic fields. Below we have presented data for sample N1.
Sample resistance was measured using the four-point probe method. We applied a
133 Hz ac excitation Iac=1µA through the current contacts and measured the longitudinal
(in the direction of the electric current, x-direction) and Hall ac (along y-direction)
voltages (V acxx and V acH ) using two lockin amplifiers with 10MΩ input impedances. The
measurements were done in the linear regime in which the voltages are proportional to the
applied current.
5.3 Results and Discussion
Figure 5.1 presents dependences of the dissipative resistance of 2D electrons on the
perpendicular magnetic field, B⊥, taken at different angles α between the direction of the
total magnetic field, B⃗, and the normal to the 2D layer. At α=0 degree and B⊥ <0.025 T
the magnetoresistance demonstrates a small increase related to classical
magnetoresistance[10, 11, 71]. At a higher magnetic field the magnetoresistance slowly
increases oscillating at B⊥ >0.07 T. These oscillations are MISO. From section 2.3 MISO
maximums correspond to the condition:
∆12 = jh̄ωc, (5.1)
where ∆12 = E2 − E1 is the energy difference between bottoms of two occupied subbands
and the index j is a positive integer[30, 31, 32, 34]. At even higher magnetic fields
(h̄ωc > kT , corresponding to B⊥ >0.4 Tesla at T=4.2K) there are SdH oscillations (not
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Figure 5.1: Figure shows magnetoresistance data at different angles (0, 86, 87, 88.1, and
88.6 degrees) as a function of perpendicular magnetic field. Insert shows magnetoresistance
in parallel field.
shown). In this chapter we focus on the low magnetic field (high temperature) regime:
h̄ωc ≪ kT , where SdH oscillations are absent.
The most observable property of the angular evolution of the magnetoresistance is
the significant reduction of the MISO amplitude at high angles α. Another striking effect is
a variation of the MISO frequency with the angle α, which can be seen by a comparison of
the maximum positions at high B⊥. Other variations of the magnetoresistance are less
obvious and required more accurate comparison.
The insert to Figure 5.1 presents a dependence of the resistance on magnetic field, B,
which is parallel to the 2D electron layer. The in-plane magnetic field of 8 T increases the
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Figure 5.2: Figure shows normalized resistance with the parallel field contribution removed
and offset for clarity. Angles are same as shown in Fig. 1. The insert shows the same curves
without offset and demonstrate classical magnetoresistance that is independent of angle up
to approximately 0.025T.
resistance by 10-15 percent. This small increase occurs at B⊥=0T and, thus, is not relevant
to the quantization of the electron motion and spectrum induced by the perpendicular
magnetic field. This in-plane magnetoresistance is driven by a mechanism, which is
different from the Landau quantization leading to MISO and QPMR. Since observed
quantum contributions to the resistivity (QPMR and MISO) are relatively small it makes
sense to expect that the perpendicular magnetic field provides a small contribution (if any)
to the observed in-plane magnetoresistance. Below we assume that the in-plane
magnetoresistance shown in the insert is independent on the perpendicular magnetic field.
Using this assumption we have subtracted numerically the contribution of the
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in-plane magnetic field from the original experimental data shown in Figure 5.1. Figure 5.2
presents the result of the subtraction normalized by the resistance at zero magnetic field,
RD = Rxx(B = 0T ). The modified resistance, Rmxx, is computed using the following
formula: Rmxx(B⊥) = Rxx(B⊥) −R∥xx(B∥), where B∥ = tan(α)B⊥ is the in-plane magnetic
field applied to the sample.
The applied procedure yields an observable effect on the dependencies at large angles.
In particular modified magnetoresistance, Rmxx at α=88.6 degree decreases with the
perpendicular field, while the original dependence does increase at B⊥ >0.05 T. The most
impressive outcomes of the applied procedure are the collapse of the classical
magnetoresistance obtained at different angles in perpendicular magnetic fields below 0.025
T and the progressive decrease of the magnetoresistance with the angle at B⊥ >0.025 T.
This is shown in the insert to Figure 5.2. Both outcomes are very similar to the ones
obtained in 2D electron systems with a single subband populated described in the previous
chapter. Below we analyze quantitatively the angular evolution of the oscillating (MISO)
and non-oscillating (related to QPMR) contents of the magnetoresistance.
Figure 5.3(a) presents the non-oscillating content of the normalized
magnetoresistance, Rmxx/RD, obtained at different angles in a broad range of the
perpendicular magnetic fields. The noticeable property of the obtained angular evolution is
the fact that angular variations of the electron transport start quite sharply at B⊥ ≈0.025
T at which the classical magnetoresistance starts to saturate indicating the regime of the
classically strong magnetic fields[10, 11]: ωcτtr ≫ 1, where τtr is the transport scattering
time. This result agrees with the beginning of the quantization of the electron motion:
ωcτq ∼ 1 since in the studied systems small angle scattering dominates: τq ≫ τtr.[47]
The angular variations of the non-oscillating content of the magnetoresistance at
B⊥ >0.025 T are related to the angular evolution of the quantized electron spectrum
leading to QPMR. Figure 5.3(a) shows progressively stronger angular variations of QPMR
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Figure 5.3: Figure a shows non-oscillating component(QPMR) of magnetoresistance at var-
ious angles (0, 80, 82.5, 85, 86, 87, 88.1, and 88.6 degrees). Figure b shows oscillating
component of the magnetoresistance at same set of angles as Figure 1 and 2.
at higher B⊥. This is in agreement with the progressively stronger quantization of the
electron spectrum at higher B⊥. We have found the strong increase of the angular
variations of QPMR with B⊥ in good agreement with a theory that is presented below.
The comparison between experiment and theory has revealed that the dominant
mechanism leading to the decrease of QPMR is spin (Zeeman) splitting of Landau levels in
magnetic fields. This result is in a good agreement with the one obtained in the systems
with a single subband populated indicating, however, a considerably smaller g-factor.
Figure 5.3(b) presents the oscillating content of the magnetoresistance, which is
related to MISO. The figure shows strong decrease of MISO at high angles. In contrast to
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the angular variations of QPMR presented below quantitative analysis indicates that the
angular variations of MISO is predominantly due to the modifications of the electron
spectrum via an entanglement of the electron orbital states induced by the in-plane
magnetic field. The observed spin contribution to the decrease of the MISO amplitude is
sub-dominant. Below we present a theoretical framework describing the angular evolution
of the quantum electron transport.
5.3.1 Model of Quantum Electron Transport
In this section we generalize the model proposed in the previous chapter describing the
angular evolution of QPMR in 2D electron systems with single populated subband to the
2D systems with two subbands populated. A microscopic description of both SdH
oscillations and QPMR in perpendicular magnetic fields (at α =0o) is presented in paper
Ref.[70] neglecting any spin related effects in particular the Zeeman term. As indicated in
the "Introduction" the account of the Zeeman splitting for SdH oscillations is a developed
procedure[1, 2, 53]. The spin related effects in QPMR for a system with a single subband
were presented in the previous chapter.
Below we present a model, which utilizes the similarity of QPMR and MISO. The
model considers two subbands with the energy spectrum evolving in accordance with
Landau quantization and split predominantly by Zeeman effect.[1] As with one subband,
scattering assisted mixing between different spin subbands is postulated to provide the
observed correlation between the angular evolutions of SdH oscillations and QPMR.
Within the presented model the absence of the scattering between subbands would lead to
the absence of an angular evolution of the QPMR or MISO associated with the Zeeman
effect in contrast to the angular dependence of SdH oscillations. We note also that in the
presence of a spin-orbit coupling, different subbands could be mixed by a local impurity
scattering as discussed in section 4.3.4.
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In the simplest case of small quantizing magnetic fields ωcτq < 1 the main
contribution to both SdH oscillation and QPMR comes from the fundamental harmonic of
quantum oscillations of the density of states (DOS) corresponding to spin-up and
spin-down subbands. The subbands are labeled by index i. Index i=1(2) labels the low























where ν0 is the DOS at zero magnetic field, δi = exp(−π/ωcτ (i)q ) is Dingle factor,
∆(i)Z = µgiB is Zeeman splitting and τ (i)q is the quantum scattering time in i-th subbands..
Here we have assumed that unlike spin subbands, spatial subbands may have different









The integral is an average of the conductivity σ(ϵ) taken for energies ϵ inside the
temperature interval kT near Fermi energy, where f(ϵ) is the electron distribution function
at the temperature T [2]. The brackets represent this integral below.
The following expression approximates the conductivity σ(ϵ) at small quantizing
magnetic fields:
σ(ϵ) = σ(1)D ν̃1(ϵ)2 + σ
(2)
D ν̃2(ϵ)2 + σ
(12)
D ν̃1(ϵ)ν̃2(ϵ) (5.4)
where ν̃i(ϵ) = νi(ϵ)/ν0 are normalized total density of states in each spatial subband.
Parameters σ(1)D (B⊥) and σ
(2)
D (B⊥) are Drude like conductivities related to contributions of
an effective intra-subband scattering, while the factor σ(12)D (B⊥) accounts contributions of
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the intrasubband scattering[32, 34]. The main assumption of this model is utilized in Eq.
5.4. Namely the impurity scattering between the spin-up and spin-down subbands is
considered to be comparable with the impurity scattering within a spin subband, when the
energies of the spin sectors are the same. In other words a spin up (spin-down) electron has
equal probability to scatter into a spin-up or spin-down quantum state. Note that again
this is not the case in the normal subbands, we allow for the possibility that scattering
rates will be different.
A substitution of Eq. 5.4 and Eq. 5.2 into Eq. 5.3 yields the following relation for
conductivity:
σ(B) = σD + σQP MR + σMISO (5.5)




D is Drude (classical) conductivity. Last two terms in Eq. 5.5
describes quantum contributions to the electron transport in the high temperature regime:












At ∆Z = 0 Eq. 5.6 reproduces QPMR in perpendicular magnetic fields[7, 34, 70].

















At ∆(i)Z = 0 Eq. 5.7 reproduces MISO in perpendicular magnetic fields yielding Eq. 5.1 for
MISO maximums[32, 34]. It will be shown later that this model is inadequate for MISO in
a tilted magnetic field due to in-plane magnetic field induced coupling between subbands.
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5.3.2 Quantum Positive Magnetoresistance
In accordance with Eq. 5.6 the magnitude of QPMR decreases with the reciprocal
perpendicular magnetic field, 1/B⊥. Unlike in section 4.3.3 this decrease is not a pure
exponential but instead depends on a combination of squares of Dingle factors δ21 and δ22.
For a fixed angle
σQP MR
σD
= A1δ21 + A2δ22, (5.8)







is a constant. There is an additional complication
in a two subband system; the classical magnetoresistance is no longer constant [11]. To
account for this we take the difference between QPMR at a given angle and at the
minimum, ∆Z/h̄ωc = 1/2, removing this classical contribution. This assumes that the
classical perpendicular and parallel magnetic field dependencies can be separated. This
assumption is supported by the insert to Figure 5.2 as discussed earlier.
Figure 5.4(a) presents the normalized difference of QPMR at various angles along
with fittings using Eq. 5.8. Particularly at lower angles QPMR demonstrates two different
slopes. This indicates that at low perpendicular fields only one subband is contributing to
QPMR until near 1/B⊥ = 18T where the slope increases. This shows that at low fields
only one subband is quantized, meaning the two subbands have different quantum
scattering times. The four fitting parameters dependencies on tilt 1/cos(θ) = B/B⊥ are
shown in Figures 5.4(b) and (c). In Figure 5.4(b) relative agreement is found between








where g=0.43. However the actual value of A in the two
subbands differs by an order of magnitude, where the larger value A1 is related to the lower
subband. This can be understood if we recall that the AQP MR is related to the magnitude
of intrasubband scattering as a discussed in sections 2.2 and 4.3.1. So the electron density
in a subband and scattering rate will contribute to AQP MR through the subband

































Figure 5.4: Figure a shows the logarithmic difference in QPMR between various angles(0, 85,
86, 87, 87.9 and 88.1 degrees) and 88.6deg(solid lines) and theoretical fit to the data(dashed
lines). Figure b shows the dependence of the fitting parameters A used in figure a for both
subbands compared to a theoretical curve describing Zeeman splitting for g=0.44. Figure c
shows quantum lifetime in both subbands from the same fittings.








where υii is the intrasubband scattering rate in subband i. Figure 5.4(c) shows the
quantum lifetimes in each subband found from the fittings. As previously stated, it appears
that the quantum lifetime is substantially different between subbands. The lower subband
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with a higher density has a shorter quantum lifetime. This means it will take larger
magnetic fields to satisfy the relation ωcτ 1q ∼ 1, the condition for quantization. The longer
quantum lifetime in the upper subband can be attributed to its lower density leading to a
smaller Fermi velocity, vF ∼ (ni)1/2 than in the lower subband. Leading to a longer time
between scattering events on rigid neutral impurities.
5.3.3 DOS in Tilted Magnetic Field
In this section we briefly present a theory describing the effect of in-plane magnetic field on
the electron spectrum. With no in-plane magnetic field the spatial subbands are coupled to
each other through elastic scattering. An in-plane magnetic field, B∥, provides an
additional coupling via Lorent’s force. This additional B∥-coupling preserves the
degeneracy of the quantum levels but induces variations of the electron spectrum, which,
due to the relativistic origin of Lorentz’s force, are dependent on the energy (velocity).
These energy variations destroy the exact energy periodicity of the spectral overlap
between different subbands existing at zero in-plane magnetic field. In particular, in
contrast to the B∥=0T case, the energy independent condition for the MISO maximum
presented by Eq.(5.1) is not relevant any more since the intersections of the quantum levels
of low and high subbands occur at different perpendicular magnetic fields.
To estimate this effect quantitatively we compute numerically the electron spectrum
of an ideal two subband system in a titled magnetic field neglecting the impurity
scattering. The impurity scattering is introduced then by a broadening of the bare
quantum levels using the Gaussian shape of DOS with the preserved level degeneracy. In
the comparison between the model and experiment we did not find any clear indication of
the dependence of the Zeeman splitting on the energy inside the energy interval kT . Our
results are reasonably well described by an energy independent Zeeman term: ∆(i)Z = µgiB.
We consider a quantum well of width d in the z-direction with a rectangular potential
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profile and infinitely high walls. In the titled magnetic field B⃗ = (−B∥, 0, B⊥) electrons are

















where m is effective mass and V (z) is the electrostatic potential between two 2D systems.
To obtain Eq. 5.10 we have used the gauge (0,B⊥x+B∥z,0) of the vector potential and
applied the transformation x → x− h̄ky/eB⊥.































Figure 5.5: Upper plot shows spectrum of system at 0 degrees near Fermi level calculated
with d=31nm. As indicated by dotted lines intersection of levels occurs at same magnetic
field at all energies. Lower plot shows the spectrum at 88 degrees where intersection of the
levels is no longer aligned.
This Hamiltonian results in a set of Landau levels for each subband with spacing
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En = (n+ 1/2)h̄ωc at θ = 0. For non-zero angles a diamagnetic term shifts all levels and
the last term in Eq. 5.10 couples levels in the two subbands through a off-diagonal matrix
term < 1, n|n+ 1, 2 >. This resulting spectrum are shown in Figure 5.5 at two angles. At
zero degrees all levels in the system have the familiar spacing h̄ωc. Consequently as
indicated by the dotted lines in Figure 5.5 all levels intersect at the same magnetic field
following Eq. 2.5 at zero degrees. At non-zero angles this is no longer the case as shown for
88 degrees. This is a direct consequence of the coupling between subbands which depends
on the Landau level index n. This important property will be discussed in the next section.
5.3.4 Magnetointersubband Oscillations in Tilted Field
There are two striking features of the MISO data shown in Figure 5.3(b). With tilt the
MISO amplitude deceases and the period of MISO increases. The period of MISO at zero
in-plane magnetic field is determined by Eq. 2.7 described in section 2.3. Decreasing
frequency suggests that the subband gap ∆12 at the Fermi level is decreasing with tilt.
Furthermore at a fixed tilt the period and therefore the gap does not remain constant. The
MISO period at different angles and fields is shown in Figure 5.6. This figure reveals that
the period of MISO only depends on parallel magnetic field. To find the DOS of the system
we dress the obtained ideal spectrum of the Hamiltonian (see Eq. 5.10) with a Gaussian
shape of width Γ corresponding to an average scattering time. Insertion of the DOS into
Eq. 5.4 and 5.3 yields MISO, which are computed numerically. Comparison of numerical
values and experimental measurement of the period is shown in Figure 5.6. The only fitting
parameter in this model is the quantum well width d. For a well of width d = 31nm good
agreement is observed. Also show is the dependence for both 40nm and 20nm wells and as
expected wider wells show a stronger dependence on parallel magnetic field.
The well width can also be found from simple estimation based on the gap ∆12. For a
particle in a square well we expect levels with energy Ei = (πh̄i)2/(2md2), where i is the
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Figure 5.6: The figure show the dependence of MISO period in inverse perpendicular mag-
netic field on parallel field at different perpendicular fields as labeled. Theoretical curves
show dependence of MISO period at different widths d as indicated.
subband number. The difference between the two lowest levels is:




Solving for well width yields d=33.4nm. This is close to the value extracted from numerical
calculation using only a simple particle in box model.
The oscillating component of the conductivity, which is proportional to the resistance
in strong magnetic fields, represents MISO. We use a fast Fourier transform filter to
separate the oscillating component of the signal and find the amplitude. The result is
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Figure 5.7: The figure shows normalized amplitude of MISO (solid lines) compared to theo-
retical fittings (dashed lines) as a function of inverse perpendicular magnetic field. Theoret-
ical fitting (dashed lines) is for τq = 8ps, and RMISO/RD = 0.36 · Acos(.089/Bperp)) where
A is result of numerical calculations. At 88.1 degrees MISO amplitude is also shown without
including the effect of Zeeman splitting (dotted line). Insert shows g-factor used in fitting
at each angle.
presented in Figure 5.7. At 0 degrees experimental data shows an unexpected additional
damping of MISO amplitude at low perpendicular magnetic fields. This feature can be
described by a slow frequency oscillation. We fit this dependence at 0 degrees with a cosine
function 0.36A ∗ cos(0.089/B⊥) where A is the amplitude from our numerical calculations.
The overall multiplier corresponds to the leading term from Eq. 2.9 normalized by σD.
This yields the ratio of effective intersubband scattering rate to transport scattering rate
υ12/υtr = 0.36[34]. At 0 degrees our numerical results are well approximated by Eq. 2.9.
The fitting function is held constant for all angles.
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Splitting of Landau levels reduces the amplitude of MISO by the same mechanism
described for QPMR. Unlike QPMR, numerical calculations show that the Zeeman
splitting is not the primary mechanism responsible for the reduction of MISO. The changes
in MISO periods indicate that the coupling of Landau levels induced by in-plane magnetic
field has a strong effect on MISO. The coupling also changes the MISO amplitude because
at higher temperatures thermal averaging includes many Landau levels which are not
intersecting at the same magnetic field, B⊥, when an in-plane magnetic field is applied.
Figure 5.6 shows that due to the entanglement induced by in-plane magnetic field the
intersection of Landau levels are no longer aligned at the same field. This misalignment
reduces significantly the quantum contribution to conductivity at MISO maximums
corresponding to the intersection of Landau levels. Spin splitting is a secondary yet
necessary contribution to the amplitude reduction. Figure 5.7 show numerical calculations
both with and without spin splitting for 88.1 degrees demonstrating that accounting for
the spin splitting improves the agreement between experiment and the model.. The insert
to Figure 5.7 shows the variation of g-factor with tilt B/B⊥ = 1/cos(θ). The observed
value is somewhat lower than the value obtained from QPMR. The presented model
indicates that both QPMR and MISO should recover at high parallel fields. As stated in
the previous chapter the recovery of QPMR is not observed. This is also true for MISO.
While the mechanism of this behavior is not understood, these experimental observations
suggest a loss of quantization since all forms of quantum magnetoresistance are absent.
5.4 Conclusion
In conclusion quantum magnetoresistance of 2D electrons with two populated subbands is
studied at various angles of magnetic field from the normal to the 2D layer. As in systems
with a single populated subband QPMR varies significantly with the magnetic field tilt
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angle. However, in systems with two populated subbands, two separate contributions to
QPMR are observed yielding different quantum lifetimes and contributions of the subbands
to magnetoresistance. The lower subband has a larger contribution to QPMR due to its
higher density, and a shorter transport scattering time. The upper subband has a longer
quantum lifetime and transport scattering time due to the low Fermi velocity of electron
and is observed to undergo quantization first. Both subbands indicate a reduction of
QPMR consistent with spin splitting of g = −0.44.
In contrast MISO amplitude varies to a greater degree with tilt angle. Numerical
calculations indicate that this is due to an alteration of the electron spectrum from
coupling between Landau levels induced by in-plane magnetic field. Comparison of the
change in MISO period with theory yields a value of d = 31nm for the quantum well width,
which is a good agreement with both the width obtained from gap ∆12 and with the value
observed during MBE growth. The parallel magnetic field induced coupling also leads to
significant reduction of MISO amplitude which is found to be in good agreement with our
experiments. The effect of spin splitting on MISO is observed to be ancillary and g-factor
is measured to be smaller than from QPMR. Finally the results indicate that at high
temperature and large in-plane magnetic fields the system is no longer quantized which is
in agreement with the results obtained in systems with one subband populated.
Chapter 6
MISO in Wide QW
6.1 Introduction
This chapter presents investigations of MISO in wide quantum wells with three populated
subbands placed in a tilted magnetic field. Studied systems contain conducting electrons
localized near the edges of the quantum wells. The electrons, thus, form two parallel 2D
systems separated by a distance d. A weak electron tunneling between these two systems
occurs through a relatively wide but shallow potential as show in Figure 1.1. In zero
magnetic field the lateral (along 2D systems) and vertical (between 2D systems) motions of
an electron are completely disentangled. The vertical tunneling uniformly splits the
electron spectrum originally degenerate in the lateral directions. The resulting eigenvalues
correspond to symmetric (E1) and antisymmetric (E2) configurations of electron wave
functions in the vertical direction with the energy gap ∆12 = E2 − E1 between two
subbands independent of the lateral wave vector k⃗.
The bottom of the third subband has a much higher electron energy E3 ≫ E1,2.
Application of perpendicular magnetic field quantizes the lateral motion in all subbands
inducing MISOs. The MISOs corresponding to electron scattering between the third and
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the two lower subbands oscillate at high frequencies and demonstrate a distinct beating
pattern. This useful property provides a very accurate measurement of the evolution of the
electron spectrum in response to in-plane magnetic field.
Application of in-plane magnetic field couples the symmetric and antisymmetric
states[8, 95] leading to a significant modification of the electron spectrum. Theoretical
investigations of the electronic structure of two parallel 2D dimensional electron systems in
tilted magnetic fields have revealed three regimes occurring at small (h̄ωc ≪ ∆12,
semi-classical (SC) regime), strong (h̄ωc ≫ ∆12, high field (HF) regime) and intermediate
(magnetic breakdown (MB) regime) magnetic fields[8]. The intermediate magnetic fields
correspond to magnetic breakdown[96, 97, 98, 99] of the semi-classical electron spectrum
leading generally to complex combinations of semi-classical orbits [99, 100, 101]. These
regimes have been investigated to a different extent mainly in double quantum wells using
SdH oscillations and QHE.[95, 102, 103, 104, 105] However the results have not been
compared coherently with the theory across all three regimes and important properties of
the quantum oscillations have not been revealed. We note also that in the regime of QHE
the energy spectrum is often sensitive to effects of the electrostatic redistribution of 2D
carriers between different subbands and quantum levels, which makes a quantitative
comparison between different regimes challenging [107, 108]. This work presents an
attempt to study the evolution of the electron spectrum in wide quantum wells with
in-plane magnetic field using MISO. The experiments are performed at a high temperature
kT ≫ h̄ωc at which effects of the electrostatic electron redistribution between Landau
levels are, most likely, not relevant. The investigation shows both MISO and SdH
oscillations obtained at different angles α between the magnetic field and the normal to the
2D systems and yields a detailed evolution of electron spectrum in multi-subband 2D
systems in a broad range of magnetic fields. Presented results show a termination of the
MISO corresponding to ∆12 = k · h̄ωc at odd k in the magnetic breakdown regime. The
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termination is accompanied by a collapse of the nodes in the beating between MISOs
corresponding to the third subband. The obtained data demonstrate a good agreement
with numerical simulations based on the existing theory[8] in a broad range of magnetic
fields including all regimes indicated above.
Our experiments have revealed an outstanding sensitivity of the electron spectrum to
the angle α, especially at h̄ωc ≈ ∆12. The sensitivity to in-plane magnetic field is due to
both a strong Lorent’s force, which occurs in studied samples with high electron density,
and a weak tunneling between 2D parallel systems. The presented results indicate that the
recently observed ambiguity in the MISO amplitude at k=1 is, most likely, related to a
small misalignment between the direction of the magnetic field and the normal to 2D
sample in different measurements [36, 71].
6.2 Experimental Setup
Studied GaAs quantum wells were grown by molecular beam epitaxy on a semi-insulating
(001) GaAs substrate. The material was fabricated from a selectively doped GaAs single
quantum well of width d =56 nm sandwiched between AlAs/GaAs superlattice barriers.
The heterostructure has three populated subbands with energies E1 ≈ E2 << E3 at the
bottoms of the subbands. The subband energies are schematically shown in the insert to
Figure 6.1.
The studied samples were etched in the shape of a Hall bar. The width and the
length of the measured part of the samples are W = 50µm and L = 250µm. AuGe eutectic
was used to provide electric contacts to the 2D electron gas. Two samples were studied at
temperature 4.2 Kelvin in magnetic fields up to 4 Tesla applied in-situ at different angle α
relative to the normal to 2D layers and perpendicular to the applied current. The angle α
has been evaluated using methods described in section 3.4. The total electron density of
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samples, nT ≈ 8.6 × 1011cm−2, was evaluated from the Hall measurements taken at α=00 in
classically strong magnetic fields [10]. An average electron mobility µ ≈ 1.6 × 106cm2/V s
was obtained from nT and the zero-field resistivity. Sample resistance was measured using
the four-point probe method. We applied a 133 Hz ac excitation Iac=1µA through the
current contacts and measured the longitudinal and Hall ac voltages (V acxx and V acH ) using
two lockin amplifiers with 10MΩ input impedances. The potential contacts provided
insignificant contribution to the overall response due to small values of the contact
resistance (about 1kΩ) and negligibly small electric current flowing through the contacts.
The measurements were done in the linear regime in which the voltages are proportional to
the applied current.
6.3 Results and Discussion
The theoretical analysis of MISO in section 2.3 yields Eq. 2.9 for the amplitude of MISO
due to the scattering between the ith and jth subbands in weak (ωcτ (i)q < 1) perpendicular













1/τ (i)q + 1/τ (j)q
)]
, (6.1)
where ni and τ (i)q are the electron density and quantum scattering time[70] in the ith
subband, νij is an effective intersubband transport scattering rate [34]. This expression has
recently been used in systems with two and three populated subbands to extract the
quantum scattering rate 1/τ iq [20, 21, 22, 27, 28, 29, 36, 71]. The expression indicates that
MISO between ith and jth subbands are periodic in inverse magnetic field 1/B⊥.
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Figure 6.1: (Color online) Dependencies of the longitudinal resistance ρxx on the inversed
component of the magnetic field, which is perpendicular to the 2D sample, 1/B⊥, obtained
at different angles α between the total magnetic field B⃗ and the normal to the samples as
labeled. Integer values of index k corresponds to the maximums of LF-MISO at ∆12 = k ·h̄ωc
(see Eq.(7.1)) and to anti-nodes of the beat pattern of HF-MISO. Half-integer value of k
corresponds to the minimums of LF-MISO and the nodes of the HF-MISO beat pattern at
angle α = 00. Sample A. The insert presents the energy diagram of studied samples.
Figure 6.1 presents the longitudinal resistivity, ρxx(1/B⊥), of sample A at different
angles α between the magnetic field and the normal to the sample as labeled. At α = 00 in
accordance with Eq. 7.1 the frequency of MISO in inverse magnetic field is proportional to
the intersubband energy gap (fij ∝ ∆ij = Ei − Ej). This three subband system should
therefore have MISOs at three different frequencies, corresponding to resonant scattering
between the subbands. MISOs associated with scattering between the two lowest subbands
have a low frequency (LF-MISO), f21 ∝ E2 − E1, since the energy gap ∆21 is very small
(E1 ≈ E2). The two sets of MISOs associated with scattering between the upper band and
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each of the lower bands have much higher frequencies, f31 ≈ f32 ≫ f12 (HF-MISO), that
are approximately equal since ∆31 ≈ ∆32 ≫ ∆21. Due to the small difference between
energy E1 and E2 the interference between MISOs with frequencies f31 and f32 produces a
beating pattern with a small beating frequency fbeat ∝ (E2 − E1)/2 ≪ f3i and a high inner
frequency f+ ∝ (2E3 − E2 − E1)/2. The resistance oscillations with both the low (f21) and
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Figure 6.2: (Color online) Lower (upper) panel presents LF-MISO (HF-MISO) obtained by
a low (high) frequency FFT filtering of the magnetoresitance oscillations presented in Figure
6.1. Sample A.
The significant frequency difference between the low and high frequency contents of
oscillations facilitates the separation of HF and LF-MISOs by fast Fourier transform (FFT)
filtering. In Figure 6.2 the lower panel presents the low frequency content while the upper
panel presents the high frequency oscillations, which have been filtered from the curves
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Figure 6.3: Comparison of HF-MISO shown by the black solid line with the theoretical
dependence based on Eq.(7.1) and shown by the gray line. Upper insert demonstrates a
more detailed view of the comparison. Lower insert show a comparison of LF-MISO with
the theory. In both inserts open circles present theoretical dependencies. Sample A.
presented in Fig.6.1[36].
Due to the precise relation between different frequencies the beating frequency is half
of the frequency of MISO corresponding to the two lower subbands: fbeat = f21/2 at α=00.
This is indeed seen in Figure 6.2. Figures 6.1 and 6.2 show that at α=00 the nodes of
HF-MISO correspond to the minimums of the LF-MISO. Furthermore an analysis of the
HF-MISO phase indicates that in the k=2 region the phase of HF-MISO is shifted by π
with respect to the HF-MISO phase in k=1 region at α=00. To verify this π-phase shift,
we compare HF-MISO at α=00 with the one at α=15.30, which demonstrates no nodes and
is perfectly periodic with respect to 1/B⊥. The comparison shows that in the k=1 region
the maximums of HF-MISO at α=00 corresponds to the minimums of HF-MISO at
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α=15.30, while in k=2 region the maximums of HF-MISO at α=00 corresponds to the
maximums of HF-MISO at α=15.30. Thus the observed interference of HF-MISOs at α=00
corresponds to the beating between two frequencies at fbeat = f21/2.
Figure 6.3 demonstrates the direct comparison of HF-MISO at α=00 with Eq. 7.1.
The experiment agrees well with the theory in the whole range of magnetic fields
corresponding to ∆12 > h̄ωc. At higher magnetic fields a quantitative comparison has not
been accomplished due to the presence of SdH oscillations and higher harmonics of MISO,
which are not captured in Eq.(7.1). Figure 6.3 presents also a comparison of LF-MISO
with the theory. Shown in Figure 6.1 the monotonic background corresponding to the
positive quantum magnetoresistance[7, 70] has been removed by a procedure reported
earlier [36]. However the relatively strong increase of the resistance observed at h̄ωc > ∆12
interferes with the low frequency oscillating content making the applied procedure to be
quite uncertain there. This comparison is limited to the magnetic fields corresponding to
condition k >3/2. In this range of magnetic fields a very good agreement between
LF-MISO and the theory is found. A joint analysis of LF-MISO and HF-MISO yields the
quantum scattering time in each subband [36]. In lower subbands the time is found to be
τ (1,2)q =8.2 ±0.3 ps while in the third subband the time is τ (3)q =3.5 ±0.3 ps. These values
agree with those ones obtained in similar systems with three populated subbands [36].
An introduction of a parallel magnetic field, B∥, produces significant changes in
MISO. The most notable is the disappearance of the k=1 maximum, which occurs near
angle α=9.50 in Figure 6.2. This disappearance is accompanied by a spectacular collapse of
two nodes of HF-MISO corresponding to k=1/2 and k=3/2 at α=00. These nodes collapse
in the vicinity of the main LF-MISO maximum k=1.
Figure 6.4 presents the evolution of the magnitude of HF-MISO in the (B⊥-B∥) plane.
The HF-MISO magnitude (the envelop of HF-MISO) was obtained by a low frequency
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Figure 6.4: Dependence of HF-MISO magnitude on B⊥ and B∥. Black color presents lo-
cations of HF-MISO nodes. Open circles present experimental positions of LF-MISO max-
imums. White (black) dash lines present position of HF-nodes (LF-maximums) obtained
using numerical calculations of electron spectrum. White solid line corresponds to 50%
probability of magnetic breakdown of semi-classical trajectories[8]. All spectra are obtained
at t0=0.215 meV and d=36 nm. Size of the circles corresponds to experimental uncertainty
of the position. Sample A.
filtering of the square of HF-MISO: δρHF = (2⟨A2cos2(2πf+/B⊥)⟩)1/2 = A, where
A(B⊥, B∥) is the slowly varying magnitude of HF-MISO and angle brackets stand for the
low frequency filtering. The low pass filter rejects the high frequency content of the squared
HF-MISO but passes slow oscillations at the beating frequency. The applied procedure
yields the envelop of the HF-MISO with a standard deviation within ±0.004Ω[109].
Figure 6.4 shows very different behavior of the odd and even MISO maximums in
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response to B∥. The even (k=2,4...) maximums of the MISO magnitude evolve
continuously into the high magnetic field region, whereas the odd (k=1,3...) maximums
terminate within the regions bounded by HF-MISO nodes as shown in Figure 6.4. A
transition from an odd region to an even region changes the phase of HF-MISO by π.
The figure demonstrates an additional interesting MISO property in the B⊥-B∥ plane:
a possibility of the continuous (without intersection with a node line) transition between
even maximums. Indeed by an appropriate choice of the B⊥ and B∥ the MISO maximum
at k=2 can be transferred into k=4 MISO maximum at α=00 without intersecting the
nodal lines. In this sense all even maximums are topologically equivalent. This set also
includes the k=0 maximum corresponding to the limit of strong magnetic fields. In
contrast an odd MISO maximum presents an energy spectrum, which is topologically
different from the spectrum corresponding to strong magnetic fields. The latter is the
spectrum of uncoupled 2D systems[5, 8].
6.3.1 Numerical analysis of electron spectrum
The evolution of MISO with both in-plane and perpendicular magnetic fields is found to be
in good agreement with numerical evaluations of the electron spectrum in those field[110].
In this section we present a theory describing the effect of in-plane magnetic field on the
electron spectrum of two 2D parallel electron systems[8, 106]. The theory treats the
interlayer hopping in a tight binding approximation so that the single-particle problem is
characterized by the interlayer distance d and hopping integral t0[8]. In the titled magnetic
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where m∗ is effective mass and V (z) is the electrostatic potential between two 2D systems.
To obtain Eq. 6.2 we have used the gauge (0,B⊥x+B∥z,0) of the vector potential and
applied the transformation x → x− h̄ky/eB⊥.
The first four terms describe the coupled 2D electron systems in a perpendicular
magnetic field. The corresponding eigenfunctions of the system are |N, ξ⟩, where N=0,1,2..
presents N -th Landau level (the lateral quantization) and ξ = S,AS describes the
symmetric (S) and antisymmetric (AS) configurations of the wave function in the
z-direction (vertical quantization). Using functions |N, ξ⟩ as the basis set , one can present
the Hamiltonian in matrix form. The matrix contains four matrix blocks:
Ĥ = (ÊS, T̂ ; T̂ , ÊAS), where the semicolon separates rows.The diagonal matrices, ÊS and
ÊAS, represent energy of the symmetric and antisymmetric wave functions in different
orbital states N :
ES,ASmn = δmn[h̄ωc((n− 1) +
1
2





where sign −(+) corresponds to symmetric (antisymmetric) states and indexes
m=1,2...Nmax and n=1,2...Nmax numerate rows and columns of the matrix
correspondingly. These indexes are related to the orbital number N : n,m = N + 1, since
the orbital number N = 0, 1, 2... In numerical computations the maximum number Nmax is
chosen to be about twice larger than the orbital number NF corresponding to Fermi energy
EF . Further increase of Nmax show a very small (within 1%) deviation from the
dependencies obtained at Nmax ≈ 2NF .
The first term in Eq. 6.3 describes the orbital quantization of electron motion while
the second term relates to the electron tunneling between 2D layers. The shape of the wave
function in the z-direction (ξ(z)) is determined by the third and fourth terms in Eq. 6.2.
Due to the complete disentanglement between the vertical (z) and lateral motions at
B∥=0T the second term does not depend on N . The tunneling term reads:
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⟨ξ|V (z)|ξ⟩ = ±t0. In the tight binding approximation t0 is considered to be independent of
B∥[8]. As shown below this approximation provides very good agreement with experiment.
The last term in Eq. 6.3 describes diamagnetic shift of the quantum levels and is related to
the fifth term in Eq. 6.2. In the basis set |N, ξ⟩ the diamagnetic term is proportional to
⟨ξ|z2|ξ⟩ = (d/2)2, since in the tight binding approximation the thin 2D layers are located at
distance z = ±d/2 from the origin of z axes. The diamagnetic term does not depend on N .
The off-diagonal matrix T̂ is related to the last term in Eq. 6.2, which mixes
symmetric and antisymmetric states. Since x = lB⊥(a∗ + a)/
√
2 works as the raising a∗ and
lowering a operators of the Landau orbits, the last term in Eq. 6.2 couples Landau levels
with orbital numbers different by one. Here lB⊥ = (h̄/eB⊥)1/2 is the magnetic length in B⊥.













The matrix T̂ is a symmetric matrix: Tmn = Tnm. The Hamiltonian Ĥ is diagonal zed
numerically at different magnetic fields B⊥ and B∥. To analyze the spectrum the obtained
eigenvalues of the Hamiltonian are numerated in ascending order using positive integer
index l=1,2.... The electron transport depends on the distribution of the quantum levels in
the interval kT near the Fermi energy EF [10]. Below we focus on this part of the spectrum.
In accordance with Eq. 7.1 a HF-node corresponds to an equal separation (h̄ωc/2)
between nearest quantum levels in the vicinity of Fermi energy, whereas a HF-anti-node
occurs when the two nearest levels coincide with each other, thus, the energy separation
between pairs of coinciding levels is h̄ωc. We note, that, in contrast to the nodes of
HF-MISO, the positions of the maximums of the magnitude of HF-MISO and maximums
of LF-MISO, shown in Figure 6.1 and Figure 6.3, are affected by the Dingle factor and,
therefore, do not exactly correspond to the magnetic fields at which two nearest Landau
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levels coincides. In accordance with Eq. 7.1 the exponential decrease of the Dingle factor
reduces significantly the beating magnitude at small magnetic fields and, thus, shifts the
maximums of the beating pattern to higher magnetic fields. Figures 6.1 and 6.2 indicate
that the shift is more pronounced for maximums of magnitude of HF-MISO (in comparison
with the maximums of LF-MISO) due to the considerably shorter quantum electron
lifetime, τ (3)q , and, thus, stronger effect of the Dingle factor in the third subband.
Figure 6.5(a) presents the difference between energies of l + 1-th and l-th quantum
levels of the full electron spectrum obtained in the perpendicular magnetic field B⊥≈0.166
T at different in-plane magnetic fields as labeled. At B∥=0T the quantum levels are
equally spaced with the energy separation δEl = h̄ωc/2 producing k=3/2 HF-MISO node.
At a finite in-plane field the level spacing depends on the energy leading to k=2 HF-MISO
anti-node at B∥=0.045 T and k=5/2 HF-node at B∥=0.0795 T. Each symbol represents a
particular level spacing: δEl = El+1 −El. At B∥=0 and B⊥≈0.166 T the electron spectrum
corresponds to the k=3/2 HF-MISO node and the LF-MISO minimum. At this node the
level spacing δEl = h̄ωc/2≈14 meV is the same for all quantum levels except the first two
lowest levels, which are separated by h̄ωc.
Due to the complete separation between the lateral and vertical electron motions at
B∥=0 the level spacing is independent on energy for any B⊥. However in general the level
spacing contains two branches corresponding to the nearest upper and lower neighbors of a
quantum level. This is shown in the insert to Figure 6.5(b). In the case of a node at
B∥=0T these two branches coincide everywhere, while for a node at a finite B∥ the two
branches intersect in the vicinity of the Fermi energy. The numeric evaluation of the
spectrum indicates also that the level spacing does not exceed the cyclotron energy h̄ωc
and maintains the periodicity of the spectrum δEl+1 + δEl = h̄ωc. This is related to the
fact that the Hamiltonian Ĥ is independent on ky, which preserves the degeneracy of
quantum levels, g = 1/(2πl2⊥), in in-plane magnetic fields.[8]
CHAPTER 6. MISO IN WIDE QW 95














































Figure 6.5: (a) Level spacing δEl = El+1 − El in the energy spectrum of electrons in fixed
B⊥=0.166 T at different in-plane magnetic fields as labeled. (b) Level spacing δEl = El+1−El
in the energy spectrum at different B⊥ and B∥ magnetic fields as labeled. The insert explains
the meaning of the upper and lower branches of the energy dependence of the level spacing.
All spectra are obtained at t0=0.215 meV and d=36 nm.
Application of an in-plane magnetic field couples the vertical and lateral degrees of
freedom. This causes the distribution of level spacing to be energy dependent. The
B∥-coupling is due the Lorent’s force and, thus, increases with the electron velocity
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(energy). At the bottom of a subband the B∥-coupling is small and the spectrum is nearly
preserved. At B∥=0.02 T the level spacing spreads out almost linearly with the energy. At
a higher in-plane field B∥=0.045 T the spread of the level distribution reaches a maximum
h̄ωc in the vicinity of EF . At this condition the two nearest quantum levels coincide with
each other. This is the k=2 maximum of HF-MISO magnitude and LF-MISO shown in
Figure 6.4. Further increase of the in-plane field decreases the spread of the level
distribution and in the vicinity of Fermi energy the electron spectrum gradually evolves
into a state with nearly uniform level distribution at B∥=0.0795 T (intersection of two
branches). It corresponds to k=5/2 node shown in Figure 6.4. At this magnetic field
variations of the level spacing is nonlinear with the energy.
Figure 6.5(b) presents the level spacing δEl obtained at different perpendicular and
in-plane magnetic fields as labeled. These fields corresponds to the HF-node k=3/2. The
figure shows that an increase of the in-plane magnetic field shifts the k=3/2 node to a
higher perpendicular magnetic field. At small B∥ this behavior corresponds to the
semi-classical regime and is described below.
The numerically obtained evolution of the HF-nodes and LF-maximums in the
B⊥ −B∥ plane is shown in Figure 6.4. A good overall agreement between experiment and
the theory is found. A statistical analysis of the experimental and theoretical positions of
HF-nodes indicates the standard deviation below 0.002 T for the k=3/2 HF-MISO node in
the range B⊥∈(0.15-0.35) T. The standard deviation between experiment and theory in the
vicinity of the k=1/2 node (B⊥∈(0.35-0.5) T ) is found to be significantly larger (0.02 T).
In this region the experimental data deviates systematically from the theory. The
experimental and theoretical node positions around the k=3 region (B⊥∈(0.07-0.2) T )
demonstrate standard deviation below 0.005 T and also deviates systematically from each
other near the apex of the k=3 region in the range B⊥∈(0.15-0.2) T. The systematic
deviations between the experiment and the theory is discussed below, where we present
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different regimes in detail.
6.3.2 Semi-classical regime
The semi-classical regime corresponds to weak perpendicular magnetic fields at which the
Landau-Zener transitions (magnetic breakdown) between different semi-classical electron
trajectories are exponentially weak and are neglected[8]. Electrons perform semi-classical
motion along trajectories corresponding to the symmetric and antisymmetric states. At
α=0 (B∥=0 T) the semi-classical trajectories are circles with the same origin k⃗=0 in the
k-space. At an energy E the symmetric wave function propagates along the circle with a
radius kS > kAS and the gap between two subbands ∆12 does not depend on the wave
vector k⃗.
Application of a parallel field shifts the centers of the two circles by δk = ±edB∥/2h̄
leading to variations of the gap between two subbands with k⃗. [8, 95] The insert to Figure
6.6 presents an example of the semi-classical trajectories when a parallel field B∥ is applied.
The semi-classical trajectory enclosing the gray area corresponds to the symmetric wave
function, while the solid line, which is inside the intersection between two circles, presents
the trajectory corresponding to the antisymmetric wave function. The frequency of
quantum oscillations in the reciprocal magnetic field 1/B⊥ is proportional to the area
enclosed by semi-classical trajectory at an energy E.[5, 10] In the case of HF-MISO the
energy E is equal to the energy at the bottom of the third subband: E = E3. The
symmetric state, thus, has a frequency f31, which is higher than the frequency of quantum
oscillations due to the trajectory of the antisymmetric state f32. The difference between
two frequencies f12 is proportional to the area A, shown in gray in the insert. In
accordance with Eq. 7.1 at B∥=0 the gap ∆12 = 2t0 is proportional to f12 and, thus, to the
area A. An increase of the in-plane field B∥ further shifts the centers of the two circles
increasing the gray area A and, thus, the gap ∆12.
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Figure 6.6: Dependence of the gap ∆12 on in-plane magnetic field extracted from positions
of LF-MISO maximums and a HF-MISO node as labeled. Solid lines represent the gap
obtained from the electron spectra evaluated numerically at t0=0.215 meV and d=36 nm for
different LF-MISO maximums as labeled. For k=2, 3 and 5/2 standard deviations between
experiment and theory are found to be δ∆12=0.018, 0.013 and 0.012 meV correspondingly.
Sample A. Insert shows semi-classical trajectories in k-space at finite in-plane magnetic field
B∥.
Figure 6.6 demonstrates the increase of the gap with in-plane magnetic field. Filled
(open) symbols present the gap ∆12 obtained from the relation ∆12 = k · h̄ωc, using
experimental positions of LF-MISO maximum (HF-MISO node), where the corresponding
index k is an integer (half-integer). Solid lines present the gap obtained from the same
relation, using the numerical evaluation of the positions of LF-MISO maximums, which are
shown in Figure 6.5(a). Figure 6.6 demonstrates good agreement between the numerically
evaluated gap and experimental data. The HF-MISO node k=5/2 and k=3 LF-MISO
maximum are clearly seen at high magnetic fields and, thus, the corresponding gaps are
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presented in a broader range of parallel fields in comparison with the gap obtained from
the k=2 LF-MISO maximum. The values of experimental and numerical gaps, obtained
from the k=2 LF-MISO maximum, are found to be larger than those with higher MISO
indexes. These results are related to magnetic breakdown of semi-classical trajectories,
which is stronger at the k=2 LF-maximum.
Figure 6.6 shows also that the curves corresponding to the numerically evaluated gaps
collapse at high indexes k. This collapse is the signature of the semi-classical regime at
which magnetic breakdown is nearly absent and, thus, the obtained gap does not depend
on the perpendicular magnetic field. The strength of magnetic breakdown is shown in
Figure 6.4. A comparison between Figures 6.6 and 6.4 indicates, that for the gap, obtained
from the MISO with high indexes k, magnetic breakdown is indeed small at B∥ <0.1T. For
k < 3 the probability of magnetic breakdown increases exceeding 50% for k=2 at B∥=0.1T
and B⊥=0.27 T.
Finally we would like to note that the dependence of the gap ∆12 on the in-plane field
B∥, which is shown in Figure 6.6, is not the dependence of the difference between the
bottoms of the symmetric and anti-symmetric bands. As mentioned above the bottom part
of the spectrum is weakly affected by B∥. In contrast to the case of pure perpendicular
magnetic field (B∥=0T), a finite parallel magnetic field makes the level spacing energy
dependent and the extracted gap represents the relative position of the symmetric and
antisymmetric levels in the vicinity of the Fermi energy.
6.3.3 High magnetic field regime
In a strong magnetic field B⊥ the cyclotron energy exceeds the gap: h̄ωc ≫ ∆12. In this
range of magnetic fields Shubnikov de Haas (SdH) oscillations are well developed. Figure
6.7 presents the magnetoresistance taken at different angles α between the direction of the
applied magnetic field and the normal to the 2D sample. At temperature T=4.2K SdH
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oscillations appear in B⊥ exceeding 0.5T. At a smaller field these oscillations are
significantly damped and only MISO are observable at T=4.2 K.[36]
The amplitude of SdH oscillations increases considerably with angle. Figure 6.8
demonstrates the angular dependence of a swing (doubled amplitude) of SdH oscillations
taken at B⊥=1.14T. The swing of SdH oscillations is measured between upper and low
branches of the envelope of SdH oscillations. The upper (low) branches of the envelope are
obtained using a cubic spline between maximums (minimums) of SdH oscillations.[36] The
swing of oscillations increases monotonically from 2.65 Ω at tan(α)=0 to about 4.35 Ω at
tan(α)≈0.4. Then the oscillation swing demonstrates small periodic variations with tan(α).
To evaluate the SdH amplitude we used the following expression. The SdH amplitude
depends on the level spacing δEl in the vicinity of the Fermi energy since all quantum

















Figure 6.7: Magnetoresitance of GaAs quantum well at different angles between the magnetic
field and normal to the sample. Three upper curves are shifted for clarity. T=4.2K. Sample
B.
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states below EF are completely occupied. This fact allows for a modification of the actual
distribution of the occupied levels inside subbands to simplify the mathematical description
of SdH oscillations. Below we use a level distribution with equal spacing, h̄ωc, inside each
subband. The two periodic sets of levels are shifted with respect to each other by the value
corresponding to the actual spacing δEl between the nearest quantum levels in the vicinity
of the Fermi energy. The spectrum modification doesn’t change the number of occupied
states preserving the total electron density. The modified spectrum is similar to the
spectrum at B∥=0 T with ∆12 = δEl and yields SdH oscillations approximated by a cosine




2π(EF − E(i)∗ )
h̄ωc
 (6.5)
The SdH amplitude, A(i)SdH , includes Dingle factor di = exp(−π/ωcτ (i)q ) and a temperature
damping factor AT = x/sinh(x), where x = 2π2kT/h̄ωc.[5] In contrast to HF-MISO the
phase of the cosine contains the Fermi energy instead of the energy of the bottom of the
third subband E3 (see Eq. 7.1). The energy E(i)∗ corresponds to the bottom of the modified
spectrum of the ith subband.
Due to the nearly equal quantum scattering times in the symmetric and
antisymmetric subbands both SdH oscillations have the same amplitude ASdH . The sum of
the two oscillations ∆ρSdH = ∆ρ(1)SdH + ∆ρ
(2)
SdH can be presented as a product of two cosines:




















where E+ = 2EF − E(1)∗ − E(2)∗ is the sum and E− = E(2)∗ − E(1)∗ is the difference between
the energy terms in Eq. 6.5. The energy E+ describes the high frequency content of the
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Figure 6.8: Dependence of the swing of SdH oscillations at B⊥=1.14 T on tan(α). Filled
squares present experimental data obtained from the magnetoresitance curves shown in Fig-
ure 6.7 with an accuracy approximated by the size of the symbols. Solid line (small open
circles) is a theoretical dependence obtained from numerical (analytical) evaluation of the
electron spectrum at fixed B⊥=1.14 T and different B∥ corresponding to different angles α
using ASdH=2.17 ±0.01 Ohm and γ=0.479 ±0.01 meV as fitting parameters and t0=0.215
meV, d=36 nm and EF =15.1meV. Big open circles present the angle dependence of the
sample resistance in the SdH minimum at B⊥=1.07 T. T=4.2K. Sample B.
SdH oscillations, which is intact since both the total electron density and the Landau levels
degeneracy g = 1/(2πl2⊥) are preserved in the modified spectrum. We note also that the
difference between the terms equals the actual level spacing near EF : E− = δEl. Thus Eq.
6.6 provides a description of SdH oscillations corresponding to the actual spectrum El.
Since in high magnetic fields the cyclotron energy is considerably higher than the level
spacing δEl the low frequency cosine, modulating the SdH amplitude, is approximated by a
Tailor series. At B⊥=1.14 T the factor γ = h̄ωc/π≈0.63 meV is larger than ∆12=0.43 meV
at B∥=0T.
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The approximation of SdH oscillations by a single cosine is valid when the swing of
SdH oscillations is small in comparison with the Drude resistance at B⊥=0 T. In the
studied case the oscillation swing is comparable with the Drude resistance and, thus,
higher harmonics of SdH oscillations should be accounted for. In the case of a small level
spacing between subbands : E− ≪ h̄ωc, variations of the amplitude of the higher harmonics
with the angle α are expected to be also proportional to E2− similar to the variations of the
fundamental harmonic in Eq.(6.6). Taking this into account we compare the theory and
experiment using Eq. 6.6 with ASdH and γ as fitting parameters.
Shown in Figure 6.8 the solid line presents the angular dependence of the swing of
SdH oscillations yielded by Eq. 6.6. The energy E− is extracted from the electron spectra
evaluated numerically at fixed B⊥=1.14T and different B∥ = B⊥tan(α). For each
combination of B⊥ and B∥ the energy spectrum El is computed with the same model
parameters t0=0.215 meV and d=36 nm used in previous spectrum computations shown
Figure 6.4-6.6. The standard deviation between the experimental data and the numerical
evaluation of the SdH amplitude is found within 0.05Ω indicating a good agreement
between the experiment and the proposed model.
Shown in Figure 6.8 the small open circles present a theoretical dependence obtained
from the analytical expression for the level spacing in high magnetic fields:
δEN = 2t0exp(−θ)LN(2θ2), where θ = B∥d/(2B⊥l⊥) .[8] At high N the Laguerre function,
LN(x), is approximated by a Bessel function, J0(x), yielding the level spacing
E− = δEl≈2t0J0[kFdtan(α)], where kF = (2mEF )(1/2) is wave number at the Fermi energy.
The analytical evaluation of the swing of SdH oscillations demonstrates better agreement
with the numerical data yielding the standard deviation within 0.01Ω. The results indicate
that the inaccuracy of the numerical computations of the electron spectrum is likely not
the main source of the deviations between the experiment and theory.
Figure 6.8 demonstrates oscillations and the complete reduction of the tunneling
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magnitude in the maximums of the oscillations. At an angle αn corresponding to n-th
maximum, the beating pattern between two SdH oscillations is absent since the beating
period (∼ 1/E−) is infinite at the angle αn. The absence of the beating pattern at "magic
angles" as well as the beating of SdH oscillations is observed in strongly anisotropic layered
organic materials.[111, 112] These resistance oscillations with the angle α in high magnetic
fields have been seen recently in double quantum wells in the Quantum Hall effect
regime.[104, 105].
The evolution of the level spacing with the angle α can be understood using an
intuitively appealing picture of the phenomenon.[113, 114] In the bilayer geometry the




where vector potential Az = B∥x corresponds to the in-plane magnetic field directed along
y-axes: B⃗ = (0,−B∥, 0). In the presence of B⊥, an electron with Fermi energy propagates
along the cyclotron orbit with radius rc. The gauge phase in Eq. 6.8 oscillates along the
electron trajectory leading to a modification of the tunneling. The effective tunneling
amplitude t is obtained by the phase averaging[113]:
t = t0⟨exp(ieB∥x(t)d/h̄)⟩t = t0J0(kFdtan(α)). (6.8)
The brackets represent a time average over the period of the cyclotron motion and
x(t) = rccos(ωct) is the x-coordinate of the electron. The obtained expression coincides
with the one used for fitting experiment data in Figure 6.8.
In Figure 6.8 large open circles represent the dependence of the resistance, Rmin, in
the SdH minimum at B⊥=1.07 T on the in-plane magnetic field. The notable feature of the
observed behavior is the stability of the resistance value in a broad range of α despite the
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significant variations of the SdH amplitude in the same angular range. The stability is
found for all other SdH minimums shown in Figure 6.7. The resistance Rmin starts to
decrease with the angle after the level spacing E− reaches the first maximum at a finite B∥.
In contrast to the SdH amplitude the Rmin depends on the behavior of the non-oscillating
background which was beyond the scope of this paper.
Finally we would like to mention that in the studied samples SdH oscillations are
comparable with MISO near B⊥≈0.5T in the vicinity of the HF-MISO node k=1/2 shown
in Figure 6.4.[36] The presence of SdH oscillations may affect the position of this node
since the phase of SdH oscillations is shifted by π with respect to the phase of MISO
[26, 32, 36, 87]. An analysis of the beating of quantum oscillations indicates that the nodes
of both SdH oscillations and HF-MISO occur at the same magnetic field. In accordance
with numerical computation the node k=1/2 occurs at B⊥=0.5T. If at B⊥=0.5T the SdH
amplitude is larger than the amplitude of HF-MISO, then the SdH oscillations dominate at
B⊥ >0.5 T since the oscillations grow faster than MISO due to the additional temperature
factor AT (B⊥) (see Eq. 6.5). At B⊥ <0.5 T the SdH oscillations are comparable with
HF-MISO and the destructive interference between two oscillations reduces the overall
oscillation amplitude. It makes the actual node to be broader and shifted toward smaller
magnetic fields. This is indeed seen in Figure 6.4 near the k=1/2 node. We suggest that
the systematic deviation between experiment and the theory observed at the k=1/2 node is
the result of destructive interference between SdH oscillations and MISO.
6.3.4 Magnetic breakdown regime
As mentioned above an application of parallel field, B∥, shifts the centers of cyclotron
orbits in two layers by δk = ±edB∥/2h̄ leading to variations of the gap between the two
subbands with k⃗. [8, 95] The smallest gap occurs in a small region with lateral size
∆k0(B∥) near the intersections between two circles shown in the insert to Figure 6.6. At
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small magnetic fields electrons circulate along the semi-classical trajectories k⃗S(t) and
k⃗AS(t), corresponding to the symmetric and antisymmetric states. The probability of
magnetic breakdown between these trajectories depends strongly on the time ∆t during
which electrons pass the region with the smallest gap: ∆t ∼ h̄∆k0/eVFB⊥. At small
magnetic fields the time ∆t ≫ h̄/t0 is long enough to establish the gap between subbands
and magnetic breakdown is exponentially suppressed.[97, 98, 99]. An increase of both B⊥
and B∥ increases the probability of magnetic breakdown. In a WKB approximation an
expression has been obtained for the breakdown probability PMB[8]:




EF (Q/kF )[1 − (Q/2kF )2]1/2
. (6.10)
Here Q = deB∥/h̄ is the relative displacement of the two Fermi circles due to B∥.
The 50% probability of the magnetic breakdown at different B⊥ and B∥ is plotted in
Figure 6.4 for sample A. Figure 6.4 demonstrates a correlation of magnetic breakdown with
the behavior of the nodal lines. In particular the collapse of 5/2 and 7/2 nodes occurs at a
higher B∥ than the one of 1/2 and 3/2 nodes that is in qualitative agreement with the
behavior of the line describing magnetic breakdown.
The notable feature of magnetic breakdown is the growth of quantum oscillations
with frequency equal to half sum of the frequencies corresponding to symmetric and
antisymmetric semi-classical trajectories: f+ = (f31 + f32)/2.[8, 102, 115] The frequency,
f+, is due to the circular orbital motion of an electron completely located in one of the
layers. The following consideration helps to understand the origin of the frequency f+. In
accordance with Eq. 6.9 at small B⊥: ωc ≪ ω∗c the probability of magnetic breakdown is
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exponentially small and, thus, can be neglected. In the absence of magnetic breakdown
electrons follows the semi-classical trajectories and the spectrum of the quantum
oscillations contains frequencies fS = f31 and fAS = f32 corresponding to the symmetric
and antisymmetric subbands. An example of the semi-classical trajectories corresponding
to the two subbands in a finite B∥ is shown in the insert to Figure 6.6. Following the
semi-classical trajectory an electron moves periodically between the top and bottom layers.
An increase of the perpendicular magnetic field enhances the probability of magnetic
breakdown. At ωc > ω∗c the electron has a considerable probability to cross the tunneling
gap and to follow a trajectory, which is not perturbed by the tunneling. This trajectory is
a circular orbit located completely in a single layer. These orbits are presented by dashed
lines in the insert to Figure 6.6. The insert indicates that the total area of the two circles
equals the sum of the area inside the perimeter of the shifted circles (symmetric subband)
and the area of the overlap of the two circles (antisymmetric subband). Since the
frequencies of the quantum oscillations are proportional to the corresponding areas[5] the
relation between different areas yields: 2f+ = (f31 + f32).
Figure 6.9 shows the increase of the amplitude of quantum oscillations with frequency
f+ as magnetic breakdown increases. At zero angle α magnetic breakdown is absent and
the spectrum of MISO contains only two frequencies f31 and f32 corresponding to
symmetric and antisymmetric subbands. With an increase of α the magnitude of parallel
magnetic field and, thus, the probability of magnetic breakdown increase. The enhanced
magnetic breakdown decreases the magnitude of MISO and increases the magnitude of the
oscillations corresponding to the isolated 2D layers, which appear at frequency
f+ ≈ (f31 + f32)/2. At α >13o the oscillations at frequency f+ are predominant.
Figure 6.9 demonstrates also an increase of the difference between frequencies f31 and
f32 corresponding to symmetric and antisymmetric subbands with the angle α. The
increase of ∆f = f31 − f32 is related to the increase (decrease) in size of the symmetric
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Figure 6.9: Fourier power spectra of MISO at different angles as labeled. The spectra are
obtained in the interval of reciprocal magnetic fields between 2 and 10 1/T shown in Figure
6.2. The spectra are vertically shifted for clarity. Sample A.
(antisymmetric) orbits with the increase of in-plane magnetic field[95].
Magnetic breakdown is the origin of the collapse of HF-MISO nodes and the nodal
confinement of LF-MISO with odd indexes k as shown in Figure 6.4. To understand this
relation we note that the phase of the oscillations with frequency f+ is the same as the
phase of HF-MISO for even k and is shifted by π for odd k. Figure 6.2 shows this
correspondence: in the k=1 region maximums of HF-MISO at α=00 (no magnetic
breakdown) correspond to minimums of HF-MISO at α=15.3o (strong magnetic
breakdown), while in the k=2 region these two HF-MISOs are in-phase. Magnetic
breakdown admixes oscillations similar to one at α=15.3o to the oscillations at α=0o, and,
therefore, decreases the magnitude of the oscillations corresponding to the odd k. Thus,
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the magnitudes of odd k HF-MISO and corresponding LF-MISO maximum decrease.
The mixing moves the nodes, confining an odd k region, toward each other. The
insert to Figure 6.10 presents a phasor diagram illustrating this property. Eq. 7.1 describes
MISOs corresponding to symmetric and antisymmetric subbands by cosine functions with
frequencies f3i ∼ ∆3i. Shown in the insert two vectors A⃗S and A⃗AS represent the amplitude
and phase of the two cosine functions corresponding to symmetric and antisymmetric
subbands. Without magnetic breakdown the two oscillations are in phase and, thus, the
two vectors are in the same direction at HF-MISO antinodes. Below we consider the k=1
region. As shown in Figure 6.2 the k=1 antinode occurs at 1/Ban⊥ ≈4 1/T. A right shift of
the 1/B⊥ to the nearest node k=3/2, located at 1/Bn⊥≈6 1/T, destroys the parallel
alignment between the two vectors. In a reference frame rotating with frequency f+ the
right shift rotates the vector A⃗S (A⃗AS) counter clockwise (clockwise) yielding a phase angle
π between two vectors, that corresponds to an orientation of two vectors in opposite
directions. At the node the sum of the vectors is zero that corresponds to the completely
destructive interference between the two oscillations.
Magnetic breakdown adds an additional vector, A⃗MB, to the phasor diagram. The
amplitude of A⃗MB corresponds to the amplitude of the quantum oscillations at frequency
f+. To simplify the presentation we use the magnitude of the vector A⃗MB to be the same
as the other magnitudes. In the rotating frame the vector A⃗MB is oriented down since in
odd k regions the phase of oscillations, induced by magnetic breakdown, is shifted by π
with respect to the MISO phase at the antinode. In the magnetic breakdown regime the
node occurs at a phase difference ϕ0 between A⃗S and A⃗AS, at which the sum of three
vectors A⃗S + A⃗AC + A⃗MB is zero. The angle ϕ0 is smaller than π and, thus, corresponds to
a node located at 1/BMB⊥ < 1/Bn closer to the antinode position at 1/Ban⊥ . At a larger
magnitude AMB the angle ϕ0 is smaller indicating further displacement of the node
position toward the antinode. A similar consideration of the k=1/2 node shows the node
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Figure 6.10: (a) Open symbols present contributions of symmetric and antisymmetric states
to population of quantum level |l⟩ = cS|S⟩ + cAS|AS⟩ in the vicinity of Fermi energy at
different B⊥ and B∥ corresponding to the nodal line shown in (b). The eigenstate |l⟩ of the
Hamiltonian Ĥ is computed numerically; (b) Dashed line presents nodal line enclosing the
k=1 region. Solid symbols show positions of level |l⟩ = (|S⟩ + |AS⟩)/
√
2 with the equal
population of the symmetric and antisymmetric states in B⊥ − B∥ plane. The dependence
intersects the nodal line at the same magnetic field B⊥ at which two lines shown in (a)
intersect. Sample A. Insert shows phasor diagram describing interference of MISOs presented
by A⃗S and A⃗AS with quantum oscillations, A⃗MB, induced by magnetic breakdown.
displacement in the opposite direction i.e. again toward the antinode at 1/Ban⊥ ≈4 1/T.
Finally at |A⃗MB| = |A⃗S| + |A⃗AS| the phase difference ϕ0=0 and the two nodes collapse
bounding completely the k=1 region in the B⊥ −B∥ plane.
Below we consider additional properties of the k=1 region and the nodal line between
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k=1/2 and k=3/2 nodes. Figure 6.10 demonstrates the probabilities of the population of
the symmetric and antisymmetric states along the nodal line for a quantum state |l⟩ in the
vicinity of the Fermi energy. The probabilities are obtained from an analysis of the
eigenvectors of the Hamiltonian Ĥ (see Eq. 6.3 and Eq. 6.4). The numerical computations
indicate that at the nodal line the eigenvector |l⟩ contains primarily the contributions from
one symmetric and one antisymmetric state: |l⟩ ≈ cS|S⟩ + cAS|AS⟩, where cA and cAS are
the amplitude of the states. All other contributions to the level population are within a few
percents and are neglected.
Figure 6.10(a) presents the probability PS = c2S and PAS = c2AS at different B⊥ and
B∥ corresponding to the nodal line around the k=1 region. The figure demonstrates that at
the node k=3/2 located at B⊥=0.166 T and B∥=0 T the quantum state |l⟩ is completely
antisymmetric: cS=0 and cAS=1. This node is due to the interlayer tunneling only. A shift
along the nodal line increases both B⊥ and B∥ enhancing the magnetic breakdown, which
in turn increases (decreases) the population of the symmetric (antisymmetric) states. At
B⊥=0.268 T the two states are equally populated and |l⟩ = (|S⟩ ± |AS⟩)/
√
2. Figure
6.10(b) indicates that an approach of B⊥ to the k=1/2 node decreases B∥ and the
magnetic breakdown. Finally at the node k=1/2 located at B⊥=0.5 T and B∥=0 T the
probability of magnetic breakdown is zero and the state |l⟩ is formed again by the
interlayer tunneling only. However in contrast to the state |l⟩ at k=3/2 the state |l⟩ is now
completely symmetric. The transformation of the state symmetry occurs while the state |l⟩
was always gapped since at a nodal line the energy levels are evenly spaced by h̄ωc/2.
The observed smooth transformation of the level symmetry is due to a repulsion of
the quantum levels induced by magnetic breakdown. Without the magnetic breakdown at
B∥=0T the symmetry of the state |l⟩ changes abruptly with the perpendicular magnetic
field at B⊥=0.25 T corresponding to the k=1 LF-MISO maximum. At this magnetic field
the energies of |N + 1, S⟩ and |N,AS⟩ states of the symmetric and antisymmetric bands
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coincide and, thus, the gap between these levels is zero. At B⊥=0.25 T and B∥=0T these
two levels cross each other. Magnetic breakdown opens up a gap between the levels leading
to a smooth transformation of the symmetry of the eigenvector |l⟩. The solid symbols show
locations of the quantum level with equal symmetric and antisymmetric population
|leq⟩ = (|S⟩ + |AS⟩)/
√
2. The line divides the area under the nodal line on the symmetric
and antisymmetric parts. At high B∥ the location of the level |leq⟩ approaches the location
of the k=2 LF-MISO maximum (not shown). We note that near B⊥=0.25 T and B∥=0T
the numerical simulations show a substantial increase of the level splitting for small
magnetic breakdown between the two states indicating a strong sensitivity of the electron
spectrum to the parallel magnetic field at k=1. Such strong sensitivity of the spectrum to
the B∥ is also seen in the perturbation expansion of the spectrum vs B∥d/2B⊥l⊥.[8]
Eq.(4.7) of the paper[8] indicates a divergence of the second order correction to the level
spacing δEl at h̄ωc = 2t0 corresponding to the k=1 MISO maximum. These results agree
with the presented experiments demonstrating significant sensitivity of the MISO
maximum at k=1 to in-plane magnetic field.
Finally we would like to discuss the discrepancy between experimental and theoretical
positions of the HF-MISO node, which is observed near the apexes of the odd regions k=3
and k=5, where nodal lines (k± 1/2) meet each other in Figure 6.4. This discrepancy is not
related to SdH oscillations since the SdH amplitude is negligibly small at these magnetic
fields[36]. Figure 6.4 demonstrates that the probability of the magnetic breakdown near
the apexes is 50%. Numerical computations reveal that, near these apexes the eigenstate of
the studied Hamiltonian Ĥ contains comparable contributions from symmetric and
antisymmetric quantum states of many Landau levels. Thus the quantum state possesses a
complex set of semiclassical trajectories. In general different trajectories provide different
contributions to the transport[8, 99, 100, 101]. This property of the quantum states has not
been taken into account in the presented model. We suggest that the observed deviations
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between experiment and theory are related to the complex structure of quantum levels near
the apexes of odd k regions. The complex structure is induced by magnetic breakdown.
6.4 Conclusion
Magneto-inter-subband oscillations of the resistance of two dimensional electrons are
investigated in wide GaAs quantum well with three populated subbands placed in tilted
magnetic fields. At zero in-plane magnetic field the oscillations demonstrate three distinct
frequencies fij ∼ ∆ij in reciprocal perpendicular magnetic field 1/B⊥. The low frequency
oscillations, LF-MISO, is due to enhancement of the electron scattering when Landau levels
of two lowest, symmetric and antisymmetric subbands, are aligned with each other. These
oscillations obey the relation: ∆21 = k · h̄ωc. Related to the third subband two HF-MISOs
have much higher frequencies: f31 and f32 due to the higher energy difference between
bottoms of the third and lowest subbands: ∆3i ≫ ∆21. HF-MISOs demonstrate a distinct
beating pattern with a beat frequency fbeat = (f31 − f32)/2. A rotation of the direction of
the magnetic field by an angle α from the normal to the samples produces dramatic
changes of MISO. At small α the LF-MISO maximum and the corresponding antinode of
HF-MISO at k=1 disappear. In the B⊥ −B∥ plane the k=1 region is found to be bounded
by a continuous nodal line connecting the k=3/2 and k=1/2 nodes of HF-MISO. Similar
nodal bounding is found for other odd k regions. This bounding correlates with the
probability of magnetic breakdown, P , between semi-classical trajectories corresponding to
symmetric and antisymmetric subbands. The nodal bounding is mostly completed at
P <1/2 for k=1 and k=3 regions. The Fourier analysis of the oscillations beyond the
bounded regions shows the dominant contribution of the oscillations to be of period
f+ = (f31 + f32)/2 corresponding to the electron orbits located at either side of the
quantum well and populated by magnetic breakdown. The location of the HF-MISO nodes
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as well as the evolution of the LF-MISO maximum on B⊥ −B∥ plane are found to be in an
excellent agreement with numerical evaluations of the electron spectra.
Chapter 7
Landau-Zener Transitions in Wide
QW
7.1 Introduction
In this chapter we present investigations of the effect of the electric field on electron
transport in three-subband electron systems placed in tilted magnetic fields. As shown in
the previous chapter an application of in-plane magnetic field to the muti-subband systems
creates significant modifications of electron spectra leading to fascinating beating pattern
of SdH oscillations and magnetic breakdown of semiclassical orbits. Furthermore it was
shown that MISO are strongly modified by the in-plane magnetic field leading to a
spectacular collapse of the beating nodes due to magnetic breakdown. The study reveals
that the in-plane magnetic field inverts the electric field induced resistance oscillations
described by Eq. 2.11 reproduced here:
γeRcE = jh̄ωc, (7.1)
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where e is electron charge, Rc is the radius of cyclotron orbits of electrons at Fermi energy
EF , j is a positive integer and factor γ ≈ 2.. The strongest inverted oscillations are
observed at the HF-MISO nodes in the regime of magnetic breakdown, in the absence of
the modulations of the density of states at the fundamental frequency 1/h̄ωc. At these
conditions the dissipative resistance reaches a minimum value, which is smaller than the
resistance at zero magnetic field.




































Figure 7.1: Dependence of dissipative resistance on perpendicular magnetic field at different
angles α as labeled. Curves are shifted for clarity. Right insert presents energy diagram
of studied samples. Left insert presents magnitude of HF-MISO in B⊥ − B∥ plane. White
(black) dashed lines present expected positions of HF-MISO nodes (LF-MISO maximums)
obtained numerically. Sample A.
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7.2 Experimental Setup
Selectively doped GaAs single quantum well of width d =56 nm was grown by molecular
beam epitaxy on a semi-insulating (001) GaAs substrate. The heterostructure has three
populated subbands with energies E1 ≈ E2 << E3 at the bottoms of the subbands. The
energy diagram are schematically shown in the insert to Figure 7.1. Hall bars with width
W = 50µm (y-direction) and distance L = 250µm (x-direction) between potential contacts
demonstrating electron mobility µ ≈1.6 ×106 cm2/Vs and total density nT =8.8× 1015 m−2
were studied at temperature 4.2 Kelvin. The magnetic field, B⃗, was directed at different
angles α relative to normal to the samples and perpendicular to the electric current using
the procedure from section 3.4. Current Iac=1µA at 133 Hz was applied through the
current contacts and the longitudinal and Hall ac voltages (V acxx and V acH ) were measured in
response to a variable dc bias Idc applied through the same current leads. The
measurements were done in the linear regime in which the ac voltages are proportional to
Iac yielding differential resistance rxx(Idc) = V acxx/Iac. Samples A and B with slightly
different gaps: ∆12(A)=0.43 meV and ∆12(B)=0.50 meV were studied.
7.3 Results and Discussion
Figure 7.1 presents a dependence of the resistance Rxx on the perpendicular magnetic field
at different angles α as labeled. This topic is covered in depth in the previous chapter but
we will briefly review the main points. At α=0o the resistance shows low frequency
(LF-MISO) and high frequency (HF-MISO) MISO.[36, 71] LF-MISO correspond to the
scattering between the two lowest symmetric (1) and antisymmetric (2 ) subbands and
obey the relation ∆12 = kh̄ωc. HF-MISO corresponds to scattering between either lowest
and the third subband. Due to the mismatch between gaps: ∆13 − ∆23 = ∆12, HF-MISO
show a beating pattern correlated with LF-MISO. In particular the nodes of HF-MISO
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beating are located at LF-MISO minimums. A parallel magnetic field, B∥, moves nodes at
k=1/2 and k=3/2 toward each other leading to collapse at α=9.5o. Insert to Figure 7.1



































































Figure 7.2: (a) Dependence of differential resistance on normalized electric field, ϵdc =
γeRcE/h̄ωc, where γ=1.9, at different in-plane magnetic fields as labeled, obtained along
the white arrow shown in Figure 7.1. Insert shows the resistance evolution along the black
arrow shown in the insert to Figure 7.1; (b) Positions of resistance maximums shown in (a)
at different magnetic fields B⊥. Lines present linear fit of the data; (c) Reciprocal slope of
the linear fits shown in (b) vs index j indicating agreement with Eq. 7.1. Sample A.
Figure 7.2 presents dependencies of the differential resistance rxx on the electric field
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E at B⊥=0.2 T and different in-plane magnetic fields as labeled taken along the white
arrow shown in the left insert to Figure 7.1.[120] At B∥=0 T the black solid line shows
three maximums at j=1,2 and 3, which obey Eq. 7.1. The gray solid line presents the
dependence taken at the end of the white arrow in the vicinity of the nodal line. This
dependence is inverted with respect to the black line and demonstrates maximums at
j=1/2, 3/2 and 5/2. These maximums also obey Eq. 7.1 with the same fundamental
periodicity 1/h̄ωc but at the half integer values of the index j. The dashed line presents the
dependence at an intermediate field, which does not display considerable oscillations.























Figure 7.3: Dependence of differential resistance on dc bias and B⊥ at two different angles
as labeled. Solid lines present dependences obtained from Eq. 7.1 at γ=2 with no other
fitting parameters. Sample A.
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The insert to Figure 7.2 demonstrates the evolution of the electric field induced
resistance oscillations taken along the black arrow shown in Figure 7.1. This evolution is
due to variations of the perpendicular magnetic field, B⊥, at B∥=0 T. These curves do not
display an inversion. In contrast to the previous case at k=3/2 node the resistance
oscillations cease at the fundamental frequency (1/h̄ωc) and only weak oscillations at
second harmonics (2/h̄ωc) are visible. This behavior is expected. Indeed in accordance
with Eq. 2.5 k=3/2 LF-MISO minimum and HF-MISO node correspond to the condition
∆12 = (3/2)h̄ωc. At this condition symmetric and anti-symmetric subband Landau levels
are shifted by 3/2h̄ωc with respect to each other and, therefore, are equally spaced by
h̄ωc/2 near the Fermi energy. At k=3/2 the fundamental harmonic of the density of
electron states (DOS) at frequency 1/h̄ωc is absent. Due to a small Dingle factor the
amplitude of the second harmonic of DOS is exponentially small producing very weak
geometric resonances with cyclotron orbits at frequency ∼ 2/h̄ωc.[121] The described
behavior of the DOS is valid along all nodal lines so the observed inversion of resistance
oscillations is intriguing.
The absence of the inversion at B∥=0T suggests that the effect may have a relation to
the magnetic breakdown of quasiclassical orbits. [8, 96, 97, 98, 99, 100, 101, 102] Figure 7.3
supports this proposal. The figure presents an overall behavior of the electric field induced
resistance oscillations vs applied dc bias Idc and B⊥ taken at two different angles. At α=0o
magnetic breakdown is absent[8] and the oscillations obey Eq. 7.1 with integer indexes j.
Solid black lines present the theoretical dependence.[19, 50, 51] The magnitude of the dc
bias induce resistance oscillations is modulated by MISO. At LF-MISO minimum k=3/2
(B⊥=0.166 T) the oscillations are almost absent (see also insert to Figure 7.2) and are
strongest in the vicinity LF-MISO maximums at k=1 and 2. While at angle α=9.5o similar
oscillations are seen in small B⊥, the striking inversion of the oscillations is obvious at
B⊥>0.166 T. Estimations indicate a 33% probability of magnetic breakdown at B⊥=0.3 T
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and less than 3% at B⊥<=0.166 T.[8] Figure 7.4 presents the evolution of the dc bias
induced resistance oscillations for sample B taken in a vicinity of k=2 LF-MISO maximum
at B⊥=0.166 T and different B∥. The obtained data demonstrate a re-inversion of the
resistance oscillations suggesting a periodicity of the inversion with the in-plane magnetic
field. Surprisingly oscillations of SdH amplitude in in-plane magnetic fields with a similar
period have been recently observed (see Figure 6.8). These amplitude oscillations are
related to periodic oscillations of the subband splitting ∆12 in strong magnetic
fields.[8, 111, 112, 113, 114] The right panel indicates that at j ≈3/4 almost no resistance
oscillations are induced by B∥. The upper panel shows that this absence of oscillations
holds at j ≈ 1/4 + p/2, where p is a positive integer.
A theory of the observed inversion of dc bias induced resistance oscillations is not
available. Below a qualitative model is proposed. Studied wide GaAs quantum wells are
considered as two 2D parallel systems separated by a distance d in z-direction and the
coupling between the systems is treated in tight binding approximation using a tunneling
magnitude t0.[8] At B∥=0 T electrons occupy symmetric (S) and antisymmetric(AS)
subbands and move in x− y plane along cyclotron orbits with radius Rc at the Fermi
energy. In B⊥ the lateral electron motion is quantized and the eigenfunctions can be
presented as |ξ,N⟩, where ξ=S,AS and N=0,1,2... numerates Landau levels. An
application of the in-plane magnetic field B∥||E||y mixes the symmetric and antisymmetric
states. In the vicinity of the nodal line surrounding k=1 region eigenfunctions are well
approximated by a linear combination of one symmetric and one antisymmetric states (see
Figure 6.10), which for simplicity of the presentation we consider to be equally populated:
|l⟩=(|S,N+1⟩±|AS,N⟩)/
√
2, where index l numerates ascending energy levels. Figure
7.5(a) presents an evolution of the electron spectrum along the black and white arrows
shown in Figure 7.1. The evolution corresponds to numerical computations of the spectrum
in the vicinity of Fermi energy.
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Figure 7.4: Dependence of differential resistance on dc bias and in-plane magnetic fields at
B⊥=0.166 T. Right panel shows re-inversion of dc bias induced oscillations with in-plane
magnetic field. Sample B.
Resistance oscillations are observed at high filling factors and, thus, the semiclassical
treatment is appropriate. It is accepted that the main contribution to dc bias induced
resistance oscillations comes from electron backscattering by impurities.[19, 50, 51] The
backscattering occurs near the turning points of the cyclotron orbits displaced by distance
2Rc along the electric field E. The electron spends a considerable amount of time at these
points and the overlap between incident and scattered electron orbits is
maximized.[6, 50, 51, 122] Below we analyze the spatial structure of eigenfunctions.


















































B =0.166T, B||=0T B =0.2T, B||=0T B =0.2T, B||=0.03T
(a)
Figure 7.5: (a) Evolution of energy spectra due to variation of cyclotron energy - left side
and due to magnetic breakdown induced by in-plane field- right side; (b) Eigenfunction |1⟩
presented as linear combination of the basis set |ξ,N⟩; (c)Spatial electron distribution in
|1⟩ eigenstate in top (z=d/2) and bottom (z=-d/2) 2D layers; (d) Overlap between different
eigenstates during impurity backscattering.
Figure 7.5(b) shows the wave function |1⟩=(|S,N⟩+|AS,N -1⟩)/
√
2 for top (z=d/2)
and bottom (z=−d/2) 2D layers at N=16. Since N is even the wave function |S,N⟩
(|AS,N -1⟩) is symmetric (antisymmetric) in both y and z-directions. The eigenfunction |1⟩
is a sum of these two functions that leads to the spatial electron distribution
P (y) = |Ψ(y)|2 shown in Figure 7.5(c): at the left (right) turning point of the oscillator
state |1⟩ an electron is located mostly in the bottom (top) 2D layer at −Rc (Rc). A similar
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configuration is obtained for state |3⟩ while the electron distribution in state |2⟩ is the
distribution in state |1⟩ rotated by 180o around the y=0 axes.
The electric field E tilts the spectrum in y-direction (not shown) that allows
horizontal transitions between the levels due to elastic impurity scattering, which is
considered as a local perturbation.[19, 50, 51] The impurity backscattering near the turning
points changes the direction of electron velocity by π, which is accomplished by an overlap
between the incoming state near a turning point and the outgoing state located near the
opposite turning point of the oscillator shifted by 2Rc . Illustrating this statement Figure
7.5(d) indicates that the wave functions of the states |1⟩ and |2⟩ overlap at the opposite
turning points, which leads to backscattering while the backscattering between states |1⟩
and |3⟩ is significantly suppressed since these wave functions at the opposite turning points
are located in different 2D layers and, thus, the overlap between two functions is
exponentially small. Similar consideration indicates the presence (absence) of
backscattering between states |l⟩ and |m⟩ with different (the same) parity of indexes:
mod2(m− l) = 1 (mod2(m− l) = 0). At nodal lines the energy difference between states
with different index parity obeys the relation: δE = Em − El = h̄ωc(j + 1/2), that leads to
the relation: γeRcE = h̄ωc(j + 1/2) for the electric field induced resistance oscillations in
tilted magnetic field.
At zero dc bias the backscattering occurs inside the same quantum level. Thus in
tilted magnetic fields the impurity backscattering in the linear response is suppressed at
the nodal lines since the parity of the incoming and outgoing states is the same. This
conclusion is in agreement with the experiment. Indeed Figure 7.1 shows that at the
k = 3/2 HF-MISO node located at B⊥=0.2T and B∥=0.033 T the resistance reaches a value
which is less than the value of the resistance both at k=3/2 at B∥=0 T and even at zero
magnetic field. The data indicates that electron backscattering by impurities is effectively
controlled by in-plane magnetic field. This result may have important implications for the
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field of topological insulators, where electron backscattering is considered to be crucial.
7.4 Conclusion
In conclusion the electric field induced resistance oscillations are studied in wide GaAs
quantum wells placed in tilted quantizing magnetic field. The oscillations are related to
impurity assisted Landau-Zener transitions between quantum levels and in perpendicular
magnetic fields obey relation: 2eRcE = jh̄ωc, where j is a positive integer. A tilt of the
magnetic field inverts the oscillations. The strongest inversion occurs at the nodal line of
the beating between MISO at which the density of electron states is nearly constant. These
oscillations obey the relation 2eRcE = jh̄ωc, where j is a positive half integer. The effect is
related to spatial redistribution of eigenfunctions of multi-subband electron systems leading
to significant modification of the electron backscattering in tilted magnetic fields.
This work was supported by the National Science Foundation (Division of Material
Research - 1104503), the Russian Foundation for Basic Research (project no.14-02-01158)
and the Ministry of Education and Science of the Russian Federation.
Chapter 8
Conclusion
The purpose of these investigations has been to understand the effect of tilted magnetic
fields on quantum transport in 2DEGs. GaAs quantum wells of varying width with one,
two, and three occupied subbands are studied. In these systems a number of distinct
quantum transport phenomena occur including QPMR, SdH oscillations, MISO and electric
field induced Landau-Zener transitions. It is well known that the application of parallel
fields will break spin degeneracy and can couple spatially separated quantum systems. We
study the influence of tilted magnetic fields on quantum transport phenomena.
We observe the reduction of QPMR with magnetic field tilt angle and compare the
effect with the change in SdH oscillations. The correspondence between the two effects
indicates that the change in QPMR is due to Zeeman splitting of Landau levels. Unlike
SdH oscillations, for splitting of spin subbands to effect the magnitude of QPMR requires
impurity scattering that can flip electron spin. It is commonly assumed that this is unlikely
in GaAs due to small spin-orbit coupling. Our estimations indicate that a small spin-orbit
coupling on the level expected in GaAs can account for the significant spin mixing via
impurity scattering. This result further supports the conclusion that the measured
reduction of QPMR is due to Zeeman splitting of Landau levels. When Zeeman splitting
126
CHAPTER 8. CONCLUSION 127
exceeds half the cyclotron energy. Where at low temperatures SdH oscillations have been
observed to recover, QPMR at high temperatures remains absent.
In a system with more than one populated subband MISO are present due to
intersubband impurity scattering. As magnetic field tilt angle is increased a decrease in
both QPMR and MISO amplitude is observed. Separate contributions to QPMR are
identified from each subband. Numerical calculations of resistivity suggest that while
Zeeman splitting does contribute to diminishing amplitude it is not the dominate
mechanism. The dominant mechanism is related to parallel magnetic fields induced
coupling between Landau levels, which breaks the spectral alignment between subbands.
At high temperatures spectral averaging of the misaligned Landau levels, reduces MISO
amplitude. The combination of these effects agrees well with experimental observations. At
the large magnetic field tilt angles MISO are completely suppressed and no recovery is
observed, similar to QPMR.
In wider GaAs quantum wells the lower subband has split into symmetric and
antisymmetric subbands. Small tilted magnetic fields modulate the tunneling between the
split subbands. The theory of magnetic breakdown describes the behavior of the split
subbands. Using the beating of MISO oscillations we have experimentally studied the
evolution of the energy spectrum. In a wide magnetic field range the collapse of MISO
beating nodes is found in agreement with a magnetic breakdown probability of ≈ 50% for
k = 1 and k = 3 regions. At all fields numerical calculations show excellent correspondence
with experimental results.
Resistance oscillations due to electric field induced Landau-Zener transitions are
studied in wide GaAs quantum wells. These oscillations occur due to elastic impurity
scattering between quantum levels in an electric field. An inversion of resistance
oscillations is observed at magnetic fields where magnetic breakdown occurs. The strongest
inversion happens at a minimal modulation of the DOS unlike all other forms of resistance
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oscillations. This is possible because of a spatial redistribution of electrons due to magnetic
breakdown. This results in altered selection rules for electron backscattering that restricts
intrasubband backscattering.
These studies examine a few of the many interesting phenomena known to occur in
2DEGs and how they are affected by tilted magnetic fields. All experiments presented in
this thesis were conducted at temperatures kT ≫ h̄ωc. The apparent loss of quantization
at high magnetic field tilt angles such that kT ≫ ∆z > h̄ωc suggest a change in electron
dynamics. This is in conflict with low temperature experiments that show the recovery of
SdH oscillations. Experimental test in the intermediate temperature regimes may help
explain this discrepancy. Numerical calculations also suggest that the dominant mechanism
effecting MISO amplitude which is driven by thermal averaging of Landau levels should
weaken at lower temperatures while the effect of spin splitting will increase. This
temperature dependence could provide a better understanding of the relationship between
these two effects. Finally, we have shown repeatedly in different systems spin-orbit coupling
appears to be present in our GaAs quantum wells allowing mixing between spin subbands.
The nature of this coupling is still not understood and requires further investigation.
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