Parameter change test has been an important issue in time series analysis. The problem has also been actively explored in the field of integer-valued time series, but the testing in the presence of outliers has not yet been extensively investigated. This study considers the problem of testing for parameter change in Poisson autoregressive models particularly when observations are contaminated by outliers. To lessen the impact of outliers on testing procedure, we propose a test based on the density power divergence, which is introduced by Basu et al. (Biometrika, 1998), and derive its limiting null distribution. Monte Carlo simulation results demonstrate validity and strong robustness of the proposed test.
Introduction
Recently, there has been a growing interest in time series of counts because such data are frequently encountered in various application fields, for instance, epidemiology (Zeger (1988) and Jung and Tremayne (2011) ), finance (Diop and Kengne (2017) ), insurance industry (Zhu and Joe (2006) ), statistical quality control (Weiß (2009) ) and so on. Accordingly, integer-valued models for count time series have been developed by several authors. Among them, integer-valued generalized autoregressive conditional heteroskedastic (INGARCH) model introduced by Ferland et al. (2006) has been popularly used in practical applications, mainly because it can successfully capture the overdispersion phenomenon that occurs frequently in count time series. For more details, see Weiß (2010) . INGARCH process follows the Poisson distribution conditionally on the past with the mean change-point detection using φ-divergence. Recently, Basu et al. (2016) proposed generalized Waldtype tests based on DP divergence and Knoblauch et al. (2018) proposed a Bayesian online change point detection algorithm using β-divergence. For statistical inference based on various divergences, we refer the reader to Pardo (2006) . This paper is organized as follows. In Section 2, we review the MDPDE for Poisson AR models and its asymptotic properties. In Section 3, we propose a robust test based on DP divergence and derive its asymptotic null distribution. In Section 4, we perform a simulation study to compare with the score test. Section 5 concludes the paper. All the proofs for the results in Section 3 are provided in the Appendix.
MDPDE for Poisson AR models
In this section, we briefly review the MDPDE for Poisson AR models. The Poisson AR model is defined by
where f θ is a known positive function on [0, ∞)×N 0 , N 0 = N∪{0}, depending on unknown parameter θ ∈ Θ ⊂ R d , and F t−1 is the σ-field generated by {X t−1 , X t−2 , . . .}. Denote the unknown true parameter by θ 0 . To estimate θ 0 in the presence of outliers, Kang and Lee (2014b) introduced the MDPDE for Poisson AR models as a robust estimator. The estimator is shown to have strong robustness with little loss in asymptotic efficiency. Suppose that X 1 , · · · , X n are observed from (1). Then, the MDPDE for (1) is given bŷ
andλ t are defined recursively byλ
with arbitrarily chosenλ 1 . Note that the MDPDE with α=0 is exactly the same as the MLE.
In what follows, we denote by l α,t (θ) the counterpart ofl α,t (θ) substitutingλ t with λ t . We use the notationsλ t (θ) and λ t (θ) to representλ t and λ t , respectively. Further, ∂ θ and ∂ 2 θ are used to denote ∂/∂θ and ∂ 2 /∂θ∂θ T , respectively. The symbol || · || denotes the l 2 norm for matrices and vectors, and E(·) is taken under θ 0 . To derive asymptotic results for the MDPDE, the following assumptions are required :
where κ 1 and κ 2 are nonnegative real numbers with κ := κ 1 + κ 2 < 1.
A2. θ 0 ∈ Θ and Θ is compact. Also, for some δ L > 0, the function f satisfies
A3. E(sup θ∈Θ λ 1 (θ)) < ∞ and E(sup θ∈Θλ1 (θ)) < ∞.
A5. θ 0 is an interior point of Θ.
A6. λ t (θ) is twice continuously differentiable with respect to θ and satisfies
A7. There exists an integrable random variable V and a real number ρ with 0 < ρ < 1, such that, a.s.,
Under A1, there is a strictly stationary and ergodic solution for (1) and any order moments of X t and λ t are finite (cf. Neumann (2011) and Doukhan et al. (2012) ). The following asymptotic result is established by Kang and Lee (2014b) .
where
Remark 1. Model (1) with a linear specification f (λ, x) = w + aλ + bx is referred to as IN-GARCH(1,1) models. The INGARCH model satisfies A1 when a+ b < 1. This model is particularly attractive for overdispersed count data. For more details, see Ferland et al. (2006) .
DP divergence based test for parameter change in Poisson AR models
In this section, we consider the problem of testing the following hypotheses in the presence of outliers:
H 0 : θ does not change over X 1 , . . . , X n vs.
For this, we construct a test statistics using the estimating function of the MDPDE, i.e., ∂ θHα,n (θ). By applying Taylor's theorem to ∂ θHα,n (θ), we have that for each s ∈ [0, 1],
where θ * α,n,s is an intermediate point between θ 0 andθ α,n . Noting the fact that ∂ θHα,n (θ α,n ) = 0, we also have that for s = 1,
and thus it can be written that
where B α,n = ∂ 2 θH α,n (θ * α,n,1 )/n. Hence, by substituting (3) into (2), we can express that
We first note that by Lemma 1 in the Appendix,
Furthermore, due to Lemmas 4 and 5 below, one can see that II n and III n are asymptotically negligible, respectively. Hence, combining the above arguments, we obtain the following main result.
Theorem 2. Suppose that the assumptions A1-A8 hold. Then, under H 0 , we have
, whereK α is a consistent estimator of K α . We reject H 0 if T α n is large.
Remark 2. As a consistent estimator of K α , one can consider to usê
For the consistency of the estimator, see Kang and Song (2015) .
Remark 3. Since the MDPDE with α=0 is the MLE, T α n with α=0 becomes the score test in Kang and Song (2017) given by
, where ∂ θLn (θ) is the score function andÎ n is a consistent estimator of the information matrix.
Simulation study
In this section, we evaluate the performance of T α n with α > 0 and compare it with the score test T n in Remark 3. For this task, we consider the following INGARCH(1,1) models :
where λ 1 is assumed to be 0. The sample sizes under consideration are n=300 and 500. The method of moment estimates are used as initial estimates for optimization procedure. For each simulation, the first 1,000 initial observations are discarded to avoid initialization effects. The empirical sizes and powers are calculated as the proportion of the number of rejections of the null hypothesis based on 1,000 repetitions. The critical values corresponding to the nominal level 5% and 10% are 3.027 and 2.604, respectively, which are obtained through Monte Carlo simulations. Table 2 : Empirical powers of T n and T α n at nominal level 5% with no outliers. We first address the case in which the data are not contaminated by outliers. To calculate empirical sizes, observations are generated from the model (4) with θ = (w, a, b)=(2,0.1,0.2), (2,0.1,0.4), and (2,0.1,0.7). For the empirical powers, we consider the alternatives that θ changes from (2, 0.1, 0.2) to θ ′ =(2.5,0.1,0.2), (2,0.3,0.2) and (2,0.1,0.4) at the middle time t = [n/2]. Tables  1 and 2 provide the results for uncontaminated cases. From Table 1 , we can see that both T n and T α n produce appropriate empirical sizes. Even for the case that a + b is close to unity, no size distortion is observed. Here, we note the MDPD and ML estimates-based CUSUM tests yielded distorted sizes in the same parameter setting, see Kang and Song (2015) for more details. It can also be seen from Table 2 that T n and T α n with α close to 0 produce reasonably good powers. The power of T α n , however, shows a tendency to decrease with an increase in α. As expected, T n shows best performance and T α n with α close to 0 performs similarly to T n . Next, we consider the cases where data are contaminated by either additive outliers (AO) or innovation outliers (IO). Following the scheme of Fried et al. (2013) , we observe AO-contaminated process {X o,t } instead of {X t } in (4), such that X o,t = X t + p t X c,t , where p t 's are i.i.d. Bernoulli random variables with success probability p and X c,t 's are i.i.d. Poisson random variables with mean γ. It is assumed that p t , X c,t , and X t are all independent. IO-contaminated samples are generated by replacing λ t by λ o,t = λ t + p t λ c,t , where λ c,t 's are i.i.d. Poisson random variables with mean γ (cf. Fokianos and Fried (2010) ). p t , λ c,t , and λ t are also assumed to be all independent. In Table 3 : Empirical sizes and d α of T n and T α n at nominal level 5% when p=0.01 and γ=10. Table 6 : Empirical powers and d α of T n and T α n at nominal level 5% when p=0.01 and γ=10. Table 7 : Empirical powers and d α of T n and T α n at nominal level 5% when p=0.01 and γ=20. Here, d α with α = 0 denotes the corresponding values for the score test T n . In evaluating sizes, figures relatively larger than 1 mean that size distortions are caused by outliers. For empirical powers, values less than 1 indicate power losses by outliers. If the ratio of a test is close to 1, the test can be considered robust against outliers. Empirical sizes for contaminated cases are presented in Tables 3-5 . It should first be noted that in almost all the cases, T n yields empirical sizes much larger than the significance level 5%. The values of d 0 are distributed between 2.05 and 9.13, and the ratio for T n tends to increase as either p or γ increases, indicating that size distortion becomes more severe in such situations. In contrast, each T α n achieves excellent sizes and d α 's are observed to be close to 1 in most cases considered. This implies that T α n performs consistently whether outliers exist or not. Comparing to the results for the empirical sizes, the empirical powers displayed in Tables 6-8 shows that the powers of T n and T α n are not so sensitive to outliers. Also, significant power losses are not observed. However, one can see that d α of T α n are comparatively closer to 1 than that of T n in most cases, which indicates that T α n is less affected by outliers. Recalling that no size distortions are observed, we can see that the proposed test performs adequately regardless of outliers. In the cases where d α is relatively higher than 1, it may be understood that outliers additionally raise the rejection ratios of the null hypothesis. For example, see the case that θ changes from (2,0.1,0.2) to (2.5, 0.1,0.2) and n=300 in Table 7 . d 0 for AO and IO contaminations are obtained to be 2.01 and 1.88, respectively.
Overall, our simulation results demonstrate the validity and strong robustness of the proposed test. Furthermore, our test is quite successful when the parameter lies near a boundary. Thus, our test can be a promising tool in testing for parameter change when outliers are suspected to exist.
Conclusion
In this study, we proposed a robust test for parameter change in Poisson AR models. To construct a test statistics, we used the density power divergence by Basu et al. (1998) , and thus our test can be considered as extension of the score test induced from Kullback-Leibler divergence. Under the regularity conditions, we derived the null limiting distribution of the proposed test. The simulation study showed that our test produces excellent sizes and reasonably good powers regardless of the presence of outliers, while the existing score is compromised by outliers. Therefore, our test can be a useful tool in testing for parameter change when outliers are suspected to contaminate data.
Our test procedure can be applied to other type of inter-valued time series models. For this, asymptotic properties of MDPDE for the models need to be established first. We leave the extension to other models as a task for our future study.
Appendix
In this appendix, we provide the proofs for the Theorem 2 in Section 3. Lemma 1. Suppose that the conditions in Theorem 2 hold. Then, under H 0 , we have
where B d is a standard d-dimensional Brownian motion ( see Lemma 1 in Kang and Song (2015) ), which consequently yield the lemma.
Lemma 2. Suppose that the conditions in Theorem 2 hold. Then, under H 0 , we have
Proof. The proof for Lemma 7 in Kang and Lee (2014b) include the stated results. Thus, we omit the proof.
Lemma 3. Suppose that the conditions in Theorem 2 hold. Then, under H 0 , we have that for any ǫ > 0, there exists a neighborhood N ǫ of θ 0 such that
Proof. From Lemma 5 of Kang and Lee (2014b) , we have
Let N 1/n (θ 0 ) = {θ ∈ Θ| θ − θ 0 ≤ 1/n}. Since ∂ 2 θ l α,t (θ) is continuous in θ, it follows from the bounded convergence theorem that Proof. Without confusion, we shall denote θ * n,k/n by θ * n,k for k ≤ n. Note that 
For any ǫ > 0, observe that we can take a neighborhood N ǫ (θ 0 ) = {θ ∈ Θ| θ − θ 0 < r ǫ } such that
due to Lemma 3. Sinceθ α,n converges almost surely to θ 0 , we have that for sufficiently large n, 
