The color icon harnesses color and texture perception to create integrated displays of two-dimensional multi-parameter distributions. 
Introduction
Visual analysis is very effective in situations where the patterns of potential interest are directly visible in single images. However, there is an increasing demand for analysis of multi-parameter images, i.e., multiple images of the same scene obtained with different imaging parameters. In multi-parameter imaging, patterns of interest may include, in addition to those visible in individual images, patterns formed by the images in combination. For such patterns to be accessible to the human's visual analyses they have to be made directly visible in a single image.
The advantages of human visual analysis over machine analysis and the weaknesses of side-by-side displays have been discussed in various publications; for a summary see [5] . Most importantly, integrated displays provide support for perception of cross-parameter structures, for which side-by-side images provide little, or no support.
Not all approaches to integration support sensory or perceptual fusion. Color integration has this ability, though it is limited to integration of no more than three parameters. Very little is known about the absolute or relative merits of alternative color coding models. 4, 5, 9 The iconographic approach¾which subsumes color integration¾is more general; it does not have a limitation on the number of parameters that can be fused. 4, 1, 8, 9 In Section 2 we describe this approach.
In [1] Levkowitz introduced the color icon, a new iconographic technique that harnesses color and texture perception to create integrated displays of two-dimensional multi-parameter distributions. The power of this technique was demonstrated by an example of a synthesized dataset comparing it with several other proposed techniques. Since that time, we have made significant progress in the development of several aspects of the color icon.
Design:
We have redesigned the color icon. In this new design, new features and attributes have been introduced; the use of color has been extended from a single parametric control of colors (using color scales) to multi-parametric control of colors (using color models); and the method of fusing parameters has been redeveloped. We describe the new features of the design in Section 3.
Three dimensional color icons:
We have extended the color icon to three dimensions, using redundancy mapping to both color and elevation. As a result, we can produce color icon surfaces, and we can rotate them in three dimensional space to inspect them from multiple viewing points. We describe the 3D extensions in Section 4.
Implementation:
The improved implementation¾based on the new design¾is also described in Section 3. In addition to improving the design of the color icon, we have incorporated the color icon implementation as one of several other icon approaches within our NewExvis environment. This allows an easier and more informative comparison among different approaches.
Parallel implementation:
We have implemented a parallel version on a proprietary multiprocessor architecture. We describe this parallel implementation in Section 5.
Utilization in various applications:
In Section 6, we present several examples of applications where the new color icon has been used. The results appear to be successful.
We conclude in Section 7 with some observations on future work that needs to be done.
General concepts of iconographic displays
The iconographic approach provides a general structure for the specification and creation of integrated displays of multi-parameter images. 4, 1, 8, 9 The basic primitive is the icon, which is a generalization of a single pixel to higher dimensions having multiple perceivable features and attributes. It enables the representation of multiple values at each spatial location by controlling attributes of the icon's perceivable features.
Grayscale pixels in images are the most degenerate form of an icon¾a 1´1 patch with one attribute of variation, its intensity. Color coding of the 1´1 pixel patch provides the simplest extension, which is introducing three attributes of variation, its tristimulus values such as lightness, hue, and saturation. By expanding the area of the icon, albeit at potentially significant costs in spatial bandwidth, the icon acquires visual features and attributes, such as shape and other aspects of geometry and color, all of which can be controlled by data items. Stereoscopic depth and dynamic properties are other potential extensions.
We now describe briefly the main approaches for visual integration; detailed descriptions can be found in the cited literature.
Color integration
In color integration, each icon of the integrated representation is a color patch (traditionally a pixel¾a 1´1 patch) whose tristimulus values are controlled by the values of corresponding locations in (up to) three input parameter distributions. Typically, the different parameters are mapped to the different coordinates of a color model.
Geometric integration
Geometric coding, originally proposed by Pickett 7 , has been developed at the University of Massachusetts-Lowell for visualization of large multi-parametric databases. It is a powerful approach to integration, in particular where the number of parameters exceeds three, which is the upper limit for color integration. In this technique, shape perception is utilized to present local combinations of data, while texture perception provides a sense of global spatial distribution of those combinations.
Color Icon integration
At the most general level, the color icon is an area on the screen, constructed of one-dimensional features (boundaries and area subdividers), and two-dimensional features (areas defined by the subdividers), and their attributes (orientation, size, shape, and color). Each of those can be controlled globally (e.g., the shape of the icon is chosen to be rectangular for all icons), or can be mapped to be controlled by a data parameter (e.g., a subdivision point along a linear feature is controlled by a parameter value). The new design changes the way colors are determined within the icon. Parameter values (given in database fields) are mapped to three parameters, "red," "green," and "blue," associated with each of the icon's attributes, called limbs. The parameters "red," "green," and "blue" are then remapped depending upon the selected color model. The possible mappings are:
Thus the total number of parameters that can be mapped is three times the number of limbs; in this paper's example, with up to four limbs, we can map up to 12 parameters.
The current color icon configures its limb placement dynamically based on the number of parameters that are mapped. The limb configurations for one, two, three, and four limbs are shown in Figures 1, 2, 3, and 4, respectively. A label of "Limb n" on a corner means that the color of that particular corner of the icon is driven by the fields mapped to "Limb n" . Colors within the icon are interpolated as described for each icon. (Arrows represent directions of interpolation.)
Color Icon Surfaces
We have extended the color icon to three dimensional surfaces. A color icon surface uses a quadrilateral mesh to combine up to 13 parameters in a single color image. The (x, y) coordinates of the four points of each quadrilateral are mapped the same way as the four points on the 2D color icon. In addition, a height parameter is mapped to the z coordinate of each of the four points. Currently, this height parameter is the same for all four points. This results in a flat, level surface for each color icon with all resulting normals pointing in the same direction. Allowing the z coordinate to be different for each point in the color icon would result in a total of up to 16 parameters being supported. This would also allow the normal vector for each color icon facet to vary, which may produce some interesting visual effects, especially if lighting is used.
Parallel Implementation
In [10] , Smith et al. describe a supercomputer implementation of the stick-figure icon [8] , which showed the benefits of using a supercomputer for data exploration using the stick-figure icon. Since the color icon is even more computationally expensive than the stick-figure icon we felt a supercomputer implementation of the color icon would be even more beneficial.
Under a grant from the Institute for Defense Analysis we have implemented a SIMD parallel version of the color icon renderer on a proprietary architecture. We discuss this implementation, its benefits, and performance.
Since the number of parameters and controls provided to the user in this application tends to be rather large, the number of possible combinations is extraordinary. One of the goals of this project is to provide a system that allows the user to explore the possibilities much more quickly than otherwise possible. We also aimed at providing a system that would allow the user to gain greater insight into how the parameters and controls affect the display; thus allowing the user to make more intelligent use of the controls. 
Applicability to a super computer implementation
The serial implementation of the color icon generates a complete picture by rendering icons one at a time for all the points in a data set. Because each icon in a fully rendered data set can be calculated completely independently, there is the potential for extensive parallelization of the rendering routine.
The computational cost of the serial algorithm for rendering each icon varies not only with the color model selected, but also according to the data values given to the rendering routine. The reason is that the rendering algorithm depends on conditionals. Because each icon is generated from different input data, the serial version requires varying computational time for rendering each icon. By contrast, the SIMD paradigm forces all processors to execute in lockstep and thus shows identical computation time for each icon generated. Every processor must step through each instruction in a conditional even if the instructions are not to be executed because the conditional evaluated to false. This behavior wastes cycles that could be spent on other tasks. The renderer is thus best suited for MIMD parallelization, which should offer a speedup over the SIMD implementation described here since a MIMD parallelization will not waste as many cycles. This analysis is based on the computation time required to generate icons and ignores the issues of displaying the data, which are beyond the scope of this paper.
The Terasys system
The hardware provided to us for this project is the "Terasys" system developed by the Supercomputing Research Center. 6, 12 This system provides a bit-serial SIMD architecture in a linear array organization. The system we were provided with currently contains 4K processors, although up to 32K processors are supported. Each processor operates on a local 2K-bit memory, which is allocated to variables whose lengths may be specified. The Terasys also provides a parallel prefix network which improves the performance of some important operations. A SUN Sparc II plays host to the Terasys hardware, which resides on the S-bus. The performance of the S-bus was found to be a limiting factor for real-time graphical displays.
User interface
The user interface as implemented in the serial version expects the displayed image to be static. Thus, the image is stored in a pixmap and the user must explicitly force the system to re-render the image when all desired changes have been made to the controls. This is satisfactory when considering the time required for the updates.
The interface had to be modified to update the display as the input parameters are changed rather than waiting for the user to force an update. Sliders are well suited for this purpose as they allow the user to scan over a range of values very quickly. For many applications sliders tend to be rather crude as they make it difficult to accurately select specific values for a parameter¾which is generally desired for non-interactive updates¾without switching input devices. An attempt was made to have the image be redrawn as the icon mappings are changed but this proved to be too slow to be usable, due to the need to reload too much data onto the Terasys. The baricentric potentiometer used to select specific models in the GLHS color model family was also modified to update the displayed image when its values are changed.
The most noticeable difference between the serial and parallel implementations is the method of handling the image window. In the serial version the image window is given a default size that can then be adjusted manually. This allows the user to make the window size larger, to display more data, or smaller, to speed up display. Currently, the system will automatically begin redrawing the image when the image window is resized, without user intervention. This can be annoying at times due to the amount of time required to redraw the image. Since it is rare to be able to display an entire database on screen at one time the region to be displayed is selected using a selection window that contains a scaled-down image of the original database as well as a selection rectangle. The selection rectangle designates the area to be displayed in the image window and is sized to show the area that will be encompassed by the image window at its current size. This selection window may then be placed to select the desired area for display.
In the parallel version the size of the image window is fixed. It depends on the number of processors, the size of each icon, and the algorithm used to render the image. The region selection window is nearly identical to the serial version except the display updates as the selection rectangle is dragged across the scaled down image.
Implementation
Implementing the parallel version of the color icon to achieve the desired goals required that we give up some of the generality of the serial routines. One of the goals of the serial implementation was to provide very general routines that could be reused to help make the generation of new icons easier. Much of this generality had to be given up in the parallel implementation to provide the performance needed for interactive updates.
An interesting issue, brought up by the need for good performance in the parallel implementation, was how the interpolation across the icon is done. In the serial version, interpolation is done before the data is converted from the current color space to the RGB color space. Thus, a complex filter must be passed over every pixel in an icon to convert the pixels into the RGB color space. While developing the parallel implementation we realized that better performance could be achieved if the four corners (limbs) of the icon were to be converted to the RGB color space and then interpolation was to be done directly on the remaining pixels without the need to convert them between color spaces. Although these two methods for interpolation provide slightly different results the method used in the serial implementation had been chosen arbitrarily. Consequently, we modified the parallel implementation to conform with the more efficient interpolation method in the hopes that the two methods could then be compared and the most useful method be determined.
Currently, the parallel implementation generates an entire icon for each processor. This provides a reasonably sized image considering the machine we developed the parallel implementation on contains only 4K processors. If a machine with a larger number of processors is made available then each processor can generate less than a full icon¾giving each processor less work to do.
Performance
The Terasys hardware proved to be capable of performing the calculations required for our system to generate pseudo real-time displays. The actual display of those images proved to be severely limiting and greatly decreased the frame rate. On our system the current implementation of the algorithm generates a 64´64 icon image (320´320 pixels). This image is calculated on the average in ~0.05 seconds. The actual display of the image adds ~0.15 seconds. Thus, while we could generate ~20 frames per second without display we are limited to only five frames per second with display.
Improving the display time is a complicated issue. Since both the Terasys hardware and the framebuffer are on the S-bus, a system friendly display routine will require two passes over the S-bus. The first pass requires the data to be sent from the Terasys hardware to main memory, where it is then passed to X windows, which displays the image. Performance can be increased dramatically if some mechanism can be found to bypass X and have the data sent directly from the Terasys to the framebuffer. Another alternative is to incorporate a framebuffer directly onto the Terasys hardware. This would completely eliminate the need to transfer displays over the S-bus.
Applications and Examples
We now give several examples of applications where we have used the color icon.
Visible and infrared image fusion
The problem we set out to solve under a Litton/ITEK research grant was to devise a presentation technique that integrates a thermal (IR) image and a visible image into a single picture that incorporates as many of the unique features of both images as possible. The goal for visible/thermal sensor fusion is to provide a composite image that can be easily and intuitively exploited to rapidly extract the relevant information contained in both of the independent acquisitions of the scene. For this study we selected a pair of registered images that were collected nearly simultaneously. Two cameras were used to separately acquire the visible and infrared images. v The smokestacks (we can see from the thermal image that only two of the four smokestacks are in use).
v The crane and associated machinery (the thermal image shows a "hot-spot" at the joint between the two sections of the crane).
v Details present in the visible-band image that are not evident in the thermal image (such as the windows in the large industrial building in the background).
Because thermal and visible sensors usually provide imagery of vastly different tonal presentations (thermal imagery often appears as a "negative" presentation when compared to a visible image) it is difficult to use simple image combination techniques to develop an optimum fusion technique. For example, simple image arithmetic often fails to incorporate subtle details in the dark regions of either image, and temporal interleaving of images can become very distracting because of the rapid alternation of negative-and positive-type images.
Smith and Scarf have previously shown that the iconographic approach can provide a successful fusion of the two images.
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They used a two-limb stick-figure icon for the fusion. Figure 6 shows our color icon fusion. The two active smokestacks are clearly differentiated from the two inactive ones and, at the same time, details such as the windows in the large industrial building are retained. The hot spot at the joint between the two sections of the crane stands out prominently. Thus, this iconographic presentation achieved the stated goals of the project. 
FBI homicide database
We have used the color icon to visualize an FBI database of homicide cases. This database stores information about homicide cases, such as the ages of the victim and the offender, the relationship (if any) between them, and the weapon used. Figure 7 is a scatterplot of this data. The age of the offender is mapped along the y axis. The age of the victim is mapped along the x axis. We have used the following mappings. The color model used was the GLHS with weights(0.5, 0.0, 0.5); this is the HLS double hexcone model. Note the pattern of males killing females as the males get older. Examining the relationship field of the data shows that these are mostly husbands killing their wives.
Satellite images
We have also visualized satellite images of the great lakes area. The four raw satellite images are shown in black-and-white in Figure 8 . Two integrated images, created using the color icon to merge the four raw images are shown in Figure 9 . The left image was created with the GLHS color model with weights (0.5, 0.0, 0.5) and the following mappings:
Limb 1 L = lake-4, H = lake-1, S = lake-2 Limb 2 L = lake-2, H = lake-3, S = lake-4
The right image of Figure 9 was created with the same GLHS color model and using the following mappings:
Limb 1 L = lake-1, H = lake-2, S = lake-3 Limb 2 L = lake-4, H = lake-3, S = lake-2 10 Figure 10 shows an example of a four-parameter color icon image with one of the parameters also mapped to height.
Color icon surface

Demonstrating the effect of controls with the parallel implementation
In a recent presentation to the Institute for Defense Analysis we were attempting to describe to individuals without strong backgrounds in computer graphics the effects of the different controls and color models that modify the results of the color icon. The parallel version of the color icon provided a mechanism by which they could get a feel for the effects rather than having to learn only conceptually. The parallel version was of particular use when describing the GLHS color model, which these individuals had no experience with.
2,3
The color space description allowed them to attain a general idea of how the fields work. Being able to actually change the amount of lightness in the image and watch the image brighten and darken provided them with a truly useful understanding of the process. Hue and saturation worked especially well because they are much more difficult to conceptualize without experience. This experience was very useful in that we were able to get feedback concerning the value of manipulating controls in real-time. One of our goals has been to provide a system where the individuals can make more intelligent decisions of the parameters or controls that need to be changed to affect the display in particular ways. This capability should help users generate more useful displays in less time.
Conclusion and Future work
We have described our new design of the color icon, a parallel implementation, and a few application examples. We have shown that a pseudo real-time implementation provides necessary and beneficial characteristics to the application, which makes it more comprehensible and therefore more useful.
The color icon technique could be easily extended also to a three dimensional color voxel. This would allow the integration of multiple parameter data objects in three dimensional scenes. Three dimensional color icon surfaces and voxels could provide a method for conveying additional information in a virtual environment. Color icon voxels could be used to render multiple parameter volumes. Further 3D extensions can utilize stereo disparity to convey parameter values.
Work needs to be done to develop a true real-time implementation. The primary task here would be to improve the display time so that it more closely matches calculation time. In addition, other hardware types need to be explored, particularly MIMD systems, in order to assess whether any speedup over SIMD execution can be gained.
Since the color icon uses the same interpolation method as Gouraud shading, one possible alternative is a very fast implementation using existing 3D graphics boards. For comparison, the Terasys implementation is drawing a 64´64 icon image. This would correspond to a 64´64 point quadrilateral mesh. This type of a mesh can be implemented very simply and efficiently in many existing 3D rendering libraries such as PEX and GL. Implementations of the color icon on accelerated graphics boards may come very close to the performance of the parallel implementation. This method would be very attractive to most people because it would be using hardware that many already have. In addition, it would make the use of color icons in existing visualization applications very simple.
Lastly, the interface needs to be examined more rigorously with test subjects to determine its strengths and weaknesses.
