Graph neural network (GNN) is a deep model for graph representation learning. One advantage of graph neural network is its ability to incorporate node features into the learning process. However, this prevents graph neural network from being applied into featureless graphs. In this paper, we first analyze the effects of node features on the performance of graph neural network. We show that GNNs work well if there is a strong correlation between node features and node labels. Based on these results, we propose new feature initialization methods that allows to apply graph neural network to non-attributed graphs. Our experimental results show that the artificial features are highly competitive with real features.
Introduction
Graphs are a natural representation of relationships between entities in a system such as social networks or information networks. Representation learning on graphs is increasingly popular as it is able to achieve state-of-the-art results on different learning tasks such as node classification, graph classification or link prediction. Its goal is to construct a low-dimensional embedding space that can capture the graph structure.
There are two main approaches in graph representation learning which are shallow models and deep models. In shallow model such as DeepWalk [11] or node2vec [4] , the embeddings are fed directly to a loss function without considering the graph structure or node features. On the other hand, deep models, which are called Graph Neural Networks (GNN), allow to take into account both the graph structure and the node features. However, one advantage of GNN, which is its ability to integrate node features and graph structure into the learning process, also hinders its applicability to several real-world graphs where node features are not available. Graphs in the wild may not contain information about the nodes due to privacy concerns or difficulty in collecting node features.
Existing GNN techniques use different methods to initialize node features as a way to handling featureless graphs. However, these techniques are usually adhoc such as random, constant degreebased initialization. To the best of our knowledge, there is no study on the effects of node features on the performance of GNNs and how GNNs can be used for non-attributed graphs. To this end, in this paper, we conduct a study of different existing feature initialization methods. In addition, by comparing performance using artificial features against real features on attributed graphs, we aim to shed light on the importance of node features on GNN techniques.
In the following, we discuss several initialization methods that have been used in the literature. These techniques can be classified into 2 categories: centrality-based and learning-based. Traditionally, centrality-based techniques are mostly used in the literature as they are easy and fast to compute. In this paper, we propose to initialize node features using learning-based approaches which construct node features based on graph structure using unsupervised node embedding methods.
Centrality-based approaches
These approaches compute a node feature based on its role in the graph. It is worth noting that the features constructed by these methods are usually a scalar number. Degree [5] : this is the most popular intitialization method in which a node's feature is its degree. PageRank [12] : the pagerank of a node in the graph is used as the node feature. Egonet [12, 6] : the feature of a node is the number of edges within the egonet of the node and the number of links adjacent to the egonet. Number of triangles [6] : a node's feature is the number of triangles the node participates in. k-core number [12] : A k-core is defined to be the largest subgraph such that all the nodes in the subgraph have degree of k or more. Then, the core number of a node is the largest value k among all k-cores which contain that node. Local coloring number [12] : is the index of the color in the smallest coloring of the graph. A coloring of a graph is an assignment of colors to nodes such that no adjacent nodes have the same color. Largest clique number [12] : the feature of a node is defined as the largest k of a k-clique that contains that node.
Learning-based approaches
Unlike centrality-based approaches in which a node feature is constructed based on its local neighborhood. In learning-based approaches, a node feature is considered as the node embedding obtained from an unsupervised learning process which considers the whole graph structure. In our paper, we consider three representative unsupervised embedding methods which are DeepWalk [11] , HOPE [10] . DeepWalk is a shallow embedding approach in which two nodes are considered to be close if they cooccur on a random walk starting from one node. HOPE can be considered as a graph factorization method in which variants of the adjacency matrix of a graph are factorized to obtain the node embeddings.
Experiments

Experiment settings
Datasets. We consider 3 types of datasets depending on the learning task and the availability of node features. For node embeddings, we consider three dataasets without node features which are BlogCatalog [14] , Wiki [4] and PPI [4] . We also consider 5 datasets with node features: Cora [13] , Citeseer [13] , Pubmed [8] , Reddit [5] and NELL [17] . For graph embeddings, we consider 5 datasets MUTAG [2] , ENZYMES [1] , DD [3] , COLLAB[16], IMDB [16] in which 3 datasets have node features. The statistics of the datasets are shown in Table 6 .
Importance of node features
In this experiment, we shuffle the node features among nodes while keeping the node labels intact. By comparing the difference in performance between results with shuffling and without shuffling, we can measure the importance of node features in comparison with graph structure. If the node features are more informative, the difference would be large. In addition, we expect that GNN techniques that rely on node features more than graph structure will suffer more.
The experimental results are shown in Table 1 . We observe that as expected, no shuffling is better than with shuffling. However, the margin between with and without shuffling is different across datasets and techniques. GraphSAGE suffers the most when shuffling is on as it relies heavily on node features to compute the node embeddings while paying less attention to graph structure. Other techniques are less susceptible as graph structure are equally important as node features. For instance, DGI relies on subgraph patches which can capture the graph structure. Among datasets, we observe 
Node classification
In this experiment, we compare different initialization strategies on the transductive setting. The experiment was conducted on all node embedding datasets with Simplifing Graph Convolutional Networks (SGC) [15] as the GNN embedding method. The experimental results are shown in Table 2 and 3.
We observe that centrality-based methods are outperformed by learning-based methods significantly. For instance, on the Cora dataset, the highest micro-F1 score among centrality methods is 0.203 which is 0.4 lower than the lowest micro-F1 score among learning-based methods. This is expected for the transductive setting as learning-based initialization methods are able to capture the whole graph structure. However, both approaches tend to perform worse than real features. For instance, real features outperform synthetic features on 3 out of 5 datasets which are Cora, Citeseer and Reddit. This confirms that there is a strong correlation between real features and node labels on these datasets. Similar to the above experiment, we observe that the results on the NELL dataset are different from others. Real features are outperformed by learning-based features obtained from DeepWalk. This also comes from the fact that the graph structure are more informative for NELL dataset.
We compare learning-based methods on datasets without features on the transductive setting. The results are shown in Table 3 . We observe similar results as the learning-based approaches outperform centrality-based methods significantly. For instance, on the Wiki dataset, learning-based approaches achieve at least 0.6 in term of micro-F1 score while the highest one from centrality-based methods is only 0.176. This is because centrality-based methods focus on capturing local neighborhood around a node, which is not suitable for the transductive node embedding setting.
We also compare against methods where no aggregation using GNN are used. It is worth noting that using GNN on top of learning-based node features is better than using learning-based node features alone. For example, GNN + learning-based node features outperforms learning-based node features only on both Wiki and PPI datasets while the difference on the BlogCatalog is small. This is significant as it shows synthetic features are useful when used in combination with GNN methods. In addition, it also shows that it is possible to use GNN methods for featureless graphs by initializing node features using learning-based methods. Table 4 shows the experimetal results on graph classification on different datasets with SGC as the embedding technique. A noteworthy observation is that real features perform worse than artificial features in 2 out of 3 attributed datasets which are DD and MUTAG. This shows that the structure information are more important than node features on these datasets. To confirm this hypothesis, we also compare with a simple baseline graph embedding technique in which we average the node embeddings obtained from DeepWalk or HOPE as the graph embedding (the last two rows in Table 4 ).
Graph classification
We observe that such simple strategy is already powerful as it is able to outperform all other techniques on ENZYMES and MUTAG dataset. This can be attributed to the simplicity of these two datasets, which have been discussed in the literature [9] .
Regarding artificial features, centrality-based methods especially degree-based initialization are better than learning-based ones. For instance, the difference between degree-based features and the best of learning-based ones are at least 0.03 on IMDB dataset. This can be explained by how the datasets are constructed. For both Collab and IMDB, the graphs are egonets around nodes from 3 larger graphs. As the labels of the graphs come from the labels of the nodes, the graph structure are more useful for classification than the node features.
Conclusion
We have performed an experimental study to compare different feature initialization methods for non-attributed graphs. Our experiments also showed that GNN only work well if there is a strong correlation between node features and node labels. In addition, we showed that traditional centralitybased methods are outperformed by learning-based methods such as DeepWalk. Moreover, in many cases, we observe that artificial features even outperform real features and the combination of artificial features and GNN is also helpful in many settings. 
A Additional dataset details
BlogCatalog [14] is a social network of bloggers in which the node labels capture the topics of interest of the bloggers. Wiki [4] is the word adjacency graph of the first million bytes of the Wikipedia dump from text8 [7] . The labels of the words are their part-of-speech tags. PPI [4] is a subgraph extracted from the PPI network for human and the labels represent the biological states.
For node embeddings, Cora [13] , Pubmed [8] and Citeseer [13] are three bibliographic information networks in which the nodes are papers and the edges are referencing relationships. Node labels represent the domains of the papers while the features are the presence/absence of some keywords. The Reddit [5] dataset is a network of reddit posts where there is an edge between two posts if they have the same author. The labels of the posts are the subreddits they belong to. A post's feature is constructed from the word embeddings of its title, comments and the number of comments it received. NELL[17] is an entity classification dataset in which the nodes are the entities of a knowledge graph. The labels are entity types and the features are bag-of-words representing the entities. The statistics of the node embedding datasets are shown in Table5.
MUTAG [2] , ENZYMES [1] and DD [3] are protein datasets in which each graph is the molecule structure of a protein. COLLAB[16] is a scientific collaboration dataset obtained by combining from 3 collaboration datasets belonging to 3 different fields. A graph in COLLAB is an egonet of a researcher and its label is the field of the researcher. Similarly, IMDB[16] is a movie-collaboration dataset where each graph is an egonet of an actress/actor. The label of an egonet is the genre of the movie the actor/actress performed in.
