cubic box extending 12.0 Å from the solute, while a truncated octahedral solvent box of 10.0 Å was used to solvate the protein-cofactor system. Sodium ions were added to maintain charge neutrality of the system. The setup for the MD simulation and the production run were conducted using the modules in the Amber package. 13 The Shake algorithm 14 was employed to remove bond stretching freedom of the solvent molecules. The integration of the equations of motion was performed in time-steps of 0.5 fs, and the temperature was maintained at 300 K using the Berendsen thermostat with a time constant of 1.0 ps. Long-range electrostatic interactions were treated by the Particle Mesh Ewald (PME) method. 15, 16 A non-bonded cutoff radius of 10.0 Å was employed and the non-bonded pairlist was updated whenever an atom had moved a distance exceeding 1.0 Å. Prior to the production run, a two-step equilibration procedure was carried out, initiated from the homology model; first, a 50 ps density equilibration in the NPT ensemble followed by a 200 ps simulation in the NVT ensemble. Subsequent to the equilibration phase, a production run of 1 ns was performed in the NVT ensemble and frames were recorded every 20 ps. The structurally confined chromophore in the protein is adequately sampled during this simulation time, as has been confirmed on the basis of a longer simulation (10 ns). The resultant two sets of each 50 molecular configurations were then prepared for the subsequent PE-DFT property calculations; first, the chromophore was reimaged into the center of the simulation box followed by truncation of the solvation box by a distance-based cutoff of 11.0 Å from the FMN molecule in the case of the pure solute-solvent system while a cutoff of 10.0 Å was used for the composite chromophore-protein system. The large cut-off value for the protein-cofactor system was applied to ensure sufficient hydration of the negatively charged ribityl-5'-phosphate tail of FMN which due to the length of the chromophore compared to the protein cavity, is exposed to the bulk solvent.
Geometry optimization
To obtain reliable one-and two-photon optical properties of FMN, it is essential to have reasonable structure, and as previously reported, [17] [18] [19] structures generated by classical force fields are often not accurate enough to be used directly in electronic structure calculations. Therefore, each S3 Table S1 : GAFF atom types and RESP charges (HF/6-31G*) adopted for the FMN chromophore in the two MD simulations. The atom number refers to the labeling in Figure S1 . Figure S1: Atom labeling used in Table S1 to identify GAFF atom types. Labels for heavy atoms are red, while those for hydrogen atoms are blue. a sodium ion located next to the phosphate group of FMN was included in the QM portion, giving a total charge of the QM region of -1. The MM region was represented by the OPLS2005 all-atom force field 30 and the positions of the atoms included in this region (protein, solvent and remaining ions) were kept fixed at the geometry extracted from the MD simulation. The QM/MM optimizations were performed using Qsite 5.8 [31] [32] [33] in the Schrödinger Suite.
As a further comparison we also report calculations on gas phase lumiflavin (LF). The geometry optimization of LF in the gaseous phase has been performed in Gaussian09 11 using the B3LYP xcfunctional and the 6-31+G* basis set (cc-pVTZ for the basis set analysis) to be consistent with the level of theory applied in the QM/MM geometry optimizations of FMN in the two environments.
Electronic Structure Calculations
The vertical excitation energies, one-photon oscillator strengths and two-photon absorption transition probabilities of FMN and isolated LF were evaluated from an analysis of the poles and residues of the linear and quadratic response function within the framework of polarizable embedding timedependent DFT (PE-TDDFT 34 ) as implemented in a development version of DALTON 2011. 35 As shown in Table S2 , a preliminary test on microhydrated LF (5 water molecules) indicated that the effects of hydrogen bonding on the optical properties of LF is well-captured at the PE level, and thus, a QM region containing only the chromophore is sufficient in the present case. The dipole operator in the length-gauge was used for the calculation of the transition moments. Of interest to this study are the two lowest π − π * and n − π * transitions of FMN located in the low-energy region of the visible spectrum. Table S2 : The CAM-B3LYP/cc-pVDZ+ one-photon excitation energies (eV) and oscillator strengths of the two lowest π − π * and n − π * transitions of LF and microsolvated LF, describing the water molecules either at the QM level or using PE. The geometry of LF is identical in all three cases and is derived from a full QM geometry optimization of the microsolvated LF at the B3LYP/6-311++G** level of theory.
LF
LF+QM waters LF+PE waters The two-photon transition probabilities were determined assuming resonant absorption of two identical photons and linear polarization of the light. Following Ref. 36 , all properties were computed using the CAM-B3LYP 37 xc-functional and the cc-pVDZ+ basis set derived from Dunning's correlation consistent double-ζ basis set by introducing diffuse s-and p-functions from the augmented counterpart 38, 39 on all heavy atoms. The cc-pVDZ basis set was used for sodium. In a preceding basis set analysis effectuated on bare LF (B3LYP/cc-pVTZ geometry), cf. Table S3, the cc-pVDZ+ basis set was shown to provide converged one-and two-photon properties of the four considered transitions by comparison to the corresponding aug-cc-pVDZ and aug-cc-pVTZ results.
Note that the n−π * transitions of LF in the gaseous phase are subject to some controversy since their ordering and character (lonepair orbitals on nitrogen or oxygen) change among methods. The description of the n − π * transitions obtained in this work using CAM-B3LYP is in agreement with previous SAC-CI 40 and CASPT2 41 results, whereas the states are flipped and an additional state is found using DFT(BHLYP)/MRCI 42 and TDDFT/B3LYP. [43] [44] [45] However, since a consistent picture across methods is found when going to the condensed phase, 40, 46 we shall not be concerned further with this discrepancy restricted to the isolated case.
To validate the use of the PE-TDDFT calculations, PE resolution of identity approximate second order coupled cluster (PERI-CC2 47, 48 ) calculations were carried out using a development version of TURBOMOLE V6.4. 49 Due to the large size of FMN, we can only benchmark TDDFT one-photon calculations against PERI-CC2, however, CC2 has in fact been shown to give quite good results relative to results including effects of triples excitations for smaller molecules. 50 We employed the cc-pVDZ+ basis in combination with the corresponding auxiliary basis set 51, 52 to treat the four-index electron repulsion integrals in the RI approximation. 53 The PE model was adopted to evaluate the influence of the surrounding environment on the chromophore properties. The solvent molecules and the protein were represented by a classical embedding potential, while, as in the QM/MM geometry optimizations, the FMN chromophore and a nearby sodium ion were treated quantum-mechanically. The absorption spectra are hardly modified by the sodium ion and its inclusion in the QM region only serves to set up a repulsive potential, as described above. The permanent charge distribution of the environment was described by assigning a point charge to each atom, and the induced potential was modeled using distributed isotropic electronic dipole-dipole polarizabilities.
The generation of the embedding potential of each configuration was handled using the PEAS program, 54 and the molecular fractionation with conjugated caps (MFCC) fragmentation approach 55 was used to decompose the protein into capped amino acids. The atomic point charges were computed for the resultant protein fragments and ions located in the classical region using the RESP procedure at the B3LYP/6-31+G* level, while the atomic isotropic dipole-dipole polarizabilities were determined at the same level of theory (the ANO-S basis set was used for the sodium ions) using the localized properties (LoProp) approach 56 implemented in Molcas. 57 The basis set was recontracted to an atomic natural orbital (ANO) type basis set, as required by the localization procedure. The insufficient description of the hydrogen atoms offered by the 6-31+G* basis set along with its relatively high abundance in water leads to a significantly underestimated molecular polarizability for water. 58 Therefore, to model aqueous solution, we used a different potential to describe the water molecules -the Ahlström potential 59 -consisting of atomic point charges and a molecular isotropic polarizability located at the oxygen atom. To avoid overpolarization of the induced dipoles within the classical region, the exponential damping scheme by Thole 60 was employed. Figure S2 presents the convergence of the resulting excitation energies of the two lowest π − π * transitions of miniSOG as a function of the simulation time. As is evident from this figure, including 50 snapshots in the averaging leads to converged results. In fact it would be possible to obtain converged results using a fewer number of snapshots but this would, on the other hand, lead to a higher error in the mean values. 
Generation of Simulated Spectra
The simulated one-photon spectra were obtained as the spectral average over the spectrum of each snapshot n, where each transition i was convoluted with a Gaussian line shape function
to account for natural line broadening. Here, ω i is the excitation energy of the ith transition, while the σ -value is related to the full width at half maximum (FWHM) as Γ = 2 √ 2 ln 2σ . Γ was set to 0.35 eV for all one-and two-photon transitions.
From a microscopic point of view, the central molecular quantity describing the two-photon absorption of a molecule in gas-phase is the two-photon transition matrix element. The two-photon transition matrix element (a.u.), corresponding to resonant absorption of two monochromatic photons, is related to the single residue of the quadratic response function, when evaluating the latter
S9
at a frequency equal to half of the excitation energy from the ground to the specific excited state
in which α, β = {x, y, z} andμ α is a component of the electric dipole operator while ω i and ω f are the excitation energies from the ground, |0 , to intermediate, |i , and final states | f , respectively.
The summation runs over all excited states and the ground state. When considering linearly polarized light, the orientationally averaged two-photon absorption transition probability can be written as 61,62
where we have used that S is symmetric, as can be inferred from Eq. 2. The conversion of the two-photon absorption transition probabilities (in a.u.) to the physically observable two-photon absorption cross section (in GM) proceeds according to 63
where α is the fine structure constant, a 0 is the Bohr radius (cm), c the speed of light (cm s −1 ), ω is the energy of the incoming photons (a.u.). Here, g(2ω) is a normalized Gaussian line-shape function
In analogy to the one-photon case, the two-photon spectra were obtained as the average of the spectral contribution from each snapshot
S10
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Molecular Structure and Conformation
Consistent with previous studies on solvated LF (modeled by a continuum model and/or microhydration model), 40, 42 we observe a lengthening of the CO and NH bonds with respect to the isolated case. This is expected due to the formation of the hydrogen bonds to water molecules.
The hydrogen bonding to the environment is also manifested in a contraction of the bond lengths of the formal C-N single bonds in the ring system by ca. in hydrogen bonding with the carbonyl group of the side-chain amide of Asn72 that rotates so as to alternately optimize its interaction to each of these groups. In fact, these four amino acids are highly conserved in the wild type primary structure of LOV domains from various organisms. [64] [65] [66] The above analysis indicates that the hydrogen bonds formed between FMN in water are stronger than the corresponding hydrogen bonds formed between FMN and these key residues. In addition to these hydrogen bonds, the hydroxy groups of the ribityl-5'-phosphate chain participate in hydrogen bonding to the protein scaffold as well as to two biological water molecules that are situated at the phenyl side of the chromophore. During the MD simulation an exchange of one of these water molecules and bulk water was observed. The presence of water molecules in this region of the binding pocket is in line with a previous study on the Phot-LOV1 domain from Chlamydomonas reinhardtii. 28   Table S4 : Ground state bond distances (Å) of FMN in aqueous solution and inside miniSOG, averaged over sampled configurations, in comparison with those of isolated LF. The atomic labels are depicted in Figure 4A of the main text. Apart from the N3-H bond of FMN in aqueous solution, which has the largest standard deviation of 1.25 pm, fluctuations in bond distances are below 0.5 and 1.0 pm for FMN in miniSOG and water, respectively.
The averaged RMSD (Å) of the distance from the heavy atoms of the flavin moiety to a plane, defined by a least-square plane fit to the same atoms. The structures have been obtained at the B3LYP/6-31+G* level of theory.
In water In protein Isolated LF Table S5 : One-photon excitation energies E ex (eV) and one-photon oscillator strengths f of the two lowest π − 
