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ABSTRACT
The Utility of Mathematics Curriculum-Based Measurement 
to Predict Student Risk Status on Standardized
Academic Achievement Measures
by
Kyle Max Hancock, Doctor of Philosophy
Utah State University, 2009
Major Professor: Dr. Donna M. Gilbertson
Department: Psychology
The predictive utility of mathematics curriculum-based measurement (MCBM) to
identify students who are at risk for failure on important educational measures is an
emerging area of study in need of further investigation.  The present study sought to
identify which of four MCBM probes could be accurately used to determine students’
risk status on selected subtests of three important educational measures commonly used
to make educational placement decisions (WIAT-II, WJ-ACH-III, and KM 3) in Grades 2
(n = 49), 4 (n = 48), and 6 (n = 47).  The study also sought to determine which type of
student performance measurement strategy (i.e., level, slope, or dual discrepancy) on
each of the four types of MCBM probes proved to be the best method to determine
student risk status.  The results of the study indicated that the ability of the MCBM
probes to identify students’ risk status was generally poor.  However, evidence indicated
that MCBM probes could be used more reliably and accurately to determine students in
iv
the low-risk category than those in the high-risk category across all probe types and
administration times.  Finally, the level method generated the greatest support and the
slope method generated the least support for identification of high- and low-risk student
status on each probe or combination of probes.  
(176 pages)
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CHAPTER I
INTRODUCTION
An estimated 70% of American children experience difficulty successfully
learning and applying mathematics principles during their elementary school careers
(Manzo & Galley, 2003).  Lack of basic skills continues to influence performance on
more complex math applications in later grades (Manzo & Galley). Identification of
children who would benefit from academic intervention or special education services in
the area of mathematics when difficulties first emerge is needed to prevent the
development of severe learning difficulties in mathematics.
A screening assessment system used to identify children’s response to a math
curriculum before problems become severe requires an assessment instrument that can be
frequently administered and is sensitive to short periods of growth. One such assessment
system that has been suggested to identify children who are at high risk for academic
concerns is curriculum-based measurement (CBM).  Curriculum-based measurement
involves the use of brief, 1-5 minute probes consisting of academic content drawn
specifically from the curriculum that the student is expected to know over a certain
period of time (Shinn, 1989). This format allows the tracking of student progress many
times during a school year to monitor the efficacy of the general curriculum or an
intervention curriculum.  The validity and reliability of this system has been extensively
documented in reading; validity in the areas of math and writing, although less extensive,
has also been demonstrated (Shinn; Shinn, 1998).
2Curriculum-based measurement focused on reading (RCBM) has been used
extensively to identify children with reading problems who are likely to benefit from
academic intervention or special education services; research has suggested that this can
be done effectively using RCBM (Shinn, 1989, 1998). Student achievement outcomes
improve when teachers use ICBM data to evaluate and modify their instruction (Fuchs,
Deno, & Mirkin, 1984; Fuchs, Fuchs, & Hamlett, 1989a, 1989b, 1989c; Fuchs, Fuchs,
Hamlett, & Allinder, 1991; Fuchs, Fuchs, Hamlett, & Ferguson, 1992; Fuchs, Fuchs,
Hamlett, & Stecker, 1990; Stecker & Fuchs, 2000; Wesson, Deno, & Mirkin, 1988).
Mathematics CBM (MCBM) has also been used to monitor progress on math calculations
and math applications (Shinn, 1989), but few studies have been conducted that provide
evidence for its ability to successfully and validly screen children who are at high risk for
failing to succeed on important academic measures commonly used to make educational
placement decisions (e.g., standardized norm-referenced tests [NRT]) or who achieve
poorly due to a disability.  Because many students are experiencing math difficulties,
more research documenting the utility of MCBM in accomplishing these purposes is
necessary.
Hence, this study extended the current research literature by examining the degree
to which MCBM can be used to identify students who may require early or intensive
intervention that might be provided through a school’s supplemental intervention
services. Given that the type or amount of math calculation skills surveyed on an MCBM
probe may vary, probe content is likely to affect the accuracy with which the MCBM
data can be used to identify high- and low-risk students.  For example, a single skill
MCBM probe contains a limited amount of skills assessed, whereas many NRTs often
3assess multiple skills.  Because of the disparity between the content assess by the two
measures, using MCBM data to identify high- and low-risk students may result in a lower
identification accuracy rate than what would be obtained using an NRT.  Thus, one goal
of this study was to explore the relationship between four types of MCBM probes and
three NRTs frequently used to make decisions regarding students’ educational placement
(e.g., special education vs. regular education services) across several elementary school
grades.  There were four different types of survey level MCBM probes examined in this
study.  Specifically, probes consisted of a single skill that has previously been taught and
students are expected to have mastered, a single skill that was to be acquired during the
course of the study, multiple skills that were to be acquired over the course of the study,
and an error analysis of multiple skill steps ranging from skills that have been mastered
to skills that students were to acquire.  All skills on each probe were math calculation
skills only (e.g., addition, subtraction, multiplication) and did not represent math
reasoning skills (e.g., rounding, estimating, story problems). 
The final goal of this study was to evaluate the extent to which the MCBM probes
accurately identified high- and low-risk students based on NRT scores varied as a
function of the type of performance indicator used.  The three performance indicators
included in the study were: (a) static performance scores (i.e., level scores), (b) academic
growth scores (i.e., slope scores), and dual discrepancy scores (i.e., students who were
high risk on both level and slope scores).
The final goal of the study was to determine if combinations of MCBM probes
added significantly to their ability to successfully predict student risk status based upon
NRT performance. 
4CHAPTER II
REVIEW OF THE LITERATURE
Prevalence of Students with Math
Problems and Outcomes
Research regarding academic assessment and intervention has gained substantial
attention in the past decade, credited in part to a call for the demonstration of treatment
utility and teacher accountability for adequate student progress as proposed in the
ratification of the No Child Left Behind Act (NCLB; Daly & McCurdy, 2002).  Largely
as a result of this movement, there has been an abundance of research in the area of
reading assessment, instruction, and intervention.
Research in the area of mathematics assessment and intervention has not received
as much attention in the literature as reading (Badian, 1999; Daly & McCurdy, 2002). 
This is particularly problematic given the dismal outcomes of student performance on
math proficiency tests.  In a recent review of students’ national test scores on yearly
administered math proficiency tests, only 31% of all fourth-grade students scored at or
above the proficiency standard (Manzo & Galley, 2003).  In addition, several researchers
have documented the importance of mathematics proficiency for subsequent successful
employment as various occupations increasingly require employees to utilize
mathematics (Saffer, 1999).
The lack of research in the area of mathematics assessment and intervention
should not be attributed to a low prevalence of math disabilities.  Several studies report
the prevalence of math disability similar to rates reported for reading disability and
5attention-deficit/hyperactivity disorder reporting a range of 3-8% of the school-age
population (Jitendra, Sczesniak, & Deatline-Buchanan, 2005; Mazzocco & Myers, 2003;
Shalev, 2004).
Many studies have indicated that early intervention has the potential to correct
these deficits and to avoid any serious delays in academic progress (Hintze, Christ, &
Keller, 2002). Without early identification of problems, low-achieving students continue
to struggle over time until a special education evaluation is warranted or requested due to
a substantial math performance gap relative to the students’ peers.  Remediation is costly
in terms of time, finances, and personnel because severe math skill deficits are difficult to
correct (Stecker & Fuchs, 2000). Frequent monitoring of progress for early identification
of low achievers may lead to improved performance with lower remediation costs
(Fletcher, Denton, & Francis, 2005).
Curriculum-Based Measurement
as a Viable Solution
Methods of Assessing High-Risk Children 
Using CBM Data 
Methods of assessing student performance within a CBM system consist of
multiple approaches that primarily focus on three types: current status (or level), growth,
or dual discrepancy (Fuchs, 2003).  The current status (or level) approach provides an
indication of a student’s performance at the time the CBM is administered. This score
can be compared to the student’s standing relative to some norm (e.g., benchmarks,
comparison to peers, or mastery level).  However, when a child’s current level is
6assessed, information detailing why the child has performed at this level is not provided.
The child’s present level of performance could be due to multiple potential factors,
including lack of motivation, poor instruction, or inadequate curriculum. According to
IDEIA (Yell & Drasgow, 2007), these potential explanations must be excluded before the
diagnosis of a learning disability can be provided. 
The second method involves assessing students at different points over time
during instruction or the course of an intervention in order to estimate student
achievement growth (i.e., slope).  The slope estimate provides an indication of how much
the student has learned over the course of the intervention: that is, whether or not a
student is learning as expected over time.  This slope can also be compared to some
standard to determine adequacy of growth (e.g., slopes of comparison peers). This score
has the advantage of showing which students have the ability to obtain adequate growth
that is similar to peers although the level of performance falls below peer current
performance (level). 
The final approach, dual discrepancy analysis, considers both the measurement of
performance level and amount of growth. This final approach has been suggested as a
viable method to provide meaningful and useful measurement of student performance
within a CBM system because it provides a more thorough index of student performance
(Fuchs, 2003). In addition, the combined information indicates how much a student has
learned within a given time, if the student is demonstrating the ability to learn material
when good instruction is given, what intensity of intervention is working (if adjustments
to the initial intervention are implemented), and the discrepancy between the child’s
7current level and the expected level to gauge the amount of time and resources needed to
obtain mastery or same-age peer level. 
Advantages of a CBM System
Because of recent NCLB legislative requirements and a concern with the
percentage of low student academic achievement, educators are increasingly seeking an
effective and efficient tool that will improve the ability of teachers to monitor progress
and to identify children who are at high risk for poor academic performance.  CBM has
been suggested as one viable method to be used as a screening device of academic
underachievement by repeatedly sampling student proficiency on the school’s curriculum
at the student’s instructional level on a frequent basis. Teachers can then use CBM to
monitor student progress on reading and math probes over time.  The primary advantages
of CBM are that it can be used to quickly, accurately, and relatively easily identify
students who are not performing adequately within their current curriculum (Deno,
2003).  Moreover, CBM assessment validity and reliability have been well documented
(Deno, 1985; Fletcher et al., 2005; Shinn, 1989, 1998).  
Curriculum-based measurement probes are created by sampling all information a
student should learn within a specified period of time.  For math, the teacher selects from
the core curriculum a sample of problems that adequately represents the type of skills the
student should learn within a predetermined period of time (Deno, 1985). Procedurally,
students are presented with printed problems on a probe and are asked to complete as
many problems are they can within a certain time limit (Shinn, 1989). The total number
of problems on the probes should exceed that which could be completed by a student
8who has mastered the skill within the predetermined time limit.  Probes are then scored
as the number of digits correct per minute and progress is monitored as change along this
index.  The data can be used to determine if most students are adequately learning the
curriculum material, if some students need additional intervention support, or if
intervention support is working.  
Research Regarding Effectiveness of CBM
Speece and Case (2001) investigated the accuracy with which a dual discrepancy
model will identify children with reading disabilities relative to an intelligence quotient
(IQ)-achievement discrepancy model and a low-achievement model.  The authors
hypothesized that, given an instructional environment in which most children are
adequately learning and implemented general education interventions for children who
are faltering academically, children who continue to exhibit a discrepancy from their
peers on both mean level of performance and rate of progress on academic skills would
be selected as candidates for special education services (Fuchs & Fuchs, 1998). 
Participants were selected from 694 first- and second-grade students attending three
schools from a suburban district.  During late September and early October, all first-
grade students were administered two letter sounds fluency (LSF) CBM probes and all
second-grade students were administered two oral reading fluency (ORF) CBM probes. 
Two groups of students were selected for participation in the study from these scores: a
high risk group and a comparison group.  Students were considered high risk for reading
failure if their mean performance on the CBM probes placed them within the lowest 25%
within their classroom.  The comparison group was created by selecting 2 students
9scoring at the median and 1 student at the 30th, 75th, and 90th percentiles from each
classroom; students were selected from these cutpoints to ensure a wide range of skill. 
All children who had active IEPs and designated as English language learners without
sufficient language proficiency were eliminated from the study.  The final sample
included 144 high-risk students and 129 comparison peers.
All second-grade participants were administered 20 ORF probes between
November and May; all first-grade participants were administered 15 ORF probes
between January and May (Speece & Case, 2001).  In addition, the information,
similarities, block design, and digit span subtests from the Wechsler Intelligence Scale
for Children–Revised (WISC-R; Wechsler, 1974) were administered to all participants
and a full scale IQ (FSIQ) was estimated based upon the formula provided by Sattler
(1988).  The reading achievement of all participants was assessed through the Letter-
word identification and word attack subtests of the Woodcock-Johnson Tests of
Achievement–Revised (WJ-R; Woodcock & Johnson, 1989).  
Using the data obtained from these measures, students in the high-risk group were
then placed into one of three subgroups: CBM dual discrepancy (CBM-DD), regression-
based IQ-achievement discrepancy (IQ-DS), and low achievement (LA). Children (n =
84) were placed into the CBM-DD subgroup if his or her slope across the year and level
of performance at the end of the year were both more than 1 standard deviation (SD)
below the slope and level of their classmates on at least 10 CBM probes administered
across the school year.    Membership in the IQ-DS group was determined through the
regression of the WJ-R Basic Reading Cluster scores on FSIQ scores; students whose
actual achievement differed by 1.5 or more standard errors of prediction were placed in
10
this group (n = 17).  Low reading achievement was defined as a standard score less than
90 on the WJ-R Basic Reading Skill Cluster (n = 28). 
Evidence for the construct validity of the dual discrepancy approach was
generated, indicating it is a potentially valid method to identify students with reading
disability as evidenced by the following: (a) students in the CBM-DD group showed
deficits on the majority of the dependent measures above and beyond those in the IQ-DS
or LA groups, (b) teachers rated the students in the CBM-DD group as less academically
competent, and, finally, (c) single-point measurements did not accurately identify the
CBM-DD group or any of the poor readers.  These results suggested that the dual
discrepancy may be a more accurate and more adequate measure for identifying students
with reading difficulties than the IQ-DS or LA models.  
Results also revealed that there was no gender disproportion in the CBM-DD
subgroup of high-risk children.  In addition, the mean age of the CBM-DD subgroup was
significantly younger than the other subgroups of high-risk students (ES = -1.16 for
CBM-DD vs. IQ-DS and -.69 for CBM-DD vs. LA), thus indicating that a dual
discrepancy model has the potential to identify students earlier than the other models and,
thereby, has the potential to foster earlier intervention efforts.  Finally, the racial
distribution of the CBM-DD subgroup closely approximated the population from which it
was taken.  
Thus, Speece and Case (2001) concluded that a dual discrepancy model has the
potential ability to identify students struggling with reading earlier and more effectively
than other types of identification procedures. Given that many children are also
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experiencing math difficulties, similar research on accuracy of the dual discrepancy
model for identification of high-risk students in math is warranted. 
Mathematics Curriculum-Based Measurement
Utility for Instructional Effects 
and Decision Making
Although much research has documented the psychometric qualities of RCBM,
much less research has been conducted in the area of mathematics.  What research that
has been conducted on MCBM has primarily evaluated its use to improve individual or
class-wide learning plans. A review of the utility of MCBM to improve student
achievement between 1980 and 2005 was completed by Stecker, Fuchs, and Fuchs
(2005). The authors identified five studies that investigated the relationship between
implementing MCBM and subsequent improvement in math achievement relative to the
math achievement of students in classes that did not use CBM. In all five studies, general
education or special education teachers included in the CBM-trained group were asked to
administer CBM probes weekly and review the data with consultants in order to make
instructional changes at both the class and individual levels.  Results indicated that
students within the experimental CBM groups outperformed students in the control
groups (i.e., no CBM training) on CBM probes at the end of the study.  Four of the five
studies reviewed provided evidence that MCBM can be used to improve academic
performance among elementary students with and without learning disabilities when
teachers utilize the MCBM information to make instructional changes.
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Utility of Skills Analysis for Instruction
Information from MCBM to analyze performance on specific types of problems
has also provided meaningful and useful information in identifying specific skill sets to
teach or re-teach among individual students.  A skills analysis approach reviews student
answers on CBM probes to determine which skills presented on the probe require
remediation efforts.  This is possible when a CBM probe consists of problems requiring a
variety of grade-level mathematics skill ability and displays the same types of problems
in the same proportion on alternate test forms given multiple times during the school
year.  
Fuchs and colleagues (1990) investigated the effects of a skills-analysis approach
within a CBM system on math performance.  Teachers participated in this study with a
total of 91 students in grades three through nine classified as either learning disabled or
emotionally disturbed, each of whom had a current IEP with mathematics goals.  Thirty
special educators were randomly assigned to three groups within the study: (a) CBM
monitoring with graphed math performance score on the CBM probe and skills analysis,
(b) CBM monitoring with graphed total scores only, and (c) no systematic performance
monitoring system (i.e., control).  All students in the treatment conditions were
administered a grade-level CBM probe twice weekly for 15 weeks.  CBM probes
consisted of 25 grade-level mathematics calculations problems based upon the state
curriculum.  The skill analysis consisted of a computer program that reported low
performance on specific problems on the CBM probe to help teachers identify specific
skills for which students require remediation.
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Results indicated that students in the skills analysis condition significantly
outperformed students in both the CBM-only condition and control condition on digits
correct per minute (p < .05) and on a state-wide math assessment.  Although teacher
remediation activities were not monitored, the authors concluded that the inclusion of
skills analysis may have assisted in instructional decision making. However, more
research is needed to ascertain how the inclusion of skills analysis within a CBM system
has the potential to benefit students relative to a CBM approach without a skills analysis
component.
Reliability of MCBM
Data from several studies support the reliability of MCBM (e.g., Marston, 1989;
Shinn, 1989, 1998). In general, the reliability of math probes has been reported with
correlations in the r = .90 range across several studies (Marston).  For example, a study
by Tindal and Marston (1990) reported interrater reliability at r = .97, 1-week test-retest
reliability at r = .87, and alternate form reliability at r = .66.  Thurber, Shinn, and
Smolkowski (2002) reported interrater reliability coefficients ranging from r = .77 to 
r = .94 with an average of r = .87.  The same study produced support for alternate form
reliability with a median correlation of r = .91 across three types of CBM probes
(computation, application, and mixed probe types).  
Construct Validity and Concurrent 
Validity of MCBM
Thurber and colleagues (2002) investigated the construct validity of MCBM with
207 fourth-grade students. In their study, confirmatory factor analysis procedures were
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used to determine if MCBM measures computation, application of math principles, or
both.  Participants were administered an MCBM probe focused on math computation
skills, two standardized math tests (math computation and math concepts and
applications subtest of the California Achievement Test; CAT) and computation and
applications subtest of the SDMT, and a reading maze probe.  Approximately 75% of the
probes consisted of basic multiplication and division facts with the remaining 25%
representing basic addition and subtraction.  Correlations ranged from r = .36 to r = .63
between the three MCBM probes and all of the achievement subtests.  The results of
model testing indicated that MCBM could be most accurately described as a measure of
mathematics achievement (as characterized by the correlations generated on both the
CAT and SDMT). In addition, data from this study provided construct evidence as to the
types of math skills that MCBM measures. The results of confirmatory factor analysis
indicated that MCBM can best be described as a two-factor model in which computation
and applications are two separate, but highly related constructs with MCBM measuring
math computation. Thurber and colleagues (2002) also reported a median correlation of 
r = .82 between computation MCBM and other measures of basic math facts (e.g.,
curriculum tests from math texts) and a median correlation of r = .61 with measures of
math computation on the SDMT and CAT. Moreover, scores obtained from the reading
mazes probes were also highly correlated with mathematics performance (r = .76).  
In a review of approximately 80 studies of reading, writing, and mathematics
CBM, Good and Jefferson (1998) discussed evidence that supports the concurrent
validity of MCBM (i.e., correlation of two different math tests taken at the same time). 
Correlations reported in the reviewed studies between MCBM and various standardized
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tests were reported at r = .60 or greater.  In addition, construct validity was provided in a
study by Shinn and Marston (1985), who found that MCBM results differentiated
between students in general education, Title 1, and resource placement of students in
Grades 5 and 6.  Students with mild disabilities with lower MCBM scores were also
distinguished from fourth grade general education.
MCBM as a Predictor of Performance on 
Norm-Referenced Testing
Norm-referenced tests are commonly administered to determine important
placement decisions, such as grade advancement/retention and placement in general
education. Traditionally, student performance is obtained on group-administered tests
that are given to students one time each school year (or only on specific grades) to gauge
adequate growth in curriculum compared to national or state norms. In addition, schools
may use this data to determine which students are experiencing academic difficulties and
require early and intensive intervention such as might be provided through the school’s
supplemental intervention or special education services (Klingner, Artiles, & Barletta,
2006). Commonly administered tests may include the CAT, the Iowa Test of Basic Skills
(ITBS), and the Pennsylvania System of School Assessment (PSSA).
Individually administered NRTs are commonly used to provide diagnoses of
learning disabilities.  Commonly used tests include the Woodcock-Johnson Tests of
Achievement–Third Edition (WJ-ACH-III), the Wechsler Individual Achievement
Test–Two (WIAT-II), or the Key-Math Test.  However, they are not without their
weaknesses (Mazzocco, 2005; Mazzocco & Myers, 2003).  First, these tests are often
administered only after classroom mathematics performance has become sufficiently
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severe to be detectable on standardized tests often consisting of a low number of math
items.  This is problematic because many studies have indicated that early intervention
has the potential to correct learning deficits and to avoid any serious delays in academic
success (Hintze et al., 2002).  Another problem with this system is that different tests are
used in different schools and districts to determine special education eligibility; this may
seriously undermine the consistency with which disabilities are identified.  Finally, these
tests require substantial amounts of time to administer and score.
Investigations of the validity of MCBM as a more frequently administered
screening instrument to identify students at risk for poor performance on NRTs are an
emerging area of research on MCBM.  Foegen and Deno (2001), for example, conducted
a study within a middle-school population to determine if MCBM data could be used as
indicators of mathematics proficiency.  Their study expanded the research by examining
the relationship between several types of MCBM probes with several criterion
achievement measures.  One hundred students in the seventh and eighth grades from an
ethnically diverse middle school in an urban district participated in this study. 
Approximately 12% of the students were receiving special education services. 
Participants were administered one calculation-based, grade-level MCBM (the basic
mathematics operation task; BMOT) probe on two occasions during a 1-week period in
the spring.  The BMOT was designed to index students’ accuracy and fluency in mental
computation of whole-number facts in addition, subtraction, multiplication, and division. 
Participants were given a 1-minute probe that contained 80 problems arranged randomly
(20 single-digit computations for each mathematical operation—i.e., addition,
subtraction, multiplication, and division).  Participants were also administered an 
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application-based MCBM probe (basic mathematics estimation task, BMET) to index
students’ accuracy and fluency in the application of mathematics estimations skills.  
The researchers also utilized test data collected by the school to serve as criterion
variables to which the MCBM data could be compared.  Specifically, MCBM scores
were compared to participants’ math grade point average (GPA), GPA for “core“ classes,
and standardized test scores from the CAT administered in the spring of the participants’
sixth-grade year (i.e., 1 year prior to the study for the seventh-grade participants and 2
years prior to the study for the eighth-grade participants).  Finally, teachers were asked to
rate the students’ performance in mathematics on a 5-point Likert scale on six
dimensions of mathematics performance and abilities: (a) overall proficiency in
mathematics, (b) value for mathematics, (c) confidence in his or her mathematics ability,
(d) mathematical problem-solving ability, (e) mathematical communication ability, and
(f) mathematical reasoning ability.  
Using regression analyses, the researchers examined the efficacy of using the
BMOT and BMET to predict standardized test scores and teacher ratings, to determine
the degree to which each of the measures contributed uniquely to the prediction of the
criterion variables.  Results of multiple forced-entry regression analyses indicated that
the single best predictor of the computations subtest of the CAT was the BMOT; it
accounted for 63% of the variance and was statistically significant at p < .01.  The
BMOT was also the single best predictor of math GPA and overall GPA.  Finally, the
BMOT was also the single best predictor of teacher ratings of students’ proficiency,
confidence, problem solving, and reasoning.  The authors reported that the BMOT was
generally the single best predictor of performance on the CAT and the teacher rating
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scale and accounted for the majority of the variance even in conjunction with the
predictor variables (i.e., the BMET).  
These results suggested that calculation-based MCBM probes can be used to
predict performance on several  criterion measures commonly used (standardized tests,
GPA, teacher rating) within the educational system to make important decisions (e.g.,
educational placement).  However, this study also contained several weaknesses that
must be addressed.  First, the study used a small sample of students in only two grade
levels.  Second, the criterion variables were limited to only one standardized test: the
CAT.  Third, the data obtained from the CAT were 1-2 years old for the participants at
the time of the study, so the two measures likely captured different abilities at different
times.  The disparity of time between administration of the CAT and the MCBM was a
significant limitation of the study’s internal validity as the predictor measures were likely
measuring at least somewhat different constructs than the CAT scores had done.  Finally,
because of the static nature of the study, limited evidence of the measures’ sensitivity to
growth was provided. Without adequate change in slope, the predictability of a dual
discrepancy analysis examining the relationship between student level, slope or both was
not feasible or included in this study.  Thus, although these results are promising
indicators of the potential utility of MCBM data as an indicator of performance on other
important outcome measures, future research must address the limitations of the study to
enhance the external validity thereof.  
Helwig, Anderson, and Tindal (2002) extended the research by including multiple
norm-referenced tests as the criterion measures.  In this study, 207 fourth graders from
general education classrooms in four elementary schools within one district were
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administered a mathematics calculation MCBM probe.  The majority of students
involved in this study received mathematics instruction within the general education
curriculum (specifically, 74%), while the remaining students received their mathematics
instruction in special education.  Participants were administered three MCBM probes
consisting of a variety of mathematics problems from the annual curriculum; the
problems ranged in difficulty from basic addition, subtraction, multiplication, and
division facts to more difficult multiplication and division problems that would require
the use of algorithms and strategies (e.g., 362 x 25).  Each 5-minute probe consisted of
approximately 36% basic skill problems and 64% advanced skill problems.  Participants
in the study were also administered the computation subtest of the Green Level test of the
SDMT and the mathematics computation subtest of the CAT.
The results of this study indicated that the MCBM tests correlated strongly with
both the SDT and the CAT.  Specifically, the three MCBM probes had a mean
correlation of r = .57 with the SDT and r = .61 with the CAT.  Hence, given the large
correlation between the MCBM probes and the standardized tests, it is reasonable to
conclude that students performing poorly on the MCBM probes would also likely
perform poorly on the SDT and CAT.  To further support this hypothesis, the researchers
conducted a series of regression analyses to determine how much of the variance in CAT
and SDMT scores could be explained by student performance on the MCBM probes. 
Results of simple regression analyses indicated that total MCBM scores accounted for
approximately two thirds of the variance in CAT scores for the study sample.  
Although Helwig and colleagues (2002) expanded the research by including
multiple criterion tests, the limitations of their study must also be noted in an effort to
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continue to further the research process.  The first limitation is the lack of sensitivity of
the MCBM probes to student growth over time.  Although pre- and postintervention
scores were obtained, no data were provided regarding the slope of the students’ progress
over time.  A second limitation of this study was its failure to include a skills analysis
component, thus failing to provide specific information regarding students’ unique
strengths and weaknesses within their mathematical repertoire.  The third limitation is the
limited number of NRTs investigated. In addition, both tests used in this study are
typically used only to evaluate general education curriculum, so there was no extension
to include those tests that are commonly used in the process of educational placement
decisions (i.e., general education vs. special education placement).  Finally, participants
in this study represented only the fourth grade.  Thus, future studies should seek to
address a wider range of grades and demonstrate the sensitivity to growth of the
particular MCBM probe being implemented within the study.
Jitendra and colleagues (2005) furthered the research process by including two
types of skill probes on two separate criterion measures.  Seventy-seven third-grade
students representing four third-grade classrooms in a suburban district participated in an
investigation to determine the concurrent and predictive utility of applications-based
MCBM through correlation and regression analysis.  According to the authors,
approximately 15% of the school population in which the study was conducted
represented ethnic minorities, 17% were economically disadvantaged, and 5% spoke
English as a second language.  
Participants were administered a 3-minute computation-based MCBM
(computation fluency, CF) probe, consisting of 25 grade-level skill problems, once each
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week for 4 weeks during the two primary phases of the study (i.e., winter and spring) for
a total of eight probes.  The average of the four scores obtained during winter and the
average of the four scores obtained during spring was utilized in the statistical analyses
of the study.  
Participants were also administered an applications-based MCBM (word-problem
solving fluency, WPS-F).  Participants were administered the WPS-F once every 2 weeks
for the duration of the 16-week study.  Students were given 10 minutes to complete each
eight-problem probe.  Each probe was comprised of addition and subtraction word
problems that were selected from commonly used third-grade mathematics textbooks;
however, in an effort to ensure that students had not previously encountered the problems
utilized in the study, all textbooks from which problems were taken were not included
within the school’s curriculum.  
All participants were administered the mathematics procedures subtest of the
Stanford Achievement Test-9 (SAT-9) in the winter and administered the mathematics
computation subtest of the TerraNova achievement test in the Spring to assess their initial
mathematics achievement.  Concurrent validity coefficients were calculated in the winter
and spring to address the relationship between students’ scores on the CBM measures
(WPS-F and CF) with the norm-referenced measures administered in the winter and
spring.  Results indicated that concurrent validity coefficients for the winter WPS-F were
within the moderate range, with WPS-F more strongly correlated (r = .71) than the CF  
(r = .49) to SAT-9 problem solving scores obtained in winter.  The SAT- 9 procedures
subtest was also moderately correlated with the CBM scores, but with CF (r = .64) a
stronger correlate relative to WPS-F (r = .58).  In addition, concurrent validity
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coefficients for the TerraNova concepts and applications subtest with spring WPS-F and
spring CF measures were also in the moderate range, with performance on the WPS-F 
(r = .58) more strongly related than the CF (r = .45).  Concurrent validity coefficients for
the TerraNova computation against spring WPS-F and CF measures followed a similar
pattern with the CF slightly more strongly correlated (r = .51) than WPS-F (r = .48) to
TerraNova computation scores.  This pattern of reversing strength of correlations among
measures is to be expected given the matching underlying math construct purported to be
measured by each respective instrument.  Together, the evidence generated indicates that
MCBM adequately measures math achievement as defined by the SAT-9 and TerraNova
tests.
Predictive validity coefficients were also calculated for the WPS-F and CF probes
on the criterion measures.  Results indicated that the same pattern observed within the
concurrent validity coefficients also existed within the predictive validity coefficients:
application-based MCBM was the best predictor of application-based criterion measures
and calculation-based MCBM was the best predictor of calculation-based criterion
measures.  Further predictive validity comes from the results of a forced-entry regression
analysis which indicated that scores obtained in the winter on both MCBM measures
successfully predicted performance on the scores obtained in the spring on the criterion
measures at a statistically significant level (p < .05).  Hence, the concurrent and
predictive validity of MCBM grounded in either concepts or calculations appears to be
within the moderate range when using the mathematics subtests of the SAT-9 and
TerraNova assessments as the criterion variables.  Thus, it is reasonable to conclude that 
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data obtained from MCBM may be used to predict subsequent performance on norm-
referenced tests, including those utilized as important outcomes measures.
Again, the results of this study must be interpreted within its inherent constraints. 
The first limitation of this study is that it contained a relatively small sample size
representing little ethnic diversity at one grade level.  Third, few participants received
special education services during the study (n = 5).  Fourth, the MCBM instruments used
within the study were designed only to measure only addition and subtraction, so no
information regarding other mathematics operations can be derived.  Finally, no evidence
of sensitivity to growth over time was provided.  Thus, future research should attend to
and attempt to resolve these concerns.
Recently, Shapiro, Keller, Lutz, Santoro, and Hintze (2006) increased the
available research by including two types of criterion measures and multiple MCBM
probes over time within a much larger sample than had previously been utilized.  In this
study, the researchers investigated the accuracy of predicting performance on a statewide
curriculum-referenced test administered in the spring (PSSA) from MCBM performance
administered in the fall, winter, and spring. Participants were drawn from a stratified
random sample across six elementary schools in two districts in Pennsylvania to more
accurately represent the socioeconomic status (SES) of the districts from which they
were drawn.  A total of 906 students from Grades 3, 4 and 5 participated in the study (n =
337 third graders, n = 271 fourth graders, and n = 298 fifth graders).  Students were
administered computation probes in this study consisting of 25 multiple-skills problems
designed to assess mastery of computation skills typical for each grade level in the fall,
winter, and spring.  No information regarding the length of time limits imposed during
24
CBM administration was reported, however.  The results indicated weak to strong
correlations between MCBM and the SAT–9 scores (range of r = .058 to r = .727) and
weak to strong correlations between MCBM scores and PSSA scores (range of r = .058
to r = .727) for students in the second through fifth grades.  Specifically, the authors
reported that of the 18 correlations calculated between MCBM administrations in the fall,
winter, and spring for both second and fourth grade students, all were statistically
significantly correlated with subsequent performance on the problem solving, procedures,
and total math subscales of the SAT-9 at p < .001, with only one exception (second grade
problem solving administered in the fall, p > .001).  In addition, correlations between
MCBM scores administered in the fall, winter, and spring for third- and fifth-grade
students with PSSA scores ranged from r = .072 to r = .644; all correlations were
statistically significant at p < .001.  These results provide evidence for the utility of
MCBM as a moderate predictor of educationally relevant assessment outcomes.  
In addition to establishing the predictive validity of MCBM on the PSSA and
SAT-9, Shapiro and colleagues (2006) discussed the utility and practicality of
establishing benchmarks (or cut scores) based upon MCBM scores in the fall, winter, and
spring to successfully predict students who would meet the criterion level of the PSSA
administered in the subsequent spring.  A series of receiver operating characteristics
(ROC) curves were developed that modeled the diagnostic accuracy of the MCBM and
PSSA scores over a range of benchmarks.  This process identifies benchmarks that
maximize the sensitivity and specificity trade-off (i.e., increasing one at the expense of
the other) in an effort to maximize benefit while minimizing cost.  Using this process, the
authors reported that all measures utilized in their study showed positive predictive
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power (i.e., correct prediction of students’ failure on the PSSA based upon his/her
MCBM score) ranging from 80-93% and negative predictive power (i.e., correct
prediction of students’ success on the PSSA based upon his/her MCBM score) ranging
from 48-68%.  Overall correct classification rate of PSSA success based upon MCBM
score was approximately 85% with overall specificity and sensitivity ranging from
.6 to .7.
Although this study provided a promising expansion of previous research on the
utility of MCBM data to predict performance on important outcome measures, the results
must be interpreted within the confines of its limitations.  First, attrition was a potential
threat to the internal validity of the study because only those students who had full data
sets were included in the analysis at the end of the study.  Second, problems with data
collection resultant from incorrect MCBM administration procedures were noted in at
least one data set (i.e., all data collected at one time point) in the study.  Although the
contaminated data were excluded from the analyses reported in the study, concerns
relative to the validity of the included data remained because treatment integrity was not
monitored 100% of the study; hence, some probability of data corruption through
unspecified study procedures remained.  Thus, future research should seek to implement
a stringent treatment fidelity procedure.  
Conclusions and Recommendations
Results of the present review provide empirically based evidence that MCBM is a
useful screening instrument that can be used to screen for the existence of academic
problems among elementary and possibly secondary students (Foegen & Deno, 2001;
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Helwig et al., 2002; Jitendra et al., 2005; Shapiro et al., 2006).  Further, the results of the
review also indicate that MCBM can be used effectively to help improve student
achievement through skills analysis and instruction modification (Foegen & Deno;
Helwig et al.; Jitendra et al.; Shapiro et al.; Stecker et al., 2005). Finally, results indicated
that MCBM shows at least moderate correlations with a variety of NRTs (Foegen &
Deno; Helwig et al.; Jitendra et al.; Shapiro et al.).  Thus, the available evidence indicates
that MCBM may be a promising approach to identify students as high risk for failing to
meet relevant standards on important outcome measures.  
However, although the studies reviewed provide evidence of the validity of
MCBM, they are not without their limitations.  Perhaps the greatest limitation is that few
studies combined multiple NRTs and MCBM probes in the same study. Thus, no direct
comparison of any one MCBM probe has been made with multiple NRTs, including
those commonly used to identify students with learning disabilities. This is particularly
important because one major problem associated with intervening with students who
would likely benefit from additional education services (e.g., academic intervention or
specialized instruction) is the limited evidence of reliability of identification procedures
across systems (Augustyniak, Murphy, & Phillips, 2005; Mazzocco, 2005; Mazzocco &
Myers, 2003).  However, if students’ performance on MCBM can be correlated across
multiple tests commonly used to identify students requiring additional educational
services, the accuracy with which students would be identified as high risk across school
systems would be increased.  
Given the results of the present review, additional research designed to augment
and extend that which is currently available is also clearly necessary.  Several
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suggestions can be generated from the results of the current review of literature.  First,
the correlation of various types of MCBM probes with various types of NRTs within a
larger, more diverse sample representing multiple grades is important.  Second, future
studies should attempt to investigate the sensitivity of MCBM probes utilized within the
study to growth over time in an effort to ensure more accurate identification of students
likely to fail to meet standards.  Studies using reading CBM assessments suggest that this
can be accurately accomplished by utilizing a dual discrepancy analysis within the
MCBM system (Burns & Senesac, 2005; Speece & Case, 2001). Third, probes should be
designed to provide information that can be utilized to define instructional treatment
plans for those individuals identified as high risk for failure (Speece & Case).  Fourth,
probes should be created so that they are able to predict performance on NRTs and be
used for error analysis.
Purpose of Study
Using MCBM for the purposes of screening and progress monitoring of math skill
development over time is useful because they can be easily administered at any time to
make educational decisions. Data obtained from MCBM can be used in schools to answer
such questions as: (a) what fluency score determines that a child has developed math
skills to a degree that skills will proficiently be demonstrated across various tests? (b) is
the current instruction effective in increasing math skills for most children? and (c) which
children are at risk for math difficulty because of inadequate math computation skills and
thus need additional instruction or special education?
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Although previous research has examined the concurrent and predictive validity
of MCBM on group-administered tests, questions still exist regarding the degree to which
MCBM scores predict math performance on individually administered tests used to
identify students at high risk for math academic failure.  A complex issue related to
effective assessment is the question about which students are experiencing academic
difficulty and require early and intensive intervention such as might be provided through
the school’s supplemental intervention or special education services (Klingner et al.,
2006). If MCBM is to be used for identification and placement of children in services,
the measure should accurately differentiate between children who have not yet acquired
skills and those who have acquired skills. Further, research on the decision validity of a
dual discrepancy approach to the identification of risk level with RCBM provides
guidance for future research in other areas of CBM including mathematics. Future
research on the technical adequacy and utility of MCBM as a predictor of mathematics
achievement on educationally relevant testing may lead to its increased use within
education systems to efficiently and effectively identify and support the right child at the
right time.
This study replicated and extended the current research literature by investigating
the extent to which MCBM could be used to identify children likely to fail to meet
proficiency standards on individually administered outcome measures without support. 
In this study, students were administered four types of MCBM probes over a 9-week
period of the regular academic school year; the results have been correlated with scores
obtained on several NRTs administered at the end of the study (math fluency subtests of
the WJ-ACH-III, Key Math 3, and WIAT-II) to determine the relationships between
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different MCBM probe scores at different points in time and several tests commonly used
to make important educational decisions.  These standardized tests were selected for
inclusion in the study because of their strong psychometric properties and their frequent
use by school psychologists to determine eligibility for special education services. The
four math probes consisted of a single skill that had previously been taught and students
were expected to have mastered, a single skill that was to be acquired during the course
of the study, multiple skills that were to be acquired over the course of the study, and an
error analysis of multiple skill steps ranging from skills that had been mastered to skills
that students were to acquire.  All skills on each probe were math calculation skills only
(e.g., addition, subtraction, multiplication) and did not represent math reasoning skills
(e.g., rounding, estimating, story problems).  The data was used to explore the efficacy of
the MCBM probes to identify students most likely to succeed or fail on three assessment
measures commonly used in decision-making processes for students struggling to
succeed in school. First, the MCBM scores were analyzed according to level, slope, and
the aggregate of level and slope to determine the differential impact of each probe type
on their individual correlations between students’ MCBM scores and their respective
scores on the outcome measures.  Second, predictive classification accuracy was
employed to explore the degree that various types of MCBM survey-level assessments
with students in Grades 2, 4, and 6 identified high- and low-risk students in mathematics
based upon the subsequent results of three  NRTs with the hypothesis that the error
analysis would be the most accurate.  Further, predictive classification accuracy was
employed to explore the degree that various types of performance indicators (level, slope,
or dual discrepancy) identified high- and low-risk students in mathematics based upon
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the subsequent results of several subtests from three NRTs with the hypothesis that the
dual discrepancy indicator would be the most accurate. 
Thus, the current study sought to answer the following research questions:
1. What is the relationship between screening performance indicators (i.e., level,
slope, or dual discrepancy) on four types of MCBM probes (a probe representing a taught
and mastered skill, a probe representing a single skill to be mastered, a probe
representing multiple skills to be mastered, and a probe representing multiple step-by-
step skills) and math calculation subtests from three individually administered
standardized achievement tests? 
2. To what extent does each of the screening performance indicators on each of
the four types of MCBM probes accurately predict high- and low-risk student
performance status on scores derived from three individually administered standardized
achievement tests?
3. What combination of MCBM screening measures best predicts high- and low-
risk student performance status on scores derived from three individually administered
standardized achievement tests? 
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CHAPTER III
METHODS
Setting and Participants
The study was conducted in three suburban elementary schools (consisting of
Grades kindergarten through 6) located in a Western state.  Approximately 1,600 students
from kindergarten through sixth grade attended the schools that consisted of 85%
Caucasian students, 10% Latino students, 3% African American students, and 2%
students from other ethnic and racial backgrounds. Approximately 35% of all students at
all of the schools qualified for federal free or reduced lunch programs. Schools 1 and 2
contained three classes of students in Grades 2, 4, and 6.  School 3 contained two classes
of students in Grades 2, 4, and 6.  All schools used Houghton Mifflin Mathematics
curriculum; the school district required all teachers to teach from the same curriculum. 
None of the schools included in the study utilized a tiered instruction program in
mathematics instruction.  
The MCBM assessments were conducted by trained research assistants in the
students’ regular classrooms. A total of 6 undergraduate research assistants participated
in the training and administration of the MCBM and NRT measures.  All research
assistants who participated in the administration of measures were required to
demonstrate mastery of administration procedures before being allowed to administer
measures to research participants.  In addition, all research assistants were observed by
the primary researchers and/or licensed school psychologists during the first 3-5
administrations of the NRTs to all research participants.  No research assistants were
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allowed to continue administering NRTs until they had demonstrated mastery of
standardized administration procedures both during training sessions and during
administration to research participants.  Thus, all of the subtests from the NRTs were
individually administered by trained research staff in empty school rooms.
Participants were involved in two phases of the study.  Participants in phase I
included all students within the second, fourth, and sixth grades of the participating
schools who were assessed as part of a schoolwide assessment process the school utilized
to evaluate student math performance.  In total, 685 participants were involved in the first
phase of the study (n = 291 from School 1, n = 248 from School 2, n = 146 from School
3).  Table 1 contains the demographic information for all phase I participants involved in
the study; these data were collected from records obtained through the school district
office.
The MCBM data collected during phase I were utilized to calculate risk status
cut-points for all phase II participants; performance indicator cut-points were calculated
for each classroom from which phase II participants were involved in the study. 
Specifically, each individual student’s risk status was determined using the MCBM data
to calculate the specific cut-points per class.  For example, growth rates or slope scores
were calculated using least squares regression between monitoring scores and calendar
days for all phase I participants (Deno, Fuchs, Marston, & Shin, 2001; Good & Shinn,
1990; Hintze & Christ, 2004; McMaster, Fuchs, Fuchs, & Compton, 2005).  Phase II
participants were identified as low or high risk using local normative criteria by rank
ordering the growth rates for within the three grades and using the 33rd percentile rank to
judge risk status within each class (Burns & Senesac, 2005).  That is, student scores
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Table 1
Demographic Information of Phase I Participants
School 1
(%)
School 2
(%)
School 3
(%)
Total
(%)
Low SES 8.8 9.0 26.1 34.7
Ethnic minority 3.1 4.6 13.2 15.0
Special
Education 6.2 6.5 10.3
8.4
Male 50.2 48.4 50.0 49.5
below the 33rd percentile rank in each individual’s class were classified as high risk and
student above the criterion were classified as low risk.  Table 2 presents the total number
of high- and low-risk students for each school and grade. 
A consent form and letter explaining the purpose of the study (including a
description of the requirements of student participation) was sent to all parents/legal
guardians of phase I students (see Appendix A).  Letters and consent forms were written
in English and Spanish; parents whose native language is other than English or Spanish
were offered an interpreter through the school’s existing services.
All students involved in phase I of the study were eligible for participation in
phase II, except those students who were actively involved in a determination process for
special education services or those who were scheduled to be involved in such within the
next 6 months (e.g., students requiring a special education re-evaluation to determine
continued eligibility).  All potential phase II participants were sent a letter from their
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Table 2
Risk Status Percentages of Phase I Participants
Grade 2 Grade 4 Grade 6 Total
Source High Low High Low High Low High Low
Error Analysis
Time  1 29 174 31 151 28 152 91 477
Time  2 35 174 32 172 44 158 113 505
Time  3 32 178 32 161 29 144 94 485
Time  4 35 169 35 173 31 171 102 513
Slope Time 3 74 140 69 129 66 132 210 403
Slope Time 4 62 160 104 109 59 156 226 427
DD Time 3 22 179 23 162 12 157 58 500
DD Time 4 16 187 26 177 14 186 57 550
Multiple Skills
Time  1 30 173 30 152 27 152 87 480
Time  2 34 175 38 166 29 169 103 511
Time  3 32 178 30 162 25 148 89 489
Time  4 29 175 32 176 31 171 93 522
Slope Time 3 76 141 70 134 66 129 214 405
Slope Time 4 98 126 48 164 79 135 226 427
DD Time 3 21 183 17 170 13 152 53 506
DD Time 4 21 182 16 186 21 178 58 547
Single Skill L
Time  1 32 171 29 153 92 87 154 413
Time  2 33 176 30 174 97 105 162 456
Time  3 31 179 32 160 42 131 107 471
Time  4 37 167 32 176 31 171 101 514
Slope Time 3 73 142 65 140 68 125 207 409
Slope Time 4 72 150 68 148 70 144 211 444
DD Time 3 17 185 16 173 23 143 57 503
DD Time 4 22 180 17 189 30 171 70 540
Single Skill M
Time  1 433 170 29 155 27 150 91 476
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respective principal encouraging them to participate in the study and notifying them that
they would be offered a small tangible reinforcer (e.g., a new pencil or piece of candy)
for returning the consent form regardless of study participation status (see Appendix B). 
All phase II participants with informed consent and a complete data set were included in
the study.  Only participants for whom consent was obtained for participation in phase II
were administered the NRTs.  Table 3 contains the number of students per grade for
whom consent to participate was obtained and denied by school and grade.  In addition, a
total of 35 forms denying consent and 19 forms providing consent were returned without
sufficient identifying data to determine which students returned the forms.
Table 4 contains the following demographics for all phase II participants as
reported by their parents/guardians (Appendix C): percentage of students in the low SES
range, percentage of students representing ethnic minorities, and percentage of students
receiving special education services.  All percentages are calculated according to
percentage within the entire sample.
Measures
Predictor Variables: MCBM
Four different probes comprised of grade level basic computational mathematics
skills were constructed for this study comprising four different sets of problems.  The
mastered single skill (SSM) probe consisted of problems that students had previously
been taught and mastered (as defined by 80% accuracy on 80% of trials as reported by
their teachers).  The single skill to be learned (SSL) probe consisted of a single math skill
(e.g., addition) that students were being taught over the nine weeks that the study
36
Table 3
Results of Informed Consent Returned
School 1 School 2 School 3
Obtained
(n)
Denied
(n)
Obtained
(n)
Denied
(n)
Obtained
(n)
Denied
(n)
Grade 2
Grade 4
Grade 6
49
30
37
3
9
11
30
27
15
2
4
0
16
17
4
0
1
0
Table 4
Demographic Information of Phase II Participants
School 1 (%) School 2 (%) School 3 (%) School 4 (%)
Low SES
Ethnic minority
Special Education
Male
6.9
2.1
2.8
20.8
1.4
2.1
3.5
15.3
8.3
4.2
0.7
3.5
16.7
8.3
6.9
39.6
progressed.  The multiple skills probe (MS) consisted of several different math skills
(e.g., addition and subtraction) that students were reportedly being taught over the 9
weeks of the study.  The final probe , error analysis (EA), consisted of multiple step-by-
step skills using simple computation facts.  Examples of each probe can be seen in
Appendices D, E, F, and G.
The specific problems that were included on each of the probe types were created
from the information obtained through surveys completed by the majority of teachers
whose students participated in the study.  After the teachers completed the survey
reporting problems students were scheduled to learn over the course of the study, random
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numbers were utilized to create each probe so that all problems present on each probe
were consistent with teacher feedback.  Once probes were created, a sample of
approximately 50% of teachers whose students participated in the study were asked if the
problems represented the curriculum they were scheduled to teach over the course of the
study.  The variants of the probes were created by randomly moving problems within
each probe such that all probes contained the same problems, but that all problems were
presented in a random order.  
The number of problems included on each probe was selected such that correctly
written answers equaled a minimum number of digits correct to ensure that all students
who had mastered the skill would not finish during a 2-minute probe administration. 
This was determined by consulting with teachers regarding the estimated number of
problems students could complete within the allotted time.  In addition, a sample of
approximately 20 students from a school that was not involved in the research completed
a variant of the CBM probes to determine if they were able to complete all problems
within 2 minutes.
The type of skill problems presented on each of the four MCBM probes varied. 
For the EA, single skill, and multiple skill probe types, each problem type was selected to
represent specific skills that teachers reported students were actively learning over the
course of the study.  For the single skill mastery probe, problem types were selected to
represent math skills teachers reported that 80% of their students could perform with
90% accuracy on 80% of administrations.  Teachers were asked to select specific skills
for each of the probes on a survey that all participating teachers received 3 weeks prior to
the beginning of the study.  The survey consisted of problem types that covered the four
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basic computational skills, decimals, and fractions relevant to each grade level as
determined by state and district curriculum requirements, content of classroom math text,
and teacher input (Shapiro, 1996); these problem types were hierarchically arranged (see
Appendix H).  Teachers were asked to select specific skills that met the stated skill set
criteria from the list of grade level computation math skills (see Appendix H).  A skill or
combination of skills most commonly identified by all teachers within each grade level
across all schools was included in the probe administered to that grade.  The four types of
MCBM probes and the definition of the skill presented on the probe follows.
Mastered Single Skill Probe (SSM).  Problems presented on the mastered single
skill probes (SSM) were selected by asking teachers in each grade level to indicate one
specific skill their students were expected to have mastered by the time of probe
administration. Teachers were told that a mastered skill would be a skill that meets three
criteria: (a) the skill has already been taught to students within the last two months, (b)
students have been given several opportunities to independently practice the skill, and (c)
80% or more of the students are able to complete this skill above 90% accuracy. 
Single Skill to be Learned Probe (SSL).  A single math skill (e.g., two-digit
addition plus regrouping for second grade students) that had not been taught to students
in the current school year was included on the single skill probe (SSL).  However,
teachers were asked to select skills that they planned to teach and practice during the 9-
week curriculum during which the study took place.  
Multiple Skills Probe (MS).  Teachers were asked to select all skills on the list of
grade level computation skills that students should have mastered by the end of the 9-
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week curriculum during which the study took place. A combination of three to five skills
were randomly presented using randomly generated numbers to generate the problems.
Error analysis of skill steps probe (EA).  This type of MCBM probe covered
multiple computation skills structured in hierarchical order of skill difficulty.  Similar to
prior studies, these probes were created to enable the identification of possible areas of
intervention for math computation skills using skills analysis (Fuchs et al., 1990). This
probe was also designed to minimize mastery of basic facts to focus on mastery of
computation steps. To accomplish this, each problem represented a skill step that can be
taught within a brief (i.e., 5-minute) lesson using a coach card.  However, all problems
were comprised of facts that would require minimum finger counting or mental counting;
for example, 21 + 13 rather than 45 + 36 were used for a double-digit addition problem
with no regrouping.
Criterion Variables: Standardized 
Norm-Referenced Tests
Three NRTs were selected for use in this study based on robust psychometric
properties and were reported to be commonly used to make eligibility determination for
special education services (Magyar, Pandolfi, & Peterson, 2007). The three selected
NRTs are described below. 
Woodcock-Johnson Tests of Achievement–Third Edition (WJ-ACH-III).  The WJ-
ACH-III is an individually administered, standardized, and norm-referenced achievement
test. The battery consists of 22 subtests that cluster into 16 composites. Each subtest
yields a standard score and a composite score can be calculated for 16 areas. For the
purpose of this study, two subtests were selected as a criterion for comparison against the
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experimental probe measures: calculation and math fluency. The calculation subtest
requires students to complete math problems arranged hierarchically according to
difficulty under nontimed conditions.  Students continue attempting to solve problems
until they answer six consecutive problems incorrectly. Problems range in difficulty from
simple addition to calculus problems.  The math fluency subtest requires students to
complete as many mathematics problems as they can within 3 minutes. All problems are
hierarchically arranged according to difficulty and difficulty levels range from simple
addition to simple multiplication (i.e., one-digit by one-digit products); there are no
division problems on the math fluency subtest.  These two subtests were selected for two
reasons: (a) these subtests sampled skills similar to those sampled by the experimental
probes, and (b) the subtests selected have strong psychometric properties. Reliability
coefficients within the normative sample representative of the age ranges that were used
in the study for the math calculation skills cluster score (comprised of the calculation and
math fluency subtest scores) ranged from .80-.87; reliability coefficients within the
normative sample for the math fluency subtest ranged from .77-.89 across the age ranges
for participants within the study (McGrew & Woodcock, 2001).  One-year test-retest
reliabilities for Calculation and Math Fluency ranged from .81-.83 and from .86-.89,
respectively, across the age ranges for participants within the study.  Correlations
between the calculation subtest of the WJ-ACH-III and the mathematics composite and
mathematics computation scores of the Kaufman Test of Educational Achievement
(KTEA) were reported as .60 and .67, respectively (McGrew & Woodcock). 
Correlations between the calculation subtest of the WJ-ACH-III and the mathematics
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composite of the Wechsler Individual Achievement Test (WIAT-II) was reported as .69
(McGrew & Woodcock).
Key Math 3.  Each student was administered the mathematics calculation subtest
of the Key Math 3 (KM 3).  The KM 3 is an individually administered, standardized, and
norm-referenced achievement test. The battery consists of 13 subtests that cluster into
four composite scores: total test, basic concepts, operations, and applications. Each
subtest yields a scaled score and an area score can be calculated for each of the four areas
named above. For the purpose of this study, two subtests (addition/subtraction and
multiplication/division) were selected to be used as a criterion for comparison against the
experimental probe measures.  All subtests consist of domain-specific items
hierarchically arranged according to difficulty and are individually administered under
nontimed conditions.  In addition, students are required to attempt to answer items until
they fail to correctly complete three consecutive items.  Problems on the
addition/subtraction subtest range in difficulty from counting visual images (i.e., “finger
counting”) to adding and subtracting fractions with unlike denominators.  The
multiplication/division subtest ranges in difficulty from the exploration of basic facts
(i.e., single-digit products and dividends) to multiplication and division of fractions and
mixed numbers.  These subtests were selected because they sample skills similar to those
sampled by the experimental probes and the subtests selected have strong psychometric
properties.  Reported split-half reliability coefficients for the included subtests and
composite scores across the included grades ranged between r = .54 to r = .92 for second
graders, r = .56 to r = .94 for fourth graders, and r = .65 to r = .95 for sixth graders
(Connolly, 1997). Correlations between the selected KM 3 subtests and composite score
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and the mathematics computation subtest of the Comprehensive Tests of Basic Skills
(CTBS) ranged between r = .56 to r = .65, and ranged between r = .51 to r = .77 when
comparing the selected KM 3 subtests and composite score and the Iowa Test of Basic
Skills (ITBS) mathematics concepts and mathematics computation subtest scores.
Wechsler Individual Achievement Test–2nd Edition (WIAT-II).  The WIAT-II is an
individually administered, standardized, and norm-referenced achievement test. The
battery consists of nine subtests that cluster into four composite scores: reading,
mathematics, written language, and oral language. Each subtest yields a scaled score and
a composite score can be calculated for each of the four areas named above. For the
purpose of this study, only the numerical operations subtest of the mathematics
composite was selected to be used as a criterion for comparison against the experimental
probe measures.  This subtest consists of domain-specific items hierarchically arranged
according to difficulty and is individually administered under nontimed conditions.  In
addition, students are required to attempt to answer items until they fail to respond
correctly to six consecutive items.  This subtest was selected because it samples skills
similar to those sampled by the experimental probes and has moderate to strong
psychometric properties.  Reported split-half reliability coefficients for the included
subtests and composite scores across the included grades were r = .83 for second grade,
r  = .85 for fourth grade, and r = .92 for sixth grade (Wechsler, 2002).
The examiner’s manual (2002) reports correlations of r = .77 between the
numerical operations subtest of the WIAT-II and the arithmetic score of the Wide Range
Achievement Test--Three (WRAT3) and correlations of r = .75 between the numerical
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operations subtest of the WIAT-II and the Differential Ability Scales (DAS) basic
number skill score.
Procedures
MCBM Probe Training, Administration, 
and Scoring Procedures
All MCBM probes were administered and scored by trained research assistants in
the presence of the classroom teacher.  Prior to the study, training on MCBM
administration and scoring procedures was provided to everyone involved in the study. 
Training included detailed explanations and written instructions of specific MCBM
administration and scoring procedures; modeling and practicing of the MCBM
administration procedures with feedback was also provided.  Research assistants were
considered trained on correct administration procedures when they completed all steps
accurately. Research assistants were considered trained on correct scoring procedures
when they obtained at least 95% interscorer agreement with a primary researcher on two
math probes. Inter-scorer agreement was calculated as a percentage by dividing the
number of agreements for attempted items (i.e., both scorers agreed that the student
correctly or incorrectly completed each digit) by the total number of agreements plus
disagreements multiplied by 100.  The mean interscorer agreement across all research
assistants was 100%.
The four probe types described previously (i.e., mastered skill, single skill,
multiple skill, and error analysis of skill steps) were group administered in the
participants’ respective classrooms during a nine week period in the spring of the
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academic school year.  Each student was administered all MCBM probe types in each
session on four separate occasions (at the beginning of the study then after 10, 20, and 30
instructional days) in his/her classroom by a trained research assistant.  All four probes
were administered and collected within approximately one 10-minute session on each
testing occasion (see Table 5 for test administration schedule).
Teachers were notified approximately 2 weeks in advance each time students
were administered the MCBM probes.  All students within each class in the study were
administered the math calculation probes at their desks in their classroom during
nonlunchtime hours.  During an MCBM administration session, participants were
provided with a packet of grade-appropriate MCBM probes and a pencil.  The order of
presentation of the four math calculation probes was counterbalanced across probe type
by testing session. Before each testing session, students were told that they would be
asked to complete some math problems and that they should try to do their best work (see
Appendix I). All students were given the math probes with the problems facing down by
the research assistant.  The research assistant then instructed the students to turn the 
packets over, to begin working on the problems starting at the top of the page and to
move across the page in a left-to-right, top-to-bottom manner, and began timing the
students.  Students were provided two minutes to complete each probe with
approximately a 30-second break between probes.  Upon completion of the last probe,
students were asked to return their packets to the research assistant.
After all MCBM administrations, trained research staff scores the probes.  The
number of digits correct per 2 minutes (DCP2M) on each probe served as the datum 
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Table 5 
Timeline for Administration of Measures
Instructional
days Tests administered Measurements
Time 1 0 Error Analysis MCBM
Mastered Single Skill MCBM
Multiple Skills MCBM
Single Skill MCBM
Level
Time 2 10 Error Analysis MCBM
Multiple Skills MCBM
Single Skill MCBM
Level
Time 3 20 Error Analysis MCBM
Multiple Skills MCBM
Single Skill MCBM
Level & Slope
Time 4 30 Error Analysis MCBM
Multiple Skills MCBM
Single Skill MCBM
Level & Slope
Time 5 34 WJ-ACH-III
WIAT-II
KM 3
Level
reported for each student on each probe (Thurber et al., 2002).  That is, any number
written as part of the correct answer and in the correct place value was counted as a
correct digit. If a student’s answer was correct, the student received the full problem
value for potential digits correct whether or not his/her work was shown. For problems
that are incorrect or incomplete, credit was given for those digits correct in the solution.
Finally, “carries” or “borrows” involved in problems requiring regrouping were not
counted as digits correct. 
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Approximately 2 weeks after each administration, teachers were provided a graph
that displayed the students’ math scores on the MCBM probe from lowest to highest
scores with lines marking an instructional standard norm benchmark and the class
median score (see Appendix J). The instructional standard applied for math were 10-20
DCP2M for Grades 1-3, and 20-40 DCP2M for Grades 4-6 (as described by Deno,
Mirkin, & Chiang, 1982).
Throughout the study, two trained scorers independently scored responses on
30% of each of the four administered probes and NRTs. Inter-scorer agreement was
calculated as a percentage by dividing the number of agreements (i.e., both scorers agree
that the student correctly or incorrectly responded) by the total number of agreements
plus disagreements multiplied by 100.  The mean interscorer agreement was 100% on all
four probes. 
Standardized Test Training, Administration, 
and Scoring Procedures
All NRTs were administered and scored by trained research assistants.  Prior to
the beginning of the study, training on NRT administration and scoring procedures for all
research assistants was provided.  In addition, evaluation of the training provided to the
research assistants was conducted using the same procedures described previously
regarding the training on MCBM procedures.  The mean interscorer agreement between
all research assistants and the primary researcher was 100% on all NRTs.
Phase II participants were administered the NRTs within one week of the last
probe administration. Teachers were given a list of students selected for participation
along with the specified time of test administration approximately 2 weeks before NRT
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administration. All students within each class in the study were individually administered
the selected sections of the WJ-ACH-III, the KM 3, and the WIAT-II in an empty room
during non-lunchtime hours and were administered by trained research assistants.
All three tests were administered within approximately one 25-minute session. 
The order of the presentation of the three NRTs was counterbalanced across all students. 
Before the testing session, students were told that they would be asked to complete some
math problems and that they should try to do their best work. The researcher then
administered the standardized tests according to instructions provided in their respective
testing manuals. Following each administration, the NRT was scored to obtain raw and
standard scores for each subtest following the scoring directions provided in the test
manuals. 
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CHAPTER IV
RESULTS
Overview
For this study, MCBM performance data were measured and analyzed using level
score obtained at each time; slope score and dual discrepancy score (i.e., below level and
below slope) were calculated for administrations from Time 1 to Time 3 and Time 1 to
Time 4.  Each of these three performance indicators was calculated based on prior
research. Level scores were calculated by scoring the total number of digits correctly
recorded by the student in 2 minutes on each math probe (Shinn, 1989).  Next, the high
risk students were identified as those students whose scores fell below the 16th percentile
within their class on the MCBM probes and who were below the preset instructional
grade level. The instructional standard applied for math was 10-20 DCP2M for Grades 1-
3, and 20-40 DCP2M for Grades 4-6 (as described by Deno et al., 1982).
Growth rates or slope scores were calculated using least squares regression
between monitoring scores and calendar days (Deno et al., 2001; Good & Shinn, 1990;
Hintze & Christ, 2004; McMaster et al., 2005). Next, the high-risk and low-risk groups
were identified using local normative criteria by rank ordering the growth rates for within
the three grades and using the 33rd percentile rank to judge risk status (Burns & Senesac,
2005).  That is, student scores below the 33rd percentile rank in each individual’s class
were classified as high risk and student above the criterion were classified as low risk.  
For the dual discrepancy criterion suggested by Fuchs, Fuchs, Hosp, and Hamlett
(2003), a student was identified as high risk if his or her growth rate fell in the high risk
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criterion for slope and the CBM score fell within the high-risk level criterion for level.
Alternatively, a student was identified as low risk if scores fell within the low-risk
criteria for slope or level or both. 
Classification of high- and low-risk status for each student was also calculated for
each NRT test.  High-risk students were identified as any students whose standard score
fell below one standard deviation of the mean.  In efforts to improve the psychometric
stability of the criterion scores, cluster scores were used for the WJ-ACH-III. The WIAT
and KM 3 subtests administered were insufficient to calculate a cluster score.
Descriptive Statistics
Several analyses of student MCBM and standardized subtest scores were
conducted.  First, descriptive statistics (e.g., means, ranges, and standard deviations)
were computed (see Tables 6, 7, and 8).  Results indicated that mean scores (DCP2M) on
all probe types were highest for sixth-grade students and lowest for second-grade
students across all probe administration times.
Second, preliminary analyses between participants at each school were conducted
using chi-square tests to determine statistically significant differences between the three
schools on gender, SES, ethnicity, and special education status (see Appendix K). 
Significant differences between schools were noted; however, data were not separated by
school during subsequent analyses for several theoretical and empirical reasons.  First, in
order to provide a more useful metric to school districts, data were collapsed in order to
illustrate the potency of using district level data to create local norms and thereby provide
an empirical framework for the establishment of local norms for data-drive decision
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Table 6
Descriptive Statistics of MCBM Level Scores of Phase II Participants
Population n Mean SD Median Range Skewedness
Time 1
Error analysis
    Grade 2
    Grade 4
    Grade 6
Multiple skill
   Grade 2
   Grade 4
   Grade 6
Single skill
   Grade 2
   Grade 4
   Grade 6
Acquired skill
   Grade 2
   Grade 4
   Grade 6
49
48
47
49
48
47
49
48
47
49
48
47
15.1
29.3
38.5
19.8
21.4
25.8
18.4
30.0
45.5
19.7
37.8
40.8
6.7
8.2
12.2
9.8
10.3
10.2
11.6
14.7
29.4
11.1
15.2
16.4
16.0
30.5
36.0
19.0
22.0
25.0
17.0
28.0
48.0
17.0
36.0
38.0
31.0
37.0
48.0
41.0
55.0
47.0
31.0
61.0
97.0
51.0
61.0
72.0
.02
-.83
.13
.56
.80
.50
.50
.47
.13
.37
.68
.22
Time 2
Error analysis
   Grade 2
   Grade 4
   Grade 6
Multiple skill
   Grade 2
   Grade 4
   Grade 6
Single skill
   Grade 2
   Grade 4
   Grade 6
49
48
47
49
48
47
49
48
47
15.6
29.7
35.6
20.0
23.6
29.6
19.0
37.3
48.2
6.4
9.0
14.4
10.7
10.2
11.3
11.3
16.1
28.1
17.0
29.5
34.0
19.0
20.5
29.0
20.0
36.5
46.0
28.0
42.0
58.0
43.0
51.0
53.0
49.0
68.0
109
-.59
-.28
-.27
.59
1.01
.04
.30
.65
.35
(table continues)
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Population n Mean SD Median Range Skewedness
Time 3
Error analysis
   Grade 2
   Grade 4
   Grade 6
Multiple skill
   Grade 2
   Grade 4
   Grade 6
Single skill
   Grade 2
   Grade 4
   Grade 6   
49
48
47
49
48
47
49
48
47
17.7
30.1
42.3
22.6
24.3
28.1
23.7
36.9
51.2
5.5
9.1
12.0
10.9
9.6
12.8
10.4
16.3
23.8
18.0
30.0
43.0
21.0
23.0
29.0
22.0
32.0
55.0
25.0
37.0
54.0
48.0
43.0
59.0
57.0
75.0
108.0
-.76
.13
.16
.46
.48
.42
.60
.61
.28
Time 4
Error analysis
   Grade 2
   Grade 4
   Grade 6
Multiple skill
   Grade 2
   Grade 4
   Grade 6
Single skill
   Grade 2
   Grade 4
   Grade 6
49
48
47
49
48
47
49
48
47
18.3
30.8
41.4
23.6
27.1
33.0
23.5
39.4
46.0
5.9
9.1
12.1
13.8
12.5
13.7
13.4
18.7
30.2
20.0
31.0
38.0
23.0
26.5
35.0
21.0
41.0
38.0
27.0
37.0
49.0
59.0
56.0
63.0
74.0
71.0
111.0
-.88
-.24
.42
.50
.18
.59
1.15
.36
.38
making (VanDerHeyden, Witt, & Gilbertson, 2007).  Second, data were collapsed across
schools for analyses because it provided a more diverse representation of students with
regards to ethnicity, SES, and special education status.  Finally, data were collapsed
because a low number of high-risk students were identified within the sample of phase II
participants and separating students according to school would have decreased the power
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Table 7
Descriptive Statistics of MCBM Slope Scores of Phase II Participants
Population n Mean SD Median Range Skewedness
Weeks 1 to 3
Error analysis
    Grade 2
    Grade 4
    Grade 6
Multiple skill
   Grade 2
   Grade 4
   Grade 6
Single skill
   Grade 2
   Grade 4
   Grade 6
49
48
47
49
48
47
49
48
47
.65
.17
.61
.83
.69
.48
1.29
2.49
1.72
1.38
1.59
2.78
2.26
1.66
2.21
1.93
2.49
1.72
.50
.13
.75
.75
.63
.50
1.25
1.63
.75
6.75
9.75
19.50
13.75
8.00
10.75
8.50
10.00
7.75
.24
.32
-3.66
1.05
.171
2.21
.33
.28
1.08
Weeks 1 to 4
Error analysis
   Grade 2
   Grade 4
   Grade 6
Multiple skill
   Grade 2
   Grade 4
   Grade 6
Single skill
   Grade 2
   Grade 4
   Grade 6
49
48
47
49
48
47
49
48
47
.49
.25
.59
.49
.80
.87
.83
1.12
3.68
.90
.73
1.10
.90
1.16
1.62
1.55
1.62
3.20
.30
.28
.45
.79
.72
1.25
.61
.88
4.03
4.56
4.94
4.98
5.86
5.48
6.67
8.15
6.73
11.60
.22
-.11
.86
-.46
.01
-.40
.71
.36
.06
of the statistical analyses included in the study.In order to investigate significant
differences between grades and math probes within probe type, a series of mixed between
within ANOVA were conducted.  A three (MCBM probe types) by three (grades) 
53
Table 8
Descriptive Statistics of NRT Scores of Phase II Participants
Population n Mean SD Median Range Skewedness
WIAT
    Grade 2
    Grade 4
    Grade 6
    Total
49
48
47
144
101.4
108.8
103.3
104.5
13.5
10.9
12.9
12.8
100.0
109.0
102.0
104.0
64
50
60
70
0.547
0.110
-0.064
0.096
WJ-ACH-III
    Grade 2
    Grade 4
    Grade 6
    Total
49
48
47
144
106.6
108.8
105.8
107
12.2
9.2
13.2
11.6
108.0
109.0
105.0
107.5
54
35
64
66
-0.636
0.110
0.177
-0.234
KM Add/Sub
    Grade 2
    Grade 4
    Grade 6
    Total
49
48
47
144
10.0
10.6
9.8
10.1
2.8
2.8
2.5
2.7
10.0
11.0
10.0
10.0
14
13
9
15
-0.226
0.343
-0.284
-0.003
KM Mult/Div
    Grade 4
    Grade 6
    Total
48
47
95
10.6
9.8
10.2
2.7
2.6
2.7
11.0
10.0
10.0
14
15
15
-1.065
-0.639
-0.805
ANOVA was performed with the three probe types administered across the four
administration times serving as the within-subjects variable and the three grades serving
as the between-subjects grouping variable.  Results of the assumptions of normality of
distribution, equality of population variances, and independence of scores were
investigated.
As shown in Table 9, the RM ANOVA indicated significant main effects for time
and grade and a significant time by grade interaction. As shown in Table 10, independent
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Table 9
Results of RM ANOVA for Grade by Probe Type Across All Administration Times
Source df
Mean
square F p
Partial
η2
EA 3 0.76 14.75 0.000 0.241
grade 2 25175.67 88.78 0.000 0.557
EA * grade 6 0.88 3.12 0.006 0.063
MS 3 0.74 16.51 0.000 0.263
grade 2 2856.51 6.79 0.002 0.088
MS * grade 6 0.91 2.28 0.037 0.047
SSL 3 0.79 12.10 0.000 0.207
grade 2 34191.98 25.26 0.000 0.264
SSL * grade 6 0.86 3.73 0.001 0.074
Table 10
Post-hoc Comparisons Among Significant RM ANOVA Main Effects
Grades
Administration
time t df p (2-tailed)
EA
2 and 4 Time  1a -9.335 95.00 0.000
Time  2b -8.815 84.57 0.000
Time  3b -8.827 82.28 0.000
Time  4b -8.050 80.57 0.000
4 and 6 Time  1b -4.295 80.56 0.000
Time  2b -2.386 77.29 0.019
Time  3b -5.753 80.61 0.000
Time  4b -4.795 85.49 0.000
2 and 6 Time  1b -11.589 70.94 0.000
Time  2b -8.728 63.07 0.000
Time  3b -12.805 63.80 0.000
Time  4b -11.826 66.32 0.000
(table continues)
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Grades
Administration
time t df p (2-tailed)
MS
2 and 4 Time  1b -0.761 94.52 0.449
Time  2b -1.695 94.93 0.093
Time  3b -0.843 93.95 0.402
Time  4b -1.316 94.36 0.191
4 and 6 Time  1a -2.079 93.00 0.040
Time  1a -2.729 93.00 0.008
Time  3b -1.611 85.40 0.111
Time  4a
-2.182 93.00 0.032
2 and 6 Time  1a -2.905 94.00 0.005
Time  2a -4.283 94.00 0.000
Time  3a -2.272 94.00 0.025
Time  4a -3.337 94.00 0.001
SSL
2 and 4 Time  1a -4.334 89.47 0.000
Time  2a -6.495 95.00 0.000
Time  3b -4.774 79.82 0.000
Time  4b -4.818 85.25 0.000
4 and 6 Time  1b -3.232 67.19 0.002
Time  1b -2.302 72.85 0.024
Time  3b -3.418 81.18 0.001
Time  4b -1.280 76.48 0.205
2 and 6 Time  1b -5.893 59.51 0.000
Time  1b -6.610 59.90 0.000
Time  3b -7.313 62.54 0.000
Time  4b -4.698 62.98 0.000
a equal variances assumed
b equal variances not assumed
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t tests showed significant differences between Grades 2 and 4, 4 and 6, and 2 and 6 at all
times for all three probes except for all four administration times of MS between Grades
2 and 4 and for Time 3 between Grades 4 and 6. Figures 1, 2, and 3 indicate that more
digits were correct on average as grade level increased at each of the four times the
MCBM probes were administered.  
In sum, the results of the RM ANOVA indicated that for the majority of the
MCBM probes administered, the mean scores increased across administrations.  It also
indicated that the mean scores were consistently highest for the sixth grade participants,
followed by the fourth-grade participants, with the second-grade participants’ scores
being the lowest.  This indicates that student performance improved over time on each of
the MCBM probes.  It is worthy to note, however, that although the scores did not always
improve from week to week, the final scores were always higher than the original scores.
Concurrent Criterion-Related Validity
A Pearson product-moment correlation was conducted to determine if there were
significant relationships between MCBM scores and NRTs scores.  Due to stronger
psychometric properties relative to individual subtest scores, component scores from the
NRTs were included in the analyses when available.  Results of this analysis are
presented in Table 11.
As noted in Table 12, moderate correlations between MCBM probes and WJ-
ACH-III and between MCBM scores and WIAT scores were found across all testing
periods in all grades; correlations ranged from r = .34 to r = .72 and all correlations were
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Figure 1.  Marginal means for EA by grade.
Figure 2.  Marginal means for MS by grade.
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Figure 3.  Marginal means for SSL by grade.
statistically significant (p < .05).  Lower correlations were found between MCBM probes
and the KM 3 subtests scores = .16 to .39), with two nonsignificant relationships
identified (KM 3 Mult/Div with Time 2 MS and Time 4 MS).  Statistically significant
correlations were found between all probes and tests for 2nd graders at all administration
times (r = .34 to r = .66).  Correlations were generally weaker for fourth-grade scores
relative to the other two grades between all NRTs and MCBM probes with inconsistent
significant correlations across time (r = .01 to r = .40)  For sixth grade, statistically
significant correlations were found between all probes and tests comparisons 
(r = .31 to r = .62) with two exceptions: Time 3 EA and SSL compared to KM 3
Add/Sub.
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Table 11
Pearson Correlation Coefficients Between NRTs
WIAT WJ-ACH-III KM 3 Add/Sub
All phase II participants (N = 144)a
    WJ-ACH-III
    KM 3 Add/Sub
    KM 3 Mult/Div
.720**
.716**
.588**
6.80**
.539** 0.570**
Grade 2 (n = 49)
    WJ-ACH-III
    KM 3 Add/Sub
.713**
.770** .730**
Grade 4 (n = 48)
    WJ-ACH-III
    KM 3 Add/Sub
    KM 3 Mult/Div
.715**
.740**
.466**
.636**
.295* .519**
Grade 6 (n = 47)
    WJ-ACH-III
    KM 3 Add/Sub
    KM 3 Mult/Div
.745**
.636**
.677**
.685**
.721*8 .610**
* correlation significant at p < .05.
** correlation significant at p < .01.
aN = 144 for all correlations except those between MCBM probes and KM 3 Mult-Div
where N = 95.
Predictive Validity
The first research question inquired as to which performance indictor (i.e., level,
slope, or dual discrepancy on each of the four MCBM probes (evaluation of mastered
skill, single skill, multiple skill, and error analysis of skill steps) consistantly and
accurately predicts high-risk and low-risk student performance across all testa and grades
and would best differentiate math skill performance level measured by norm-referenced
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Table 12
Pearson Correlation Coefficients between NRTs and MCBM Level Scores by Grade
MCBM
Probe WIAT
WJ-ACH-
III
KM 3
Add/Sub
KM 3
Mult/Div
All Phase II Participants (N =144) a
Time 1
EA .391** .420** .272** .257*
MS .442** .588** .394** .237*
SSL .453** .450** .297** .323**
SSM .503** .523** .360** .302**
Time  2
EA .363** .370** .250** .208*
MS .393** .536** .322** .162
SSL .393** .409** .225** .296**
Time 3
EA .338** .406** .270** .219*
MS .421** .622** .359** .224*
SSL .347** .471** .282** .281**
Time 4
EA .412** .409** .256** .228*
MS .393** .563** .362** .197
SSL .720** .491** .290** .321**
Grade 2 (n = 49)
Time 1
EA .650** .545** .641**
MS .535** .587** .505**
SSL .630** .472** .504**
SSM .606** .567** .533**
Time 2
EA .567** .589** .544**
MS .385** .532** .358*
SSL .442** .427** .442**
Time 3
EA .551** .658** .612**
MS .488** .626** .428**
SSL .511** .603** .510**
(table continues)
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MCBM
Probe WIAT
WJ-ACH-
III
KM 3
Add/Sub
KM 3
Mult/Div
Time 4
EA .617** .646** .664**
MS .507** .594** .418**
SSL .431** .524** .420**
Grade 4 (n = 48)
Time 1
EA .166 .452** .252 .028
MS .323* .569** .377** .129
SSL .406** .528** .378** .202
SSM .405** .500** .312* .103
Time 2
EA .334* .472** .373** .187
MS .263 .482** .294* -.023
SSL .270 .431** .214 .020
Time 3
EA .262 .516** .403** .037
MS .334* .556** .311* .030
SSL .320* .495** .257 .120
Time 4
EA .235 .442** .243 .063
MS .241 .520** .255 .012
SSL .265 .569** .276 .056
Grade 6 (n = 47)
Time 1
EA .612** .783** .407** .602**
MS .532** .717** .385** .440**
SSL .584** .624** .365* .539**
SSM .582** .767** .453** .537**
Time 2
EA .373** .479** .207 .314*
MS .587** .722** .436** .442**
SSL .535** .588** .274 .565**
Time 3
EA .569** .761** .428** .591**
MS .497** .718** .405** .442**
SSL .618** .670** .407** .542**
(table continues)
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MCBM
Probe WIAT
WJ-ACH-
III
KM 3
Add/Sub
KM 3
Mult/Div
Time 4
EA .511** .732** .388** .560**
MS .506** .671** .507** .459**
SSL .486** .579** .343* .558**
* correlation significant at p < .05.
**correlation significant at p < .01.
a N = 144 for all correlations except KM 3 Mult/Div where N = 95.
tests of math achievement.  First, students were identified in two categories: high risk
low risk.  The categories were calculated four ways:  NRT, level, slope, and dual  
discrepancy.  The number of students identified for each classification by each of the
NRTs is presented in Table 13.  The number of students identified as high risk and low
risk by the MCBM probes based on each performance indicator (i.e., level, slope, and
dual discrepancy) are  presented in Table 14, 15, and 16, respectively.  These numbers
provide an overview of the frequency of students identified as high- and low risk for each
measure.
Several analyses that were conducted using this data to answer the first research
question will be presented subsequently, including McNemar correlation tasks, binary
classification tests, and logistic regression analyses.
McNemar Test
The first analysis conducted was the McNemar test.  This statistic was conducted
to determine if the proportion of students' risk status on the NRT subtests was
significantly different from the prooportion of students' risk status on the MCBM probes
(e.g., low risk on NRT, but high risk on MCBM).  The results of the McNemar test
comparing differences in identified proportions of students within the high- and low-risk
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Table 13
Students’ Risk Status Determined by NRTs
Test N High risk % Low risk %
All Phase II Participants (N =144) a
WIAT 144 10 6.9 134 93.1
WJ-ACH-III 144 6 4.2 138 95.8
KM 3 Add/Sub 144 25 17.4 119 82.6
KM 3
Mult/Div
95 8 8.4 87 91.6
Grade 2 (n = 49)
WIAT 49 7 14.3 42 85.7
WJ-ACH-III 49 3 6.1 46 93.9
KM 3 Add/Sub 49 10 20.4 39 79.6
Grade 4 (n = 48)
WIAT 48 0 0.0 48 100.0
WJ-ACH-III 48 0 0.0 48 100.0
KM 3 Add/Sub 48 6 12.5 42 87.5
KM 3
Mult/Div
48 3 6.3 45 93.8
Grade 6 (n = 47)
WIAT 47 3 6.4 44 93.6
WJ-ACH-III 47 3 6.4 44 9.36
KM 3 Add/Sub 47 5 10.6 42 89.4
KM 3
Mult/Div
47 5 10.6 42 89.4
a N = 144 for all measures except KM 3 Mult/Div in which N = 95.
categories between the NRTs for all grades are presented in Table 17.  Generally, all of 
the NRTs identified a similar proportion of students with only one exception: the KM 3
Add/Sub, which identified a significantly greater proportion in the high-risk range than
the WIAT or the WJ-ACH-III.
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Table 14
Students’ Risk Status Determined by MCBM Level Scores
Time  1 Time  2 Time  3 Time  4
Measure
High
risk
Low
risk
High
risk
Low
risk
High
risk
Low
risk
High
risk
Low
risk
All Phase II participants (N =144)
EA 19 125 23 121 19 125 19 125
MS 17 127 21 123 18 126 15 129
SSL 20 124 20 124 17 127 20 124
SSM 20 124
Grade 2 (n = 49)
EA 7 42 6 43 6 43 8 41
MS 8 41 10 39 4 45 7 42
SSL 8 41 7 42 8 41 8 41
SSM 9 40
Grade 4 (n = 48)
EA 6 42 8 40 8 40 8 40
MS 3 45 6 42 6 42 6 42
SSL 4 44 6 42 7 41 7 41
SSM 5 43 6 42
Grade 6 (n = 47)
EA 6 41 9 38 5 42 3 44
MS 6 41 5 42 6 41 2 45
SSL 8 39 7 40 6 41 5 42
SSM 6 41
The results of the McNemar Test for all participants on each NRT compared with
performance on MCBM probes (using level, slope, and dual discrepancy performance
indicators) are presented in Table 18.  First, the level performance indicators resulted in
no significant differences in the proportion of students identified on MCBM probes and
the WIAT, KM 3 Add/Sub, and KM 3 Mult/Div tests.  However, there was a significant
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difference (i.e., significantly different proportions) between the MCBM probes and the
Table 15
Students’ Risk Status Determined by MCBM Slope Scores
Time  3 Time  4
Measure High risk Low risk High risk Low risk
All Phase II Participants (N =144)
EA 47 97 43 101
MS 44 100 32 112
SSL 38 106 42 102
Grade 2 (n = 49)
EA 16 33 18 31
MS 12 37 10 39
SSL 11 38 13 36
Grade 4 (n = 48)
EA 15 33 6 42
MS 20 28 10 38
SSL 13 35 16 32
Grade 6 (n = 47)
EA 16 31 19 28
MS 12 35 12 35
SSL 14 33 13 34
WJ-ACH-III such that the level performance indicator identified significantly more high
risk students than the WJ-ACH-III for all types of MCBM probes. 
Second, using the slope performance indicator resulted in significant differences
in the proportion of students identified by the NRTs and those identified by the MCBM
probes.  In fact, only the slope scores for Time 3 SS and Time 4 MS probes identified a
similar proportion of students as high risk compared to the proportion identified by the
KM 3 Add/Sub.  Otherwise, the slope identification method resulted in significantly 
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Table 16
Students’ Risk Status Determined by MCBM Dual Discrepancy Scores
Time  3 Time  4
Measure High risk Low risk High risk Low risk
All phase II participants (N =144)
EA 12 132 12 132
MS 11 133 9 135
SSL 8 136 14 130
Grade 2 (n = 49)
EA 5 44 8 41
MS 3 46 4 45
SSL 1 48 4 45
Grade 4 (n = 48)
EA 4 44 3 45
MS 4 44 4 44
SSL 4 44 5 43
Grade 6 (n = 47)
EA 3 44 1 46
MS 4 43 1 46
SSL 3 44 5 42
more students identied as high risk on the MDBM probes than were idenfitied by the
NRTs.
Finally, the proportion of students in the risk status using dual discrepancy
analysis scores was compared to the proportion of students in the high-risk category
using the NRTs.  The results indicate that dual discrepancy method was not significantly
different in the classification status that was determined using the MCBM probes and that
determined using the NRTs.  Overall, only the KM 3 Add/Sub was shown to be 
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Table 17
McNemar Correlation p Values for NRT and NRT
Test 1 Test 2 n p
WIAT
WIAT
WIAT
WJ-ACH-III
WJ-ACH-III
KM 3 Add/Sub
WJ-ACH-III
KM 3 Add/Sub
KM 3 Mult/Div
KM 3 Add/Sub
KM3 Mult/Div
KM 3 Mult/Div
144
144
95
144
95
95
0.125
0.001
0.063
<0.000
0.063
0.118
significantly different with the KM 3 Add/Sub identifying significantly more students in
the high-risk category than the MCBM probes.
Binary Classification Test
An evaluatino of the binary classification based on the MCBM probes was
conducted to determine the accuracy with which each of the MCBM predictor measures
identified the same students in the high-risk and low-risk categories as were identified by
the NRT criterion measures.  Sensitivity, specificity, positive preduction values (PPV)
and negative prediction values (NPV) were also calculated using NRT scores as the
criterion measure. The degree that a high risk MCBM probe score would accurately
predict students who scored one standard deviation below the mean on each of the NRTs 
was calculated.  The higher the sensitivity, the fewer high-risk students in the NRTs are
undetected based on MCBM results (few false negatives when the test reports no high
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Table 18
McNemar Correlation p Values for NRT and MCBM
MCBM probe
WIAT
(N = 144)
WJ-ACH-III
(N = 144)
KM 3 Add/Sub
(N = 144)
KM 3 Mult/Div
(N = 95)
Error analysis
Time  1 0.064 0.002** 0.327 0.424
Time  2 0.011* 0.000** 0.856 0.064
Time  3 0.064 0.002** 0.307 0.267
Time  4 0.078 0.004** 0.345 0.607
Slope Time 3 0.000** 0.000** 0.004** 0.000**
Slope Time 4 0.000** 0.000** 0.018* 0.003**
DD Time 3 0.815 0.210 0.015* 1.000
DD Time 4 0.815 0.210 0.024* 0.388
Multiple skills
Time  1 0.143 0.007**
Time  2 0.019* 0.000**
Time  3 0.152 0.012*
Time  4 0.359 0.049*
Slope Time 3 0.000** 0.000**
Slope Time 4 0.000** 0.000**
DD Time 3 1.000 0.302
DD Time 4 1.000 0.581
Single skill L
Time  1 0.041* 0.003** 0.473 0.481
Time  2 0.064 0.003** 0.500 0.302
Time  3 0.167 0.007** 0.185 0.267
Time  4 0.087 0.007** 0.458 0.454
Slope Time 3 0.000** 0.000** 0.092 0.001**
Slope Time 4 0.000** 0.000** 0.016* 0.000**
DD Time 3 0.774 0.727 0.002** 1.000
DD Time 4 0.523 0.096 0.052 0.791
Single skill M
Time  1 0.031* 0.001** 0.458 0.581
  * p < .05.
** p < .01.
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risk for a person who actually is high risk).  The higher the specificity, the fewer low risk
students on the NRT are labeled as high risk (few false positives).  The PPV determines
the likelihood that an identified high-risk student based on MCBM results actually is high
risk and would likely need additional support.  The NPV determines the likelihood that
an identified low-risk student based on MCBM results actually is low risk and would
likely not need additional support.  High values (e.g., 90% probability) reflect more
accurate classification.
NRT by NRT Comparisons
Before computing binary classification tests between NRTs and MCBMs, a series
of pairwise comparisons between NRTs was completed to determine the amount of
agreement in identified student risk status between each of the NRTs (see Figures 4, 5, 6,
7, 8, and 9).  The primary purpose of these comparisons was to establish a rudimentary
baseline between the rate of comparison between NRTs in order to better appreciate the
rate of agreement between NRTs and MCBMs as identified through subsequent binary
classification tests.  As can be seen in the following figures, the results of pairwise
comparisons between the WIAT, WJ-ACH-III, and KM 3 Mult/Div subtests indicate that
these NRTs demonstrated moderate to strong agreement in identified risk status of the
same students.  However, the KM 3 Add/Sub demonstrated low agreement in identified
risk status when compared to KM 3 Mult/Div subtests.  
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Figure 4.  Risk status agreement between WIAT and WJ-ACH-III.
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Figure 5.  Risk status agreement between WIAT and KM 3 Add/Sub.
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Figure 6.  Risk status agreement between WIAT and KM 3 Mult/Div.
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Figure 7.  Risk status agreement between WJ-ACH-III and KM 3 Add/Sub.
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WJ-ACH-III
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Figure 8.  Risk status agreement between WJ-ACH-III and KM 3 Mult/Div.
KM 3 Add/Sub
TotalHigh
Risk
Low
Risk
K
M
 3
H
ig
h 
R
is
k
4 4 8
Lo
w
R
is
k
11 76 87
Total 15 80 95
Figure 9.  Risk status agreement between KM 3 Add/Sub and KM 3 Mult/Div.
73
Level Performance Indicator by
NRT Comparisons
The second series of binary classification tests compared participant risk status
determined using level scores and risk status determined using NRT score.  Overall, for
grades using MCBM level scores, the results indicate that each of the NRTs
demonstrated sensitivity less than 30% (range 5-29%) between MCBM probes and the
WIAT and WJ-ACH-III.  The KM 3 Add/Sub ranged between 25-53% and the KM 3
Mult/Div ranged between 0-36%. Specificity ranged between 84-99%.  Negative
prediction values were greater than .83 for all test comparisons. In contrast, PPVs were 
lower and more variable, ranging from .09 - .6.  The WJ-ACH-III had the highest PPVs
across all probes and KM 3 Add/Sub were the lowest. Overall, the results indicate that
the MCBM probes performed poorly at identifying the same students classified into the
high-risk range compared to those identified by the NRTs.  Early administration times
(Time 1 and time 2) on the EA probe, multiple skills probe, and the single skill probe
consistently had the highest PPVs compared to other probes for each NRT. 
Alternatively, the results indicate that the MCBM probes were highly accurate in
identifying the same students as low risk compared to those identified by the NRTs.
Results of the binary classification test for MCBM level performance indicator and NRTs
are presented in Table 19.
Slope Performance Indicator 
by NRT Comparisons
The third series of binary classification tests compared participant risk status
determined using slope score and NRT score.  Results of these analyses are presented in 
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Table 19
Results of Binary Classification Tests for MCBM Level Scores
Test Sensitivity Specificity PPV NPV
WIAT (N = 144)
    EA
Time 1 0.263 0.960 0.500 0.896
Time 2 0.217 0.959 0.500 0.866
Time 3 0.263 0.960 0.500 0.896
Time 4 0.211 0.952 0.400 0.888
    MS
Time 1 0.294 0.961 0.500 0.910
Time 2 0.286 0.967 0.600 0.888
Time 3 0.105 0.936 0.200 0.873
Time 4 0.200 0.946 0.300 0.910
    SSL
Time 1 0.211 0.952 0.400 0.888
Time 2 0.150 0.944 0.300 0.873
Time 3 0.235 0.953 0.400 0.903
Time 4 0.053 0.920 0.091 0.865
    SSM
Time 1 0.263 0.960 0.500 0.896
WJ-ACH-III (N = 144)
    EA
Time 1 0.211 0.984 0.667 0.891
Time 2 0.217 0.992 0.833 0.870
Time 3 0.211 0.984 0.667 0.891
Time 4 0.158 0.976 0.500 0.884
    MS
Time 1 0.235 0.984 0.667 0.906
Time 2 0.238 0.992 0.833 0.884
Time 3 0.111 0.968 0.333 0.884
Time 4 0.188 0.977 0.500 0.906
    SSL
Time 1 0.150 0.976 0.500 0.877
Time 2 0.150 0.976 0.500 0.877
Time 3 0.235 0.984 0.667 0.906
Time 4 0.100 0.968 0.333 0.870
(table continues)
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Test Sensitivity Specificity PPV NPV
    SSM
Time 1 0.200 0.984 0.667 0.884
KM 3 Add/Sub (N = 144)
    EA
Time 1 0.474 0.872 0.360 0.916
Time 2 0.391 0.868 0.360 0.882
Time 3 0.526 0.880 0.400 0.924
Time 4 0.421 0.864 0.320 0.908
    MS
Time 1 0.529 0.874 0.360 0.933
Time 2 0.476 0.878 0.400 0.908
Time 3 0.278 0.841 0.200 0.891
Time 4 0.400 0.853 0.240 0.924
    SSL
Time 1 0.368 0.856 0.280 0.899
Time 2 0.250 0.839 0.200 0.874
Time 3 0.412 0.858 0.280 0.916
Time 4 0.263 0.864 0.227 0.885
    SSM
Time 1 0.400 0.863 0.320 0.899
KM 3 Mult/Div (N = 95)
    EA
Time 1 0.250 0.892 0.250 0.892
Time 2 0.176 0.885 0.250 0.831
Time 3 0.231 0.890 0.250 0.880
Time 4 0.091 0.869 0.083 0.880
    MS
Time 1 0.333 0.895 0.250 0.928
Time 2 0.182 0.881 0.167 0.892
Time 3 0.083 0.867 0.083 0.867
Time 4 0.000 0.862 0.000 0.904
    SSL
Time 1 0.167 0.880 0.167 0.880
Time 2 0.231 0.890 0.250 0.880
Time 3 0.231 0.890 0.250 0.880
Time 4 0.182 0.881 0.167 0.892
    SSM
Time 1 0.364 0.905 0.333 0.916
76
Table 20.  Overall, for all participants using MCBM slope scores, the results indicate that
each of the probe administrations demonstrated sensitivity less than 15% (range 2-14))
between MCBM probes and the WIAT, WJ-ACH-III, and KM 3 Mult/Div.  The KM 3
Add/Sub ranged between 10-26%.  Specificity ranged between 82-98% for all NRTs.
Negative prediction values ranged from .64-.80 for all test comparisons.  In
contrast, PPVs were lower and more variable, but a general bicameral distribution was
noted with the WIAT, WJ-ACH-III, and KM 3 Mult/Div comprising the lower range and
the KM 3 Add/Sub comprising the upper range.  Specifically, the WIAT, WJ-ACH-III,
and KM 3 Mult/Div ranged from .13-.36 and the KM 3 Add/Sub ranged from .38-.67. 
The WJ-ACH-III had the highest PPVs on the single skill and multiple skill probes; the
KM 3 Mult/Div had the highest PPVs on the error analysis probe on Time 3, but the KM
3 Add/Sub probe had the highest PPVs on the error analysis probe at Time 4.  The WJ-
ACH-III had the lowest PPV on the Time 3 error analysis probe; the KM 3 Mult/Div had
the lowest PPV on the Time 4 error analysis and Time 4 multiple skills probes; the KM 3
Add/Sub had the lowest PPV on the Time 3 single skill probe; finally, the WIAT had the
lowest PPV on the Time 4 single skill probe.  Overall, the NPVs were less varied with
the KM 3 Add/Sub having the highest NPV on all probes except the Time 4 error
analysis (KM 3 Mult/Div had the highest) and the Time 3 single skill (the WJ-ACH-III
had the highest).  The KM 3 Mult/Div had the lowest NPVs on all probes except both
error analysis probes (the WIAT had the lowest NPVs on both).  
Generally, the results for slope scores indicate that the MCBM probes performed
poorly at identifying the same students classified into the high risk range compared to
those identified by the NRTs.  The SS probe consistently had the highest PPVs and the
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Table 20
Results of Binary Classification Tests for MCBM Slope Scores
Test Sensitivity Specificity PPV NPV
WIAT (N = 144)
    EA
Time 3 0.043 0.918 0.200 0.664
Time 4 0.047 0.921 0.200 0.694
    MS
Time 3 0.068 0.930 0.300 0.694
Time 4 0.094 0.938 0.300 0.784
    SSL
Time 3 0.079 0.934 0.300 0.739
Time 4 0.095 0.941 0.400 0.716
WJ-ACH-III (N = 144)
    EA
Time 3 0.021 0.948 0.167 0.667
Time 4 0.023 0.950 0.167 0.696
    MS
Time 3 0.045 0.960 0.333 0.696
Time 4 0.063 0.964 0.333 0.783
    SSL
Time 3 0.079 0.972 0.500 0.746
Time 4 0.095 0.980 0.667 0.725
KM 3 Add/Sub (N = 144)
    EA
Time 3 0.191 0.835 0.360 0.681
Time 4 0.186 0.832 0.320 0.706
    MS
Time 3 0.182 0.830 0.320 0.697
Time 4 0.250 0.848 0.320 0.798
    SSL
Time 3 0.158 0.821 0.240 0.731
Time 4 0.262 0.863 0.440 0.739
KM 3 Mult/Div (N = 95)
    EA
Time 3 0.097 0.922 0.375 0.678
Time 4 0.040 0.900 0.125 0.724
(table continues)
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Test Sensitivity Specificity PPV NPV
    MS
Time 3 0.031 0.889 0.125 0.644
Time 4 0.091 0.918 0.250 0.770
    SSL
Time 3 0.074 0.912 0.250 0.713
Time 4 0.138 0.939 0.500 0.713
EA probe consistently had the lowest PPVs.  In contrast, however, the results indicate
that the MCBM probes were highly accurate in identifying the same students as low risk
compared to those identified by the NRTs. 
Dual Discrepancy Performance
Indicator by NRT Comparisons
The final series of binary classification tests compared participant risk status
determined using dual discrepancy scores and NRT scores.  Results of these analyses are
presented in Table 21.  
Overall, for all participants using MCBM dual discrepancy scores, the results
indicate that each of the probe administrations demonstrated sensitivity less than 50%
(range 0-50%) between MCBM probes and all NRTs.  Specificity ranged between 82-
98% for all NRTs.  Negative prediction values were greater than .90 for all test
comparisons. 
Positive prediction values were varied across probe types and NRTs.  The KM 3
Mult/Div had the highest PPV on the Time 3 EA and Time 4 SSL probes, the WIAT had
the highest PPV on the Time 4 EA and MS probes, and the WJ-ACH-III had the highest
PPV on the Time 3 MS and SSL probes.  The lowest PPVs were recorded for the 
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Table 21
Results of Binary Classification Tests for MCBM Dual Discrepancy Scores
Test Sensitivity Specificity PPV NPV
WIAT (N = 144)
    EA
Time 3 0.167 0.939 0.200 0.925
Time 4 0.167 0.939 0.200 0.925
    MS
Time 3 0.091 0.932 0.100 0.925
Time 4 0.222 0.941 0.200 0.948
    SSL
Time 3 0.375 0.949 0.300 0.963
Time 4 0.071 0.931 0.100 0.903
WJ-ACH-III (N = 144)
    EA
Time 3 0.083 0.962 0.167 0.920
Time 4 0.083 0.962 0.167 0.920
    MS
Time 3 0.091 0.962 0.167 0.928
Time 4 0.111 0.963 0.167 0.942
    SSL
Time 3 0.375 0.978 0.500 0.964
Time 4 0.071 0.962 0.167 0.906
KM 3 Add/Sub (N = 144)
    EA
Time 3 0.500 0.856 0.240 0.950
Time 4 0.333 0.8441 0.160 0.933
    MS
Time 3 0.091 0.820 0.040 0.916
Time 4 0.444 0.844 0.160 0.958
    SSL
Time 3 0.375 0.838 0.120 0.958
Time 4 0.429 0.854 0.240 0.933
KM 3 Mult/Div (N = 95)
    EA
Time 3 0.286 0.932 0.250 0.943
Time 4 0.000 0.912 0.000 0.954
(table continues)
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Test Sensitivity Specificity PPV NPV
    MS
Time 3 0.000 0.908 0.000 0.908
Time 4 0.000 0.911 0.000 0.943
    SSL
Time 3 0.286 0.932 0.250 0.943
Time 4 0.200 0.929 0.250 0.908
WJ-ACH-III on the Time 3 EA, the KM 3 Mult/Div on the Time 4 EA and both MS
probes, the KM 3 Add/Sub on the Time 3 SSL probe, and the WIAT for the Time 4 SSL
probe.
Generally, the results for dual discrepancy scores indicate that the MCBM probes
performed poorly to modestly at identifying the same students classified into the high
risk range compared to those identified by the NRTs.  However, it would appear that the 
dual discrepancy analysis yielded a more accurate identification procedure than the other
performance indicators.  The SSL probe consistently had the highest PPVs and the MS
probe consistently had the lowest PPVs.  Again, the results indicate that the MCBM
probes were highly accurate in identifying the same students as low risk compared to
those identified by the NRTs.
Logistic Regression Analyses for a 
Multiple Test Model 
A second question important to the current study inquired about combinations of
MCBM tests as a screening strategy. To explore which combination of MCBM screening
measures best predicts low student performance status on individually administered
standardized achievement tests, a series of logistic regression analyses (LRA) was
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performed; the NRT risk status was the DV and the MCBM risk status (as determined by
level, slope, and dual discrepancy) on each of the administration times of each of the
MCBM probes were the predictor variables.  The variables were entered using a forward
stepwise procedure.  
LRAs Between NRTs and Level 
Performance Indicators 
The first series of LRAs were run with all phase II participants included; results
are found in Table 22.  The first LRA compared all phase II participants’ risk status as
determined by the WIAT with that determined by each of the MCBM probes using the
level method.  A total of 144 cases were analyzed and the full model containing two steps
significantly predicted risk status, χ2 = 4.28, df = 1, p = .039.  The model accounted for
between 11.2-28.3% of the variance in risk status.  Overall, 93.8% of the cases’ risk
statuses were correctly predicted with 100% of the low-risk and 40% of the high-risk
cases correctly predicted.  Table 23 gives coefficients and the Wald statistic and
associated degrees of freedom and probability values for each of the predictor variables. 
This shows that only Time 1 SSM and Time 1 EA probes reliably predicted risk status.
The second LRA compared all phase II participants’ risk status determined by the
WJ-ACH-III with that determined by each of the MCBM using the level method.  A total
of 144 cases were analyzed and the full model containing two steps significantly
predicted risk status, χ2 = 4.45, df = 1, p = .035; see Table 22 for results.  The model
accounted for between 12.8% and 43.6% of the variance in risk status.  Overall, 95.8% of
the cases’ risk statuses were correctly predicted with 100% of the low-risk and 0% of the
high-risk cases correctly predicted.  Table 23 gives coefficients and the Wald statistic and
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Table 22
Results of the LRAs with NRT and MCBM Level Scores
Omnibus model results Prediction accuracy
Analysis Steps χ2 df p
Accounted
variance
 %
Overall
%
Low
risk
%
High
risk
%
Contributing
variable(s)
WIAT 2 4.28 1 .039 11.2 – 28.3 93.1 100 0 Time 1 SSM,
Time 1 EA
WJ-
ACH-III
2 4.45 1 .035 12.8 – 43.6 95.8 100 0 Time 2 EA,
Time 2 MS
KM 3
Add/Sub
2 5.96 1 .015 13.5 – 22.4 82.6 100 0 Time 1 MS,
Time 3 EA
KM 3
Mult/Div
1 6.88 1 .009 7.0 – 15.9 91.6 100 0 Time 3 EA
Note. N = 144 for all measures except KM 3 Mult/Div where N = 95.
Table 23
Predictor Variable Statistics Included in LRAs with NRT and MCBM Level Scores
Variables Coefficients Wald stat. df p
WIAT
Time 1 SSM -2.186 8.635 1 0.003
Time 1 EA -1.624 4.547 1 0.033
WJ-ACH-III
Time 2 MS -2.549 4.198 1 0.040
Time 2 EA -2.338 3.519 1 0.061
KM 3 Add/Sub
Time 3 EA -1.657 8.118 1 0.004
Time 1 MS -1.535 6.322 1 0.012
KM 3 Mult/Div
Time 3 EA -2.159 7.474 1 0.006
Note. N = 144 for all measures except KM 3 Mult/Div where N = 95.
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associated degrees of freedom and probability values for each of the predictor variables. 
This shows that only the Time 1 EA and Time 2 MS probes reliably predicted risk status.
The third LRA compared all phase II participants’ risk status determined by the
KM 3 Add/Sub with that determined by each of the MCBM using the level method (see
Table 22).  A total of 144 cases were analyzed and the full model containing two steps
significantly predicted risk status, χ2 = 5.96, df = 1, p,= .015.  The model accounted for
between 13.5-22.4% of the variance in risk status.  Overall, 84.0% of the cases’ risk
statuses were correctly predicted with 100% of the low-risk and 0% of the high-risk cases
correctly predicted.  Table 23 gives coefficients and the Wald statistic and associated
degrees of freedom and probability values for each of the predictor variables.  This shows
that only the Time 1 MS and Time 3 EA probes reliably predicted risk status.
The fourth LRA compared all fourth- and sixth-grade phase II participants’ risk
status determined by the KM 3 Mult/Div with that determined by each of the MCBM
using the level method.  Ninety-five cases were analyzed and the full model containing
one step significantly predicted risk status, χ2 = 6.88, df = 1, p = .009; see Table 22).  The
model accounted for between 7.0-15.9% of the variance in risk status.  Overall, 91.6% of
the cases’ risk statuses were correctly predicted with 100% of the low-risk and 0% of the
high-risk cases correctly predicted.  Table 23 gives coefficients and the Wald statistic and
associated degrees of freedom and probability values for each of the predictor variables. 
This shows that only the Time 3 EA probe predicted risk status.
LRAs Between NRTs and Slope 
Performance Indicators
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The next series of analyses were run with all phase II participants included.  The
LRAs compared all phase II participants’ risk status as determined by each of the NRTs
with that determined by each of the MCBM slope scores.  In total, 144 cases were
analyzed (except for the analysis with the KM 3 Mult/Div, which contained 95 cases). 
The full models for the LRAs with the WIAT, KM 3 Add/Sub, and KM 3 Mult/Div were 
not found to be significant.  This indicates that no single MCBM probe provided
adequate statistical value to account for a significant portion of the variance within
student performance.  Thus, no probe could be identified as particularly capable of
identifying students as high risk relative to another.  Table 24 presents the results of this
analysis. 
The LRA between student risk status determined by slope scores and the WJ-
ACH-III was the only model that was significant.  The full model containing one step
significantly predicted risk status, χ2 = 3.78, df = 1, p = .05.  The model accounted for
between 2.6-8.8% of the variance in risk status.  Overall, 95.8% of the cases’ risk
statuses were correctly predicted with 100% of the low-risk and 0% of the high-risk cases
correctly predicted.  Only the Time 4 SSL reliably predicted risk status (coefficient = 
-1.661, Wald = 3.508, df = 1, p = .061).
LRAs Between NRTs and Dual Discrepancy 
Performance Indicators
The last series of analyses were run with all phase II participants included.  The
LRAs in this series compared all phase II participants’ risk status as determined by the
NRTs with that determined by each of the MCBM probes using the dual discrepancy
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method.  The first analysis used the WIAT as the outcome variable.  In total, 144 cases
were analyzed and the full model containing one step significantly predicted risk status, 
Table 24
Results of the LRAs with NRT and MCBM Slope Scores
Omnibus model results Prediction accuracy
Analysis Steps χ2 df p
Accounted
variance
%
Overall
%
Low
risk
%
High
risk
%
Contributing
variable(s)
WIAT 0 93.1 None
WJ-ACH-III 1 3.78 1 .05 2.6 – 8.8 95.8 100 0 Time 4 SSL
KM 3
Add/Sub
0 82.6 None
KM 3
Mult/Div
0 91.6 None
Note. N = 144 for all measures except KM 3 Mult/Div where N = 95.
χ2 = 6.88, df = 1, p = .009; results are presented in Table 25.  The model accounted for
between 4.7-11.8% of the variance in risk status.  Overall, 93.1% of the cases’ risk
statuses were correctly predicted with 100% of the low-risk, and 0% of the high-risk
cases correctly predicted.  Table 26 gives coefficients and the Wald statistic and
associated degrees of freedom and probability values for the predictor variable.  This
shows that only Time 3 SSL probe reliably predicted risk status.
The next LRA compared all phase II participants’ risk status determined by the
WJ-ACH-III with that determined by each of the MCBM using the dual discrepancy
method; see Table 25 for results.  In total, 144 cases were analyzed and the full model
containing one step significantly predicted risk status, χ2 = 10.48, df = 1, p = .001.  The
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Table 25
Results of the LRAs with NRT and MCBM Dual Discrepancy Scores
Omnibus model results Prediction accuracy
Analysis Steps χ2 df p
Accounted
variance
%
Overall
%
Low
risk
%
High
risk
%
Contributing
variable(s)
WIAT 1 6.88 1 0.009 4.7 – 11.8 93.1 100 0 Time 3 SSL
WJ-
ACH-III
1 10.4
8
1 0.001 7.0 – 24.0 95.8 100 0 Time 3 SSL
KM 3
Add/Sub
1 7.51 1 0.006 5.1 – 8.4 82.6 100 0 Time 3 EA
KM 3
Mult/Div
1 2.71 1 0.099 2.8 – 6.4 91.6 100 0 Time 3 EA
Note. N = 144 for all measures except KM3 Mult/Div where N = 95.
Table 26
Predictor Variable Statistics Included in LRAs with NRT and MCBM Dual Discrepancy
Scores
Analysis Variable Coefficients Wald stat. df p
WIAT Time 3 SSL -2.403 8.443 1 .004
WJ-ACH-III Time 3 SSL -3.281 12.314 1 .000
KM 3 Add/Sub Time 3 EA -1.783 8.052 1 .005
KM 3 Mult/Div Time 3 EA -1.699 3.283 1 .070
Note. N = 144 for all measures except KM 3 Mult/Div where N = 95.
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model accounted for between 7.0-24.0% of the variance in risk status.  Overall, 95.8% of
the cases’ risk statuses were correctly predicted with 100% of the low-risk and 0% of the
high-risk cases correctly predicted.  Table 26 gives coefficients and the Wald statistic and
associated degrees of freedom and probability values for the predictor variable.  This shows that
only Time 3 SSL probe reliably predicted risk status.
The next LRA compared all phase II participants’ risk status determined by the
KM 3 Add/Sub with that determined by each of the MCBM using the dual discrepancy
method.  In total, 144 cases were analyzed and the full model containing one step
significantly predicted risk status, χ2 = 7.51, df = 1, p = .006.  Table 25 presents the
results of this analysis.  The model accounted for between 5.1-8.4% of the variance in
risk status.  Overall, 82.6% of the cases’ risk statuses were correctly predicted with
95.0% of the low-risk and 24.0% of the high-risk cases correctly predicted.  Table 26
gives coefficients and the Wald statistic and associated degrees of freedom and
probability values for each of the predictor variables.  This shows that only the Time 3
EA probe reliably predicted risk status.
The final LRA compared all fourth- and sixth-grade phase II participants’ risk status
determined by the KM 3 Mult/Div with that determined by each of the MCBM using the dual
discrepancy method.  In total, 95 cases were analyzed; the full model containing one step did not
significantly predict risk status, χ2 = 2.71, df = 1, p = .099.  Table 25 presents the results of this
analysis.  The model accounted for between 2.8-6.4% of the variance in risk status.  Overall,
91.6% of the cases’ risk statuses were correctly predicted with 100% of the low-risk and 0% of
the high-risk cases correctly predicted.  Table 26 gives coefficients and the Wald statistic and
associated degrees of freedom and probability values for each of the predictor variables.  This
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shows that only the Time 3 EA was included in the model, but this probe did not reliably
predicted risk status.
 
Examination of Individual Changes in Risk
Status Across NRTs and MCBM Probes
Given that few students were identified as high risk in this study on the NRTs, the data
were further explored by examining individual differences across test scores for an individual
who was classified as high risk on any one of the three NRTs.  Figure 10 presents a graph of the
number of NRTs that agreed on high risk status on all of the 31 students identified by at least one
NRT.  As the graph illustrates, on 4 students were identified as high risk on all NRTs and only 3
were identified as high risk on three NRTs, the majority of students identified as high risk on any
of the NRTs were identified on only one NRT (n = 14) and two NRTs (n = 10).
Figure 11 presents the percentage of MCBM probes that corresponded with the NRTs'
high-risk classification according to the number of NRTs agreeing on risk status per student.  For
example, of the 14 students identified as high risk by only one NRT, 23.6% of level probes,
22.6% of slope probes, and 9.5% of dual discrepancy probes also indicated that student was at
high risk.  These data indicate that as the number of NRTs indiciating high-risk status increases,
so does the overall percentage of MCBM probes indicating high-risk status.  The graph also
illustrates the fact that the level method resulted in higher percentages of high-risk status across
probes when one and three NRTs agree on high-risk status and that the slope performance
indicator had the highest percentage of probes agreeing with NRT risk-status when two and four
NRTs agreed on student-risk status.
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Figure 10.  Number of NRTs identifying the same student as high risk.
Figure 11.  Percentage of agreement of high risk status between MCBM performance
indicators and NRTs.
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Figure 12 provides a graphical representation of the number of students identified as high
risk during times 1, 2, 3, and 4 for the EA, MS, SSL, and SSM probes using the level
performance indicator in comparison with the number of students identified as high risk on the
NRTs.  Figures 13 and 14 provide a graphical representation of the number of students identified
as high risk during weeks 3 and 4 for the EA, MS, and SSL probes using the slope and dual
discrepancy performance indicators, respectively, in comparison
with the number of students identified as high risk on the NRTs.  As illustrated in these figures,
KM 3 Add/Sub identified more kids than any other test using any measurement strategy.  These
figures also indicate that the greatest number of students was identified as high risk using the
slope method, followed by the level method, and finally, the dual discrepancy method.  Further,
the dual discrepancy method of risk identification resulted in the greatest similarity among all
MCBM probes compared to the NRTs.
Figures 15, 16, and 17 illustrate the amount of agreement between high-risk status
determined using the NRTs and that determined using the level, slope, and dual discrepancy
performance indicators, respectively, for MCBM probes.  Figure 15, for example, displays the
number of students that matched with 0, 1, 2, 3, or all 4 NRT tests for three MCBM measures
based on the level criterion.  As can be seen in the following three figures, much variability exists
among the measures.  However, the SSL probe showed the greatest number of NRT tests
matching the MCBM high-risk classification across all three identification strategies.
Alternatively, Time 4 EA had the least matches with only 0 and 1 NRT tests matching the
MCBM high risk classification. 
Figures 18, 19, and 20 represent the number of students identified as high risk by at least
one of the Time 3 and Time 4 MCBM probes but were not identified as high risk 
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Figure 12.  Frequency of high risk status determined by NRTs and level scores.
Figure 13.  Frequency of high risk status determined by NRT and slope scores.
Figure 14.  Frequency of high risk status determined by NRT and dual discrepancy
scores.
Figure 15.  Agreement of high risk students identified by NRTs and level scores.
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Figure 16.  Agreement of high risk students identified by NRTs and slope scores.
Figure 17.  Agreement of high risk students identified by NRTs and dual discrepancy
scores.
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Figure 18.  Number of students identified low risk by all NRTs and high and low risk on at least
one MCBM level score.
Figure 19.  Number of students identified low risk by all NRTs and high and low risk on at least
one MCBM slope score.
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Figure 20.  Number of students identified low risk by all NRTs and high and low risk on at least
one MCBM dual discrepancy score.
on any NRTs.  Overall, the graphs show that the slope performance indicator tended to
overidentify kids on all probes relative to level and dual discrepancy procedures.  The level
strategy identified a range of 8 to 12 students for level, the dual discrepancy strategy identified a
range of 4 to 10 students, and the slope strategy identified a range of 24 to 37 students.
Finally, Figure 21 presents the number of students identified as high risk by the Time 3
and Time 4 MCBM probes who were also identified as low risk on all NRTs. Again, these graphs
indicate that the slope strategy identified more students as high risk that were not concurrently
identified as high risk on any NRT.  The dual discrepancy method resulted in the greatest
similarity of agreement on high risk status between MCBMs and NRTs.  
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Figure 21.  Number of students identified high risk on MCBM and low risk on all NRTs.
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CHAPTER V
DISCUSSION
Overview
Research into the utility and effectiveness of MCBM strategies to improve academic
assessment and intervention has gained substantial attention in the past decade, but the majority
of this research has focused on reading, with little attention provided to mathematics (Badian,
1999; Daly & McCurdy, 2002). Research in the area of mathematics is warranted given estimates
that math disabilities occur almost as frequently in children as reading disabilities occur (Jitendra
et al., 2005; Mazzocco & Myers, 2003; Shalev, 2004).  Further, multiple studies have indicated
that frequent progress monitoring has the potential to identify academic problems when they first
emerge in order to correct identified deficits and to avoid any serious delays in academic progress
(Hintze et al., 2002), but few researchers have investigated the utility of CBM procedures to
adequately identify high risk students in the area of mathematics (Shinn, 1989, 1998).
This study sought to extend the current literature on CBM screening assessments by
examining the relationship between CBM and NRT performances as well as the decision utility of
CBM for predicting high- and low-risk students on standardized tests beyond first grade.  This
question remains an important and valid area for empirical study because of the need for
increased efficiency and effectiveness in alternative methods for identifying students in need of
intense specialized instruction (Stecker & Fuchs, 2000).  The need for accurate and cost-effective
screening methods used to identify children who are at high risk for failure on educational
measures in mathematics remains potent in today’s educational systems (Fletcher et al., 2005). 
However, current research on the effectiveness of these methods within mathematics remains
sparse (Badian, 1999; Daly & McCurdy, 2002).  In this way, the present study sought to
contribute to the current empirical literature by evaluating the effectiveness of CBM screening
98
tests to identify students at high risk for failure on mathematics calculation subtests of three
individually administered NRTs.
Specifically, student performance on four different types of CBM consisting of
computation skills to be taught over 9 weeks were compared to student performance on
three different NRTs (Fuchs et al., 2007).  Further, performance was monitored and
examined over time; this differs from most research in that the majority of previous
research on the utility of CBM assessments has been conducted on CBM performance at
one point in time to determine its utility in identifying high- and low-risk students.  The
present study focused on which types of screening performance indicators (i.e., level,
slope, or dual discrepancy) on various types of survey level MCBM probes administered
over a 9-week period consistently and accurately predicted low student performance on
several subtests of three different NRTs.  Incorporating three NRTs as criterion variables
and using a multiple-week system of CBM administration furthers the empirical literature
and differs from previously discussed research (e.g., Foegen & Deno, 2001; Helwig et
al., 2002).
Another important contribution of this study was the inclusion of outcomes related to
three different types of NRTs that are often used as part of the evaluation process for learning
disabilities in mathematics computation (Magyar et al., 2007).  Although similar to the study
described previously by Helwig and colleagues (2002), the current study expanded their
contributions by using three NRT measures as criterion variables instead of two NRT measures.
Further, the tests utilized in their study were not nationally normed, standardized tests commonly
used to make important educational decisions. Overall, the results of the Helwig and colleagues’
study showed that MCBM measures had moderate to strong relationships with the NRT measures
(range = .53 to .72), suggesting that similar construct or computational skills are measured on
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both NRTs and CBM probes. The results of this study also showed that MCBM measures had
moderate relationships with the WJ-ACH-III and WIAT subtests with somewhat lower
relationships with the KM 3 Add/Sub and KM 3 Mult/Div subtests.  In particular, the multiple
skill and the mastered single skill MCBM measures had slightly stronger relationships with the
NRTs.  This indicates that student performance on the MCBM probes generally corresponded to
student performance on the WIAT and WJ-ACH-III, but corresponded less well on the KM 3
subtests.  Moreover, time of administration of the MCBM probes appeared not to have a strong
impact on the strength of the correlation between the predictor and the criterion measures. Given
that NRTs had more types of problems represented on their tests, required generalization of skills,
and possibly had poorer content overlap with local curriculum, it was not surprising that the
correlations between MCBM and NRTs were moderate.  In general, these findings were
consistent with previous research comparing multiple MCBM computational probes on skills
taught during the entire school year with a statewide math competency test and SAT scores
(Fuchs et al., 2007; Helwig et al.; Magyar et al.; Shapiro et al., 2006). 
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Among the statistical analyses used in the study, the McNemar test was
conducted to identify if two measures, when compared together, identify a similar
proportion of students in the same category (i.e., high and low risk).  The results of the
pairwise analysis of the NRT by NRT McNemar correlations indicated that each of the
NRTs identified a similar proportion of students as high risk except the KM 3 Add/Sub,
which identified a significantly higher proportion of students than the other three. 
Additional analysis of the data indicated that the MCBM probes consistently identified a
similar proportion of students in the high- and low-risk categories as did the NRTs across
the majority of administrations and for the majority of the probe types using the level and
dual discrepancy classification strategies, but not using the slope performance indicator
(which resulted in a higher proportion of identified students overall).  This appeared to
provide some confidence that the predictor probes could be utilized as a screening
assessment tool to accurately identify a similar proportion of students in the high- and
low-risk categories as the NRTs did. However, the results of the McNemar test provided
information solely upon the similarities of the proportions of students identified into each
risk category. These results did not provide information on the accuracy with which the
same students were identified into each category by both the predictor and criterion
measures.  Thus, although correlations derived from the McNemar tests were
encouraging, binary classification tests were conducted to determine the accuracy with
which each MCBM probe identified the same students as the NRTs did.  
A series of binary classification tests were used to examine the predictive power (or
value) estimates of all MCBM performance indicators across the three NRTs.  For screening
purposes, negative predictive power estimates should be higher than positive predictive power,
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thus indicating that students who are not exhibiting a serious problem are accurately identified
across tests. Strong negative predictive power estimates were found across all MCBM probes. 
Thus, the likelihood of students in the low-risk group that would score in the high-risk range of
the NRTs is very low; hence, teachers or psychologists could place strong credibility in the
results of the low-risk group as being truly low risk.  However, differences in negative predictive
power estimates were found across the three types of performance indicators. Specifically, dual
discrepancy had greater negative predictive power than level and slope, and level had greater
negative predictive power than slope. No consistent differences across type of MCBM probes
were observed. 
In comparison to negative predicative power, positive predictive power estimates (i.e.,
students identified as high risk on MCBM probes and NRTs) were much weaker.  Thus, the
credibility of students identified as high risk on the MCBM probes is rather limited.  However,
because the intent of the MCBM probes was not to serve as a diagnostic indicator, but rather as a
screening device, the low positive predictive power is more tolerable (although far from ideal). 
Further, evidence exists supporting a high specificity and high negative prediction values in spite
of relatively lower sensitivity and positive predictive values when the purpose of the measure in
question is solely intended as a screening device rather than a diagnostic instrument (Gray,
Tonge, Sweeney, & Einfeld, 2008; McFarlane, McKenzie, Van Hoof, & Browne, 2008;
O’Donnell et al., 2008; Roberts, Stuart, & Lam, 2008; Shean & Baldwin, 2008).
Differences in PPVs were found across the three types of performance indicators; these
differences also varied from differences found among negative predictive estimates.  Specifically,
level had greater positive predictive power than both slope and dual discrepancy; additionally,
positive predictive power estimates for the slope performance indicator were much weaker than
those for the dual discrepancy strategy.  A few consistent differences across type of MCBM
probes were also observed. For level, positive predictive estimates for error analysis and mastered
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single skill probes were slightly greater compared to single skill and multiple skill probes across
time and NRTs.  For slope, the SSL probe was consistently greater than other probes on all NRTs
at Time 4.
Given the results of the statistical analyses, lower positive predictive power may be due
to a higher number of high risk students identified by the MCBM probes than were identified by
the NRTs (overidentification).  As a result, more referrals for further intervention or evaluation of
student performance than would be necessary (i.e., students identified as high risk on MCBM
probes who would not likely qualify as high risk on NRTs) would be generated using only the
MCBM procedures.  However, it would be reasonably accurate to presume that students
identified as low risk by the MCBM probes would truly be identified as low risk by the NRTs due
to the strength of specificity identified between MCBM probes and NRTs.  Thus, students not
referred for further evaluation would likely not require further assessment.  The implications of
this finding provide rationale to use the MCBM probes as a screening instrument to rule out
students who likely would not benefit from additional assessment.  Given the relatively small
numbers of students identified as high risk, this would greatly reduce the overall number of
students to be considered for further evaluation of risk status using more timely and expensive
methods (Fletcher et al., 2005; Stecker & Fuchs, 2000).
The low sensitivity estimates across all probes is a great concern, however, given that this
finding indicates that a substantial portion of students that are identified as high risk on the NRTs
were not identified as high risk by MCBM probes.  As a result, some students who need help
would not get it and may continue to experience academic difficulties in math. Greater sensitivity
estimates were obtained between pairwise comparisons of NRTs than were obtained between
individual MCBM and individual NRT scores. To obtain higher sensitivity–and, thereby, to
decrease the number of false negatives–a less conservative cut-off point may be needed than the
one used in this study.  The disadvantage of doing so, however, would be that the number of false
103
positives would also increase. This poses a real concern to school personnel because of the high
cost and resources needed to provide additional intervention or assessment to students who do not
really need additional help (Stecker & Fuchs, 2000).  Overall, the classification accuracy of low-
risk students generated by the MCBM probes was strong relative to all of the NRTs; this strength
was also observed across MCBM probe types and administration times.  However, the results of
the study indicate that the MCBM probes are not very accurate in identifying the same students in
the high-risk category as were identified by the NRTs.  Given the relationship of balance between
sensitivity and specificity, it is clear that the MCBM probes perform fairly poorly at identifying
high- risk students.  However, it is important to appreciate that the construct measured in the
study was limited to math calculation skills.  In order to increase the construct validity of the
comparisons between the MCBM probes and the subtests from the NRTs included in the study,
only math calculation subtests from each of the NRTs were administered to the participants.  As a
result, only one subtest cluster score was derivable from only one NRT battery (the Mathematics
Calculation Cluster score on the WJ-ACH-III).  Thus, all other analyses compared student
performance on the NRTs to student performance on individual subtests of the KM 3 and the
WIAT.  The psychometric properties of the NRT subtests are weaker than those of the cluster
scores that are derived when mathematics reasoning skills are also administered.  Further, these
subtests are rarely used in isolation to make educational placement decisions and, therefore, do
not adequately represent a comprehensive skill evaluation that may be used for this purpose. 
However, as previously described, the purpose of the study was to determine the ability of
mathematics calculation CBM probes to accurately identify students struggling to master math
calculation skills only (as opposed to specifically finding students likely to fail more global
measures of academic performance).  
To further determine how well MCBM measures predict outcomes on standardized and
other important educational measures, prior studies have found more encouraging results for the
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use of MCBM computation as a moderate predictor of outcomes on state assessments when using
ROC curves to establish cut points.  For example, Shapiro and colleagues (2006) found that both
specificity and sensitivity were found to be above .6 when comparing the predictive validity of
low achievers identified using scores from multiple math probes with low achievers based on a
statewide curriculum-based test and the SAT-9 scores. These findings are much more acceptable
for screening purposes than the findings in this study.  However, it is also critical to note that the
rate of agreement between pairwise comparisons of the NRTs indicated that although student
performance on the NRTs was utilized primarily as a “gold standard” against which to compare
student performance on the MCBM probes, disagreement between risk status of individual
students was also present–particularly for comparisons involving the KM 3.  Thus, while
inclusion of nationally norm-referenced standardized academic achievement tests is likely the
best comparison against which to judge the current academic ability of individual students, it
must also be appreciated that some disagreement between these NRTs exists.  This also provides
an appreciation for the limitations and challenges inherent in attempting to identify the same kids
as high risk using MCBM probes.
Finally, a series of logistic regressions were used to further examine the degree to which
one or more MCBM screening measures predicted student risk status based on
individually administered standardized achievement test scores. Comparisons of the
predictor variables (SSL, SSM, MS, and EA ) and each of the NRT scores indicated that only one
combination of MCBM scores was a significant predictor of performance on any NRT in
any type of screening measure (slope, dual discrepancy, or level). Specifically SSL and
MS improved prediction on the KM 3 Add/Sub assessment for the dual discrepancy
performance indicator as compared to either alone. Otherwise only one MCBM served as
a significant predictor of risk status on any NRT score.  Unfortunately, no clear pattern of
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results was observed to indicate which MCBM was the most consistent predictor across
all NRTs.  In addition, it would appear that time of administration tends to have an unknown
impact on this outcome.  For example, regarding the level performance indicator, one MCBM
and/or performance indicator was identified as a significant predictor for students’ WIAT
scores each time, but the MCBM probes identified differed. A MCBM probe predicted
risk status on the WJ-ACH-III and KM 3 Add/Sub on three of the four MCBM
administration times, but no MCBM probe significantly predicted student performance
on the KM 3 Mult/Div score. For the dual discrepancy performance indicator, although
more data points were used to calculate slope in Time 4, MCBM probes (specifically,
SSL and MS) significantly predicted student risk status on only one NRT score (KM 3
Add/Sub).  Time 3 fared better, but again, no MCBM probe was consistent across all
NRT tests (SSL on the WJ-ACH-III and WIAT, but EA on the KM 3). Finally, for the
slope performance indicator, no predictor variable was significantly different than the
model with only a NRT constant alone with the exception of one case (SSL predicted risk
status on the WJ-ACH-III). These results indicate that two of the three MCBM predictors
(MS and EA) predicted the outcome (high risk on an NRT test) better than no predictor
variables for the slope performance indicator. However, a range of 81.9-95.8% of all
cases was correctly predicted across all comparison models examined in this study.
Moreover, all models were much better at predicting students who were not in the high-
risk category than at predicting students who are in the high-risk category.  In general,
the error analysis probes (identified as a significant predictor for seven comparisons)
were most commonly identified as having the greatest explanatory power in the overall
models; the SSL and MS probes were each identified as a significant predictor in four
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comparisons. However, it is important to appreciate the inherent limitations of using so
many variables that are so highly intercorrelated.
Implications for Future Research
In sum, when comparing the ability of the MCBM probes to match the risk status
of each individual child as determined by each of the NRTs, a pattern emerged in which
the MCBM probes could be used to accurately discriminate the students in the low-risk
category, but not those in the high-risk category across all probe types and administration
times.  In fact, little differences between probes, administration times, or combination of
probes were noted when considering all students together–regardless of which MCBM
performance indicator was employed (although the level method generated the greatest
support and the slope method generated the least support).  
Given that math has poorer validity than reading (Shinn, 1989, 1998), it was not
surprising that the results of this study were not as strong as previous validity studies on
reading; however, these results were lower than was expected at the outset of the study. 
Several factors may have influenced these results that require additional research.  First,
the results of this study may differ from those of prior studies because the current study
employed a 9-week math curriculum on probes rather than using a semester or academic
year curriculum (Good & Jefferson, 1998; Shapiro et al., 2006).  Because the MCBM
probes utilized in this study represented a relatively shorter breadth of curriculum, it is
possible that the MCBM probes did not measure precisely the same thing as the NRTs
did.  Specifically, the breadth of curriculum assessed on the NRTs was simply not
adequately reflected in the MCBM probes.  Second, earlier research in reading has
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suggested that using any less than three MCBM probes in identifying students at high
risk versus low risk results in unacceptable error rates (Hintze, Owen, Shapiro, & Daly,
2000).  Third, some research has indicated that multiple skill math MCBM probes likely
represent a different construct of math achievement than single skill math MCBM probes
(Hintze et al., 2002).  Specifically, it has been theorized that single skill MCBM probes
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measure solely an underlying premise for any particular skill, while multiple skill probes
represent a more global outcome measure (Hintze et al, 2002).  
Finally, a review of individual status for each student who had been identified as
high risk on any of the tests used in this study indicated a few interesting observations.
First, when comparing multiple MCBM probes to the four NRT measures used in the
study, it is important to note that the majority of students identified as high risk were
identified as such by only one NRT. Of the 31 students identified by the NRTs as high
risk, only 4 students were identified by all four NRTs as high risk and only 7 students
were identified as high risk by three or more NRTs.  This low agreement in status rating
implies that the NRTs used may also not consistently identify the same child; as a result,
although the NRTs were included in the study in an effort to provide a “gold standard”
against which the results of the MCBM probes could be compared, the standard set by
the NRTs was not as firm as was hypothesized at the outset of the study.  Thus, an
alternative method for identifying students who are truly at high risk for failure on
important educational measures may need to be further investigated. 
In general, the majority of students’ performance on all MCBM probes improved
over 9 weeks (with only one exception: sixth-grade student performance increased from
Time 1 to Time 3 on the SSL probe, but decreased on Time 4). Thus, it was expected that
level scores would be more strongly correlated with NRT scores and, thereby, more
accurately identify student risk status on NRT scores at later times when students have
been taught skills; it was further anticipated that incorporating the slope performance
indicator would improve agreement on risk status between MCBM and NRT scores. 
Interestingly, however, in this study, students obtained a higher slope than on a probe
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covering grade level material over the course of a school year or semester (Fuchs et al.,
2007).  In fact, in a previous study, researchers found that average student growth rate for
first-grade students was .37 DCPM per calendar day throughout the school year on
weekly grade-level curriculum probes.  These results may suggest that assessing
performance covering a small amount of material that is covered within a short time
period may potentially be  more sensitive to detecting poor or adequate response to
intervention within a few weeks and may also have utility as an indicator of instructional
modifications.  However, a survey of growth on skills taught over a 9-week period as
compared to the school year may result in poor results for predicting performance on
NRTs due to limited breadth of content or  poor content overlap with the NRT measures.
Additional research is needed to determine if the type of survey level MCBM employed
in the current study may be useful for identifying a student’s individual level on a small
group of skills.  Additionally, it may be possible to compare slope scores of students
identified as requiring specialized instruction with those of average students to determine
adequate slope scores to be used for shorter term responsiveness to intervention (RTI)
decisions. 
One interesting finding was that a high percentage of students in Phase I
performed below instructional level on the teacher-selected mastered skill MCBM probe.
Given that the teacher selected a skill that had been recently taught and was estimated by
the teacher to be well taught, it was expected that approximately 10% of the students
would perform below the instructional level. However, percentages ranged between 47- 
61% across all students.  Similar to research indicating poor relationships between
teacher rating or referral and high-risk students detected using standardized testing
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(VanDerHeyden, Witt, Naquin, & Noell, 2001; Mazzocco & Myers, 2003), teachers may
need data to refine their judgment of student performance.  Additional research may be
needed to determine if this type of assessment may be useful to instructional planning
purposes or for identifying classes that would benefit from classwide interventions
(VanDerHeyden et al., 2007).   
Several additional implications for future research can be generated from the
current study.  First, a larger sample size with a greater number of students identified as
high risk would facilitate greater statistical power.  Additionally, this study contained a
low representation of students from diverse ethnic and SES groups.  Finally,
implementing follow-up procedures to identify whether or not the number of students
originally identified by the MCBM probes could be reduced to a number more similar to
that identified by the NRTs may delineate the utility of the MCBM probes as part of a
more comprehensive or sophisticated system to identify high-risk students.  One potential
method would be to conduct a motivational analysis to determine if MCBM scores
improved if students were more motivated to improve their performance.
Limitations of the Study
Several important limitations of the present study may have impacted the results
generated.  First, the sample of high-risk students identified for inclusion in the present
study was smaller than anticipated at the outset of the study.  There are several important
considerations impacting the small sample size.  First, students were selected for
inclusion based upon receiving informed consent from parents/guardians and a complete
data set (i.e., each student was present for all MCBM probe administrations).  The return
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of informed consent rate was 32%.  However, only 65% of students for whom informed
consent was obtained had a complete data set.  The reason for this attrition was due to
constraints imposed upon the researchers from the institutional review board (IRB) of the
local school district in which the research was conducted.  Specifically, the district’s IRB
mandated that all students participating in the research program could be removed on
only one occasion throughout the study; as a result, students were removed for
administration of the NRTs only.  Thus, if students were absent during the classwide
MCBM probe administrations, the researchers were not permitted to remove students for
“make-up” MCBM administrations. 
A second, and related, limitation is that the sample of fourth-grade phase II
participants did not contain any students identified as high risk by the WIAT or the WJ-
ACH-III.  Finally, the participants represented a limited number of grade levels with few
ethnically diverse and low SES students.  Thus, external validity is somewhat threatened
because of the extent that the current findings generalize to other school populations is
unknown.  
A third limitation is the psychometric limitations of the subtests administered
from the NRTs.  In this study, only subtests consisting primarily of calculation problems
were administered rather than a sufficient number of subtests (including those with
additional math skills–e.g., word problems, application skills) to create a cluster or
battery composite score.  This is problematic because students’ educational status is more
often determined using composite scores rather than subtest or cluster scores. Therefore,
the comparisons in this study should be somewhat cautiously interpreted.  Moreover, the
effects of different MCBM measures on different tests are hard to determine based on
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these results. This study examined MCBM data obtained on biweekly probes that
assessed performance on curriculum to be covered within a 9-week quarter term, but
previous research used content taught throughout the academic year. This is both a
limitation and a need for additional comparisons to identify accurate screeners for low
achievers in math. 
Finally, it is important to note that all performance indicator cut-point scores were
locally derived and calculated using a local norm base.  Thus, it is important to appreciate
that observed differences in risk status on the level and slope performance indicators are
the direct result of the cut-points established using the data obtained from the sample
within the study and were selected based upon the findings of the literature review (Burns
& Senesac, 2005; VanDerHayden, Witt, & Gilbertson, 2007).  Thus, using a different set
of cut-points for inclusion in the high- and low-risk categories on the performance
indicators may have significantly impacted the outcomes of the analyses included in the
study.  Hence, using ROC curves to derive specific cut-points based upon local
normative data may prove to be a more effective method of identifying students in the
high- and low-risk range.
Conclusions
Overall, the results of the study indicate that the MCBM probes could be
accurately and reliably used to identify students in the low-risk category for failure on
important educational measures for second-, fourth-, and sixth-grade students.  However,
the MCBM probes’ ability to successfully identify students in the high-risk category was
substantially lower.  Further, it would appear that administration time had little impact on
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the predictive power of the MCBM probe to identify students as high or low risk. In
general, the  types of MCBM  screening measures used in this study were more
problematic for detecting students who are having math difficulties based on 
standardized tests (sensitivity) than for detecting students who are adequately performing
math computation skills on standardized tests (specificity).  
Given that the MCBM probes were designed only as a screening strategy of
identification and not as a diagnostic instrument, it is important to note that the MCBM
probes overidentified students as high risk rather than underidentified them.  Thus, it is
more acceptable and carries greater clinical utility to have too many students identified as
high risk rather than too few students because those students identified as high risk will
subsequently be subjected to additional services or diagnostic measures.  If, however, the
MCBM probes fail to identify students who are truly high risk, those who are erroneously
identified as low risk (i.e., those who truly may benefit from further assessment and/or
intervention) will not receive it.  This poses a much greater threat to the clinical utility of
any screening instrument because it undermines its power to adequately perform the task
for which it was designed.  Although the MCBM probes identified more students than the
NRTs did, the MCBM probes generally identified only slightly more students as high risk
than the NRTs.  However, given the low overall proportion of students identified as high
risk, the results of the specificity deteriorate with even small differences.
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Appendix A:
Informed Consent
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INFORMED CONSENT
Tips on Interventions for Parents and Students
Introduction
We would like your permission to include your child in a new study with the Utah State
University (USU) Psychology Department that will help to find simple and quick ways to keep
track of students’ progress in the math program at your child’s school. This will help the teachers
determine if any children need extra help as they continue to learn new math skills. Your child
would be working with Kyle Max Hancock, a doctoral student and certified school psychologist,
under the supervision of Dr. Donna Gilbertson.  If you agree to allow your child to participate,
your child will be asked to complete several brief math tests.  Your child will miss about 30
minutes of class time to take the tests, but we will work with teachers to make sure that your child
misses the least amount of class possible.  We would also like you to tell us a little bit about your
child by filling out a brief survey (attached).  There will be about 150 to 200 students involved in
this research.
Procedures
If you give your permission for your child to participate in this study, your child will complete
three short math tests.  These math tests consist of grade-level math curriculum (e.g., addition,
subtraction, multiplication, and/or division) and will be given to each participant individually by
an adult.  Your child will simply be asked to work on these math problems and to do his/her best
work.  None of the math tests will be counted toward your child’s grade; they will be used to
better understand how we may help all of the students learn better.  
Risks
There is minimal risk associated with the programs being used in this study or the surveys we are
asking you and your child to complete.  It is possible that participating in this research could
cause you or child some discomfort due to responding to the questionnaires or participating in the
math tests. To avoid stress, you can skip questions that you do not want to answer, but it will help
the researchers if most questions can be answered.
New Findings  
During the course of this research study, you will be informed of any significant new findings
(either good or bad), such as changes in the risks or benefits resulting from participation in the
research, or new alternatives to participation that might cause you to change your mind about
continuing in the study. If new information is obtained that is relevant or useful to you, or if the
procedures and/or methods change at any time throughout this study, your consent to continue
participating in this study will be obtained again. 
 Date Created: Nov. 12, 2007; Page 1 of 2
USU IRB Approved: 11/12/2007
Approval terminates: 11/11/2008
Protocol Number 1894
IRB Password Protected per IRB
Administrator
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Benefits
We hope to be able to obtain important information about how to best help children who are
struggling to learn new math skills.  We also hope to provide your child’s school with a better and
easier way to determine which kids would benefit from extra help or support in math. 
Explanation & offer to answer questions  
We have explained this research study to you and answered your questions. If you have other
questions or research-related problems, you may reach Dr. Gilbertson at (435) 797-2034 or Kyle
Hancock at (801) 402-2208.
Voluntary Nature of Participation and Right to Withdraw without Consequence
Participation in this research is entirely voluntary.  You and your child may refuse to participate
or withdraw from the study at any time without consequence.
Confidentiality
Information about you and your child will be kept confidential and will be available only to the
researchers directly involved in the project.  Your child will be assigned a code number and only
this number will be used when the data is stored in the computer to protect privacy.  Public
presentations of the results of this study will in no way identify you or your child.  All data will
be kept in a locked filing cabinet which will be accessible only by Mr. Hancock and Dr.
Gilbertson in a locked office at USU. 
IRB Approval Statement
The Institutional Review Board (IRB) for the protection of human participants at USU has
approved this research; you may contact them at (435) 797-1821 if you have more questions.  The
Davis School District Research and Assessment Department has also approved this study; you
can contact them at (801) 402-5305.
Copy of Consent
This package contains two copies of this Informed Consent Form.  Please sign both and keep one
copy.  Please return one signed copy with the survey you fill out.
Investigator Statement: “I certify that the research study has been explained to the individual,
by me or my research staff, and that the individual understands the nature and purpose, the
possible risks and benefits associated with taking part in this research study. Any questions that
have been raised have been answered.” 
_______________________________ ______________________________
Donna M. Gilbertson, Ph.D. Kyle Max Hancock, M.S.
Principal Investigator Graduate Researcher
(435) 797-2034 (435) 755-3402
Signature of Parent / Guardian (please check one and sign if agreeing to participate)
____Yes, I am willing to have my child participate in this study.  
____ NO, I do NOT want to participate in this study and I do not want my child to participate
                                                                                                                                            
Paren/Legal Guardian’s signature Date
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Child/Youth Assent:  I understand that my parent(s)/guardian is/are aware of this research study
and that permission has been given for me to participate. I understand that it is up to me to
participate even if my parents say yes. If I do not want to be in this study, I do not have to and no
one will be upset if I don’t want to participate or if I change my mind later and want to stop. I can
ask any questions that I have about this study now or later. By signing below, I agree to
participate. 
                                                                                                                                             
Name Date
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Tips on Interventions for Parents and Students
Dear Parent:
I am writing this letter to all parents to encourage them to provide permission for
their children to participate in a project being conducted at (NAME OF SCHOOL). As
you are aware, our school is committed to providing a setting that is productive, safe, and
fosters excellence in academic achievement.  This project is meant to help provide
feedback to teachers and students regarding the progress that students are making in their
mathematics skills.
As a first step in this study, Dr. Donna Gilbertson and Kyle Max Hancock from
Utah State University have worked with the school to collect information on the current
mathematics achievement level of our students.  To achieve this goal, the researchers
have trained and assisted teachers to administer several two-minute timed math quizzes
in their classrooms.  Following these short quizzes, approximately 50 students from each
grade are needed to participate in the second step of the study.  The researchers are
sending all parents this letter asking for parents to give permission for their child to
participate in the study.  All children who return this packet to their teacher will receive a
small reward (e.g., pencil or piece of candy) for doing so regardless of whether or not
consent is provided.  Parents are completely free in the choice they make to provide or
deny permission.  
The second step of the study will involve administering three other math tests to
those students whose parents provided permission to participate in the study.  The
information obtained from these assessments will not be associated with your child’s
identifying information and will not influence his/her grade in any way.  The information
will be used to determine the extent to which the two-minute math quizzes previously
administered helps to identify those students who are most likely to benefit from
additional mathematics intervention.
Please read the attached Informed Consent Form for more details on this project.  
If you have more questions on the study you can call the researchers (their numbers are
on the bottom of the consent form).  Also, feel free to give us a call if you have any
questions or concerns. 
Thank you for your support of this project.
Sincerely,
Principal, SCHOOL
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 Parent Packet
Student Demographics Sheet
Parent Information
1) Your gender (Check one):                   male                  female
2) Relationship to child (Check one):
         biological parent            adoptive parent            legal guardian            other ___________
3) Highest level of education completed (Check one):
             did not complete high school
             completed high school
             completed some college
             completed college degree
             completed graduate/postgraduate education
4) Your native language (Check one):
[  ] English   [  ] Spanish    [  ] other ________________
Child Information
1) Child’s age:              Birth date:        /       /       
2) Child’s grade level:         
3) Child’s gender (Check one):            male              female
4) Child’s ethnicity (Check one):
           Latino/a              African American              Caucasian
           Asian              Native American              Other                                         
5) Child’s native language: [  ] English   [  ] Spanish    [  ] other ________________
6) Has your child received English as a second language services? 
[  ] None   [  ] Receiving classes now    [  ] Not currently but has in the past 
6) Has your child been retained or attended a grade more than one year?  
[  ] Yes   [  ] No    If yes, what grade did your child attend for a second year?               
8) Has your child ever been diagnosed with any psychological and/or behavioral disorders?
           no              yes   (Please specify which ones :                                                                        )
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Mastered Skill Probe 
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Error Analysis Probe
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Teacher Problem Selection Sheet
Teacher: ________________________                                     Grade level: ____
Below is a list of basic skills and mastered in first through sixth grade. Please check off
appropriate grade level skills that have been taught this year to all students in your grade
level. Only add a check if the skill is expected to have been mastered by students who are
progressing as expected within your curriculum.
Addition
Two 1-digit numbers: sums to 5
Two digit numbers: sums to 10
Two 1-digit numbers: sums to 18
1- to 2-digit number plus 1- to 2-digit number: no regrouping
Two 2-digit numbers: no regrouping
Two 3-digit numbers: no regrouping
Two 2-digit numbers: regrouping
2- to 3-digit number plus 2- to 3-digit number: regrouping from 1’s & 10’s
columns
3-digit number plus 3-digit number: regrouping from 1’s & 10’s columns
Subtraction
Two 1-digit numbers: 0 to 5
Two 1-digit numbers: 0 to 9
2-digit number from a 2-digit number: no regrouping
3 digit number from a 3-digit number: no regrouping
2-digit number from a 2-digit number: regrouping
3-digit number from a 3-digit number: regrouping from 1’s & 10’s columns
Multiplication
Multiplication facts: 0 to 9
Multiplication facts: 0 to 5
2-digit number times 1-digit number: no regrouping
2-digit number times 1-digit number: regrouping
3-digit number times 1-digit number: no regrouping
3-digit number times 1-digit number: regrouping
2-digit number times 2-digit number: no regrouping
2-digit number times 2-digit number: regrouping
3-digit number times 2-digit number: no regrouping
3-digit number times 2-digit number: regrouping
3-digit number times 3-digit number: no regrouping
3-digit number times 3-digit number: regrouping
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Division
Division facts: 0 to 9
2-digit number divided by 1-digit number: no remainder
2-digit number divided by 1-digit number: remainder
3-digit number divided by 1-digit number: no remainder
3-digit number divided by 1-digit number: remainder
3-digit number divided by 2-digit number: no remainder
3-digit number divided by 2-digit number: remainder
Fifth and Sixth:
Fractions addition
Fractions subtraction
Decimals addition
Decimals subtraction
Decimals multiplication
Decimals division
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Administrator Scripted Instructions for 2-Minute Math Probe
1. Write the teacher’s name on the board, the date and NAME under it
2. Say “Take out a sharpened pencil. I will be passing out a piece of paper face
own. Please do not turn the paper face up until you are instructed to do so.” 
3. Pass out papers face-down. 
4. “Please write your teacher’s name, date and your first and last name on the back
of your paper.” Pause briefly to allow students to write their names.
5.  Say “This is a math worksheet. The worksheet contains different kinds of the
problems such as addition, subtraction, and multiplication. When I say ‘start,’
turn them over and begin answering the problems. Start on the first problem on
the left on the top row (point). Work across and then go to the next row. Raise
your hand if you have a question. “
6. Set timer for two minutes. “Start.”  Begin timer.  
7. Monitor student performance to ensure that students work the problems in rows and
do not skip around.
8. When timer rings, say, “Stop. Raise your papers and put your pencils down.”
9. Collect math sheets and give to data entry person at your school. 
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Example of Graph Given to Teachers for Feedback
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Appendix K:
Results of Preliminary Statistical Analyses
 on Schools Included in the Study
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Preliminary analyses between participants at each school were conducted using
Chi-square tests to determine statistically significant differences between the three
schools on gender, SES, ethnicity, and special education status.  No significant
differences in sex of students, χ2 [2, N = 144] = 3.127, p = 0.209, or in number of student
receiving special education services, χ2 [2, N = 144] = 1.612, p = 0.447, were identified
among the three schools.  However, there was a significant difference in SES of
participants among the three schools: χ2 (2, N = 144) = 32.897, p < 0.001.  Follow-up
analyses indicated that there was no difference between School 1 and School 2, χ2 (1, N =
124) = 2.376, p = 0.123, but there was a significant difference between School 1 and
School 3, χ2 (1, N = 98) = 20.353, p < 0.001, and a significant difference between School
2 and School 3, χ2 (1, N = 66) = 25.832, p < 0.001, with School 3 having the lower SES. 
There was also a significant difference in ethnic diversity of participants among
the three schools: χ2 (10, N = 144) = 33.998, p < 0.001.  Follow-up analyses indicated that
there was no difference between School 1 and School 2, χ2 (3, N = 124) = 4.735, p =
0.192, but there was a significant difference between School 1 and School 3, χ2 (4, N =
98) = 17.981, p < 0.01 and a significant difference between School 2 and School 3, χ2 (5,
N = 66) = 15.994, p < 0.01.  Overall, School 3 had more diverse students than both
School 2 and School 1.  
In sum, School 1 and School 2 were similar to each other regarding their
demographics.  School 3 was typically different; specifically, School 3 had a higher
frequency of students in the high risk range of SES and a greater representation of ethnic
diversity than both of the other schools.
In sum, School 1 and School 2 were similar to each other regarding their
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demographics.  School 3 was typically different; specifically, School 3 had a higher
frequency of students in the high risk range of SES and a greater representation of ethnic
diversity than both of the other schools.
Significant Differences between 
Schools on Initial Scores 
A series of one-way analyses of variance (ANOVA) were conducted to evaluate
the differences between phase II participant performance on the NRTs and MCBM
probes.  The independent variable, school attended, contained three levels: School 1,
School 2, and School 3.  The dependent variables were the DCP2M on the MCBM
probes and the standard scores on the selected subtests of the WJ-ACH-III, WIAT, and
KM 3.  
The first set of ANOVAs was conducted with all participants. Table 27 presents
the results of the ANOVAs.  The ANOVA was significant for all of the tests except the
Time 1 EA, and Time 2 SSL.  The tests of homogeneity of variance were violated for the
Time 1 EA (p = .034), Time 1 SSL (p = .010), Time 1 SSM (p = .003), Time 2 EA (p =
.023), Time 2 SSL (p = .036), Time 3 SSL (p = .015), and Time 4 SSL (p = .008).  Thus,
the Dunnet’s C post-hoc comparisons were used to identify significant differences
between the groups.  Table 28 presents the results of the post-hoc comparisons. In sum,
mean scores for School 3 were significantly lower than mean scores for School 2 on all
MCBM probes; further, mean scores for School 3 were also lower than School 1 on the
Time 1 SSM and SSL, Time 3 EA, and Time 4 SSL probes.  School 1 mean scores were
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Table 27
Results of One-Way ANOVA on NRTs and MCBM Probes for All Participants
Source F p η2
NRTs
WIAT 0.138 0.871 0.002
WJ-ACH-III 4.302 0.015 0.058
KM 3 Add/Sub 2.362 0.098 0.032
KM 3 Mult/Div 0.687 0.505 0.015
MCBM
Time 1 
EA 2.562 0.081 0.035
MS 7.630 0.001 0.098
SSL 4.025 0.020 0.054
SSM 5.858 0.004 0.077
Time 2
EA 3.272 0.041 0.044
MS 6.062 0.003 0.079
SSL 3.022 0.052 0.041
Time 3
EA 4.780 0.010 0.063
MS 6.799 0.002 0.088
SSL 6.443 0.002 0.084
Time 4
EA 4.675 0.011 0.062
MS 6.501 0.002 0.084
SSL 9.577 0.000 0.120
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Table 28  
Results of Post-hoc Comparisons for Significant 
Results on ANOVA of All Participants
Source School p
WJ-ACH-IIIa
School 2  > School 1 0.011
School 3  > School 1  0.704
School 2  > School 3 0.405
SSM b
School 2 > School 1 >0.05
School 1 > School 3 <0.05
School 2 > School 3 <0.05
Time 1MSa
School 2 > School 1  0.003
School 1 > School 3 0.603
School 2 > School 3 0.004
Time 1SSL b
School 2 > School 1 ns
School 1 > School 3 <0.05
School 2 > School 3 <0.05
Time 2 EA b
School 2 > School 1 ns
School 1 > School 3 ns
School 2 > School 3 <0.05
Time 2 MSa
School 2 > School 1 0.016
School 1 > School 3 0.439
School 2 > School 3 0.007
Time 3 EAa
School 2 > School 1 0.442
School 1 > School 3 0.047
School 2 > School 3 0.007
(table continues)
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Source School p
Time 3 MSa
School 2 > School 1 0.003
School 1 > School 3 0.811
School 2 > School 3 0.012
Time 3 SSL b
School 2 > School 1 ns
School 1 > School 3 ns
School 2 > School 3 <0.05
Time 4 EAa
School 2 > School 1 0.345
School 1 > School 3 0.070
School 2 > School 3 0.007
Time 4 MSa
School 2 > School 1 0.010
School 1 > School 3 0.468
School 2 > School 3 0.006
Time 4  SSL b
School 2 > School 1 <0.05
School 1 > School 3 <0.05
School 2 > School 3 <0.05
a Tukey’s HSD
b Dunnett’s C
significantly lower than School 2 on all four MS probe administrations and the Time 4
SSL probe administration.  
Another series of ANOVAs was run with only the grade 2 participants included in
the analyses.  Table 29 presents the results of the ANOVA for the grade 2 participants. 
The tests of homogeneity of variance were not violated in all cases except for Time 4 EA
(p = .013).  
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Table 29
Results of ANOVA for Phase II Participants and Measures by Grade Level
Grade 2 (df = 2) Grade 4 (df = 2) Grade 6 (df = 2)
Source F p η2 F p η2 F p η2
  
NRTs
WIAT 3.022 0.058 0.116 0.968 0.387 0.041 1.478 0.239 0.063
WJ-ACH-III 0.094 0.910 0.004 2.405 0.102 0.097 3.776 0.031 0.147
KM 3 Add/Sub 1.465 0.242 0.060 0.854 0.433 0.037 3.326 0.045 0.131
KM 3 Mult/Div 0.266 0.768 0.012 0.560 0.575 0.025
MCBM
SSM 2.754 0.074 0.107 7.352 0.002 0.246 3.756 0.031 0.146
Time 1  EA 7.586 0.001 0.248 8.081 0.001 0.264 2.049 0.141 0.085
Time 1 MS 0.685 0.509 0.029 18.537 0.000 0.452 4.145 0.022 0.159
Time 1 SSL 7.386 0.002 0.243 9.037 0.001 0.287 3.144 0.053 0.125
Time 2 EA 3.417 0.041 0.129 5.620 0.007 0.200 3.263 0.048 0.129
Time 2 MS 0.170 0.844 0.007 9.037 0.001 0.287 5.093 0.010 0.188
Time 2 SSL 0.593 0.557 0.025 6.887 0.002 0.234 0.508 0.605 0.023
Time 3 EA 0.804 0.454 0.034 3.034 0.058 0.119 3.874 0.028 0.150
Time 3  MS 0.920 0.406 0.038 10.879 0.000 0.326 3.438 0.041 0.135
Time 3 SSL 0.599 0.554 0.025 4.177 0.022 0.157 3.334 0.045 0.132
Time 4  EA 0.283 0.754 0.012 2.139 0.130 0.087 2.177 0.125 0.090
Time 4 MS 0.351 0.706 0.015 5.805 0.006 0.205 5.433 0.008 0.198
Time 4 SSL 0.295 0.746 0.013 6.235 0.004 0.217 5.217 0.009 0.192
No significant differences were found for any NRTs.  For MCBM probes, the
ANOVA was significant for the Time 1 EA, Time 1 SSL, and Time 2 EA probe.  Follow-
up tests for significant results were conducted using the Tukey’s HSD test (see Table 30). 
In general, the results indicate that the means of the test scores were generally lower for
School 1 than for School 2 and School 3 on the Time 1 EA and Time 1 SSL.
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Table 30
Results of Tukey’s HSD Follow-up Tests for Significant ANOVA
Source Schools p Order
Grade 2
     Time 1 EA
School 1 > School 2 0.004 School 1 > School 3 > School 2
School 3 > School 1  0.882
School 3 > School 2 0.003
     Time 1 SSL
School 1 > School 2 0.001 School 1 > School 3 > School 2
School 1 > School 3 0.749
School 3 > School 2 0.022
     Time 2 EA
School 1 > School 2 0.077 School 1 > School 3 > School 2
School 3 > School 2 0.058
School 1 > School 3 0.909
Grade 4
     Time 1 EA a
School 2 > School 1 < 0.05 School 2 > School 1 > School 3
School 3 > School 1 > 0.05
School 2 > School 3 > 0.05
     Time 1MS
School 2 > School 1 0.000 School 2 > School 3 > School 1
School 1 > School 3 0.795
School 2 > School 3 0.001
     Time 1 SSL
School 2 > School 1 0.008 School 2 > School 1 > School 3
School 1 > School 3 0.163
School 2 > School 3 0.001
     Time 1 SSM
School 2 > School 1 0.021 School 2 > School 1 > School 3
School 1 > School 3 0.195
School 2 > School 3 0.004
     Time 2 EA
School 2 > School 1 0.023 School 2 > School 1 > School 3
School 1 > School 3 0.533
School 2 > School 3 0.024
(table continues)
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Source Schools p Order
     Time 2 MS
School 2 > School 1 0.002 School 2 > School 1 > School 3
School 1 > School 3 0.438
School 2 > School 3 0.004
     Time 2 SSL
School 2 > School 1 0.003 School 2 > School 1 > School 3
School 1 > School 3 0.931
School 2 > School 3 0.046
     Time 3 EA
School 2 > School 1 0.049 School 2 > School 3 > School 3
School 3 > School 1 0.956
School 2 > School 3 0.456
     Time 3 MS
School 2 > School 1 0.000 School 2 > School 1 > School 3
School 1 > School 3 0.999
School 2 > School 3 0.022
     Time 3 SSL
School 2 > School 1 0.041 School 2 > School 1 > School 3
School 1 > School 3 0.767
School 2 > School 3 0.080
     Time 4  MS
School 2 > School 1 0.013 School 2 > School 1 > School 3
School 1 > School 3 0.696
School 2 > School 3 0.033
     Time 4 SSL
School 2 > School 1 0.006 School 2 > School 1 > School 3
School 1 > School 3 0.931
School 2 > School 3 0.058
Grade 6
     WJ-ACH-III
School 2 > School 1 0.024 School 2 > School 1
School 3 > School 1 0.989
School 2 > School 3 0.549
     KM 3 Add/Sub
School 2 > School 1 0.035 School 2 > School 1
School 3 > School 1 0.899
School 2 > School 3 0.769
     Time 1 MS
School 2 > School 1 0.017 School 2 > School 3 > School 1
School 3 > School 1 0.994
School 2 > School 3 0.496
(table continues)
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Source Schools p Order
     Time 1 SSM
School 2 > School 1 0.041 School 2 > School 1 > School 3
School 1 > School 3 0.728
School 2 > School 3 0.176
     Time 2 EA
School 2 > School 1 0.043 School 2 > School 3 > School 1
School 3 > School 1 0.648
School 2 > School 3 0.973
     Time 2 MS
School 2 > School 1 0.008 School 2 > School 3 > School 1
School 3 > School 1 0.613
School 2 > School 3 0.894
     Time 3 EA
School 2 > School 1 0.022 School 2 > School 3 > School 1
School 3 > School 1 1.000
School 2 > School 3 0.468
     Time 3 MS
School 2 > School 1 0.081 School 3 > School 2 > School 1
School 3 > School 1 0.221
School 3 > School 2 0.785
     Time 3 SSL
School 2 > School 1 0.051 School 2 > School 1 > School 3
School 1 > School 3 0.828
School 2 > School 3 0.252
     Time 4 MS
School 2 > School 1 0.006 School 2 > School 3 > School 1
School 3 > School 1 0.549
School 2 > School 3 0.919
     Time 4 SSL
School 2 > School 1 0.015 School 2 > School 1 > School 3
School 1 > School 3 0.570
School 2 > School 3 0.076
a Dunnett’s C used instead of Tukey’s HSD because of violation of assumptions
of homogeneity.
For the ANOVAs with the grade 4 participants only, the tests of homogeneity of
variance were not violated in all cases except for TIME 2 EA (p = .026).  As shown in
Table 29, no significant differences were found for any NRTs. The ANOVA was
significant for the all MCBM tests with the exception of Time 3 and Time 4 EA. Post-
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hoc comparisons using the Tukey’s HSD and Dunnett’s C (for Time 2 EA) are presented
in Table 30.  Results indicate that School 2 mean scores were greater than School 1 on all
MCBM probes and greater than School 3 on all tests with the exception of Time 1 EA,
Time 3 EA, Time 3 SSL and Time 4 SSL. No significant differences were found between
School 1 and School 3 on any of the tests.  
Finally, a series of ANOVAs were run with grade 6 participants included.  The
tests of homogeneity of variance were not violated in any case.  As shown in Table 29,
the ANOVA for the NRTs was significant for the WJ-ACH-III and KM 3 Add/Sub. For
the MCBM probes, all but the following probes were significant: Time 1 EA and Time 4
EA and Time 1 and Time 3 SSL.  Post-hoc comparisons using the Tukey’s HSD test are
presented in Table 30.  Results indicate that School 2 mean scores were significantly
greater than School 1 on all but two probes (Time 3 SSL and Time 3 MS). No significant
differences were found between School 1 and School 3 or between School 2 and School 3
on any of the tests.
In sum, results of the ANOVA analyses indicated that students at School 2
typically displayed the highest performance on all tests followed by School 1 although
only statistically significant differences were found between School 2 and School 1. 
Students from School 3 achieved the lowest scores on all measures except for the WJ-
ACH-III.  Further, student performance differed significantly by school on the majority
of the math tests administered.  This indicates that the mean scores for all participants at
each of the school were often quite different from each other.
When only the second-grade participants were compared among schools,
however, only three MCBM probes were found to have significant differences.  This
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indicated that the second grade participants tended to score similarly on all of the probes
regardless of the school they attended.  Further, among the statistically significant
differences that were identified, School 1 maintained the highest mean scores followed
by School 3–with the exception of the Time 2 EA probe in which School 3 had the
highest mean scores.  Students from School 2 maintained the lowest mean scores on all
of the statistically significant probes.  In addition, the significant differences that were
found were often between School 2 and the other schools, but the mean scores of School
1 and School 3 often did not differ significantly from each other.
When only the fourth-grade participants were compared among schools, the mean
scores from different schools varied significantly on many different measures.  In
general, the mean scores were typically highest for School 2; in addition, the significant
differences that were found were often between School 2 and the other schools, but the
mean scores of School 1 and School 3 often did not differ significantly from each other.
When only the sixth-grade participants were compared, the mean scores for
School 2 were typically significantly different from those of School 1, but no other
pairwise comparisons were found to be significantly different.  Similar to the results for
the fourth grade students, the majority of measures were also found to contain
statistically significant differences among the schools.
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