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Fast Algorithms for Refined Parameterized
Telescoping in Difference Fields
Carsten Schneider
Abstract Parameterized telescoping (including telescoping and creative telescop-
ing) and refined versions of it play a central role in the research area of symbolic
summation. In 1981 Karr introduced ΠΣ -fields, a general class of difference fields,
that enables one to consider this problem for indefinite nested sums and products
covering as special cases, e.g., the (q–)hypergeometric case and their mixed ver-
sions. This survey article presents the available algorithms in the framework of ΠΣ -
extensions and elaborates new results concerning efficiency.
1 Introduction
This article deals with the following refined parameterized telescoping problem:
given f1(k), . . . , fn(k), that are represented in a field or ring F and that evaluate for
k ∈ N to elements from a field K; find constants c1, . . . ,cn ∈ K (not all zero) and
g(k),ψ(k) ∈ F such that the refined parameterized telescoping equation
g(k+ 1)− g(k)+ψ(k) = c1 f1(k)+ · · ·+ cn fn(k) (1)
holds for all k ≥ δ (for some δ ∈ N) and such that ψ is as simple as possible. Here
ψ = 0 is considered as the simplest and most desirable case. If one succeeds in this
task, one can sum (1) over k from δ to m and obtains the relation
g(m+ 1)− g(δ )+
m
∑
k=δ
ψ(k) = c1
m
∑
k=δ
f1(k)+ · · ·+ cn
m
∑
k=δ
fn(k). (2)
The special case n = 1 (here we can set c1 = 1 and f (k) = f1(k)) gives refined
telescoping: given f ∈ F, find g,ψ ∈ F such that
g(k+ 1)− g(k)+ψ(k) = f (k) (3)
and such that ψ is as simple as possible. If one restricts to ψ = 0, we con-
sider standard telescoping. This problem has been considered heavily for rational,
(q–)hypergeometric and mixed terms; see, e.g., [5, 25, 41, 32, 39, 13].
In addition, for a rational function field F=K(k) refined telescoping has been con-
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sidered in [6]: here the simplicity of ψ is determined by the degree of the denom-
inator polynomial. Theoretical insight and additional algorithms have been derived
in [37]; see also [46]. Extensions for hypergeometric terms are given in [10].
Another application is refined creative telescoping: taking fi(k) = F(r+ i−1,k) for
a bivariate expression F(r,k), one obtains the recurrence relation
g(m+ 1)− g(δ )+
m
∑
k=δ
ψ(k) = c1
m
∑
k=δ
F(r,k)+ · · ·+ cn
m
∑
k=δ
F(r+ n− 1,k). (4)
Specializing m, e.g., to r and collecting g(r+ 1)− g(δ )+∑rk=δ ψ(k) and compen-
sating terms in h(r) yields the recurrence
h(r) = c1 S(r)+ · · ·+ cn S(r+ n− 1) (5)
for the sum S(r) = ∑rk=0 F(r,k). Zeilberger [66, 44] observed first that creative tele-
scoping (with ψ = 0) can be handled algorithmically using Gosper’s algorithm; for
a sophisticated Mathematica package we refer to [41]. Recently, new complexity
aspects were derived yielding new tactics to compute recurrence relations for hy-
pergeometric terms more efficiently [20, 19]. Similarly, creative telescoping for the
q-case and mixed case have been considered [32, 39, 13]. For the holonomic case we
refer the reader to [21, 54, 33]. Moreover, parameterized telescoping (with ψ = 0)
and its application have been considered for the hypergeometric case [38, 42].
A powerful generalization of (q–)hypergeometric and mixed expressions is the
class of indefinite nested sums and products covering in addition, e.g., harmonic
sums [65, 17] and their generalized versions [35, 4, 3]. Such expressions can be
represented in ΠΣ -fields, a general class of difference fields introduced by Karr [27,
28]. Many aspects of parameterized telescoping (extending the results mentioned
above) have been elaborated in this setting. Here one is faced with three problems:
1. Reformulate the indefinite nested product-sum expressions fi(k) of (1) in a suit-
able ΠΣ∗-field, i.e., in a function field F = K(t1) . . . (te) where the generators ti
represent the occurring sums and products; for details see Definition 2 below.
2. Solve the underlying problem in this field or in a suitable extension of it.
3. Reformulate the result in terms of sums and products to get a result for (1).
Steps 1 and 3 have been worked out, e.g., in [61, 60]; for a recent survey on this part
dealing with telescoping and creative telescoping as introduced above, but also con-
sidering recurrence solving, we refer to [64]. In this article we are concerned with
Step 2 and present up-to-date and new algorithms that solve parameterized telescop-
ing problems efficiently. After a short summery of ΠΣ∗-field theory in Section 2,
the following algorithmic and theoretical aspects are considered.
An algorithmic framework to solve first-order parameterized equations (Section 3).
The first algorithm of parameterized telescoping in the setting of ΠΣ -fields has been
introduced in [27]. In short, given a ΠΣ -field F in which the fi(k) are represented,
find all g ∈ F (ψ = 0) and constants c j ∈ K such that (1) holds. As it turns out,
one actually has to solve a more general problem within Karr’s algorithm, namely
parameterized first-order linear difference equations (FPLDE). In Section 3 we will
present a streamlined and simplified version of Karr’s algorithm [48, 56]. Here an
important ingredient is that results of Karr [27] and Bronstein’s extension [18] of
Abramov’s denominator bounding algorithm [7] can be combined [50]. In this pre-
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sentation we do not restrict to ΠΣ∗-fields F = G(t1) . . . (te) where the field gener-
ators ti represent indefinite nested sums and products and G = K is the constant
field. But we work in a rather general framework: G is a difference field (modeling
extra objects) that provides certain algorithmic building blocks. In this way, all the
algorithms in this article are applicable to indefinite nested product-sum expressions
where also unspecified sequences [30, 29] and radicals [31] like d
√
k can arise.
An improved algorithm to solve parameterized telescoping (Section 4). With this
preparation, we derive a simplified and efficient algorithm in Section 4 that solves
parameterized telescoping; see also [59, Sec. 5]. If one deals with sum extensions,
the parameterized telescoping algorithm is simplified further.
Further improvement by searching first-entry solutions (Section 5). So far, the exist-
ing algorithms aim at finding all available solutions c j ∈K and g∈ F (ψ = 0) of (1).
However, at least one of the c j should be non-zero. We will present an optimized
algorithm that determines exactly one such solution with c1 6= 0 (if it exists); such a
solution will be also called first-entry solution. An obvious application is telescop-
ing (i.e., n = 1 and c1 6= 0). Another important application is creative telescoping.
If there exists a recurrence (5), one can also assume that one with c1 6= 0 exists
(if it exists for c1 = 0, one can shift backwards in r and gets a recurrence where the
coefficient of S(r) is non-zero). Hence w.l.o.g. the improved algorithm is applicable.
An efficient algorithm for refined parameterized telescoping (Section 6). Analyzing
the derived algorithm for first-entry solutions, a slight modification solves the fol-
lowing refined parameterized telescoping problem in a ΠΣ∗-field F=G(t1) . . . (te):
find c1, . . . ,cn ∈ K with c1 6= 0 and g ∈ F, ψ ∈ G(t1) . . . (ti) such that (1) holds and
such that i is minimal; we call such a solution also reduced solution. Note that the
derived algorithm strongly simplifies the algorithm presented in [51] and leads to
a much more efficient version. In addition, the algorithm can be combined with al-
gorithmic ideas of [57] that generalize the refined telescoping versions of [6]: A
reduced solution can be improved further by searching for a ψ ∈ G(t1) . . . (ti) such
that the degrees of the numerator and denominator polynomials in ti are minimal.
The benefit of these tools will be illustrated for the special case of refined telescop-
ing and creative telescoping.
Exploiting structural properties (Section 7). The presented algorithms can be used
to transform any ΠΣ∗-field to a reduced version [62]. As a consequence, we obtain
a constructive version of Karr’s structural theorem, which can be considered as the
discrete analogue of Liouville’s Theorem [34] for indefinite integration. This in turn
allows additional speed ups to solve parameterized telescoping in such fields. Fi-
nally, in Section 8 we relate the introduced algorithms to the difference field theory
of depth-optimal ΠΣ∗-extensions [53, 59].
We conclude the introduction by remarking that all the presented algorithms play
an important role in concrete problem solving like in the fields of combinatorics [12,
47], numerics [23], number theory [40, 36] or particle physics [14, 15]. In particular,
if one solves linear recurrence relations in terms of d’Alembertian solutions [43,
9, 44, 48], a subclass of Liouvillian solutions [26, 45], one obtains highly nested
indefinite nested sums. It is then a necessary task to simplify these sums by fast
parameterized telescoping algorithms. All the presented algorithms are part of the
summation package Sigma [58, 64].
4 Carsten Schneider
2 A short summary of ΠΣ∗-field theory and ΠΣ∗-extensions
We start with some basic definitions and notations. All fields and rings are com-
putable and contain as subfield (resp. subring) the rational numbers Q; N denotes
the non-negative integers. For a set A (in particular for a ring and field) we de-
fine A∗ = A \ {0}. For a polynomial f = ∑di=0 fi t i ∈ A[t] with fi ∈ A, we define
coeff( f , i) = fi; if fd 6= 0, deg( f ) = d. By convention, deg(0) =−1. For m ∈ Z we
define A[t]m := { f ∈ A[t] | deg( f ) ≤ m}. Moreover, we define the rational part of
A(t) as A(t)(frac) = { pq | p,q ∈ A[t],deg(p)< deg(q)}.
For a vector f = ( f1, . . . , fn)∈An and h ∈A, we define f∧h = ( f1, . . . , fn,h); and
for a function σ : A→A, we define σ(f) = (σ( f1), . . . ,σ( fn)). The zero-vector in
An is also denoted by 0. For a linear independent set (basis) {b1, . . . ,bν} of a vector
space we assume that the elements are ordered (by the given indices).
A difference ring (resp. difference field) (A,σ) is a ring A (resp. field) equipped
with an automorphism σ : A→A. The constants are given by constσA := {c ∈
A|σ(c) = c}. Note that constσA is a subring (resp. subfield) of A and Q is contained
in it as a subring (resp. subfield). Throughout this article we assume that constσA
always forms a field also called constant field.
Subsequently, we will deal with difference fields (resp. rings) that are given by
iterative application of certain difference field (resp. ring) extensions. In general,
a difference field (F,σ) is a difference field (resp. ring) extension of a difference
field (G,σ ′) if G is a subfield (resp. subring) of F and σ( f ) = σ ′( f ) for all f ∈G.
If it is clear from the context, we do not distinguish between σ and σ ′ anymore.
Throughout this article we assume that K is the constant field (of the arising differ-
ence fields) and (G,σ) is a difference field (not necessarily the constant field) where
certain algorithmic properties are available. Moreover, (A(t),σ) is a difference field
extension of (A,σ) where A(t) is a rational function field. In particular, there is the
following chain of difference field extensions: K ≤G≤ A≤ A(t)≤ F.
τ : F→ F′ is called a σ -isomorphism between two difference fields (F,σ) and
(F′,σ ′) if τ is a field isomorphism and τ(σ( f )) = σ ′(τ( f )) for all f ∈ F. In par-
ticular, let (F,σ) and (F′,σ ′) be difference field extensions of (G,σ). Then a σ -
isomorphism τ : F→ F′ is a a G-isomorphism if τ(a) = a for all a ∈G.
Example 1. 1. (Q,σ) is a difference field with σ = idQ.
2. Take the rational function field Q(k) and define σ : Q(k)→Q(k) by σ( f ) =
f (k+1) where f (k+1) is the shifted version of f (k). Then σ is a field automor-
phism with σ |Q = idQ, i.e, (Q(k),σ) is a difference field extension of (Q,σ).
3. Let (F,σ) be a difference field and let t be transcendental over F, i.e., F(t)
is a rational function field. Take α,β ∈ F with α 6= 0. Then there is exactly
one way how the field automorphism σ : F→ F is extended to σ : F(t)→ F(t)
such that σ(t) = α t + β . Namely, for f = ∑i fi t i ∈ F[t] it follows that σ( f ) =
∑i σ( fi)(α t +β )i and for f ,g ∈ F[t] with g 6= 0, it follows that σ( fg ) = σ( f )σ(g) .
4. For instance, given the rational function field Q(k)(p)(h), consider the difference
field extensions (Q(k)(p),σ) of (Q(k),σ) determined by σ(p) = (k+ 1) p and
(Q(k)(p)(h),σ) of (Q(k)(p),σ) determined by σ(h) = h+ 1k+1 . Note that p and
h represent the factorial k! and the harmonic numbers Hk =∑ki=1 1i with their shift
behaviors (k+ 1)! = (k+ 1)k! and Hk+1 = Hk + 1k+1 , respectively.
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In the following we deal with exactly this type of extensions with the constraint that
during the extension the constant field remains unchanged.
Definition 1. Consider the difference field extension (F(t),σ) of (F,σ) with t tran-
scendental over F and σ(t) = α t +β where α ∈ F∗ and β ∈ F.
1. This extension is called Π -extension if β = 0 and constσF(t) = constσF.
2. This extension is called Σ∗-extension1 if α = 1 and constσF(t) = constσF.
3. This extension is called ΠΣ∗-extension if it is a Π - or Σ∗-extension.
In the following we are interested in a tower of such extensions (F0,σ)< (F1,σ)<
· · · < (Fe,σ), i.e., we start with a given difference field (F0,σ) := (G,σ) and con-
struct iteratively the ΠΣ∗-extension (Fi,σ) of (Fi−1,σ) where Fi = Fi−1(ti), i.e., ti
is transcendental over Fi−1, σ is extended from Fi−1 to Fi subject the shift relation
σ(ti) =αi ti+βi (αi ∈ F∗i−1,βi = 0 or αi = 1,βi ∈Fi−1), and constσFi = constσFi−1.
This gives the difference field (F,σ) where F = G(t1) . . . (te) is a rational function
field and constσF= constσG. Throughout this article, it is assumed that the gener-
ators t1, . . . , te of such an extension are given explicitly.
Definition 2. A difference field extension (F,σ) of (G,σ) with F = G(t1) . . . (te)
and K := constσG is called (nested) ΠΣ∗-extension (resp. Π -/Σ∗-extension), if it
is a tower of (single) ΠΣ∗-extensions (resp. Π -/Σ∗-extensions). If G = K, such a
difference field is called ΠΣ∗-field over K.
Summarizing, the generators t1, . . . , te represent indefinite nested sums and products
whose shift-behaviors are modeled by σ . E.g., the difference field (Q(k)(p)(h),σ)
from Example 1.4 is a ΠΣ∗-field over Q representing k! and Hk. We emphasize that
the construction of Σ∗-extensions is directly connected to telescoping.
Theorem 1. [[27, 28]] Consider the difference field extension (F(t),σ) of (F,σ)
with t being transcendental over F and σ(t) = t +β . Then this is a Σ∗-extension iff
there is no g ∈ F with σ(g) = g+β .
If (F,σ) is a ΠΣ∗-field, the existence of such an element g ∈ F with σ(g) = g+
β can be decided constructively with Karr’s telescoping algorithm [27]. However,
the algorithms are not tuned for large fields. In this article we aim at developing
refined telescoping algorithms in order to construct large ΠΣ∗-fields efficiently. To
demonstrate the underlying construction process, consider the following example.
Example 2. Consider S(k) = ∑ki=1 F(i) with F(i) = (i2 +1) i!H2i . We rephrase F(k)
in the ΠΣ∗-field from Ex. 1.4: replacing k! and Hk by p and h, respectively, we get
˜f = (k2 + 1) ph2. In particular, F(k+ 1) = 1k+1
(
k2 + 2k+ 2
)
k!(Hk(k+ 1)+ 1)2 is
given by
f = σ( ˜f ) = 1k+1
(
k2 + 2k+ 2
)
p(h(k+ 1)+ 1)2. (6)
Using our summation algorithm (for the concrete execution steps see Example 8)
we prove that there does not exist a g ∈ Q(k)(p)(h) with σ(g) = g+ f . Conse-
quently, we can construct the Σ∗-extension (Q(k)(p)(h)(t),σ) of (Q(k)(p)(h),σ)
with σ(t) = t + f by Theorem 1. In particular, like p and h represent k! and Hk,
respectively, t represents the sum S(k) with the appropriate shift-relation.
1 Karr’s Σ -extensions [27] are given by generators with σ (t) = α t +β with extra conditions on α .
For simplicity, we prefer to work with Σ ∗-extensions that are relevant in symbolic summation.
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More generally, consider an indefinite nested sum, say S(k) = ∑ki=1 F(i) where
the summand F(n) with n ∈ N evaluates to elements of the field K. Now sup-
pose that F(k) is already represented in a ΠΣ∗-field (F,σ) over K with ˜f ∈ F,
i.e, f := σ( ˜f ) ∈ F represents F(k + 1). More precisely, as worked out in [64]
one can attach a mapping such that each element from F represents an indefinite
nested product-sum expression. Then by the telescoping algorithms given below
one can decide algorithmically if there is a g ∈ F such that σ(g) = g+ f holds.
If yes, one can construct an indefinite nested product-sum expression G(k) with
G(k + 1)−G(k) = F(k + 1). Since also S(k + 1)− S(k) = F(k + 1), it follows
that G(k) = S(k) + c for some c ∈ K. Looking at the initial value k = 1 gives
c := G(1)− S(1) ∈ K. In other words, g+ c represents the sum S(k) in the given
field F. Otherwise, if there does not exist a g ∈ F with σ(g) = g+ f , we can con-
struct the Σ∗-extension (F(t),σ) of (F,σ) with σ(t) = t + f by Theorem 1. In this
field the generator t represents S(k). Since (F(t),σ) is again a ΠΣ∗-field over K,
we can repeat this process iteratively and represent expressions of indefinite nested
sums in a ΠΣ∗-field; for further details see [64]. The Π -case can be treated simi-
larly, however further aspects have to be considered; see [55, 11, 24].
Depending on the ground field (G,σ) in Definition 2, the class of indefinite
nested sums and products can be enhanced. Besides the case constσG = G (the
usual case), the following classes have been considered so far.
Example 3. 1. The free difference field (G,σ) over K: here we are given a ratio-
nal function field G = K(. . . ,x−1,x0,x1, . . .) with σ(c) = c for all c ∈ K, and
σ(xi) = xi+1. In this field one can model indefinite nested sums and products
over unspecified sequences; see [30, 29].
2. The radical difference field (G,σ) overK of order d ∈N∗: starting with the ΠΣ∗-
field (K(x),σ) over K with σ(x) = x+ 1 one takes the infinite field extension
K(x)(. . . ,y−1,y0,y1, . . . ) subject to the relations ydk = x and σ(yk) = yk+1 for
all k ∈ Z. With this field one can model indefinite nested sums and products
involving objects like d√k; see [31].
3 Solving parameterized first-order equations
As motivated in the introduction, we aim at solving parameterized telescoping (PT)
equations in a difference field (A,σ). The classical version (ψ = 0) can be formu-
lated as follows. Given f = ( f1, . . . , fn) ∈ An, find all c j ∈ constσA=: K and q ∈ A
(note that q takes over the role of g used in (1)) such that
σ(q)− q = c1 f1 + · · ·+ cn fn (7)
holds. Here all proposed telescoping algorithms rely on the fact that one can
solve the more general case of first-order parameterized linear difference equa-
tions (FPLDE) in a difference field (A,σ): Given 0 6= a = (a0,a1) ∈ A2 and
f = ( f1, . . . , fn) ∈ An, find all ci ∈ constσA=: K and q ∈ A such that
a1σ(q)+ a0q = c1 f1 + · · ·+ cn fn (8)
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holds. More generally, given a subspace W of A over K, we are interested in the
following solution sets (for FPLDE and PT):
V (a, f,W ) := {(c1, . . . ,cn,q) ∈Kn×W | (8) holds},
V (f,W ) :=V ((−1,1), f,W ) = {(c1, . . . ,cn,q) ∈Kn×W | (7) holds}.
Note that V := V (a, f,W ) is a subspace of Kn×A over K and its dimension is less
than or equal to n+ 1: there is at most one homogeneous solution (0 . . . ,0,h) and
there are at most n linearly independent particular solutions; for a proof see [49]
which is based on [22, Theorem XII]. Note: if V consists only of the zero vector, its
basis is the empty set by convention.
Summarizing, if W =A, we aim at solving the following problems.
Problem FPLDE in (A,σ). Given a difference field (resp. ring) (A,σ), 0 6= a =
(a0,a1) ∈A2 and f = ( f1, . . . , fn) ∈An; find a basis of V (a, f,A).
Problem PT in (A,σ). Given a difference field (resp. ring) (A,σ) and a vector
f = ( f1, . . . , fn) ∈ An; find a basis of V (f,A) =V ((−1,1), f,A).
3.1 A general strategy
Based on [27] the following strategy has been proposed in [48, 51, 56] to solve
Problem FPLDE for a ΠΣ∗-extension (A(t),σ) of (A,σ) with σ(t) = α t +β and
K := constσA: given 0 6= a = (a0,a1) ∈ A(t)2 and f ∈ A(t)n, find a basis of V :=
V (a, f,A(t)).
A simple special case. If a0 a1 = 0, a basis of V can be obtained by solving a linear
system of equations over A(t). Thus (under the assumption that one can solve linear
systems in A(t)), it suffices to consider the case a0 a1 6= 0.
Step 1: denominator bounding. Next, we suppose that we can solve the following
denominator bound problem.
Problem DenB. Given a ΠΣ∗-extension (A(t),σ) of (A,σ), a ∈ (A(t)∗)2, and f ∈
A(t)n. Find d ∈A[t]∗ such that for all (c1, . . . ,cn,q) ∈V we have that qd ∈ A[t].
In short, d contains all arising denominators of the solution set. Since the K-vector
space V has finite dimension, it follows that such a d exists. Subsequently a d with
this property is called denominator bound or universal denominator.
Suppose that one succeeds in computing a denominator bound d. Then the remain-
ing (and often most challenging) task is to calculate the possible numerators of the
rational solutions, i.e., we are interested in finding all solutions of the K-vector space
V ′ =V (( a0d ,
a1
σ(d)), f,A[t])
= {(c1, . . . ,cn, p) ∈Kn×A[t] |a1σ( pd )+ a0 pd = c1 f1 + · · ·+ cn fn}.
(9)
Since the dimension of V is bounded by n+1, it follows immediately that also the di-
mension of V ′ is bounded by n+1. Moreover, if {(ei1, . . . ,ein, pi)}1≤i≤µ ⊆Kn×A[t]
is a basis of V ′ with dimension µ , then it is easy to see that {(ei1, . . . ,ein, pid )}1≤i≤µ
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is a basis of V . In a nutshell, given d, it remains to derive a basis of V ′ and the con-
struction of a basis of V can be obtained. Subsequently, we clear denominators and
obtain a′ = (a′0,a′1) ∈ (A[t]∗)2, f′ = ( f ′1, . . . , f ′n)∈A[t]n such that V ′ =V (a′, f′,A[t]).
To this end, we aim at finding a basis of P := V (a′, f′,A[t]). To accomplish this
task, the general tactic proceeds as follows.
Step 2: degree bounding. We suppose that we can solve the degree bound problem.
Problem DegB. Given a ΠΣ∗-extension (A(t),σ) of (A,σ), a ∈ (A[t]∗)2, and f ∈
A[t]n. Find m ∈ N∪{−1} such that V (a, f,A[t]) =V (a, f,A[t]m).
Since the dimension of P is bounded, such an m exists; in the following m is also
called degree bound of P. For the following considerations it will be crucial that m
satisfies the following additional property:
m≥ max(deg( f ′1), . . . ,deg( f ′n))−max(deg(a′0),deg(a′1)). (10)
If m = −1, i.e., A[t]−1 = {0}, a basis of V (a′, f′,{0}) can be calculated by lin-
ear algebra. Otherwise, if m ≥ 0, we are in the position to compute a basis of
V (a′, f′,A[t]m) provided that we can solve Problem FPLDE in (A,σ). Namely, if
m = 0 (A[t]m =A[t]0 =A), we are in the base case and can calculate a basis. Other-
wise, if m≥ 1, we utilize the following reduction introduced in [27].
Step 3: degree reduction. We search for all solutions ci ∈ K and q = q0 + q1t +
· · ·+ qmtm for (8). Here the crucial idea is to compute a set (more precisely a basis
of a vector space) that contains all the possible choices of the leading coefficient
gm, to plug in this sub-result and to compute the remaining coefficients qi with
i < m by recursion. More precisely, let (c1, . . . ,cn,gtm + h) ∈ P with h ∈ A[t]m−1
and g(= qm) ∈ A. Thus
a′1σ(gt
m + h)+ a′0(gtm + h) = c1 f ′1 + · · ·+ cn f ′n. (11)
Now define l := max(deg(a′0),deg(a′1)) and observe that the degree of the arising
terms is bounded by m+ l; this is guaranteed by (10). Thus by coefficient compari-
son w.r.t. tm+l and using σ(t) = α t+β we get the following constraint on g(= qm):
coeff(a′1, l)αm σ(g)+ coeff(a′0, l)g = c0 coeff( f ′1, l +m)+ · · ·+ cn coeff( f ′n, l +m).
(12)
Step 3.1: a solution for the leading coefficient. Now we solve this FPLDE problem
in the ground field (A,σ), i.e., we compute a basis of ˜V =V (a˜, ˜f,A) with
˜f := (coeff( f ′1,m+ l), . . . ,coeff( f ′n,m+ l)) ∈ An,
0 6= a˜ := (coeff(a′0, l),αm coeff(a′1, l)) ∈A2.
(13)
Special case: finding the homogeneous solution. If it turns out that ˜V = {0}, it
follows that there is no way to find a 0 6= c ∈ Kn such that there is a g ∈ A[t]m
with (8). However, there might still exist a solution of the homogeneous version,
i.e., a′1 σ(h)+ a′0 h = 0. But since ˜V = {0}, the highest possible term (being of de-
gree m) is 0 and consequently deg(h)< m. Thus by recursion we compute a basis of
V (a′,(0),A[t]m−1). If its basis is {}, i.e., there is no nonzero homogeneous solution,
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P = {0} ⊆ Kn×A[t]. Thus we return the empty basis {} for P. Otherwise, we can
extract an h ∈ A[t]∗m−1 and {(0, . . . ,0,h)} ⊆Kn×A[t]m−1 is a basis of P.
If ˜V 6= {0}, let {(ci1, . . . ,cin,gi)}1≤i≤λ ⊆ Kn ×A be a basis with λ ≥ 1. Then
there are d1, . . . ,dλ such that g= d1 g1+ · · ·+dλ gλ and c j = d1c1 j + · · ·+dλ cλ j for
1 ≤ j ≤ n. In vector notation this reads as
g = dg and c = dC (14)
for d = (d1, . . . ,dλ ) ∈Kλ and C = (ci j) ∈Kλ×n. Moving the occurring g in (11) to
the right hand side and replacing g and c by the right hand sides given in (14) yield
a′1σ(h)+a′0h= cf′−(a′1 σ(gtm)+a′0 gtm) = dCf′−
(
a′1σ(dg tm)+a′0 dg tm
)
= dφ
for
φ := Cf′− (a′1 σ(g tm)+ a′0 gtm) ∈ A[t]λl+m−1. (15)
Step 3.2: the solution of the remaining coefficients by recursion. In other words,
we obtain a first-order parameterized linear difference equation, but this time the
desired solution is reduced in its degree, i.e., h ∈ A[t]m−1. In short, we need a basis
of V (a′,φ ,A[t]m−1). Now we apply the degree reduction recursively, and obtain a
basis {(d1i, . . . ,diλ ,hi)}1≤i≤µ ⊆ Kλ ×A[t]m−1 of the corresponding solution space
V (a′,φ ,A[t]m−1). In vector notation the underlying difference equations read as
a′1 σ(h)+ a′0 h = Dφ (16)
for D = (di j) ∈Kµ×λ and h := (h1, . . . ,hµ) ∈A[t]µm−1.
Step 3.3: merging the sub-solutions. Compute
E = (ei j) := DC ∈Kµ×n and p = (p1, . . . , pµ) := Dg tm +h ∈ A[t]µm. (17)
Then it follows that
a′1σ(p)+ a′0 p
(17)
= a′1 σ(h)+ a′0 h+D(a′1 σ(g tm)+ a′0 g tm)
(16)
= D(φ + a′1 σ(g tm)+ a′0 g tm) (15)= DCf′ (17)= Ef′,
i.e., B := {(ei1, . . . ,ein, pi)}1≤i≤µ is a subset of P =V (a′, f′,A[t]m). By further argu-
ments (see [49, Theorem 6.2]) it follows that B is a basis of P.
Example 4. Consider the ΠΣ∗-field (Q(k),σ) over Q with σ(k) = k+ 1. Using the
above strategy we can calculate a basis of V =V (a, f,Q(k)) with a = (−1,1+ k) ∈
Q[k]2 and f = (2k,0) ∈ Q[k]2 as follows. A denominator bound of V is d = 1; here
one can use the algorithms mentioned in Remark 1. Hence V = V (a′, f′,Q[k]) with
a′ = a and f′ = f. Moreover, a degree bound is m = 1 (see again Remark 1); note
that the required property (10) holds. Thus V = V (a′, f′,Q[k]1). We are now in the
position to start the degree reduction process with m = 1 (step 3). By coefficient
comparison (see (13) with l = 1) we get that a˜ = (0,1) ∈ Q2 and ˜f = (2,0) ∈ Q2.
Next, we calculate a basis of ˜V =V ((0,1),(2,0),Q): By solving the corresponding
linear system we get the basis {(1/2,0,1),(0,1,0)}. Hence we extract the matrix
C =
(
1/2 0
0 1
)
and g = (1,0). Next, we compute φ = Cf′− ((k+ 1)σ(gk)− gk) =
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(0,0); compare (15). What remains to calculate is a basis of V ((−1,k+1),(0,0),Q).
Here we activate the degree reduction process for m = 0. Taking, e.g., the basis
{(1,0,0),(0,1,0)}, we obtain the matrix D = ( 1 00 1) and the vector h = (0,0). Fi-
nally, we get the matrix E =
(
1/2 0
0 1
)
and the vector p = (k,0); see (17). To this end,
we derive the basis {(1/2,0,k),(0,1,0)} of V .
We remark that for the rational case (K(t),σ) with σ(t) = t + 1 (and also the q-
rational case) a direct approach is more efficient (and thus implemented in Sigma):
Plugging in the ansatz q = q0 +q1t + · · ·+qmtm with qi ∈K into (11) yields a linear
system for the unknowns qi,ci ∈K and solving it provides a basis of V (a′, f′,K(k)).
3.2 Turning the strategy to algorithms
The reduction method above can be summarized as follows.
Proposition 1. Let (A(t),σ) be a ΠΣ∗-extension of (A,σ). If one can solve linear
systems in A(t), can solve Problems DenB and DegB in (A(t),σ), and can solve
Problem FPLDE in (A,σ), then one can solve Problem FPLDE in (A(t),σ).
The following properties are needed to apply this tactic in a nested ΠΣ∗-extension.
Definition 3. A ΠΣ∗-ext. (G(t1) . . . (te),σ) of (G,σ) is called FPLDE-solvable, if
there are algorithms that solve linear systems with multivariate polynomials over
G, that solve Problems DenB and DegB in the ΠΣ∗-extensions (G(t1) . . . (ti),σ) of
(G(t1) . . . (ti−1),σ) with 1 ≤ i ≤ e, and that solve Problem FPLDE in (G,σ).
Then by recursive application of the method above we obtain the following theorem.
Theorem 2. Let (F,σ) be an FPLDE-solvable ΠΣ∗-extension of (G,σ). Algorithm
SolveFPLDE (using DegreeReductionFPLDE) solves Problem FPLDE in (F,σ).
Algorithm SolveFPLDE(a, f,F)
Input: a ΠΣ ∗-extension (F,σ ) of (G,σ ) with F = G(t1) . . .(te) which is FPLDE-solvable; 0 6=
a = (a0,a1) ∈ F2, f = ( f1, . . ., fn) ∈ Fn.
Output: a basis of V (a, f,F) over K := constσG.
1. IF a0 a1 = 0, compute a basis B of V (a, f,F) by solving a linear system and RETURN B.
2. IF e = 0, compute a basis B of V (a, f,F) and RETURN B.
Denote A :=G(t1 . . . , te−1), t := te.
3. Get a denominator bound d ∈ A[t]∗ of V (a, f,A(t)).
4. Clear denominators, i.e., get a′ ∈ (A[t]∗)2, f′ ∈A[t]2 with V (( a0d , a1σ(d) ), f,A[t]) =V (a′, f′,A[t]).
5. Get a degree bound m≥−1 of V (a′, f′,A[t]) with (10).
6. Get B′ := DegreeReductionFPLDE(m,a′, f′,A(t)), say, B′ := {(ei1, . . .,ein, pi)}1≤i≤µ .
7. RETURN {(ei1, . . . ,ein, pid )}1≤i≤µ .
Algorithm DegreeReductionFPLDE(m,a′ , f′,A(t))
Input: a ΠΣ ∗-extension (A(t),σ ) of (G,σ ) with σ (t) = α t +β which is FPLDE-solvable; a′ =
(a′0,a
′
1) ∈ (A[t]∗)2, f′ = ( f ′1, . . ., f ′n) ∈A[t]n; m ∈ N∪{−1} such that (10) holds.
Output: a basis of V (a′, f′,A[t]m) over K := constσG.
1. IF m =−1, compute a basis B of V (a, f′,{0}) by linear algebra and RETURN B.
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2. IF m = 0, get B := SolveFPLDE(a′, f′,A) and RETURN B.
3. Define l := max(deg(a′0),deg(a′1)), and take ˜f ∈An, 0 6= a˜ ∈ A2 as in (13).
4. Get ˜B := SolveFPLDE(a˜, ˜f,A), say ˜B = {(ci1, . . . ,cin,gi)}1≤i≤λ ⊆Kn×A
5. IF ˜B = {} THEN execute DegreeReductionFPLDE(m−1,a′, (0),A(t))
and check if there is a h 6= 0 with a′1σ (h)+a′0(h) = 0.
IF yes, RETURN {(0, . . . ,0,h} ELSE RETURN {}.
6. Take C := (ci j) ∈Kλ×n and g = (g1, . . .,gλ ) ∈ Aλ , and set φ ∈ A[t]λl+m−1 as given in (15).
7. Get G := DegreeReductionFPLDE(m−1,a′,φ ,A(t)), say G = {(d1i, . . .,diλ ,hi)}1≤i≤µ .
8. If G = {}, RETURN {}.
9. Take D=(di j)∈Kµ×λ , h :=(h1, . . . ,hµ)∈A[t]µm−1, and define (ei j)∈Kµ×n and (p1, . . . , pµ )∈
A[t]µm as given in (17).
10. RETURN {(ei1, . . . ,ein, pi)}1≤i≤µ .
In this article we aim at refinements and improvements of the presented reduction
tactic for the special case of parameterized telescoping. Here we assume that the
given ΠΣ∗-extension (F,σ) of (G,σ) is FPLDE-solvable. To make this assumption
more concrete, we present certain classes of difference fields in which the problems
mentioned in Definition 3 can be solved by available algorithms, i.e., the telescoping
algorithms of the next sections are applicable.
As worked out by M. Karr [27] this is the case if one restricts to the case that
K := constσG=G and one requires that K is σ -computable.
Definition 4. A field K is σ -computable if the following properties hold.
1. One can perform the usual operations, in particular linear system solving with
multivariate rational functions over K and deciding if k ∈ Z for any k ∈K,
2. one can factorize multivariate polynomials over K, and
3. for any fi ∈K∗ one can compute a Z-basis of {(n1, . . . ,nr) ∈ Zr | f n11 . . . f nrr = 1}.
More precisely, if K is σ -computable, then any ΠΣ∗-field over K is FPLDE-
solvable: Problem FPLDE in K reduces to a simple linear algebra problem (property
1). Problems DenB and DegB can be solved by exploiting all three properties. In this
regard, the following remarks are in place.
Remark 1. Originally, Karr [27] solved Problem FPLDE if (K(t1) . . . (te),σ) is a
ΠΣ∗-field over a σ -computable K. Namely, he solved Problem DegB for a ΠΣ∗-
field over K; for detailed proofs and extensions see [48, 52]. In order to deal with
denominators rather complicated reduction techniques (extending the degree reduc-
tion strategy above) have been utilized. In [18] Bronstein generalized Abramov’s
algorithm [5] which solves partially Problem DenB. Finally, in [50] algorithms of
Karr [27] have been utilized to obtain a full solution. In a nutshell, this simplified
version presented above is implemented in the summation package Sigma.
Example 5. Given the ΠΣ∗-field (Q(k)(p),σ) over Q from Example 1.4, we cal-
culate a basis of V = V (f,Q(k)(p)) = V (a, f,Q(k)(p)) with a = (−1,1) and f =
(2kp,− 2k+1)∈Q(k)(p)2. Since Q is σ -computable, this can be accomplished by ex-
ecuting SolveFPLDE((−1,1), f,Q(k)(p)). We get the denominator bound d = 1 and
set a′= (a′0,a
′
1) = (−1,1) and f′= f. Moreover, we determine the degree bound m=
1, i.e., V = V (a′, f′,Q(k)[p]1). Hence we start the degree reduction with DegreeRe-
ductionFPLDE(1,a′, f′,Q(k)(p)), and we define l := max(deg(a′0),deg(a′1)) = 0.
We calculate a˜ = (−1,k+ 1) and ˜f = (2k,0) by (12). Next, we calculate the basis
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{( 12 ,0,k),(0,1,0)} of V (a˜, ˜f,Q(k)) with SolveFPLDE(a˜, ˜f,Q(k)); for the details of
this calculation we refer to Example 4. This gives C =
(
1/2 0
0 1
)
and g = (k,0). Then
we calculate φ = (0,− 2k+1
)
using (15).
We repeat the degree reduction to determine a basis of V ((−1,1),φ ,Q(k)[p]0) for
m = 0. There we calculate the basis {(1,0,0),(0,0,1)} of V ((−1,1),φ ,Q(k)) by
executing SolveFPLDE((−1,1),φ ,Q(k)).
Finally, take D =
( 1 0
0 0
)
and h = (0,1) and derive E =
(
1/2 0
0 0
)
and p = (p,1) as
given in (17). This produces the basis {( 12 ,0, p),(0,0,1)} of V .
Example 6. We repeat the calculation steps of Example 5, but this time with the
vector f = ( (−k−2)p2(k+1) ,− 1k+1). Again a denominator bound is d = 1, and we set a′ =
(a′0,a
′
1) = (−1,1) and f′ = f. Moreover, we get the degree bound m = 1. We thus
activate the degree reduction process with l = max(deg(a′0),deg(a′1)) = 0.
For m = 1, we get a˜ = (−1,k+ 1) and ˜f = ( −k−22(k+1) ,0) by (12). Next, we calculate
the basis {(0,1,0)} of V (a˜, ˜f,Q(k)) with SolveFPLDE(a˜, ˜f,Q(k)), and we extract the
matrix
C = (0,1) (18)
and the vector g = (0). This yields φ = ( −1k+1 ) using (15).
Repeating the degree reduction for m = 0 we calculate for V ((−1,1),φ ,Q(k)) the
basis {(0,1)} and extract the matrix D = (0) and the vector h = (1). This finally
gives E = (0,0) and p = (1) using (17), i.e., we end up at the basis {(0,0,1)} of V .
As worked out in [30] these algorithmic ideas can be generalized if the difference
field (G,σ) satisfies the following (rather technical) properties. In this context the
following functions are used: for f ∈ A∗ and k ∈ Z we define
f(k,σ) :=


f σ ( f ) . . .σ k−1( f ) if k > 0
1 if k = 0
1
σ−1( f )...σ−k( f ) if k < 0,
f{k,σ} :=


f(0,σ)+ f(1,σ)+ · · ·+ f(k−1,σ) if k > 0
0 if k = 0
−( f(−1,σ)+ · · ·+ f(k,σ)) if k < 0.
Definition 5. A difference field (G,σ) is σ -computable if the following holds.
1. There is an algorithm that factors multivariate polynomials overG and that solves
linear systems with multivariate rational functions over G.
2. (G,σ r) is torsion free for all r ∈ Z, i.e., for all r ∈Z, for all k ∈ Z∗ and all g∈G∗
the equality
(σ r(g)
g
)k
= 1 implies σ
r(g)
g = 1.
3. Π -Regularity. Given f ,g∈G with f not a root of unity, there is at most one n∈Z
such that f(n,σ) = g. There is an algorithm that finds, if possible, this n.
4. Σ -Regularity. Given k ∈ Z\{0} and f ,g ∈G with f = 1 or f not a root of unity,
there is at most one n ∈ Z such that f{n,σ k} = g. There is an algorithm that finds,
if possible, this n.
5. Orbit-Problem. There is an algorithm that solves the orbit problem: Given (G,σ)
and f1, . . . , fm ∈G∗, find a basis of the following Z-module:
M( f1, . . . , fm;G) := {(e1, . . . ,em) ∈ Zm | ∃g ∈ F∗ : f e11 · · · f emm = σ(g)g }. (19)
6. FPLDE Problem. There is an algorithm that solves Problem FPLDE in (G,σ).
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More precisely, there is the following result.
Theorem 3 ([30]). Let (G,σ) be a σ -computable difference field. Then any ΠΣ∗-
extension (F,σ) of (G,σ) is FPLDE-solvable.
In particular, for the following ground fields (G,σ) Problem FPLDE can be solved.
Example 7. 1. We can take (K,σ) with constσK=K which is σ -computable2; e.g.,
K can be a rational function field over an algebraic number field; see [55].
2. We can take the free difference field (G,σ) overK as given in Example 3.1. Then
(G,σ) is σ -computable if (K,σ) is σ -computable; see [30].
3. We can take the radical difference field (G,σ) of order d over K as given in
Example 3.2. Then (G,σ) is σ -computable if (K,σ) is σ -computable; see [31].
We remark that all the presented ideas of this section can be generalized to solve
mth-order linear difference equations using results from [43, 18, 48, 56, 8].
4 Special case: parameterized telescoping
In the following we consider Problem PT in a ΠΣ∗-extension (F,σ) of (G,σ) with
F=G(t1) . . . (te) which is FPLDE-solvable. Namely, given f = ( f1, . . . , fn) ∈ Fn we
aim at computing a basis of V (f,F) = V ((−1,1), f,F). Of course, one option is to
execute Algorithm SolveFPLDE((−1,1), f,F). Subsequently, we present a refined
algorithm that is more efficient and will serve as a basis for further improvements.
If F=G, we are in the base case (there one should use, if available, an optimized
PT-solver and not a general FPLDE-solver). Otherwise, denote the top generator by
t := te and consider the ΠΣ∗-extension (A(t),σ) of (A,σ) with A=G(t1) . . . (te−1)
and σ(t) = α t +β . Looking at the general strategy in Section 3.1, we first have to
solve Problem DenB, i.e., we compute a denominator bound d ∈A[t]∗. If d 6= 1, we
reduce the problem to calculate a basis of (9) and end up at Problem FPLDE (which
is harder to solve than Problem PT). This situation is avoided partially as follows.
Consider the rational part A(t)(frac) and polynomial part A[t] as K-subspaces of
A(t). Then for the direct sum A(t) = A[t]⊕A(t)(frac) we can utilize the following
lemma; for a more general version see [57, Lemma 3.1].
Lemma 1. Let (A(t),σ) be a ΠΣ∗-extension of (A,σ), p,g1 ∈ A[t], and r,g2 ∈
A(t)(frac). Then σ(g1+g2)−(g1+g2) = p+r iff σ(g1)−g1 = p and σ(g2)−g2 = r.
Thus we can separate the telescoping problem, i.e., finding a basis of V =V (f,A(t))
for both the rational and polynomial part. Namely, by performing polynomial divi-
sion with remainder on each component of f we get r ∈A(t)n(frac) and p ∈A[t]n such
that
f = r+p. (20)
In general, the bases of V (r,A(t)(frac)) and V (p,A[t]) can be computed indepen-
dently (e.g., in parallel), and the results can be combined by system solving to derive
a basis of V =V (f,A(t)). For later considerations, we propose the following tactic.
2 (K,σ ) is σ -computable (see Def. 5) iff K is σ -computable (see Def. 4); we refer to [27, 30].
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Step 1: Solve the rational part. Get a basis {(ci1, . . . ,cin,gi)}1≤i≤ν ⊆Kn×A(t)(frac)
of V1 = V (r,A(t)(frac)). If ν = 0, i.e., V1 = {0}, it follows that V = {0}n×K, i.e.,
{(0, . . . ,0,1)} is a basis of our original solution space V . Otherwise, define C =
(ci j) ∈Kν×n and g = (g1, . . . ,gν ) ∈ A(t)ν(frac) and proceed as follows.
Step 2: Solve a refined version of the polynomial part. Set
f′ := Cp ∈ A[t]ν . (21)
Note that ν ≤ n, i.e., the polynomial part might get simpler. Then compute a basis
{(di1, . . . ,diν ,hi)}1≤i≤µ ⊆ Kν ×A[t]m of V2 = V (f′,A[t]); note that µ ≥ 1, since
(0, . . . ,0,1) is a solution.
Step 3: Combine the rational and polynomial part. Define D = (di j) ∈ Kµ×ν and
h = (h1, . . . ,hµ) ∈ A[t]µ . By Step 1, σ(g)− g = Cr, thus σ(Dg)−Dg = DCr,
and by Step 2 we have that σ(h)−h = Df′ = DCp. Adding the last two equations
shows that σ(Dg+h)− (Dg+h) = DC(r+p) = DCf. Consequently define
(ei j) := DC ∈Kµ×n and (q1, . . . ,qµ) := Dg+h ∈ A(t)µ . (22)
Then B = {(ei1, . . . ,ein,qi)}1≤i≤µ ⊆V (f,A(t)). By further linear algebra arguments
and Lemma 1 it follows that B forms a basis of V =V (f,A(t)).
Details of Step 1: Solving the rational part: Find a basis of V1 :=V (r,A(t)(frac)).
Derive a denominator bound d ∈ A[t]∗ for V1 (see DenB). Then we have to com-
pute a basis of V ′ := V ((− 1d , 1σ(d)),r,A[t]deg(d)−1); note that the numerator de-
gree is bounded by deg(d)− 1. Hence clear denominators and get a′ ∈ A[t]2,
f′ ∈ A[t]n with V ′ = V (a′, f′,A[t]deg(d)−1). Thus DegreeReductionFPLDE(deg(d)−
1,a′, f′,A(t)) gives a basis {(ci1, . . . ,cin, pi)}1≤i≤ν ⊆ Kn ×A[t] of V ′. As a conse-
quence {(ci1, . . . ,cin, pid )}1≤i≤ν is a basis of V1.
Details of Step 2: Solving the polynomial part: Find a basis of V2 = V (f′,A[t])
with f′ = ( f ′1, . . . , f ′ν ) ∈ A[t]ν . Here Problem DegB can be read off by the following
result given in [27]; for further details and proofs see Corollaries 3 and 6 in [52].
Theorem 4. Let (A(t),σ) be a ΠΣ∗-extension and f′ = ( f ′1, . . . , f ′ν ) ∈A[t]ν . Then a
degree bound of V (f′,A[t]) is
m :=
{
max1≤i≤ν deg( f ′i )+ 1 if σ(t)− t ∈ A
max1≤i≤ν deg( f ′i ) if σ(t)/t ∈ A. (23)
Thus taking the corresponding m≥ 0, we can make the ansatz q = gtm+h for some
g∈A and h∈A[t]m−1, and we can activate the degree reduction strategy; see Step 3
in Section 3.1. Note that f′ ∈A[t]νm. Thus the highest possible degree in σ(gtm+h)−
(gtm +h) = c1 f ′1 + · · ·+ cν f ′ν is m and doing coefficient comparison on this degree
and using σ(t) = α t +β give the constraint αm σ(g)− g = c1 coeff( f ′1,m)+ · · ·+
cν coeff( f ′ν ,m); compare (12) for the general situation. Thus we have to compute a
basis of the solution space ˜V =V ((−1,αm), ˜f,A) with
˜f := (coeff( f ′1,m), . . . ,coeff( f ′ν ,m) ∈ Aν . (24)
If α = 1, this is again a PT problem. Otherwise, a FPLDE-solver (e.g., our SolveF-
PLDE) has to be activated. Given a basis {(ci1, . . . ,ciν ,gi)}1≤i≤λ ⊆Kν ×A, we con-
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tinue to extract the remaining part h ∈ A[t]m−1 by recursion. I.e., take
φ := Cf− [σ(gtm)− gtm] ∈ A[t]λm−1 (25)
and compute a basis {(d1i, . . . ,diλ ,hi)}1≤i≤µ ⊆Kλ ×A[t]m−1 of V (φ ,A[t]m−1). Fi-
nally, take D := (di j) ∈Kµ×λ and define
(ei j) := DC ∈Kµ×ν and (p1, . . . , pµ) := Dg tm +(h1, . . . ,hµ) ∈ A[t]µm. (26)
Then {(ei1, . . . ,eiν , pi)}1≤i≤µ is a basis of V (f′,A[t]m). This refined reduction can
be summarized as follows.
Algorithm SolvePTRat(f,F)
Input: a ΠΣ ∗-extension (F,σ ) of (G,σ ) with F=G(t1) . . .(te) which is FPLDE-solvable; f ∈ Fn.
Output: a basis of V (f,F) over K := constσG.
1. IF e = 0, compute a basis B of V (f,G) and RETURN B.
Denote A :=G(t1 . . . , te−1), t := te.
2. Compute r ∈ A(t)n(frac) and p ∈ A[t]n such that f = r+p.
3. Get a basis of V (r,A(t)(frac)), say B1 = {(ci1, . . . ,cin,gi)}1≤i≤ν ; see “Details of Step 1”.
4. IF B1 = {}, RETURN {(0, . . . ,0,1)}.
5. Define C := (ci j)∈Kν×n, g := (g1, . . .,gν )∈A(t)ν(frac) and set f′ := ( f ′1, . . ., f ′ν) = Cp∈A[t]ν .
6. Define m ∈ N∪{−1} as given in (23).
7. Get B2 := DegreeReductionRat(m, f′,A(t)), say B2 = {(di1, . . .,diν ,hi)}1≤i≤µ .
8. Take D := (di j) ∈Kµ×ν and h = (h1, . . .,hµ ) ∈ A[t]µm; and define (ei j) ∈Kµ×n, (q1, . . . ,qµ) ∈
A(t)µ as given in (22).
9. RETURN {(ei1, . . . ,ein,qi)}1≤i≤µ .
Algorithm DegreeReductionRat(m, f′ ,A(t))
Input: m ∈N∪{−1}, a ΠΣ ∗-extension (A(t),σ ) of (G,σ ) with σ (t) = α t +β which is FPLDE-
solvable; f′ = ( f ′1, . . . , f ′ν) ∈ A[t]νm.
Output: a basis of V (f′,A[t]m) over K := constσG.
1. IF m =−1, compute a basis B of V (f′,{0}) by linear algebra and RETURN B.
2. IF m = 0, RETURN SolvePTRat(f′ ,A).
3. Define ˜f ∈ Aν as in (24).
4. Get ˜B :=
{
SolvePTRat(˜f,A) if α = 1
SolveFPLDE((−1,αm), ˜f,A) if α 6= 1 , say ˜B = {(ci1, . . .,ciν ,gi)}1≤i≤λ .
5. IF ˜B = {}, RETURN {(0, . . . ,0,1)}. (*possible if α 6= 1*)
6. Take C := (ci j) ∈Kλ×ν , g := (g1, . . .,gλ ) ∈ Aλ , and define φ ∈A[t]λm−1 as given in (25).
7. Get G := DegreeReductionRat(m−1,φ ,A(t)), say G = {(d1i, . . . ,diλ ,hi)}1≤i≤µ .
8. Take D :=(di j)∈Kµ×λ and h :=(h1, . . .,hµ )∈A[t]µm−1; define (ei j)∈Kµ×ν and (p1 , . . ., pµ )∈
A[t]µm as given in (26).
9. RETURN {(ei1, . . . ,eiν , pi)}1≤i≤µ .
In concrete applications one is usually given (G,σ) (e.g., as a ΠΣ∗-field build by
Π -extensions) and deals with Σ∗-extensions on top where the generators (describing
sums) occur only in the numerators. This motivates the following definition.
Definition 6. (G(t1) . . . (te),σ) is called polynomial Σ∗-extension of (G,σ) if for all
1 ≤ i≤ e, (G(t1) . . . (ti),σ) is a Σ∗-ext. of (G,σ) with σ(ti)− ti ∈G[t1, . . . , ti−1].
In such difference fields we have the following property; for a more general version
and its corresponding proof see [61, Theorem 2.7].
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Theorem 5. Let (G(t1) . . . (te),σ) be a polynomial Σ∗-extension of (G,σ). Then for
all g ∈G(t1) . . . (te): σ(g)− g∈G[t1, . . . , te] iff g ∈G[t1, . . . , te].
Here the (easy) direction from right to left implies that (G[t1, . . . , te],σ) forms
a difference ring. The other direction implies that a solution of a telescoping
problem does not introduce sums in the denominator provided that the summand
has no sums in the denominator. As a consequence, a denominator bound of
V (f,G(t1) . . . (ti−1)(ti)) with f ∈ G(t1) . . . (ti−1)[ti]n is always 1. In other words,
Algorithms SolvePTRat and DegreeReductionRat can be simplified to Algorithms
SolvePTPoly and DegreeReductionPoly, respectively. In particular (since Problem
DenB and DegB can be obtained without any cost), we end up at the following
Corollary 1. Let (G(t1) . . . (te),σ) be a polynomial Σ∗-extension of (G,σ). Then
one can solve Problem PT in (G[t1, . . . , te],σ) if one can solve Problem PT in (G,σ).
Algorithm SolvePTPoly(f,G(t1) . . .(te))
Input: a polynomial Σ ∗-extension (G(t1) . . .(te),σ ) of (G,σ ) where Problem PT is solvable in
(G,σ ); f = ( f1, . . ., fn) ∈G[t1, . . . , te]n.
Output: a basis of V (f,G(t1) . . .(te)) =V (f,G[t1, . . . , te]) over K := constσG.
1. IF e = 0, compute a basis B of V (f,G) and RETURN B.
2. Define m := max1≤i≤n degte( fi)+1. (*Note: f ∈G[t1, . . . , te−1][te]nm and m≥ 0*)
3. Get B := DegreeReductionPoly(m, f,G(t1, . . . , te)) and RETURN B.
Algorithm DegreeReductionPoly(m, f′ ,G(t1, . . ., te))
Input: m ∈ N; a polynomial Σ ∗-extension (G(t1) . . .(te),σ ) of (G,σ ) where Problem PT is solv-
able in (G,σ ); f′ = ( f ′1, . . ., f ′ν) ∈G[t1, . . ., te−1][te]νm.
Output: a basis of V (f′,G[t1, . . ., te−1][te]m) over K := constσG
Denote A :=G[t1 . . . , te−1], t := te.
1. IF m = 0, get B := SolvePTPoly(f′,G(t1) . . .(te−1)) and RETURN B.
2. Define ˜f ∈ Aν as in (24).
3. Get ˜B := SolvePTPoly(˜f,G(t1) . . .(te−1)), say ˜B = {(ci1, . . .,ciν ,gi)}1≤i≤λ ⊆Kν ×A.
4. Let C := (ci j) ∈Kλ×ν , g = (g1, . . .,gλ ) ∈ Aλ , and set φ ∈ A[t]λm−1 as in (25).
5. Get G := DegreeReductionPoly(m−1,φ ,G(t1) . . .(te)), say G = {(d1i, . . . ,diλ ,hi)}1≤i≤µ .
6. Let D = (di j) ∈ Kµ×λ , h := (h1, . . . ,hµ ) ∈ A[t]µm−1, and define (ei j) := DC ∈ Kµ×ν and
(p1 , . . ., pµ ) := Dgtm +h ∈ A[t]µm.
7. RETURN {(ei1, . . . ,eiν , pi)}1≤i≤µ .
Example 8. Consider f given in (6) within the ΠΣ∗-field (Q(k)(p)(h),σ) from
Example 2. Note that (G(h),σ) with G = Q(k)(p) is trivially a polynomial Σ∗-
extension of (G,σ). Since f ∈ G[h], we can calculate a basis of V (( f ),G(h)) by
executing SolvePTPoly(( f ),G(h)). We obtain the degree bound m = 3 and start the
degree reduction with DegreeReductionPoly(3,φ3 ,G(h))) where φ3(= f′) = ( f ).
• We determine the vector ˜f3(= ˜f) = (0) using (24), and take the basis ˜B3 =
{(1,0),(0,1)} of V (˜f3,G). Hence we get C3 = (1,0) and g3 = (0,1). This gives
f2 = φ = ( f ,−σ(h3)+ h3) = ( f ,− 3h2k+1 − 3h(k+1)2 − 1(k+1)3 ) using (25).
• We repeat the degree reduction for m = 2. Taking the coefficients of h2 from
the entries in f2 produces the vector ˜f2 = ((1 + k)(2 + 2k + k2)p,−(3/(1+ k)))
using (24); here φ2 and ˜f2 take over the role of f′ and ˜f, respectively. We calcu-
late the basis ˜B2 = {(−1,0,−k(k+1)p),(0,0,1)} of V (˜f2,G) by executing SolveP-
TRat(φ2,G). This gives g2 = (−k(k+ 1)p,1) and C2 =
(−1 0
0 0
)
. Next, we calculate
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φ1 = (2hkp+ kpk+1 ,− 2hk+1 − 1(k+1)2 ) using (25).
•We active the degree reduction with m= 1. This time we get the leading coefficient
vector ˜f1 = (2kp,− 2k+1) using (24). We obtain the basis ˜B1 = {( 12 ,0, p),(0,0,1)}
of V (˜f1,G) by executing SolvePTRat(φ1,G); the calculation steps agree with those
of SolveFPLDE((−1,1),φ1,G) as given in Example 5. This gives C1 =
(
1
2 0
0 0
)
and
g1 = (p,1). Finally, using (25) we calculate
φ0 = ((−k− 2)p2(k+ 1) ,−
1
k+ 1). (27)
• A basis of V (φ0,G) is {(0,0,1)}; for the calculation steps see Example 6.
To this end, we combine the solutions. We get D0 = (0,0) and h0 = (1). This
yields E1 = C0 D0 = (0,0) and p1 = (1), i.e., we get the basis {(0,0,1)} of
V (φ1,G[h]1). Similarly, we get the basis {(0,0,1)} of V (φ2,G[h]2) and the basis
(0,1) of V (φ3,G[h]3) =V (( f ),G(h)).
5 Parameterized first-entry telescoping solutions
The developed algorithms can be optimized further for first-entry solutions.
Definition 7. Let (A,σ) be a difference ring with K := constσA. Let W be a K-
subspace of A and let f ∈ An. An element (c1, . . . ,cn,g) ∈ V (f,W ) is called first-
entry solution if c1 6= 0. A first-entry solution set of V (f,W ) is the empty set if there
does not exist a first-entry solution of V (f,W ). Otherwise, the first-entry solution set
consists of exactly one such first entry solution element.
Trivially, a first-entry solution set can be determined by computing a basis of
V (f,G(t1) . . . (te)) and taking –if possible– a vector where the first entry is non-zero.
Note that exactly such a solution is needed if one solves the telescoping problem
or if one hunts for a creative telescoping solution (see the introduction). For the
following considerations the basis representation is refined as follows.
Definition 8. Let K be a field being a subring of A. A matrix (ci j) ∈ Kλ×n is first-
row reduced if for the first column (c11, . . . ,cλ 1) we have that c21 = · · · = c2λ =
0, i.e., only the first entry may be non-zero. Moreover, a linearly independent set
{(ci1, . . . ,cin,gi)}1≤i≤λ ⊆ Kn ×A over K is first-entry reduced if (ci j) ∈ Kλ×n is
first-row reduced.
Example 9. The matrices C3 = (1,0), C2 =
(−1 0
0 0
)
,and C3 = (1,0) from Example 8
are first-row reduced, i.e., in the first column only the first entry is non-zero.
Subsequently, we simplify the already derived reduction technique for Prob-
lem PT (resp. Algorithm SolvePTRat) as much as possible such that exactly a
first-entry solution set is produced. More precisely, suppose we are given a ΠΣ∗-
extension (G(t1) . . . (te),σ) of (G,σ) being FPLDE-solvable; let f = ( f1, . . . , fn).
If f1 = 0, {(1,0, . . . ,0)} is a first-entry solution. Moreover, if e = 0, we calculate by
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assumption a basis of V =V (f,G) and extract a first-entry solution set (ideally, one
should use here improved algorithms to determine a first-entry solution set).
Now let A := G(t1, . . . , te−1) and t := te with σ(t) = α t + β . We proceed as
in Section 4. Write f in the form (20) with r ∈ A(t)n(frac) and p ∈ A[t]n. Con-
sider the solution space V1 = V (r,A(t)(frac)) of the rational part. If V1 = {0}, then
there is no way to get a first-entry solution for V , and {} is the first-entry solu-
tion set. Otherwise, let B1 = {(ci1, . . . ,cin,gi)}1≤i≤ν ⊆ Kn ×A(t)(frac) be a first-
entry reduced basis of V1, take the first-row reduced matrix C := (ci j) ∈ Kν×n
and define f′ ∈ A[t]ν as in (21). Finally, take a first-entry reduced basis B2 =
{(di1, . . . ,diν ,hi)}1≤i≤µ ⊆ Kν ×A[t]m of V2 = V (f′,A[t]). Hence we get the first-
row reduced matrix D = (di j) ∈Kµ×ν and define the matrix
E = (ei j) := DC ∈Kµ×n (28)
and qi ∈A(t) as in (22). In particular, we obtain a basis B = {(ei1, . . . ,ein,qi)}1≤i≤µ
of V . Moreover, since C and D are first-row reduced, E is first-row reduced. In
particular, the first entry of the first column of E is non-zero if and only if the first
entry of the first column for both, C and D, are non-zero. In other words, B contains
a first entry solution if and only if B1 and B2 have a first entry solution. With this
knowledge, the reduction can be simplified as follows. If the first column of C is
the zero-vector, a first-entry solution of V does not exist. Hence {} is the first-entry
solution set. Otherwise, B has a first-entry solution if and only if B2 has a first-
entry solution. In particular, if we are given a first-entry solution of V2, then we
obtain immediately a first-entry solution of V . The corresponding modifications of
Algorithm SolvePTRat are summarized in Algorithm FirstEntryPT.
In particular, we do not have to compute a full bases of V2 = V (f′,A[t]), but
we only need a first-entry solution set of V2. Here the following refinements are
in place. If f ′1 = 0, then {(1,0, . . . ,0)} is a first-entry solution set. Otherwise, let
m be the degree bound of V2 as given in (23). Note that m = −1 is only possible
if σ(t) = α t and f′ = 0. But this case is already covered with f ′1 = 0. Thus we
may assume that m ≥ 0. Then the coefficient of the highest possible term tm of
the polynomial solutions is contained in the solution space ˜V = V ((−1,αm), ˜f,A)
with (24). If ˜V = {0}, it follows that there is no first-entry solution of V2 and {}
is the first-entry solution set. Otherwise, let {(ci1, . . . ,ciν ,gi)}1≤i≤λ ⊆ Kν ×A be a
first-entry reduced basis of ˜V , and take C := (ci j) ∈ Kλ×ν and g := (g1, . . . ,gλ ) ∈
Aλ . Finally, define (25) and take a basis {(d1i, . . . ,diλ ,hi)}1≤i≤µ ⊆Kλ ×A[t]m−1 of
W = V (φ ,A[t]m−1). Take D := (di j) ∈ Kµ×λ and define E = (ei j) := DC ∈ Kµ×ν
and pi ∈ A[t]m as in (26). Then B2 = {(ei1, . . . ,eiν , pi)}1≤i≤µ is a basis of V2. As
above we can conclude that V2 has a first-entry solution if and only if W has a first-
entry solution. In particular, given an explicit first-entry solution of W and a basis
of ˜V (which contains a first-entry solution), one can construct a first-entry solution
of V2. In summary, it suffices to calculate a first-entry solution set of W (instead of
calculating a full basis of W ).
Example 10. In Example 8 we calculated a full basis of V (( f ),Q(k)(p)(h)) where
f is given in (6). Now we calculate only a first-entry solution set. In the beginning,
the calculations are the same as in Example 8. Since the matrices Ci i = 3,2,1
given in Example 8 are first-entry reduced and the corresponding bases ˜Bi contain
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a first-entry solution, nothing changes in these steps. Finally, we enter the problem
to compute a first-entry solution for V0 = V (φ0,G) with (27). Hence we continue
the reduction as given in Example 6 with f := φ0. When we enter here the degree
reduction we calculate the first-row reduced matrix (18). Exactly here our proposed
method delivers a shortcut. Since there is no first-entry solution, V0 and thus also V
has no first entry solution. Thus we return the first entry solution set {}.
In the previous example just a small part of the reduction could be avoided. How-
ever, if one has more field generators (e.g., e = 100), big parts of the full reduction
process can be skipped. The refined reduction can be summarized as follows.
Algorithm FirstEntryPT(f,F)
Input: a ΠΣ ∗-extension (F,σ ) of (G,σ ) with F = G(t1) . . .(te) and K := constσG which is
FPLDE-solvable; f ∈ Fn.
Output: a first-entry solution set of V (f,F).
1. IF f1 = 0, RETURN {(1,0, . . . ,0)}. (*shortcut*)
2. IF e = 0, compute a first-entry solution set B of V (f,G) and RETURN B.
Denote A :=G(t1 . . . , te−1), t := te.
3. Compute r ∈ A(t)n(frac) and p ∈ A[t]n such that f = r+p.
4. Get a first-entry reduced basis of V (r,A(t)(frac)), say B1 = {(ci1, . . . ,cin,gi)}1≤i≤ν .
5. IF B1 = {} OR c11 = · · ·= cν1 = 0, RETURN {}. (*shortcut*)
6. Take C := (ci j) ∈Kν×n, g := (g1, . . . ,gν) ∈ A(t)ν(frac), and let f′ := ( f ′1, . . ., f ′ν) = Cp ∈A[t]ν .
7. Define m ∈ N∪{−1} as given in (23).
8. Get B2 := DegreeReductionFirstEntry(m, f′,A(t)). IF B2 = {}, RETURN {}.
9. Otherwise, let B2 = {(d11, . . . ,d1ν ,h1)} ⊆ Kν ×A[t]m and take D := (d11, . . . ,d1ν) ∈ K1×ν ,
h := (h1) ∈ A[t]1m. Define (e11, . . .,e1n) := DC ∈K1×n and (q1) := Dg+h ∈ A(t)1.
10. RETURN {(e11 , . . .,e1n,q1)}.
Algorithm DegreeReductionFirstEntry(m, f′ ,A(t))
Input: m ∈N∪{−1}, a ΠΣ ∗-extension (A(t),σ ) of (G,σ ) with σ (t) = α t +β which is FPLDE-
solvable; f′ = ( f ′1, . . . , f ′ν) ∈ A[t]νm.
Output: a first-entry solution of V (f′,A[t]m) over K := constσG.
1. IF f ′1 = 0, RETURN {(1,0, . . . ,0)}. (*shortcut - note: this covers also the case m =−1*)
2. IF m = 0, RETURN FirstEntryPT(f′ ,A).
3. Define ˜f ∈ Aν as in (24).
4. Get ˜B :=
{
SolvePTRat(˜f,A) if α = 1
SolveFPLDE((−1,αm), ˜f,A) if α 6= 1. , say ˜B = {(ci1, . . . ,ciν ,gi)}1≤i≤λ .
IF the bases is not first-entry reduced, reduce it.
5. IF ˜B = {} OR c11 = · · ·= cλ1 = 0, RETURN {}. (*shortcut*)
6. Take C := (ci j) ∈Kλ×ν , g := (g1, . . . ,gλ ) ∈Aλ , and let φ ∈ A[t]λm−1 as in (25).
7. Get G := DegreeReductionFirstEntry(m−1,φ ,A(t)). IF G = {}, RETURN {}.
8. Otherwise, let G= {(d11 , . . .,d1λ ,h1)} ⊆Kλ ×A[t]m−1. Take D :=(d11, . . . ,d1λ )∈K1×λ , h :=
(h1) ∈ A[t]1m−1 and define (e11, . . .,e1ν ) := DC ∈K1×ν and (p1) := Dgtm +h ∈ A[t]1m.
9. RETURN {(e11 , . . .,e1ν , p1)}.
Remark 2. In Algorithm DegreeReductionFirstEntry we execute SolvePTRat(˜f,A) in
Line 4 if α = 1. If the found basis does not contain a first-entry solution, the al-
gorithm stops. Thus one can modify SolvePTRat(˜f,A) such that it stops as soon as
possible when it is clear that a first-entry solution does not exist. More precisely,
the modified version is similar to FirstEntryPT and DegreeReductionFirstEntry with
the difference that a full basis is returned whenever it contains a first-entry solution.
Moreover, if α 6= 1, the algorithms SolveFPLDE and DegreeReductionFPLDE can and
should be modified by similar refinements.
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The following observations and properties will be crucial for the next section.
Let fe ∈ G(t1) . . . (te)ne with e ≥ 1 and consider the reduction process as car-
ried out in FirstEntryPT(fe,G(t1) . . . (te)). Then in Line 1 it might find a solution.
Moreover, in Line 5 it might return {}. Otherwise it calls DegreeReductionFirstEn-
try(m, f′,G(t1) . . . (te)) for some m ∈ N∪{−1}. If f ′1 = 0 (in particular if m = −1),
we find again a solution in Line 1. If m≥ 1, we might return {} in Line 5. Otherwise
we apply DegreeReductionFirstEntry(m− 1,φ ,G(t1) . . . (te)). In a nutshell, we run in
certain shortcuts (returning {} or {(1,0, . . . ,0)}) or we call DegreeReductionFirstEn-
try m-times, until we enter in the case m = 0 and execute FirstEntryPT(fe−1,A) in
Line 2 for some fe−1 ∈ Ane−1 = G(t1) . . . (te−1)ne−1 . If one enters in these shortcuts
for a particular given reduction, fe is called base-vector (of the given reduction). Oth-
erwise, the resulting vector fe−1 is a reduction-vector of fe and we write fe → fe−1.
Example 11. Define f2 = ( f ) with f given in (6) and f1 = φ0 given in (27). Then f1
is a reduction vector of f2 (in short f2 → f1). In particular, f1 is a base vector.
Note that such a vector fe−1 is not uniquely determined. Depending on the choice
of used basis representations (i.e., B1, ˜B during the reduction), different reduction
vectors arise, in particular shortcuts might or might not apply; see Lemma 3.
As worked out above, if there is a reduction vector fe−1 of fe, the following holds:
V (fe,A(te)) has a first-entry solution if and only if V (fe−1,A) has a first-entry solu-
tion. Applying this observation iteratively, we end up at the the following lemma3.
Lemma 2. Let (G(t1) . . . (te),σ) be a ΠΣ∗-extension of (G,σ); let fi ∈G(t1) . . . (ti)ni
with s≤ i ≤ e be a chain of reduction vectors, i.e.,
fe → fe−1 → ··· → fs. (29)
Then V (fe,G(t1) . . . (te)) has a first-entry solution iff V (fs,G(t1) . . . (ts)) has one.
Lemma 3. Let (G(t1) . . . (te),σ) be a ΠΣ∗-ext. of (G,σ). Consider a chain of re-
duction vectors (29) with fi ∈ G(t1) . . . (ti)ni for s ≤ i ≤ e where fs is a base vec-
tor. Moreover take another chain of reduction vectors ¯fe → ¯fe−1 → ··· → ¯fs¯ with
¯fi ∈G(t1) . . . (ti)n¯i for s¯≤ i ≤ e where ¯fs¯ is a base vector. Suppose that fe = ¯fe.
1. For all j with e ≥ j ≥ max(s, s¯) we have that n j = n¯ j and ¯fj = Tj fj for first-row
reduced invertible matrices Tj ∈Kn j×n j .
2. Moreover, if V (fe,G(t1) . . . (te)) has no first-entry solution, then s = s¯.
Proof. (1) For j = e the statement clearly holds. Now suppose that for j with
e ≥ j > max(s, s¯) we have n j = n¯ j and that there is a first-row reduced invertible
matrix Tj ∈ Kn j×n j such that ¯fj = Tj fj. Following the reduction with n := n j as
given in FirstEntryPT we calculate r, r¯ ∈A(t)n(frac) and p, p¯ ∈A[t]n s.t. fj = r+p and
¯fj = r¯+ p¯. Note that r¯ = Tj r and p¯ = Tj p. Now let B1 = {(ci1, . . . ,cin,gi)}1≤i≤ν
be the derived basis of V (r,A(t)(frac)) and take C ∈ Kν×n and f′ ∈ A[t]ν as given
3 To execute the steps above one needs the property that (G,σ ) is FPLDE-solvable. However, in
the following we are only interested in the the exploration of the possible reduction processes with
the corresponding reduction vectors without the need to calculate them explicitly. We therefore
drop the FPLDE-solvability in the statements below.
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in Line 6. Similarly, let ¯B1 be the derived basis of V (r¯,A(t)(frac)) and take the
corresponding ¯C ∈ K ¯ν×n and ¯f′ ∈ A[t] ¯ν . Note that (c1, . . . ,cn,g) ∈ V (r,A(t)) iff
((c1, . . . ,cn)Tj−1)∧g ∈ V (r¯,A(t)). From this one can conclude that the dimension
of B1 equals the dimension of ¯B1, i.e., ν = ¯ν . By σ(g¯)− g¯ = ¯Cr¯ = ¯CTj r and us-
ing the fact that B1 is a basis of V (r,A(t)), it follows that ¯CTj = TC and g¯ = Tg
for some T ∈ Kν×ν . Therefore T is a basis transformation from B1 to B2 and is
invertible. Moreover, since C, ¯C and Tj are first-row reduced (by construction and
assumption), T is first-row reduced. Finally, ¯f′ = ¯Cp¯ = ¯CTj p = TCp = Tf′. In
summary, f′ and ¯f′ differ by a first-row reduced invertible matrix. Now enter in the
degree reduction as given in DegreeReductionFirstEntry. Note that the degree bound
m is in both cases the same (see Theorem 4). Completely analogously it follows
that one obtains for the corresponding f′ and ¯f′ the vectors φ and ¯φ which have the
same length and which are the same up to the multiplication of a first-row reduced
invertible matrix. Hence after m degree reductions steps one gets the reduction vec-
tors fj−1, ¯fj−1 of fj, ¯fj, respectively: both have the length n j−1 and differ only by the
multiplication of a first-entry reduced invertible matrix Tj−1. This proves part (1).
(2) Now suppose that V (fe,G(t1) . . . (te)) has no first-entry solution. Then we show
that a fi has a reduction vector in any reduction iff ¯fi has a reduction vector in
any reduction. This shows that s = s¯. Namely, by Lemma 2 it follows that for all
s≤ i≤ e, V (fi,G(t1) . . . (ti)) has no first-entry solution, and similarly for all s¯≤ i≤ e,
V (¯fi,G(t1) . . . (ti)) has no first-entry solution. Thus we never enter in the shortcuts of
Line 1 in Alg. FirstEntryPT and of Line 1 in Alg. DegreeReductionFirstEntry. More-
over by part (1), we exit in Line 5 of FirstEntryPT with the input vector fi iff we exist
with the input vector ¯fi. Furthermore, using the fact that also the input vectors of
DegreeReductionFirstEntry are the same up to first-entry reduced invertible matrices,
it follows that the exit in Line 5 within the degree reduction occurs iff it happens for
both vectors. Hence for both chains to a base vector the length is the same. ⊓⊔
As a consequence, the length of the chain of reduction vectors is the same if there is
no first-entry solution. However, different choices of basis representations in Line 4
of FirstEntryPT and Line 4 of DegreeReductionFirstEntry might deliver more compact
reduction vectors (e.g., more zero-entries or less monomials in an entry) which in
turn speeds up the underlying rational function arithmetic. In addition, if there is
a first-entry solution the shortcuts in Line 1 of Alg. FirstEntryPT and in Line 1 of
Alg. DegreeReductionFirstEntry might occur differently.
In Section 6 the presented reduction algorithm will be slightly modified to find
sum representations where the summand is expressed in the smallest possible sub-
field. In order to prove the correctness of this refined telescoping algorithm (see
Theorem 6) we need the following technical properties.
Lemma 4. Let (G(t1) . . . (te),σ) be a ΠΣ∗-ext. of (G,σ) and fi ∈G(t1) . . . (ti)ni with
s ≤ i ≤ e such that (29) where fs is a base-vector. If there is no first-entry solution
of V (fe,G(t1) . . . (te)), the first entry of fs is from G(t1) . . . (ts)\G(t1) . . . (ts−1).
Proof. Suppose that fs is the base vector with s ≥ 1 and suppose that there is no
first-entry solution of V (fe,G(t1) . . . (te)). By Lemma 2 it follows that there is no
first-entry solution of V (fs,G(t1) . . . (ts)). Moreover, suppose that the first entry a
of fs is from G(t1) . . . (ts−1). With these properties we will show that there is a par-
ticular choice of basis representations such that fs has a reduction vector. Since
22 Carsten Schneider
by Lemma 3 the chain of reduction vectors to a basis vector has always the same
length, there cannot be a reduction process such that fs is a basis vector, a contradic-
tion. We start the reduction following Algorithm FirstEntryPT(fs,G(t1) . . . (ts)), i.e.,
fs = f = ( f1, . . . , fn). Note that f1 = a = 0 would return a first-entry solution, which
is not possible. Moreover, we are not in the ground field, since s ≥ 1. Therefore,
take f = r+p with r ∈G(t1) . . . (ts)n(frac) and p ∈G(t1) . . . (ts−1)[ts]n. Since f1 = a is
free of ts, the first entry of r is 0 and the first entry of p is a. Hence we can choose
the basis B1 with the vector (1,0, . . . ,0) and thus in Line 6 we can take C where the
first row is (1,0, . . . ,0) and we can take g where the first entry is 0. Thus we obtain
f′ = Cp where the first entry is f ′1 := a. Now we proceed the reduction process as
given in DegreeReductionFirstEntry(f′ ,G(t1) . . . (ts)). Since f ′1 = a 6= 0 (see above),
Line 1 is not considered. Moreover, if m = 0, we obtain a reduction vector f′ of fs,
a contradiction. Thus m≥ 1 and we enter Lines 3 and 4 of Algorithm DegreeReduc-
tionFirstEntry. Since coeff( f ′1,m) = coeff(a,m) = 0, we can take ˜B with the element
(−1,0, . . . ,0). Since ˜B is non-empty, we carry out Line 3 and obtain φ where the first
entry is a. Thus we enter DegreeReductionFirstEntry(m−1,φ ,G(t1) . . . (ts). Hence the
degree reduction is applied iteratively to m = 0; a contradiction (see above). ⊓⊔
Lemma 5. Let (A(t),σ) be a ΠΣ∗-extension of (G,σ) with f ∈ A(t)n and h ∈ A.
1. If ψ ∈ Aµ is a reduction-vector of f, ψ ∧h is a reduction-vector of f∧h.
2. If V (f∧ h,A(t)) has a first-entry solution and V (f,A(t)) has no first-entry solu-
tion, then there is a reduction-vector ψ ∈ Aµ of f.
Proof. (1) Let ψ ∈ Au be a reduction-vector of f ∈ A[t]n and suppose that h ∈ A.
Consider this reduction process which leads to ψ . First, write f = r + p where
the entries of r are from A(t)(frac) and the entries of p are from A[t]. Let B1 =
{(ci1, . . . ,cin,gi)}1≤i≤ν be the basis of V (r,A(t)(frac)) which will lead us to the
reduction-vector ψ . In particular, let f′ ∈A[t]ν as defined in (21) using the basis B1.
From there we activate the degree reduction to reach the reduction vector ψ . Now
consider f∧h and perform the following reduction. We get f∧h = (r∧0)+(p∧h).
Thus we can choose the basis B′1 = {(ci1, . . . ,cin,0,gi)}1≤i≤ν∪{(0, . . . ,0,1,0)}, and
using this particular basis we obtain the vector f′∧h to activate the degree reduction.
Observe that for both cases f′ and f′ ∧ h the degree bound m ≥ 0 is the same (see
Theorem 4). Next, let ˜f be the coefficient vector of f′ w.r.t. the term tm as defined
in (24). Then ˜f∧ 0 is the corresponding coefficient vector of f′ ∧ h. Moreover, let
˜B = {(ci1, . . . ,ciν ,gi)}1≤i≤λ be the basis of V (˜f,A) whose choice will bring us to
the reduction-vector ψ . More precisely, we get the vector φ as defined in (25) and
continue to compute a basis of V (φ ,A[t]m−1). Similarly, we can choose the basis
˜B′ := {(ci1, . . . ,ciν ,0,gi)}1≤i≤λ ∪{0, . . . ,0,−1,0} for V (˜f∧0,A), obtain φ ∧h and
continue to compute a basis of V (φ ∧h,A[t]m−1). Applying this argument iteratively,
we get the reduction-vector ψ ∧h of f∧h when applied to V (f∧h,A(t)).
(2) Now suppose that V (f∧h,A(t)) has a first-entry solution, but V (f∧h,A(t)) has
not. Note that we do not exit in Line 1 of FirstEntryPT, otherwise also V (f,A(t)) has
a first-entry solution. Since h is free of t, we can choose the basis B′1 as in part (1).
Note that we cannot exit in Line 5 by assumption of the existence of a first entry so-
lution. Similarly, we cannot exist in Line 1 in Alg. DegreeReductionFirstEntry. Thus
we enter the degree reduction process with a degree bound m≥ 0 and a certain vec-
tor f′∧h. Now activate the reduction for the vector f. We therefore can take the basis
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B1 as in part (1), get the same degree bound m (see Theorem 4), and start the degree
reduction process with f′. Again we cannot exist in Line 1 in Alg. DegreeReduc-
tionFirstEntry (otherwise it would apply for the reduction vector f′∧h). Thus in both
cases we carry out the degree reduction. In particular, choosing the basis accordingly
as in part (1), we can perform the degree reduction from m to m−1 simultaneously.
Applying this argument iteratively, shows that the degree reductions of f′∧h and f′
can be brought to reduction vectors ψ ∧h and ψ , respectively. ⊓⊔
Applying Lemma 5.1 iteratively gives the following
Corollary 2. Let (G(t1) . . . (te),σ) be a ΠΣ∗-ext. of (G,σ) and fi ∈ G(t1) . . . (ti)ni
with ni ≥ 1, and h ∈G(t1) . . . (ts). If (29) is a chain of reduction vectors then also
fe∧h → fe−1∧h→ ··· → fs∧h. (30)
6 Refined parameterized telescoping: reduced solutions
Finally, we turn to refined parameterized telescoping. A solution of (1) in the setting
of difference rings (resp. fields) is called special solution.
Definition 9. Let (A,σ) be a difference ring with K := constσA and take f =
( f1, . . . , fn) ∈ An. (ψ ,(c1, . . . ,cn,g)) is called a special (f,A)-solution if ψ ∈ A and
(c1, . . . ,cn,g) ∈Kn×A with c1 6= 0 such that σ(g)− g+ψ = c1 f1 + · · ·+ cn fn.
Remark 3. A first-entry solution (c1, . . . ,cn,g) of V (f,A) delivers a (f,A)-special
solution (0,(c1, . . . ,cn,g)).
More precisely, we look for a special solution (ψ ,(c1, . . . ,cn,g)) which is reduced.
Definition 10. Let (F,σ) be a ΠΣ∗-extension of (G,σ) with F= G(t1) . . . (te) and
K := constσG; let f ∈ Fn. A special (f,F)-solution (ψ ,(c1, . . . ,cn,g)) is called re-
duced over G if one of the following holds:
1. ψ = 0.
2. ψ ∈G \ {0} and there is no (f,F)-special solution (0,(κ1, . . . ,κn,γ)).
3. ψ ∈G(t1) . . . (ti)\G(t1 . . . , ti−1) for some 1 ≤ i≤ e and there is no (f,F)-special
solution (φ ,(κ1, . . . ,κn,γ)) with φ ∈G(t1) . . . (ti−1).
In other words, we are interested in a special solution (ψ ,(c1, . . . ,cn,g)) where ψ is
0 or ψ 6= 0 lives in the smallest possible field, i.e., ψ ∈G(t1) . . . (ti) with minimal i.
Note that this problem contains refined telescoping (compare (3)): given (F,σ)
and f ∈ F, find g,ψ ∈ F with
σ(g)− g+ψ = f (31)
such that ψ = 0 or ψ 6= 0 is taken from the smallest possible extension field of G.
Example 12. Consider the ΠΣ∗-field (Q(k)(p)(h),σ) as given in Example 1.4 and
take f as given in (6). Then (ψ ,(−1/2,g)) with ψ = − (k+2)p2(k+1) and g = − 12 h2k(k+
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1)p+ hp is a reduced solution, i.e, we have that (31) where ψ is from the smallest
possible sub-field. Reinterpreting this solution in terms of k! and Hk yields a solution
of (3) with f (k) = H2k
(
k2 + 1
)
k!. and summing (3) over k produces
m
∑
k=1
(k2 + 1)k!H2k =
m
∑
k=1
(k+ 1)!
k2 +m(m+ 1)!H
2
m− 2m!Hm. (32)
Similarly, this enables one to refine creative telescoping [40, 23, 36].
Example 13. We aim at calculating a recurrence for the sum S(r) = ∑2rk=0 f (r,k)
with the summand f (r,k) = (−1)k(2rk )3Hk. Note that Pr(k) = (−1)k(2rk )3 has the
shift-behavior Pr(k + 1) = − (2r−k)
3
(k+1)3 Pr(k) and Pr+i(k) = ∏2ij=1
(2r+ j)3
(2r−k+ j)3 Pr(k). To
accomplish this task, take the rational function field Q(r), i.e., r is considered
as a variable, and construct the ΠΣ∗-field (Q(r)(k)(p)(h),σ) over Q(r) with
σ(k) = k + 1, σ(p) = − (2r−k)3
(k+1)3 p and σ(h) = h +
1
k+1 . Thus p and h represent
Pr(k) and h, respectively. In particular, f (r+ i,k) with i ∈ N can be rephrased with
fi =
(
∏2ij=1 (2r+ j)
3
(2r−k+ j)3
)
ph ∈Q(r)(k)(p)(h).
First, we activate the classical creative telescoping approach with the function call
FirstEntryPT(( f0, f1, . . . , fn),Q(r)(k)(p)(h)) for n = 0,1,2, . . . Eventually we find a
first-entry solution for n = 2 which produces a summand recurrence of order two of
the form (1) with ψ = 0. Summing this equation over k provides a recurrence of the
form (5) with ψ = 0 whose coefficients c0,c1,c2 are rather large.
Second, we execute ReducedPT(( f0, f1, . . . , fn),Q(r)(k)(p)(h)) given below for
n = 0,1,2, ... Here we obtain with n = 1 a reduced solution over Q(r), namely
(−108r
3−171r2−86r−13
2(r+1)(2r+1) p,(3(3r + 1)(3r + 2),(r + 1)
2,g)) with g = p(a+ bh) where
a,b ∈Q(r)(k) are large rational functions. Rephrasing this equation in terms of the
summation objects gives the summand recurrence (1). Finally, summing this equa-
tion over k produces the recurrence
(r+ 1)2 S(r+ 1)+ 3(3r+ 1)(3r+ 2)S(r)= −108r3−171r2−86r−132(r+1)(2r+1)
2r
∑
k=0
(−1)k(2rk )3;
note that by further simplification (e.g., using symbolic summation tools) one gets
that ∑2rk=0(−1)k
(2r
k
)3
= (−1)
r(3r)!
(r!)3 . Finally, solving this recurrence yields/proves
r
∑
k=0
(−1)k
(
r
k
)3
Hk =
(
Hr + 2H2r−H3r
)(−1)r(3r)!
2(r!)3
.
In order to solve this problem, we modify Algorithm FirstEntryPT as follows.
Instead of returning a first-entry solution set, we return always a special solution: If
we obtain a first-entry solution, it is returned without any changes; see Remark 3. If
this is not possible, i.e., we obtain the base vector ( f1, . . . , fn) ∈A(t1) . . . (te)n in our
reduction, we do not return {}, but we return the special solution ( f1,(1,0, . . . ,0))
which trivially holds: σ(0)− 0+ f1 = 1 f1 + 0 f2 + · · ·+ 0 fn.
Example 14. We apply this tactic for Example 12. More precisely, we refine the
reduction described in Example 10. Namely, when we reach the base vector (27),
we do not return the first-entry solution set {}, but we return the special solution
(ψ ,(1,0,0)) of V (φ0,Q(k)(p)) with ψ = (−k−2)p2(k+1) . Now we combine this solution
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with the sub-solutions calculated during the reduction. This yields the special solu-
tions (ψ ,( 12 ,0,hp)), (ψ ,{(− 12 ,0,− 12 h2k(k+1)p+hp)} and (ψ ,{(− 12 ,− 12 h2k(k+
1)p + hp)} of V (φ1,Q(k)(p)[h]1), V (φ2,Q(k)(p)[h]2) and V (φ3,Q(k)(p)[h]3) =
V (( f ),Q(k)(p)(h), respectively. By Theorem 6 this solution is reduced over Q.
With this mild modification we obtain the following algorithm and Theorem 6.
Algorithm ReducedPT(f,F)
Input: a ΠΣ ∗-extension (F,σ ) of (G,σ ) with F = G(t1) . . .(te) and K := constσG which is
FPLDE-solvable; f ∈ Fn.
Output: a special (f,F)-solution (ψ, (c1, . . .,cn,g)) being reduced over G.
1. IF f1 = 0, RETURN (0, (1,0, . . . ,0)).
2. IF e = 0, compute a first-entry solution set B of V (f,G). (*Return a special solution*)
IF B = {}, RETURN ( f1, (1,0, . . .,0)) ELSE take B = {h} and RETURN (0,h).
Denote A :=G(t1 . . . , te−1), t := te.
3. Compute r ∈ A(t)n(frac) and p ∈ A[t]n such that f = r+p.
4. Get a first-entry reduced basis of V (r,A(t)(frac)), say B1 = {(ci1, . . . ,cin,gi)}1≤i≤ν .
5. IF B1 = {} OR c11 = · · ·= cν1 = 0,
RETURN ( f1, (1,0, . . . ,0)). (*NEW: return a special solution*)
6. Take C := (ci j) ∈Kν×n, g := (g1, . . . ,gν) ∈ A(t)ν(frac); define f′ := ( f ′1, . . . , f ′ν) = Cp ∈ A[t]ν .
7. Define m ∈ N∪{−1} as given in (23).
8. Get B2 := DegreeReductionReduced(m, f′,A(t))
9. IF B2 = (), RETURN ( f1, (1,0, . . .,0)). (*NEW: return a special solution*)
10. Otherwise, let B2 = (ψ, (d11, . . . ,d1ν ,h1)) and take D := (d11, . . . ,d1ν) ∈ K1×ν , h := (h1) ∈
A[t]1m. Define (e11, . . . ,e1n) := DC ∈K1×n and (q1) := Dg+h ∈A(t)1.
11. RETURN (ψ, (e11, . . . ,e1n,q1)).
Algorithm DegreeReductionReduced(m, f,A(t))
Input: m ∈N∪{−1}, a ΠΣ ∗-extension (A(t),σ ) of (G,σ ) with σ (t) = α t +β which is FPLDE-
solvable; f′ = ( f ′1, . . . , f ′ν) ∈ A[t]νm.
Output: a special (f,A[t])-solution (ψ, (c1, . . . ,cn,g)) with ψ ∈A, g ∈ A[t], ci ∈K being reduced
over G . If this is not possible, the output is ().
1. IF f ′1 = 0, RETURN (0, (1,0, . . . ,0)). (*Note that here we cover also the case m =−1*)
2. IF m = 0, RETURN ReducedPT(f′ ,A).
3. Define ˜f ∈ Aν as in (24).
4. Get ˜B :=
{
SolvePTRat(˜f,A) if α = 1
SolveFPLDE((−1,αm), ˜f,A) if α 6= 1 , say ˜B = {(ci1, . . .,ciν ,gi)}1≤i≤λ .
IF the bases is not reduced, reduce it.
5. IF ˜B = {} OR c11 = · · ·= cλ1 = 0, RETURN ().
6. Take C := (ci, j) ∈Kλ×ν , g := (g1, . . . ,gλ ) ∈ Aλ , and let φ ∈ A[t]λm−1 as in (25).
7. Get G := DegreeReductionReduced(m−1,φ ,A(t)). IF G = (), RETURN ().
8. Let G = (ψ, (d11, . . . ,d1λ ,h1)) ⊆ A×Kλ ×A[t]m−1; take D := (d11, . . . ,d1λ ) ∈ K1×λ , h :=
(h1) ∈ A[t]1m−1, and define (e11, . . . ,e1ν ) := DC ∈K1×ν and (p1) := Dgtm +h ∈ A[t]1m.
9. RETURN (ψ, (e11, . . . ,e1ν , p1)).
Theorem 6. Let (F,σ) be a ΠΣ∗-extension of (G,σ) which is FPLDE-solvable, let
f ∈ Fn. Then one can compute a special (f,F)-solution being reduced over G.
Proof. By construction Algorithm ReducedPT returns a special (f,F)-solution, say
(ψ ,(c1, . . . ,cn,g)). In particular, it returns a first-entry solution of V (f,F) if it exists.
Consequently, if ψ = 0, the special solution is reduced overG. Moreover, if ψ ∈G∗,
ψ = 0 is not possible, and thus the special solution is again reduced over F. Finally
suppose that ψ ∈ G(t1) . . . (ts)\G(t1) . . . (ts−1). This implies that there does not ex-
ist a first-entry solution of V (f,F). Thus by Lemma 4 there is a chain of reduction-
vectors (29) with fe = f where fs is a base-vector and where the first entry in fs is
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ψ . Now suppose that there is a special (f,F)-solution (h,(κ1, . . . ,κn,γ)) with h ∈
G(t1) . . . (ts−1) and κ1 6= 0. By Corollary 2 it follows that there is also the chain (30)
of reduction-vectors. However, we have that σ(γ)− γ = κ1 f1 + · · ·+ κn fn − h.
Consequently, there is a first-entry solution (κ1, . . . ,κn,−1,γ) of V (f∧ h,F). Thus
by Lemma 2 V (fs ∧ h,G(t1) . . . (ts)) has a first-entry solution. Moreover, since
V (f,F) has no first-entry solution, V (fs,G(t1) . . . (ts)) has no first-entry solution
by Lemma 2. Therefore we can apply Lemma 5.2 and it follows that there is a
reduction-vector fs−1 of fs; a contradiction that fs is a base-vector. ⊓⊔
Remark 4. (1) Restricting to a polynomial Σ∗-extension (F,σ) of (G,σ) in which
one can solve Problem FPLDE, the algorithms can be simplified further (compare
SolvePTPoly and DegreeReductionPoly).
(2) Also the improvements of Remark 2 can be applied to the algorithms from above.
(3) Furthermore, Algorithm ReducedPT can be refined further (and is available in
Sigma) as follows. In Line 5 of Algorithm DegreeReductionReduced, one does not
return (), but returns ( f ′1,{(1,0, . . . ,0)}). Then one can show that one obtains a solu-
tion where the degree of the extension t is minimal. This yields an improved version
of the algorithm introduced in [57, Alg. 4.2]. Besides that, one can modify Line 5 in
Algorithm ReducedPT to find optimal degree representations of t in the numerators
and denominators using the ideas of [57, Section 5].
7 A constructive version of Karr’s structural theorem
In [27, 28] reduced ΠΣ∗-fields are introduced to derive a discrete analogue of Li-
ouville’s Theorem [34]. More generally, for ΠΣ∗-extensions we need the following
Definition 11. A ΠΣ∗-extension (G(t1) . . . (te),σ) of (G,σ) is called reduced if for
any Σ∗-extension ti (1≤ i≤ e) with f :=σ(ti)−ti ∈G(t1) . . . (ti−1)\G the following
property holds: there do not exist a g ∈G(t1) . . . (ti−1) and an ψ ∈G with (31).
With Algorithm ReducedPT one can immediately check if a given ΠΣ∗-extension
(G(t1) . . . (te),σ) of (G(t1) . . . (te−1),σ) with f := σ(te)− te is reduced over G. If
f ∈G, it is reduced. Otherwise, let i such that f ∈G(t1) . . . (ti)\G(t1) . . . (ti−1). Now
calculate a reduced solution (ψ ,(1,g)) with ReducedPT(( f ),G(t1) . . . (ti−1)). Then
the extension is not reduced iff ψ ∈G(t1) . . . (ti−1). In this case it can be transformed
to a reduced one using the following lemma; see [62, Lemma 21].
Lemma 6. Let (F(t),σ) be a Σ∗-extension of (F,σ) with σ(t) = t+ f , and let ψ ,g∈
F such that (31) holds. Then there is a Σ∗-extension (F(s),σ) of (F,σ) with σ(s) =
s+ψ together with an F-isomorphism τ : F(t)→ F(s) with τ(t) = s+ g.
Namely, we can construct the Σ∗-extension (F(s),σ) of (F,σ) with σ(s) = s+ψ
together with the F-isomorphism τ : F(t)→ F(s) defined by τ(t) = s+ g.
Example 15. Take the ΠΣ∗-field (Q(k)(p)(h),σ) from Ex. 1.4 and consider the Σ∗-
extension (Q(k)(p)(h)(t),σ) of (Q(k)(p)(h),σ) with σ(t) = t+ f where f is given
in (2). We get an improved version by using the reduced solution (ψ ,(−1/2,g))
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from Ex. 12. Equivalently, we can take (−2ψ ,(1,−2g)). By Lemma 6 we can
construct the Σ∗-extension (Q(k)(p)(h)(s),σ) of (Q(k)(p)(h),σ) with σ(s) =
s+ (k+2)p(k+1) and get the Q(k)(p)(h)-isomorphism τ : Q(k)(p)(h)(t)→Q(k)(p)(h)(s)
with τ(t) = s+ k(k+ 1)ph2− 2h p. Note that this map is also reflected in (32).
Applying this transformation iteratively (see [62, Algorithm 1]) enables one to trans-
form any ΠΣ∗-extension to a reduced version.
Theorem 7. For any ΠΣ∗-extension (H,σ) of (G,σ) there is a reduced ΠΣ∗-
extension (F,σ) of (G,σ) and an F-isomorphism τ : H→ F.
1. Such (F,σ) and τ can be given explicitly, if (F,σ) is FPDLE-computable.
2. If (H,σ) is a polynomial Σ∗-extension of (G,σ) and one can solve Problem PT in
(G,σ), such a polynomial Σ∗-extension (F,σ) of (G,σ) and τ can be calculated.
Given such a reduced ΠΣ∗-extension, we are in the position to apply the following
theorem. For a proof in the context of reduced ΠΣ -fields see [28, Result, page 315],
and in the context of reduced ΠΣ∗-extensions as above see [48, Thm 4.2.1].
Theorem 8 (Karr’s structural theorem). Let (F,σ) be a reduced ΠΣ∗-extension
of (G,σ) with F = G(t1) . . . (te) and σ(ti) = αi ti + βi, and define S := {1 ≤ i ≤
e|σ(ti)− ti ∈G}. Let f ∈G. Then for any g ∈ F with σ(g)− g = f we have that
g = w+∑
i∈S
ci ti, with ci ∈ constσG and w ∈G. (33)
This theorem can simplify the calculation of a solution g ∈ G(t1) . . . (te) of σ(g)−
g = f ∈ F dramatically: Let S = {i1, . . . , ir} and f ∈ A. Then calculate a first-entry
solution set of V (( f ,βi1 , . . . ,βir),G). If it is the empty set, there does not exist such a
g by Theorem 8. Otherwise, the computed first-entry solution (c,c1, . . . ,cr,w) with
c 6= 0 yields the desired solution g = 1
c
(w−c1 ti1 −·· ·−cr tir). Similarly, parameter-
ized telescoping can be simplified using Karr’s structural theorem.
8 Conclusion
We started with a general framework to solve parameterized first-order linear differ-
ence equations in a ΠΣ∗-extension over a ground field that possesses certain com-
putational properties. From there various refinements are derived yielding fast pa-
rameterized telescoping algorithms. In particular, a new algorithmic variant has been
developed to compute reduced solutions efficiently. This enables one to simplify in-
definite sums by telescoping using an extra sum whose summand is expressed in the
smallest possible sub-field. In addition, recurrences can be produced using such sum
extensions yielding shorter recurrences than naive creative telescoping. Finally, this
algorithm enables one to construct reduced ΠΣ∗-extensions and to exploit structural
properties such as Theorem 8. Exactly such results give rise to even more efficient
strategies to calculate parameterized telescoping solutions.
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In [53, 59] depth-optimal ΠΣ∗-extension have been introduced which refine
the notion of reduced ΠΣ∗-extensions and which give even stronger structural re-
sults than Theorem 8; see [62]. In particular one can search for such an improved
ΠΣ∗-field that leads to sum representations with minimal nesting depth [60]. As
for reduced ΠΣ∗-extensions this construction is algorithmically by an improved
telescoping algorithm. This has been accomplished by refining Algorithm SolveP-
TRat in [59]. However, with the technology presented in this article it is possible
to perform this refinement starting with Algorithm FirstEntryPT (instead of SolveP-
TRat). This new variant (similarly as we obtained a new algorithm for reduced ΠΣ∗-
extensions) is meanwhile implemented in Sigma and gives currently the best algo-
rithm to solve parameterized linear difference equations in large ΠΣ∗-fields.
The algorithms presented in this article and the refinements for depth-optimal
ΠΣ∗-extension are heavily exploited in ongoing calculations coming from QCD
(Quantum ChromoDynamics). In these computations highly complicated Feynman
integrals [14, 2, 1, 15] are transformed to multi-sums [16] and are simplified in terms
of indefinite nested product-sum expressions using the packages introduced in [63].
Acknowledgements This work has been supported by the Austrian Science Fund (FWF) grants
P20347-N18 and SFB F50 (F5009-N15) and by the EU Network LHCPhenoNet PITN-GA-2010-
264564.
References
1. Ablinger, J., Blu¨mlein, J., Hasselhuhn, A., Klein, S., Schneider, C., Wissbrock, F.: Massive
3-loop Ladder Diagrams for Quarkonic Local Operator Matrix Elements. Nuclear Physics B
864, 52–84 (2012). arXiv:1206.2252v1 [hep-ph]
2. Ablinger, J., Blu¨mlein, J., Klein, S., Schneider, C., Wissbrock, F.: The O(α3s ) Massive Oper-
ator Matrix Elements of O(n f ) for the Structure Function F2(x,Q2) and Transversity. Nucl.
Phys. B 844, 26–54 (2011). arXiv:1008.3347 [hep-ph]
3. Ablinger, J., Blu¨mlein, J., Schneider, C.: Harmonic Sums and Polylogarithms Generated by
Cyclotomic Polynomials. J. Math. Phys. 52(10), 1–52 (2011). [arXiv:1007.0375 [hep-ph]]
4. Ablinger, J., Blu¨mlein, J., Schneider, C.: Analytic and algorithmic aspects of generalized har-
monic sums and polylogarithms. J. Math. Phys. 54(8), 1–74 (2013). arXiv:1302.0378 [math-
ph]
5. Abramov, S.A.: On the summation of rational functions. Zh. vychisl. mat. Fiz. 11, 1071–1074
(1971)
6. Abramov, S.A.: The rational component of the solution of a first-order linear recurrence re-
lation with a rational right-hand side. U.S.S.R. Comput. Maths. Math. Phys. 15, 216–221
(1975). Transl. from Zh. vychisl. mat. mat. fiz. 15, pp. 1035–1039, 1975
7. Abramov, S.A.: Rational solutions of linear differential and difference equations with polyno-
mial coefficients. U.S.S.R. Comput. Math. Math. Phys. 29(6), 7–12 (1989)
8. Abramov, S.A., Bronstein, M., Petkovsˇek, M., Schneider, C.: In preparation (2012)
9. Abramov, S.A., Petkovsˇek, M.: D’Alembertian solutions of linear differential and difference
equations. In: J. von zur Gathen (ed.) Proc. ISSAC’94, pp. 169–174. ACM Press (1994)
10. Abramov, S.A., Petkovsˇek, M.: Rational normal forms and minimal decompositions of hyper-
geometric terms. J. Symbolic Comput. 33(5), 521–543 (2002)
11. Abramov, S.A., Petkovsˇek, M.: Polynomial ring automorphisms, rational (w,σ )-canonical
forms, and the assignment problem. J. Symbolic Comput. 45(6), 684–708 (2010)
12. Andrews, G.E., Paule, P., Schneider, C.: Plane Partitions VI: Stembridge’s TSPP Theorem.
Advances in Applied Math. Special Issue Dedicated to Dr. David P. Robbins. Edited by D.
Bressoud 34(4), 709–739 (2005)
Fast Algorithms for Refined Parameterized Telescoping in Difference Fields 29
13. Bauer, A., Petkovsˇek, M.: Multibasic and mixed hypergeometric Gosper-type algorithms.
J. Symbolic Comput. 28(4–5), 711–736 (1999)
14. Bierenbaum, I., Blu¨mlein, J., Klein, S., Schneider, C.: Two–loop massive operator matrix ele-
ments for unpolarized heavy flavor production to O(ε). Nucl.Phys. B 803(1-2), 1–41 (2008).
[arXiv:hep-ph/0803.0273]
15. Blu¨mlein, J., Hasselhuhn, A., Klein, S., Schneider, C.: The O(α3s n f T 2F CA,F ) Contributions to
the Gluonic Massive Operator Matrix Elements. Nuclear Physics B 866, 196–211 (2013)
16. Blu¨mlein, J., Klein, S., Schneider, C., Stan, F.: A Symbolic Summation Approach to Feynman
Integral Calculus. J. Symbolic Comput. 47, 1267–1289 (2012)
17. Blu¨mlein, J., Kurth, S.: Harmonic sums and Mellin transforms up to two-loop order. Phys.
Rev. D60 (1999)
18. Bronstein, M.: On solutions of linear ordinary difference equations in their coefficient field.
J. Symbolic Comput. 29(6), 841–877 (2000)
19. Chen, S., Jaroschek, M., Kauers, M., Singer, M.F.: Desingularization Explains Order-Degree
Curves for Ore Operators. In: M. Kauers (ed.) Proc. of ISSAC’13, pp. 157–164 (2013)
20. Chen, S., Kauers, M.: Order-Degree Curves for Hypergeometric Creative Telescoping. In:
J. van der Hoeven, M. van Hoeij (eds.) Proceedings of ISSAC 2012, pp. 122–129 (2012)
21. Chyzak, F.: An extension of Zeilberger’s fast algorithm to general holonomic functions. Dis-
crete Math. 217, 115–134 (2000)
22. Cohn, R.M.: Difference Algebra. Interscience Publishers, John Wiley & Sons (1965)
23. Driver, K., Prodinger, H., Schneider, C., Weideman, J.A.C.: Pade´ approximations to the loga-
rithm III: Alternative methods and additional results. Ramanujan J. 12(3), 299–314 (2006)
24. Ero¨cal, B.: Algebraic extensions for summation in finite terms. Ph.D. thesis, RISC, Johannes
Kepler University, Linz (2011)
25. Gosper, R.W.: Decision procedures for indefinite hypergeometric summation. Proc. Nat. Acad.
Sci. U.S.A. 75, 40–42 (1978)
26. Hendriks, P.A., Singer, M.F.: Solving difference equations in finite terms. J. Symbolic Com-
put. 27(3), 239–259 (1999)
27. Karr, M.: Summation in finite terms. J. ACM 28, 305–350 (1981)
28. Karr, M.: Theory of summation in finite terms. J. Symbolic Comput. 1, 303–315 (1985)
29. Kauers, M., Schneider, C.: Application of unspecified sequences in symbolic summation. In:
J. Dumas (ed.) Proc. ISSAC’06., pp. 177–183. ACM Press (2006)
30. Kauers, M., Schneider, C.: Indefinite summation with unspecified summands. Discrete Math.
306(17), 2021–2140 (2006)
31. Kauers, M., Schneider, C.: Symbolic summation with radical expressions. In: C. Brown (ed.)
Proc. ISSAC’07, pp. 219–226 (2007)
32. Koornwinder, T.H.: On Zeilberger’s algorithm and its q-analogue. J. Comp. Appl. Math. 48,
91–111 (1993)
33. Koutschan, C.: Creative telescoping for holonomic functions. In: C. Schneider, J. Blu¨mlein
(eds.) Computer Algebra in Quantum Field Theory: Integration, Summation and Special
Functions, Texts and Monographs in Symbolic Computation, pp. 171–194. Springer (2013).
arXiv:1307.4554 [cs.SC]
34. Liouville, J.: Me´moire sur l’inte´gration d’une classe de fonctions transcendantes. J. Reine
Angew. Math. 13, 93–118 (1835)
35. Moch, S.O., Uwer, P., Weinzierl, S.: Nested sums, expansion of transcendental functions, and
multiscale multiloop integrals. J. Math. Phys. 6, 3363–3386 (2002)
36. Osburn, R., Schneider, C.: Gaussian hypergeometric series and extensions of supercongru-
ences. Math. Comp. 78(265), 275–292 (2009)
37. Paule, P.: Greatest factorial factorization and symbolic summation. J. Symbolic Comput.
20(3), 235–268 (1995)
38. Paule, P.: Contiguous relations and creative telescoping. unpublished manuscript p. 33 pages
(2001)
39. Paule, P., Riese, A.: A Mathematica q-analogue of Zeilberger’s algorithm based on an alge-
braically motivated aproach to q-hypergeometric telescoping. In: M. Ismail, M. Rahman (eds.)
Special Functions, q-Series and Related Topics, vol. 14, pp. 179–210. AMS (1997)
40. Paule, P., Schneider, C.: Computer proofs of a new family of harmonic number identities. Adv.
in Appl. Math. 31(2), 359–378 (2003)
30 Carsten Schneider
41. Paule, P., Schorn, M.: A Mathematica version of Zeilberger’s algorithm for proving binomial
coefficient identities. J. Symbolic Comput. 20(5-6), 673–698 (1995)
42. Paule, P., Suslov, S.K.: Relativistic Coulomb Integrals and Zeilbergers Holonomic Systems
Approach. I. In: C. Schneider, J. Blu¨mlein (eds.) Computer Algebra in Quantum Field Theory:
Integration, Summation and Special Functions, Texts and Monographs in Symbolic Compu-
tation, pp. 225–241. Springer (2013)
43. Petkovsˇek, M.: Hypergeometric solutions of linear recurrences with polynomial coefficients.
J. Symbolic Comput. 14(2-3), 243–264 (1992)
44. Petkovsˇek, M., Wilf, H.S., Zeilberger, D.: A = B. A. K. Peters, Wellesley, MA (1996)
45. Petkovsˇek, M., Zakrajsˇek, H.: Solving linear recurrence equations with polynomial coeffi-
cients. In: C. Schneider, J. Blu¨mlein (eds.) Computer Algebra in Quantum Field Theory: Inte-
gration, Summation and Special Functions, Texts and Monographs in Symbolic Computation,
pp. 259–284. Springer (2013)
46. Pirastu, R., Strehl, V.: Rational summation and Gosper-Petkovsˇek representation. J. Symbolic
Comput. 20(5-6), 617–635 (1995)
47. Prodinger, H., Schneider, C., Wagner, S.: Unfair permutations. Europ. J. Comb. 32, 1282–1298
(2011)
48. Schneider, C.: Symbolic summation in difference fields. Tech. Rep. 01-17, RISC-Linz, J. Ke-
pler University (2001). PhD Thesis
49. Schneider, C.: Solving parameterized linear difference equations in ΠΣ -fields. SFB-Report
02-19, J. Kepler University, Linz (2002)
50. Schneider, C.: A collection of denominator bounds to solve parameterized linear difference
equations in ΠΣ -extensions. An. Univ. Timis¸oara Ser. Mat.-Inform. 42(2), 163–179 (2004).
Extended version of Proc. SYNASC’04
51. Schneider, C.: Symbolic summation with single-nested sum extensions. In: J. Gutierrez (ed.)
Proc. ISSAC’04, pp. 282–289. ACM Press (2004)
52. Schneider, C.: Degree bounds to find polynomial solutions of parameterized linear difference
equations in ΠΣ -fields. Appl. Algebra Engrg. Comm. Comput. 16(1), 1–32 (2005)
53. Schneider, C.: Finding telescopers with minimal depth for indefinite nested sum and product
expressions. In: M. Kauers (ed.) Proc. ISSAC’05, pp. 285–292. ACM (2005)
54. Schneider, C.: A new Sigma approach to multi-summation. Adv. in Appl. Math. 34(4), 740–
767 (2005)
55. Schneider, C.: Product representations in ΠΣ -fields. Ann. Comb. 9(1), 75–99 (2005)
56. Schneider, C.: Solving parameterized linear difference equations in terms of indefinite nested
sums and products. J. Differ. Equations Appl. 11(9), 799–821 (2005)
57. Schneider, C.: Simplifying Sums in ΠΣ -Extensions. J. Algebra Appl. 6(3), 415–441 (2007)
58. Schneider, C.: Symbolic summation assists combinatorics. Se´m. Lothar. Combin. 56, 1–36
(2007). Article B56b
59. Schneider, C.: A refined difference field theory for symbolic summation. J. Symbolic Comput.
43(9), 611–644 (2008). [arXiv:0808.2543v1]
60. Schneider, C.: A Symbolic Summation Approach to Find Optimal Nested Sum Representa-
tions. In: A. Carey, D. Ellwood, S. Paycha, S. Rosenberg (eds.) Motives, Quantum Field The-
ory, and Pseudodifferential Operators, Clay Mathematics Proceedings, vol. 12, pp. 285–308.
Amer. Math. Soc (2010). arXiv:0808.2543
61. Schneider, C.: Parameterized Telescoping Proves Algebraic Independence of Sums. Ann.
Comb. 14(4), 533–552 (2010). [arXiv:0808.2596]
62. Schneider, C.: Structural Theorems for Symbolic Summation. Appl. Algebra Engrg. Comm.
Comput. 21(1), 1–32 (2010)
63. Schneider, C.: Modern summation methods for loop integrals in quantum field theory: The
packages Sigma, EvaluateMultiSums and SumProduction. In: Proc. ACAT 2013, To appear
in J. Phys.: Conf. Ser., pp. 1–17 (2013). arXiv:1310.0160 [cs.SC]
64. Schneider, C.: Simplifying multiple sums in difference fields. In: C. Schneider, J. Blu¨mlein
(eds.) Computer Algebra in Quantum Field Theory: Integration, Summation and Special
Functions, Texts and Monographs in Symbolic Computation, pp. 325–360. Springer (2013).
arXiv:1304.4134 [cs.SC]
65. Vermaseren, J.A.M.: Harmonic sums, Mellin transforms and integrals. Int. J. Mod. Phys. A14,
2037–2976 (1999)
66. Zeilberger, D.: The method of creative telescoping. J. Symbolic Comput. 11, 195–204 (1991)
