In this paper, a novel suspect-adaptive technique for robust Bayesian forensic speaker recognition via Maximum A Posteriori (MAP) estimation is presented, which addresses Likelihood Ratio (LR) computation in limited suspect speech data conditions obtaining good calibration performance. Robustness is achieved by the use of speaker-independent information, adapting it to the specificities of the suspect involved in the process. Thus, this procedure allows the system to weight the relevance of the suspect specificities depending on the amount of suspect data available via MIAP estimation. Experimental results show robustness to suspect data scarcity and stable performance for any amount of suspect material. Also, the proposed technique outperforms other previously proposed non-adaptive approaches. Results are presented as discrimination capabilities (DET plots), distributions of LRs (Tippett plots) and expected cost of wrong decisions over any prior or decision cost (Cll,).
Introduction
In forensic speaker recognition, a court of law may ask for an expert opinion about a questioned recording related to a crime and a given suspect. The aim of a forensic scientist in such a case is to report a meaningful value which assesses the strength ofthe forensic evidence in this context of identification of sources [1] . In order to assist forensic experts in criminal trials, the Bayesian framework for evidence evaluation [2, 3] can be applied to forensic speaker recognition by means of automatic systems [4, 5] . In this case, the forensic evidence can be regarded as the human interpretation of all the information that the speaker recognition system can automatically obtain, typically the similarity score between the questioned recording and the suspect speech material. Bayesian interpretation of the forensic evidence using automatic systems has been accomplished both by generative statistical models [4] and discriminative techniques [5] . In this sense, it has been shown in the literature [4] that the the accuracy of LR computation is especially affected by small sample size effects due to suspect data scarcity. Several approaches to achieve robustness against lack of suspect speech have been proposed [4, 6] . In this paper we propose a novel technique which achieves robustness by exploiting speaker-independent information and suspect specificities using an adaptive approach. The proposed technique obtains better discrimination and calibration results compared to other non-adaptive approaches. The paper is organized as follows. Section Likelihood Ratios (LR) can be estimated from similarity scores computed by an automatic system [4] . In order to obtain such a value, a probabilistic model based on the odds form of Bayes' theorem and Likelihood Ratio (LR) computation has been shown to be an adequate tool for assisting experts in forensic sciences to interpret evidence [2, 3] . This Bayesian framework for interpretation of the evidence presents many advantages in the forensic context. First, it allows the forensic scientists to estimate and report a meaningful LR value to the court [1] , where the numerical LR value means a support to one of the hypotheses involved (e. g., LR = 6 means that there is a 6 versus 1 support to one hypothesis respect its opposite). Therefore, this value allows not only to discriminate between suspects, but also to infer posterior probabilities, or confidences [5] , in order to take decisions in a transparent and scientific way. Second, the role of the scientist is clearly defined, leaving to the court the task of using prior judgements or costs in the decision process [7] . Third, probabilities can be interpreted as degrees of belief [8] , allowing the incorporation of subjective opinions in the inference process. Finally, there is an extensive work in the literature related to the evaluation of posterior opinions and LRs as a degree of support of any of the hypotheses involved in the Bayesian inferential process [9] . Moreover, useful evaluation measures of the LR with attractive information-theoretical interpretations can also be found in [9] . There, the LR is evaluated through the Clr metric in an application-independent way, i. e., independently of the different prior opinions and costs involved in the decision process [7] . This evaluation metric has been recently proposed by NIST in next 2006 Speaker Recognition Evaluation (SRE) [10] for the evaluation of speaker recognition systems providing LR values instead of scores. Moreover, Cll, can also be interpreted as information delivered from the forensic system to the user in the context of Information Theory.
Generative Likelihood Ratio Computation
Following this approach for LR computation, we assume that the evidence E is the similarity score between the questioned speech and the suspect material computed with the speaker recognition system at hand. Therefore:
where HP (a given suspect is the author of the questioned recording involved in the crime) and Hd (another individual is the author ofthe questioned recording involved in the crime) are the relevant hypotheses and I is the background information available in the case. The likelihoods f (x HP, I) and f (x Hd, I) are respectively known as the within-and between-source probability density functions (pdt). Between-source pdf is modelled from scores assuming that Hd is true. These non-target or impostor scores are obtained comparing the questioned speech under analysis with a population of individuals. On the other hand, within-source distribution is estimated from scores assuming that HP is true. These within-source scores are obtained comparing different utterances from the suspect speech material, and therefore they will be considered as target or genuine scores. See [4] for details.
One of the main problems in within-source estimation is related with the suspect speech data scarcity [4] . In [6] , a framework is proposed assuming that an accurate model ofthe withinsource distribution for a given suspect can be obtained using target scores from different individuals in the same conditions. However, it has been shown that, even in the same conditions, the target scores coming from different speakers may present different distributions [11] . Therefore, accuracy in withinsource estimation may be improved by exploiting suspectspecific scores, because the HP condition claims that the suspect and no other individual is the author of the questioned recording. In [4] a different approach is proposed, namely Within-source Degradation Prediction (WDP). This technique combines suspect target scores with between-source distribution information to predict score variability not present in the suspect data. Experiments presented in [4] show excellent performance when limited suspect data is available. However, this optimization technique, despite improving the discrimination performance of the system, introduces errors in the posterior probabilities inferred from the LR. This is because WDP aims at fixing the within-source distribution without considering the actual (and unknown) suspect data it claims to represent. Therefore, the predicted within-source pdf will not represent the actual distributions, and thus the technique will incur a calibration loss. Then the information provided by the system is suboptimal. This effect is solved by the technique proposed below, and is discussed in depth in another recent work from the authors [12] . 
MAP Adaptation for Suspect-Adapted
Within-source estimation
In this work, a novel adaptive approach to within-source computation is proposed, which exploits both general speakerindependent variability and suspect specificities. Our strategy is based on the adaptation of the speaker-independent target score distribution to the suspect target scores via MIAP estimation [13] . 
and depends on: i) the number of suspect scores M and ii) a fixed relevance factor r. It is observed that when M is small, the algorithm gives more importance to global data XG. As more suspect scores are available, the adapted within-source distribution will be more adjusted to the suspect data Xs. Note that if r = 0 then fA (x) = fs (x). On the other hand, if r -+ oo then fA (x) -+ fG (x) and the resulting within-source will be speaker-independent as in [6] . Figure 1 illustrates this technique for r = 1 from 10 suspect scores and 20 global target scores.
Experiments
Experiments have been performed using the evaluation protocol proposed in NIST 2005 SRE [14] . The database used in this evaluation has been extracted from the MIXER corpus [15 
Performance Evaluation
The performance of the system will be presented in three different ways: i) DET plots [17] of misleading evidence for each hypothesis; and iii) CUlr [9] gives the expected cost of taking wrong decisions when using the forensic system, averaged over a wide range of applications, i.e., prior judgements and costs. Because of its interesting properties, Cllr has been selected in NIST 2006 SRE as an evaluation metric for systems delivering LRs instead of scores [10] . DET curves measure the discrimination performance of the speaker recognition system in all operating points. However, the performance ofthe LRs not only depends on their capability of discriminating among speakers, but in the actual values of the posterior probabilities (or confidences [5] Cii, can also be interpreted in an information-theoretical way. Given a system which outputs LRs, 1-Clr measures the amount of actual information that is delivered from the system to the user (in our case, the fact finder) assuming a maximum entropy prior (in our binary case, P (Hp) = P (Hd) = 1/2). So, the lower the Cil, value, the higher the information delivered from the system to the fact finder. Moreover, Cllr includes two different measures: i) the loss in accuracy because of the discrimination capabilities of the system (i. e., a bad refinement [19] ) and ii) a penalty to LR values which would lead to unreliable or misleading confidences (which is known as a lack of calibration [19, 9] ). The reader may consult [9] for a detailed description of the effects of calibration in automatic speaker recognition systems and [12] for its application to forensic speaker recognition.
Results
In order to simulate a lack in the suspect data in the selected subset of the 8c-lc condition of NIST Figure  2 shows the performance of the proposed technique in terms of DET plots in suspect data scarcity conditions (M = 2). It is observed that the speaker-adapted within-source estimation technique outperforms discrimination capabilities of speakerdependent (r = 0) and speaker-independent (r -+ oc) methods for all operating points. However, this improvement is not so significant for low False Alarm rates (and DCF as defined by NIST [14] ). But the performance of the LRs depends not only in their discrimination performance, but also in their actual values. This fact is illustrated by comparing Figure 2 and Figure  3 , where the performance of the suspect-adapted within-source estimation technique in terms of Tippett plots is shown. We observe that suspect-adapted within-source computation (r = 1) presents lower rates of misleading evidence when Hp is true, having similar rate of misleading evidence when Hd is true. On the other hand, speaker-dependent within-source estimation (r = 0) when there is a lack of suspect data leads to seriously misleading LR values under Hp (Figure 3 ). This lack of calibration [19, 9] , which is not observable in a DET plot, represents a critical issue in forensic speaker recognition systems. This important idea is out of the scope of this paper and is deeply addressed in [12] . Performance of the system for different relevance factors r (Equation 3) and different number of suspect target scores M is shown in Figure 4 . We have computed the Cll, for different values of M and r. As a result, it can be observed that, for M < 4, the system performance tends to its optimum value for r = 1. Thus, the proposed speaker-adapted technique outperforms speaker-dependent (r = 0) and speaker-independent (r -+ xo) within-source estimation. Also, if M > 5 the best results are obtained for r = 0, although similar performance is obtained for values of r close to 1. In other words, the proposed technique performs properly for any amount of suspect scores, not only in data scarcity situations. It is also seen that the system performance is quite stable from r = 0.5 to r = 2.
In order to complete the analysis, Tippett plots in Figure 5 show the performance of the system using MAP adaptation for different values of M and for r = 1. The claimed robustness can be observed in Figure 4 : as M decreases, the performance of the system is similar, especially in the sense of misleading LR values, i. e., LR > 1 values when Hd is true and LR < 1 values under Hp.
Conclusions
This paper has presented a novel, robust adaptive generative Likelihood Ratio (LR) computation technique for addressing Bayesian forensic speaker recognition using automatic systems. The proposed method adapts within-source distribution from a speaker-independent distribution to the suspect target scores using MIAP estimation. The presented technique has been shown to be robust against data scarcity and to achieve stable performance when the amount of suspect data grows, while outperforming both speaker-dependent and speaker-independent 
