Optical Spectroscopy of Excitons at the Interfaces of Nanostructures by Raja, Archana
Optical Spectroscopy of Excitons
at the Interfaces of Nanostructures
Archana Raja
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
under the Executive Committee







Optical Spectroscopy of Excitons at the Interfaces of Nanostructures
Archana Raja
Atomically thin quasi-two-dimensional materials like graphene and transition metal dichalco-
genide (TMDC) layers exhibit extraordinary optical and electrical properties. They have not only
been used as testing grounds for fundamental research but also show promise for their viability
in optoelectronics, photovoltaics and photocatalysis, to name a few technological applications. In
practice, seldom are these materials used in isolation. One often finds them as part of a multi-
component structure, or heterostructure. In a similar spirit as the influence of solvents on the prop-
erties of molecular complexes, nanomaterials are also affected by their dielectric environment.
Engineering the effect of the surroundings on the excitations in these materials is both a challenge
and an opportunity. Moreover, understanding the transport of energy and charge through these
heterostructures is crucial for device design. In this dissertation I will explore the properties of
excitations in zero-dimensional and two-dimensional nanostructures and their dependence on the
details of the environment using optical spectroscopy. Here, I discuss three of the projects that I
undertook during my graduate studies.
The first project concerns the efficient near-field, non-radiative energy transfer (NRET) of
photo-excited carriers from semiconductor nanocrystals to graphene and a TMDC, molybdenum
disulfide. Photoluminescence quenching of single quantum dots and time-resolved photolumines-
cence were used to quantify the rate of energy transfer. The NRET rate exhibited surprisingly
opposite trends with increasing number of layers of the acceptor 2D sheet. The rate increased with
increasing thickness of adjacent graphene layers but decreased with increasing thickness of MoS2.
A model based on classical electromagnetism could successfully explain the countervailing trends
in terms of the competition between the dissipative channels and reduction of the electric field
within the 2D material.
In the next project, the exciton binding energy and band gap in another TMDC, monolayer
WS2, were tuned via dielectric screening from the environment. Monolayers of WS2 were capped
with graphene layers of varying thickness (1 – 4 layers). The excitonic states of WS2 in the result-
ing heterostructures were detected using reflectance contrast spectroscopy and theoretically studied
by a semi-classical model. The binding energy of the exciton was halved to 150 meV by placement
of a single layer of graphene adjacent to the WS2. Furthermore, this dramatic decrease in the bind-
ing energy is accompanied by a reduction of the band gap by the same amount. Additionally, the
average spacing between the graphene and WS2 was also identified to be a critical parameter with
respect to dielectric screening of the electron - hole interaction. This offers a flexible alternative
for the external manipulation of the Coulomb interaction.
In the final part, I study how excitons in WS2 couple and scatter with the excitations of the
lattice or phonons. The importance of this study stems from the contribution of the scattering rates
to the spectral width of the excitonic feature, the dephasing dynamics and thermal transport. The
transition from direct to indirect band gap semiconductor from mono- to bilayer is expected to add
an additional scattering channel via phonon emission. Through temperature dependent reflectance
contrast and photoluminescence spectroscopy, the scattering rate for the phonon emission and
absorption processes have been quantified. Comparing the results to data reported in the literature,
it is understood that the striking change for the scattering rates is expected only at the mono- to
bilayer transition for WS2. The results suggest material thickness as a handle for engineering
exciton - phonon interactions at the nanoscale.
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1.1 (a) Schematic and cross-sectional bright-field STEM image of artificially stacked mulit-
ple quantum well structure created using MoS2, graphene and h-BN [4]. Schematic
and optical micrographs of CVD grown (b) Vertical and (c) lateral heterojunctions of
monolayer TMDCs [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 (a) Illustration of the cross-sectional view of a transition metal dichalcogenide mono-
layer showing in-plane bonding of the transition metal and chalcogen atoms. (b) Pe-
riodic table identifying the combinations of transition metals and chalcogen atoms in
green and yellow, respectively. Apart from TMDCs there are a number of atomically
thin materials, including graphene, BN and group 15 chalcogenides that form topolog-
ical insulators. The figures are adapted from Ref. [9]. . . . . . . . . . . . . . . . . . . 3
1.3 (a) Brillouin zone of TMDC identifying the Γ, K and M points. (b) Bulk MoS2 band
structure indicating the indirect gap transition at the Γ point. (c) 1L MoS2 band struc-
ture showing the fundamental gap at the K point. The red and blue arrows indicate the
effect of quantum confinement on the transition at the Γ point, leading to a greater gap
at Γ compared to the K point. The band structures are adapted from Ref. [12]. . . . . . 5
iv
LIST OF FIGURES
1.4 (a) Photoluminescence intensity of 1L MoS2, in red, compared to that of 2L MoS2
in green Inset: The relative PL yield decreases by four orders of magnitude as we go
from monolayer to bulk Mo2. (b) Absorption/layer and normlaized emission spectra
of 1L and 2L MoS2. The A and the B peaks correspond to the two transitions at the K
point and I, the indirect gap transition. Reproduced from Ref. [11]. . . . . . . . . . . . 5
1.5 (a) Honeycomb lattice structure of MoS2 indicating broken inversion symmetry. (b)
The z-component of the total angular momentum is indicated for each of the conduc-
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right or left circularly polarized light [15] . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 (a) Schematic describing the exciton in k-space as a coherent superposition of the
electron and hole . (b) Excitons in real-space 3D and 2D systems. Electron-hole
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(c) Quantum confinement and reduced dielectric screening lead to an increase in the
binding energy (red dashed line) and the band gap (black dotted line). Figs. (b) and
(c) are reproduced from Ref. [18] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
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Inset: Reflectance contrast spectra of monolayer WS2 on SiO2/Si. (c) Experimentally
and theoretically obtain exciton transition energies for the ground and first five excited
states are plotted in symbols. The results deviate from the 2D Hydrogen model (red
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1 Introduction
This chapter introduces the material that binds the different chapters of this dissertation, namely
transition metal dichalcogenide (TMDC) films that are one to a few molecular layers thick. We
are interested in the response of these materials in the optical frequency and the the quasi-particles
called excitons which couple to light. In the subsequent chapters, we investigate and manipu-
late excitons in TMDCs and at the interfaces of hybrid nanostructures involving quantum dots,
graphene and TMDCs.
1.1 Towards the assembly of nanoscale devices
Over a decade has passed since the first demonstration of atomically thin sheets of carbon and
transition metal dichalcogenides [1, 2]. Quasi-two-dimensional materials continue to demand the
attention of many researchers and come in a rich variety of forms for exploration of problems in
basic science and technology. In the past few years there has been great progress in the preparation
of nanoscale heterostructures for a variety of applications. Combinations of graphene, hexagonal
boron nitride, and TMDCs have been used to prepare prototypes of ultrathin transistors [3], light
emitting diodes (LEDs) [4] and photoresponsive memories [5], for example. Integrating other low
1
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Figure 1.1: (a) Schematic and cross-sectional bright-field STEM image of artificially stacked
mulitple quantum well structure created using MoS2, graphene and h-BN [4]. Schematic and opti-
cal micrographs of CVD grown (b) Vertical and (c) lateral heterojunctions of monolayer TMDCs
[8].
dimensional systems like quantum dots [6] and carbon nanotubes [7] with 2D materials have also
been fruitful for the development of new designs for nanoscale devices. Specifically in the case
of 2D materials, there has been a lot of progress in the development of polymer based transfer
techniques, wherein one can artificially assemble stacks of 2D materials.
An exemplary stack prepared through such techniques is shown in Fig. 1.1 (a) [4]. This was
used to demonstrate a multiple quantum well LED. Recently, efforts aimed at the direct synthesis
of vertical and lateral 2D heterojunctions have also yielded excellent results. Fig. 1.1 (b) shows
vertical and lateral 2D heterostructures grown via chemical vapor deposition [8]. The ability to
engineer these nanoscale interfaces has opened up many possibilities, both from the applications
and fundamental science points of view. In this dissertation we investigate phenomena related to
bound electron - hole pairs, or excitons, at the interface of low dimensional materials like quantum
2
1.2. ATOMICALLY THIN 2D SEMICONDUCTORS
Figure 1.2: (a) Illustration of the cross-sectional view of a transition metal dichalcogenide mono-
layer showing in-plane bonding of the transition metal and chalcogen atoms. (b) Periodic table
identifying the combinations of transition metals and chalcogen atoms in green and yellow, respec-
tively. Apart from TMDCs there are a number of atomically thin materials, including graphene,
BN and group 15 chalcogenides that form topological insulators. The figures are adapted from
Ref. [9].
dots, graphene, and TMDCs using optical spectroscopy.
1.2 Atomically thin 2D semiconductors
The crystal structure of a monolayer of TMDCs is schematically shown in Fig. 1.2. These layered
van der Waals crystals possess strong in-plane bonding and weak out-of-plane bonding and it is
possible to isolate chemically stable monolayers via micromechanical cleavage [1] or grow them
using techniques like chemical vapor deposition [10]. A subset of 2D materials available for the
3
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rational design of nanoscale devices are outlined in the periodic table of Fig. 1.2.
In their bulk form TMDCs like MoS2 are indirect gap semiconductors. In 2010, Mak et al. [11]
and Splendiani et al. [12] experimentally demostrated that the band structure of MoS2 undergoes
a transition as a function of the number layers and at the monolayer limit it is a direct band gap
semiconductor. Fig. 1.3 (a) illustrates the Brillouin zone of MoS2. The orbitals that constitute
the K point are primarily composed of the Molybdenum d orbitals while the indirect transition
at the Γ point also has significant contributions from the out-of-plane p orbitals of the chalcogen
atoms [13]. As the thickness of MoS2 approaches the monolayer limit, the indirect gap at the Γ
point grows due to quantum confinement, while the K point transition is unaffected. There is a
cross-over at the monolayer limit, resulting in MoS2 being a direct gap semiconductor. Fig. 1.3 (b)
describes the bulk and 1L band structure and indicates the indirect and direct gap transitions by
solid black arrows. The effect of this change in band structure is readily observed by a marked
increase in the photoluminescence yield of the monolayer compared to the bulk by four orders of
magnitude; see Fig. 1.4 (a).
The absorption and emission spectra for mono- and bilayer MoS2 in the region of the optical
gap are shown in Fig. 1.4 (b). The two peaks, A and B, in absorption correspond to the splitting of
the valence band due to spin-orbit interactions. This splitting at the K and K’ points are visualized
in the simplified band diagrams in Fig. 1.5 (b). The absorption at the indirect transition is weak
owing to the small momenta possessed by photons. In case of the bilayer, the availability of density
of states lower in energy than the K point results in emission from the indirect gap.
Fig. 1.5 (a) schematically depicts the real-space crystal structure of monolayer MoS2. The
broken inversion symmetry in the 2D layer allows for an additional degree of freedom related to
the K and K’ valleys. The photon angular momentum or the helicity of the incoming radiation can
4
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Figure 1.3: (a) Brillouin zone of TMDC identifying the Γ, K and M points. (b) Bulk MoS2
band structure indicating the indirect gap transition at the Γ point. (c) 1L MoS2 band structure
showing the fundamental gap at the K point. The red and blue arrows indicate the effect of quantum
confinement on the transition at the Γ point, leading to a greater gap at Γ compared to the K point.
The band structures are adapted from Ref. [12].
Figure 1.4: (a) Photoluminescence intensity of 1L MoS2, in red, compared to that of 2L MoS2 in
green Inset: The relative PL yield decreases by four orders of magnitude as we go from monolayer
to bulk Mo2. (b) Absorption/layer and normlaized emission spectra of 1L and 2L MoS2. The A
and the B peaks correspond to the two transitions at the K point and I, the indirect gap transition.
Reproduced from Ref. [11].
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Figure 1.5: (a) Honeycomb lattice structure of MoS2 indicating broken inversion symmetry. (b)
The z-component of the total angular momentum is indicated for each of the conduction and va-
lence bands. The K and K’ valleys can be selectively excited populated right or left circularly
polarized light [15]
.
be used to excite either of the two valleys in a controlled fashion. Like charge and spin, in 2D
crystals there is an additional degree of freedom associated with valley. The recent experimental
demonstration of the valley hall effect [14], similar to the spin hall effect, opens up possibilities in
the direction of valley based electronics.
1.3 Strongly bound 2D excitons in TMDCs
When semiconductors absorb light, an electron is displaced from the valence band to the con-
duction band, leaving behind a hole. The Coulomb interaction between this electron and the
hole results in the creation of a quasi-particle called an exciton, which is a coherent superposi-
tion of the electron and hole states. The exciton is schematically visualized in reciprocal space
6
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for two parabolic bands Fig. 1.6 (a). The peaks in the absorption and emission spectra of MoS2
in Fig. 1.5 (a-b) correspond to excitons. The energy of peaks, which is sometimes termed the
optical gap, corresponds to the difference between the band gap and the binding energy. The bind-
ing energy corresponds to the strength of the Coulomb interaction between the electron and hole.
Compared to excitons in bulk or 3D TMDCs, the excitons in monolayer TMDCs exhibit interaction
strengths that are an order of magnitude larger. Recent experiments [10, 16–18]have determined
the binding energy of 2D excitons to be on the order of many hundreds of meV, compared to the
tens of meV in the bulk [19]. This unusually large interaction strength can be attributed to re-
duced dielectric screening and quantum confinement. Fig. 1.6 (b) graphically describes the effect
of dielectric screening as we reduce the dimensionality of the system. The material’s polariz-
ability is higher than that of the surrounding vacuum or air. In the 3D case the field lines only
traverse through the sample while in case of the 2D semiconductor the field lines also sample the
surrounding dielectric media, leading to an overall reduction in screening. Quantum confinement
adds an additional factor of four to the biding energy as we scale down from 3D to 2D. Fig. 1.6 (c)
illustrates the idealized absorption spectra in each case, identifying the band gap and the binding
energy by black and red arrows, respectively.
In this dissertation, we explore the manipulation of the properties and interactions of the exci-
tons in WS2. A room temperature absorption spectra of monolayer WS2 from Ref. [20] is repro-
duced in Fig. 1.7 (a). Similar to the case of MoS2, the A and B excitons correspond to the direct
gap transitions at the K point. It is of note that a sheet of WS2, that is three atoms thick, absorbs
10 – 15% of incident light at the excitonic transitions. The spin-orbit splitting is larger in the case




Figure 1.6: (a) Schematic describing the exciton in k-space as a coherent superposition of the
electron and hole . (b) Excitons in real-space 3D and 2D systems. Electron-hole interactions are
screened more strongly in the 3D case compared to the 2D case, where the field lines are shown to
traverse the vacuum surrounding the 2D material. This also (c) Quantum confinement and reduced
dielectric screening lead to an increase in the binding energy (red dashed line) and the band gap
(black dotted line). Figs. (b) and (c) are reproduced from Ref. [18]
In Ref. [18], the binding energy of the A exciton in WS2 was determined via the observation of
the excited states in reflectance contrast spectroscopy. The oscillator strength of the excited states
are low compared to the ground state transition and they are better discerned in the derivative of
the the reflectance contrast, as shown in Fig. 1.7 (b). In 2D, the Coulomb interaction between the
electron and hole depends on their relative separation and this leads to a distinct non-hydrogenic
Rydberg series as shown in Fig. 1.7 (c). The effective screening is, therefore, different for the
different states and is described in the inset.
Finally, we note that the enhanced interaction potential between charges in the 2D layer allows
for stable charged excitonic complexes or trions [21]. Typically there is some unintentional doping
of the TMDC from the substrate. The trion feature (AXT) occurs on the lower energy side of the
8
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Figure 1.7: (a) Room temperature absorption spectra of monolayer WS2 on quartz. [20] (b) Deriva-
tive of the reflectance contrast spectra of monolayer WS2 around the fundamental gap. The Ryd-
berg series of the A exciton can be observed, showing excited states upto 5s. Inset: Reflectance
contrast spectra of monolayer WS2 on SiO2/Si. (c) Experimentally and theoretically obtain ex-
citon transition energies for the ground and first five excited states are plotted in symbols. The
results deviate from the 2D Hydrogen model (red line). Inset: The screening is non-local and each
state experiences a different effective dielectric constant based on the relative distance between the
electron-hole pair that forms the exciton. Figs. (b) and (c) are reproduced from Ref. [18].
ground state excitonic resonance and is distinguishable in the low temperature derivative spectra
in Fig. 1.7 (b).
1.4 Overview of the dissertation
Chapters 2 and 3 give a brief overview of the experimental techniques and sample preparation
methods, respectively. Chapter 4 concerns the non-radiative energy transfer from quantum dots to
2D materials. Chapter 5 pertains to the manipulation of the binding energy of the 2D exciton in
monolayer WS2 and the renormalization of the band gap via environmental dielectric screening.
Exciton-phonon interactions in mono- and bilayer WS2 are covered in chapter 6. Chapter 7 con-
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cludes the dissertation with a brief discussion of a few important problems in the field of TMDCs
and proposes new paths that can be forged from our results.
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2 Experimental Methods
This chapter describes the experimental methods employed for the spectroscopic studies presented
in this dissertation. The first part comprises reflectance, continuous wave PL and Raman spec-
troscopy. The second part covers time-resolved PL measurements, including some details about
the operation of the detector.
2.1 Reflectance contrast spectroscopy
Fig. 2.1 is a schematic of the set up we used to perform reflectance contrast, continuous-wave
photoluminescence CW-PL and Raman spectroscopy. In the case of thin films on a dielectric
substrate, reflectance contrast spectroscopy provides direct physical insight into the absorption
properties of the film [22]. The reflectance of the sample and substrate were probed using white
light from a tungsten-halogen lamp. The light from the lamp was spatially filtered through a 50
µm pinhole, collimated with the help of a lens and guided into the microscope using a set of
mirrors. It was subsequently focused onto the sample held in a cryostat using a 40x objective
with a glass correction collar. The final spot size is around 1.5 – 2 µm. The same objective is
used to collect the reflected light and is focused into the spectrometer and dispersed onto a Peltier
11












PL, Inelastic scattering 
Figure 2.1: Experimental setup for reflectance, CW-PL and Raman spectroscopy. The Tungsten-
halogen source is used for reflectance measurements while CW laser(s) are used for CW-PL and
Raman measurements. In the case of Raman, we have a pinhole and filters (edge or notch) in the
detection; for CW-PL, a long pass or band pass filter; and no filters for reflectance.
cooled Electron Multiplying Charge Coupled Device (EMCCD) detector using a grating composed
of 150 grooves/mm. The grating was calibrated using the absorption features of holmium(III)
perchlorate solution. The quantity of interest in this work is the normalized change in reflectivity





To extract information about the excitonic resonances from the reflectance contrast, we cal-
culated the optical response of the sample under consideration using the standard transfer-matrix
method which is used to model the linear optical response of planar multi layer thin films. The
excitonic resonances of the system and their excited states were parameterized as Lorentzians on
a constant background. An open-source software was used for the calculations [23].
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2.2 CW photoluminescence and Raman spectroscopy
The setups for CW-PL and Raman spectroscopy are outlined in the Fig. 2.1.
For CW-PL, the 514 nm line of an Argon ion laser was used. The laser excitation was guided
into the microscope and focused onto the sample in a similar manner as the white light in the case
of reflectance contrast. The spot is size is typically on the order of 2 µm. The PL from the sample
was collected by the same objective and focused onto the slit of the spectrometer after passing
through a long pass filter to remove the excitation. A 150 grooves/mm grating was typically used
to disperse the PL onto the EMCCD. For wide-field PL, the beam is expanded to create a 100 µm
diameter spot. A high numerical aperture 100x objective was used to perform the measurements
in air (outside the cryostat). At the detection, instead of the long pass filter, a band pass centered
around the PL was used and a mirror was used in place of the grating to enhance the throughput
from the spectrometer to the detector.
Raman spectroscopy was performed both on the home-built set up as well as a commercial set-
up1. Here, we discuss the home-built set up outlined in Fig. 2.1, however, the principle of operation
is similar in both cases. A 633 nm He-Ne laser used as the excitation source. The excitation
path is similar to CW-PL. At the detection, a pinhole was used to spatially filter the scattered
light and enhance spectral resolution. A steep edge or or notch filter was used for discarding the
elastically scattered laser light. The inelastically scattered light was then focused onto the slit of
the spectrometer and dispersed onto the detector using a high resolution grating (typically 1800
grooves/mm). Each grating position was calibrated using the lines of a Neon pen lamp.
1Renishaw In-Via microscope
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Figure 2.2: Experimental setup for time-resolved PL
2.3 Time-resolved photoluminescence
Fig. 2.3 illustrates the time-resolved photoluminescence apparatus. The excitation source is the
frequency-doubled output of a mode-locked titanium sapphire laser operating at 80 MHz. The
810 nm laser output is doubled in frequency by placing a non-linear crystal, β -Barium Borate
(BBO), in the path of the beam. The sample was measured outside a cryostat in ambient conditions.
It is excited through a 100x (0.9 NA) air objective and the PL was also collected through the same
objective and sent to a fast avalanche photodiode after selecting a narrow band of wavelengths
using a grating (600 grooves/mm). The excitation consisted of a 1.5 µm sized spot of 100 fs
pulses at 405 nm. A time-resolved single photon counter2 was used to determine the temporal

















Figure 2.3: (a) Illustration of the development of a TRPL signal. (b) The temporal response is a
convolution of the instrument response and the PL decay. Figure adapted from Ref. [24]
The principle of time correlated single photon counting (TCSPC) is described in Fig. 2.3. The
detector is triggered each time a laser pulse is fired. This determines the start time for detection.
The time of arrival of the first photon is corresponds to the stop time. Over the course of many laser
pulses, a histogram of these time differences is obtained. The histogram represents the temporal
response of the system and is a convolution of the instrument response and the PL decay. The
instrument response function (IRF) of the single photon counter was determined using 100 fs
pulses, centered at 810 nm from the Ti:sapph laser. Emission lifetimes were extracted from the
time traces after deconvoluting the IRF from the temporal response.
To ensure that the temporal response is representative of a single shot experiment, it is impor-
tant that a single photon or less registers on the detector for each laser excitation. This is because
these detectors tend to have a few ns of dead time after encountering a photon. If multiple photons
are incident, only the first will be registered, and this will lead to a distortion of the signal via
oversampling of the the short lifetimes (the photons incident with shortest time delay). This effect
is called “pile-up” and is described in Fig. 2.3. It is recommended that the count rate be at most 5%
of the excitation to avoid pile-up [24]. In our case the excitation fluences were sufficiently low (<1
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(b)(a)
Figure 2.4: (a) The undesirable effect of pile-up of photons results in over-sampling of the short
time decay. (b) The response shows artificially shorter lifetimes with increasing count rate and this
is not indicative of the true PL lifetime of the sample. Graphics from Ref. [24]
µJcm−2), so as to ensure that the sample absorption was in the linear regime and that the count rate
was low. Measurement of PL lifetimes in solution phase was also carried out in a TCSPC system,
with a pulsed LED excitation source.
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3 Sample preparation and characterization
This chapter summarizes the techniques used to prepare and characterize the graphene, TMDCs
and quantum dots that have been studied in this dissertation.
3.1 Preparation of 2D crystals and their heterostructures
All the 2D materials used in this dissertation were prepared via the micromechanical exfoliation
technique using scotch tape [1]. Additionally, the monolayer MoS2 used in Chapter 4 was sup-
plemented with large area CVD MoS2 that was prepared in the Hone group via the synthesis
procedure described in Ref. [10]. In case of samples prepared on fused silica or 285 nm SiO2/Si,
the substrates were cleaned with piranha or oxygen plasma before the exfoliation. Additionally, for
some of the exfoliations we adapted the technique described in Ref. [25] and heated the substrates
to 100 ◦C during exfoliation to obtain larger crystals.
To prepare the graphene/WS2 heterostructures for the experiments in Chapter 5 we first exfo-
liated WS2 on fused silica and transferred graphene on top. Typically the graphene was exfoli-
ated directly on the polymer following the method described in Ref. [26]. In some instance the
graphene can also be exfoliated on SiO2 and then picked up by the polymer. The polymer of choice
17
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is polypropylene carbonate (PPC) supported on polydimethylsiloxane (PDMS). PPC is preferred
for its low glass transition temperature (∼40 ◦C), since the 2D materials can degrade (chemical
damage, substrate doping etc.) if heated to high temperatures under ambient conditions. The
pickup technique is described in Fig. 3.1. The exfoliated graphene flake (in red) on SiO2 is placed
on a heating stage and heated to 40 ◦C. The PPC/PDMS stack is loaded onto a glass slide and then
gently brought in contact with the flake. This is achieved by following the approach of the PPC
under a microscope. The stage is then heated to 80 ◦C at a rate of 2 ◦C/minute to around 80 ◦C.
Higher temperatures are avoided since there is the risk of the PPC disengaging from the PDMS
(and this property is utilized during the transfer process). After waiting at 80 ◦C for a few minutes
to allow for the best contact with the graphene, we lower the temperature at 2 ◦C/min such that the
PPC slowly contracts and falls below the glass transition temperature, picking up the graphene in
the process. In practice, generally one needs to mechanically lift off very slowly to aid the pickup
process.
The transfer procedure is described in Fig. 3.2. The flake in red represents the graphene and
the green flake the WS2. The WS2 is heated to 40 ◦C, similar to the pickup process. During the
approach, the flakes are repeatedly aligned under the microscope objective. After making contact
we follow the same procedure as in the pickup by heating the sampl, but this time to temperatures
a little over 80 ◦C. Depending on the thickness of the PPC, the film will fall off the PDMS in a few
minutes or many tens of minutes. Once this happens the PDMS is withdrawn and the substrate is
slowly cooled. The PPC covered graphene/WS2 stack is soaked overnight (or atleast 2 hours) in
acetone or chloroform to remove the polymer.
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Figure 3.1: Pickup of 2D materials exfoliated on SiO2 substrates
Figure 3.2: Transfer of 2D materials from polymer to a substrate.
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Figure 3.3: Raman spectra of exfoliated bulk and 1 - 4 layers of (a) MoS2 and (b) graphene
3.2 Raman spectroscopy of mono- to few layer 2D materials
The thickness of monolayer and few layer graphene and TMDC samples is typically determined
by Raman spectroscopy. The Raman measurements were performed in a Renishaw InVia Raman
microscope using a 532 nm laser and a 1800 lines/mm grating. As shown in Fig. 3.3 (a), the
thicknesses of exfoliated mono to few-layer MoS2 were determined using the separation between
the E12g and A1g modes [27]; and that of graphene via the ratio between the G and 2D intensities,
and the width of the 2D peak[28]. The peaks in photoluminescence or optical contrast may also
be utilized to determine the thickness. As discussed in Chapter 1, the photoluminescence yield
for monolayer TMDCs is very high compared to the thicker layers and exhibits only one peak.
The overall offset in contrast in absorption can also be used for the case of a transparent substrate.
In case of thicker samples, the preferred method of ascertaining thickness would be atomic force
microscopy.
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Figure 3.4: (a) Transmission electron micrograph of a sub-monolayer of QDs (b) Histogram of
center-to-center inter-QD spacings extracted from (a). The blue line is a Gaussian fit of the first
peak of the distribution.
3.3 TEM characterization of quantum dots
The diamter of the quantum dot (QD) is an important paramter for the next chapter (Chapter 4)
and was determined via transmission electron microscopy (TEM). The QDs were provided by QD
Vision Inc. A monolayer of QDs were imaged through TEM, as shown inFig. 3.4 (a). The diameter
of the QDs were determined by analysis of the center-to-center distances, following Akselrod et
al. [29]
A diameter of 10.8± 1.0 nm was obtained from a Gaussian fit of the first peak (or nearest
neighbor distances) of the distribution, as shown in Fig. 3.4 (b). This will correspond to a distance
of 5.4 nm from the center to the QD to the surface of MoS2 or graphene.
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4 Energy transfer from quantum dots to 2D
materials1
This chapter discusses the near-field non-radiative energy transfer from semiconductor nanocrys-
tals or quantum dots (QDs) to quasi-two-dimensional materials, graphene and MoS2. We conduct
several experimets to determine the transfer rate of excitons at the QD/2D interface as a function of
the thickness of the 2D material using time-resolved photoluminescence and CW-PL quenching.
The observed transfer rates are in excellent agreement with the theoretically determined transfer
rates using a classical electrostatic framework. This work was done in collaboration with Andrés
Montoya–Castillo in Prof. David Reichman’s group at Columbia University.
4.1 Introduction
Metallic, semiconducting, and insulating nanostructures are available as building blocks for novel
optoelectronic and photonic devices [30–32]. Near-field electromagnetic coupling of these mate-
rials can play an important role in the design of such devices. Colloidal semiconducting quantum
1Based on work accepted by Nano Letters, March 2016
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dots (QD), which exhibit high quantum efficiencies and seamless tunability of bandgaps, are ex-
cellent absorbers and emitters of light. However, they have relatively poor carrier transport proper-
ties, when compared to conventional semiconductors [33]. In contrast, graphite and the family of
transition metal dichalcogenide (TMDC) crystals, which are composed of two-dimensional (2D)
layers coupled by weak van der Waals’ interactions, possess high charge carrier mobilities [34,
35]. Consequently, bringing these two classes of systems together for their respective strengths
and understanding the interaction of photoexcited carriers in hybrid nanostructures is a burgeoning
area of research [6, 36–40].
Non-radiative energy transfer (NRET) involves the motion of an excited electron-hole pair
from an emitter or “donor” to an absorbing medium or “acceptor”. The coupling is mediated by
near-field interactions, without the emission of photons, and can be understood as the quenching
of the donor dipole in the presence of a lossy medium [41]. The efficiency of NRET depends on
a number of factors, including, the distance between the donor and acceptor, the spectral overlap
between the emission of the donor and absorption of the acceptor, the screening of the electric
field of the donor dipole in the acceptor medium, and the dimensionality of the donor and acceptor
[42]. NRET plays a role in the transfer of energy through the photosynthetic network of plants[43],
solar cells[44], and quantum-dot based light emitting diodes[31]. Since the efficiency of NRET
is very sensitive to the separation between the donor and acceptor, it is used to measure distances
in biological systems [45] and in nano-scale sensors with high specificity and low detection limits
[46, 47]. Engineering the spectral overlap between the donor and acceptor offers another way to
control the NRET rate [48]. The complex environments in photosynthetic systems also require a
greater understanding of the role of dielectric screening in tuning dipole-dipole coupling and the
rate of energy transfer[49, 50].
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With the emergence of two-dimensional materials like graphene and TMDC layers, there is a
strong motivation, both for fundamental reasons and as underpinnings for potential applications,
to extend our understanding of NRET to these novel systems. In particular, we wish to examine
the prototypical case of energy transfer from a localized chromophore, such as zero-dimensional
quantum dots, and these two-dimensional materials. Recently, there have been independent reports
of efficient NRET to graphene and MoS2 based on different experimental techniques and theoret-
ical models [36, 38, 51]. Chen et al. [36] reported an increasing rate of NRET with increasing
thickness of the acceptor material, while Prins et al. [38] identified the opposite trend. While the
latter trend has been theoretically reported for metallic acceptors in the work of Chance, Prock
and Silbey [52], Gordon and Gartstein [53] recently established the applicability of the theory to
semiconductor acceptors and highlighted the trend for a range of dielectric responses. Our goal is
to examine and understand NRET to these 2D layers within a unified experimental and theoretical
framework.
In this chapter, we report a direct experimental comparison of decay rates of quantum-dot
(QD) fluorescence when the chromophores are placed on graphene and MoS2 layers of differing
thickness. The measurements are performed using time-resolved photoluminescence (TRPL) and
photoluminescence (PL) quenching of individual quantum dots (QDs) on monolayer graphene and
MoS2. The increased PL decay rate observed for graphene and MoS2 is attributed to NRET. Upon
increasing the thickness of the acceptor material from monolayer to the bulk, the decay rate for the
graphene layers increases, while that on MoS2 decreases. For a given thickness, the rate is always
found to be higher in the case of graphene. We show that a classical electromagnetic model, with
only input of the materials’ dielectric functions, is sufficient to explain both the contrasting trends
with the thickness the 2D acceptor layer and the absolute rates within a factor of two. The coun-
24
4.2. EXPERIMENTAL SETUP
Figure 4.1: (a) Emission spectra of the QDs and the absorption spectra of monolayer graphene
[54] and MoS2 [20]. Inset: Schematic representation of core–shell QD and the 2D layered material
hybrid structure. (b-c) Wide–field photoluminescence images of QDs spin-cast on monolayer
graphene (outlined by dashed blue lines) and MoS2 (dashed red), respectively. The scale bars in
the upper right corners are 5 µm in length. The contrast has been enhanced in the images to allow
the quenched QDs on the monolayers to be discerned. (d-e) Statistics of the PL from hundreds of
individual QDs for the two monolayers, revealing PL quenching of over 90% in both cases.
tervailing trends for the different material systems reflect differences in the relative importance of
the additional layers on the absorption and screening of the local electric field.
4.2 Experimental setup
CdSe/CdZnS core-shell quantum dots, provided by QD Vision Inc., were spin-cast from a dilute
solution onto varying thicknesses of graphene and MoS2 layers. The underlying substrate was a
silicon wafer covered by a 285 nm SiO2 film. The sample configuration is shown schematically in
the inset of Fig. 4.1 (a). The radius of the QDs was determined to be 5.4 nm through transmission
electron microscopy; and the thicknesses of the 2D layers was established by a combination of
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Raman spectroscopy, atomic force microscopy, and optical contrast measurements.
For the time-resolved PL measurements, we excited the quantum dots with the frequency-
doubled output of a modelocked Ti:sapphire laser providing 100 fs pulses of radiation at a wave-
length of 405 nm at low pump fluences (<1 µJ/cm2). We monitored the time evolution of the
resulting PL through time correlated single photon counting using a fast avalanche photodiode.
The instrument response function has a full width at half-maximum of 50 ps, which is apprecia-
bly smaller than our shortest measured lifetime. A similar detection scheme was employed to
characterize the TRPL of isolated colloidal QDs using a suspension of QDs in toluene.
Steady-state diffraction-limited PL images of single QDs on monolayer graphene and MoS2
were also measured. For this purpose, we made use of wide-field laser illumination of the sample.
This measurement capability was applied to determine the PL quenching on the monolayers com-
pared to the PL on the SiO2 substrate. The PL from each QD was extracted by fitting the spatial
profile of the emission to a 2D Gaussian form and integrating over the area of this diffraction-
limited spot.
4.3 Results and discussion
Fig. 4.1 (a) shows the spectral overlap between the optical absorption (at normal incidence) of the
monolayer 2D materials and the optical emission spectra of the QDs. The two peaks in the MoS2
absorption around 1.85 and 2 eV correspond to the “A” and “B” excitonic absorption features [11].
The wide-field images of single QD PL on monolayer graphene and MoS2 are shown in panels (b)
and (c) of Fig. 4.1, respectively. Histograms of the PL intensity of individual QDs on graphene and
MoS2 are compared with that on SiO2 in panels (d) and (e) of Fig. 4.1, respectively. In both cases,
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Figure 4.2: (a) TRPL traces on graphene layers are shown in the top panel and on MoS2 in the
bottom panel. Exemplary fits are overlaid on the data in solid blue and red lines. The grey trace
corresponds to the SiO2 substrate and the instrument response function is the dashed black line. (b)
The QD lifetimes as a function of thickness of 2D layers are shown. Each data point corresponds
to an average decay lifetime over multiple samples; the error bars represent the standard deviation
of the measurements. The grey dashed line at 5 ns denotes the average lifetime of the dots on the
SiO2 substrate. The solid red and blue lines are guides to the eye.
more than 90% of the PL is quenched on the 2D materials, as compared to the SiO2 substrate.
These results indicate the existence of efficient non-radiative decay channels for the photoexcited
carriers in the QDs. The quenching also appears to be greater on graphene compared to MoS2,
despite its lower absorption at the emission energy of the QD.
Fig. 4.3 (a) displays the results of TRPL measurements at the QD emission energy. The popu-
lation of photoexcited carriers decays relatively slowly in the absence of the 2D material. This is
shown by the grey traces signifying QD emission on the SiO2 substrate, which corresponds to a
luminescence lifetime of 5 ns. When QDs are deposited on a monolayer of graphene (top panel,
light blue trace) or of MoS2 (bottom panel, light red trace), the PL lifetime drops by an order of
magnitude. This finding is compatible with the observed PL quenching of individual QDs on the
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respective monolayer material. The lifetime data were fitted to a biexponential form (solid lines
overlaid on the monolayer signals in Fig. 4.3 (a)) convoluted with the instrument response function
(IRF, dotted black line in Fig. 4.3 (a)). The slower component of the biexponential decay is taken
to have a fixed lifetime of 5 ns. Across all the measurements, the typical contribution of this com-
ponent is on the order of a percent of the total signal. We attribute its presence to non-idealities in
the QD film coverage; for example, to small regions with bilayer QD coverage.
For thicker layers of the 2D material, the observed PL lifetime of the QD decreases in the
case of graphene until it approaches the bulk limit (blue traces in Figs. 2(a) and 2(b)). The trend
for the decay rates measured on graphene is consistent with the steady-state PL quenching exper-
iments of Chen et al [36]. For MoS2, however, the opposite trend is evident. The PL lifetime
increases monotonically with layer thickness (red traces in Figs. 2(a) and 2(b)). Monolayer MoS2
yields more efficient NRET than bulk MoS2, with the added layers of acceptor material effectively
inhibiting energy transfer. This finding is in agreement with the observations of Prins et al [38].
The total decay rate of QD excitation is given by the reciprocal of the measured PL emission
time (Γ = 1/τ). Assuming contributions to the decay rate other than NRET are unchanged as
a function of layer thickness, ΓNRET can be obtained by subtracting the measured decay rate of
the QDs on the bare SiO2 substrate from the measured decay rate, Γ, on the material of interest.
Fig. 4.3 (a) shows the resulting ΓNRET as a function of the number of layers of graphene and MoS2,
normalized by the rate of NRET on graphite and bulk MoS2, respectively. The opposing trends
for ΓNRET can be understood and accurately modeled using a simple electromagnetic treatment of
energy transfer (solid lines in Fig. 4.3 (a)).
Within the electromagnetic picture of energy transfer, we model our experiment as a radiating
dipole interacting with a lossy thin film. The key factors that contribute to ΓNRET are the dielectric
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Figure 4.3: (a) Normalized rate of NRET from QDs to graphene and MoS2 as a function of layer
thickness. The rate of NRET on the respective bulk crystals are used for the normalization. Inset:
Absolute rates of PL decay, presented as in the main figure. (b) Numerical simulations of the
electric field of a QD dipole inside the acceptor layers. The black arrows represent the Poynting
vectors, indicating the near-field transfer of energy from the QD to the underlying layer. The
electric field has been reduced by a factor of two for the case of bilayer graphene.
function of the acceptor thin film, which for these anisotropic layers is represented by a (local)
dielectric tensor (ε = ε ′+ iε ′′), and the electric field (E) distribution in the volume of the acceptor.
In the classical approach, the rate of energy transfer from an oscillating dipole to an absorbing
dielectric is then given by ΓNRET ∝
∫
V dv E∗ · ε ′′ ·E [52], where V is the volume of the lossy
material. For the case of an isotropic dielectric function, the expression can be simplified, such that
ΓNRET ∝ ε
′′ ∫
V dv |E|2. The rate is now proportional to the imaginary (or absorptive) component
of the dielectric function, and the integrated intensity of the electric field set up by the radiating
dipole in the acceptor layer.
The electric field within the acceptor layer depends on the complex dielectric function at the
wavelength of the emitting dipole. For conditions relevant to our experiment, Fig. 4.3 (b) displays
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the magnitude of the electric field in the acceptor layers computed numerically [55]. Regardless of
the value of ε , increasing the thickness of the thin film decreases the magnitude of the electric field
in the top layer. This reflects screening of the electric field by the addition of polarizable material
below the first layer. In Fig. 4.3 (b), the electric field in the top layer of trilayer MoS2 (dotted lines)
is clearly weaker than in for monolayer MoS2. To compare the effect of changing the dielectric
function, while keeping the thickness of the material fixed, the electric field in monolayer MoS2 is
compared to the field in bilayer graphene (which has comparable thickness). The in-plane (ε2‖= 5.6
+ 7i) and out-of-plane (ε2⊥ = 1.8+2i) dielectric functions at the QD emission energy of 2.1 eV for
graphene/graphite are taken from the literature [56, 57], with corresponding values for MoS2 [20,
58] monolayer of 18+9.3i and 16 +2.2i, respectively. Bilayer graphene exhibits a larger magnitude
of the electric field in the thin film than a comparable thickness of MoS2. Since the imaginary or
absorptive components of the dielectric functions are similar in the case of graphene and MoS2,
the opposite trends of NRET with thickness in the two materials can be understood to arise from
the differences in the total field strength inside the material. The electric field within a film of
MoS2 is screened so strongly with each added layer that it leads to a net decrease in the overall
NRET with increasing thickness, despite the existence of additional decay channels for the thicker
film. In the case of graphene, the screening of the electric field with each added layer, while still
present is weaker, and an increase in NRET with thickness is predicted.
With this qualitative picture in mind, we now calculate ΓNRET using the method introduced by
Chance, Prock, and Silbey [52] and henceforth referred to as CPS theory. This approach offers
an analytical alternative to the numerical solution described above. CPS theory treats the quan-
tum mechanical transition dipole moment of the excitation in the QD coupled to excitations in
underlying thin film as a radiating dipole near a lossy, anisotropic dielectric slab (as described
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schematically in Fig. 4.3 (b))[59, 60]. The method yields compact integral expressions for the total
and radiative components of the decay rate normalized by the decay rate of the radiating dipole
in the absence of the lossy surface, Γ/Γ0 and Γrad/Γ0. The in-plane (ε2‖) and out-of-plane (ε2⊥)
components of the dielectric functions for graphene and MoS2 are from the taken from the litera-
ture, as above. When the material below the thin film provides larger screening than the material
in which the QDs are embedded (ε1 < ε3, see Fig. 4.3 (b)), as in our experimental with the QDs in
air and the thin film materials supported on an SiO2 substrate, then ΓNRET/Γ0 does not simplify to
the form used by previous authors [38, 53]. It may, however, be obtained from ΓNRET = Γ−Γrad.
Expressions for the individual components of the rate are available in the literature[59] and are
reproduced in the supplementary information.
We find excellent agreement between the experimental results and the theoretical predictions
of CPS theory, as indicated in Fig. 4.3 (a) for the relative rates and in the inset for the absolute
rates. Relative rates (ΓNRET/ΓbulkNRET) were calculated by normalizing the NRET rate by the bulk
value of the rate. In these calculations, we assume that the dielectric function of the thin films
has no thickness dependence. While this is not strictly correct over the entire range of photon
energies, we note the approximation holds well in the energy range of the QD emission at 2.1 eV
[20, 61–63]. Since CPS theory only yields the ratio ΓNRET/Γ0, the calculation of absolute rates
require an estimate of the QD decay rate in vacuum Γ0, or, more practically, in a lossless solvent.
Here, we employ the experimentally determined luminescence lifetime of the QDs in toluene (15
ns). More details are presented in the SI.
Despite being a classical macroscopic theory, the CPS approach has been shown to be equiv-
alent to a perturbative quantum mechanical treatment, accurate to second order in the electronic
coupling between the transition dipole moment of the radiating dipole and the excitations in the
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thin film [52, 64]. For such a perturbative treatment to be valid, the coupling between the transition
dipole moment of the QD and the excitations in the thin film material needs to be small compared
to other energy scales of the system. A priori, one can use the localization radius, ξ ∼ 2 nm, of the
excitation in the QD and the distance between the center of the QD to the surface, h∼ 5.4 nm, as
an estimate of the electronic coupling, V ∼ e−h/ξ << 1 [65].
We note that our discussion has neglected possible charge transfer processes that might con-
tribute to the observed increase in the PL decay rate. This assumption is compatible with previous
experimental work[66, 67] on QD/carbon nanotube hybrid structures, which indicates that NRET
is the dominant decay mechanism for photoexcited carriers in core-shell (type I) QDs. For efficient
charge transfer processes, the bulky, aliphatic ligands passivating the surface of the QDs must be
exchanged for shorter ones [66, 68]. In the present work, along with the strong confinement of car-
riers in the core of the QD, surface passivation with long, insulating ligands (∼1 nm long), greatly
reduces the potential for charge transfer. Furthermore, the significant variation in the PL decay rate
with the thickness of the 2D layers, as well as the prediction of these trends for NRET processes,
indicate that charge transfer processes are not important under our experimental conditions.
The agreement of the classical electromagnetic theory with experiment highlights the versatil-
ity of the classical approach, which is applicable to both metallic and semiconducting thin films
[53]. It thus provides a unified framework for understanding energy transfer for a wide array
of single– to many–layer 2D materials. Of course, CPS theory is applicable only for the simple
case where the excitation in the QD can be well approximated by a point dipole. The spherical
core-shell structure of the QDs used in this experiment and the size of the dot being much smaller
than the emission wavelength ensures that the dipole approximation is applicable [69]. Through
numerical simulations we have also confirmed that including the extended shell structure of the
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QD does not significantly alter the theoretical predictions. The additional screening of the QD
dipole by the shell causes the rates to converge faster to the bulk limit compared to the point dipole
approximation. The results can be found in section 2.2 of the SI.
4.4 Predictions for other systems
Given the success of the CPS theory, we now examine in more detail what accounts for the two
opposing trends in NRET rates with film thickness. First, we consider the factors that lead to
maximum NRET to a thin film. We then provide a map for our experimental conditions (emission
energy of 2.1 eV and a separation of 5.4 nm) that identifies dielectric functions leading to a max-
imum in ΓNRET at finite thicknesses, the type of behavior exhibited by MoS2. For simplicity, we
restrict our analysis to a QD coupled to a thin film with an isotropic dielectric response.
We further assume the generic case of an absorbing material with ε = 1+ χ = 1+ |χ|(1+
i)/
√
2, i.e., where the real and imaginary parts of the susceptibility are assumed to be equal.
We then focus on the role of the magnitude of the susceptibility |χ|, as shown in Fig. 4.4 (a), in
determining the behavior.
For low values of |χ|, where screening of the electric field is relatively weak, we see in
Fig. 4.4 (a) that for ΓNRET/Γ0 is characteristic of graphene–like behavior, i.e, the maximum NRET
is achieved in the limit of a thick film. As the total susceptibility is increased (|χ| = 10, 15, 20),
a suppression of the large–thickness rate is evident. The maximum ΓNRET/Γ0 occurs at finite
thicknesses, as observed experimentally for the case of MoS2. This trend is consistent with the
intuitive argument introduced earlier: The greater the susceptibility, the greater the screening of
the electric field within the thin film. For sufficiently strong screening, this effect outweighs the
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Figure 4.4: Variation of the NRET rate as a function of film thickness for different magnitudes
of the susceptibility χ for ε = 1+ |χ|(1+ i)/
√
2. The distance between the point dipole and the
thin film is fixed at 5.4 nm. (a) The rate of NRET normalized by the decay rate of the dipole in
vacuum. (b) The rate of NRET normalized by the value of the NRET rate in the bulk or large
thickness limit.
benefit of additional decay channels for the NRET process and leads to maximal decay for a film
of finite thickness. In Fig. 4.4 (b), we include the bulk-normalized rate of NRET, ΓNRET/ΓbulkNRET.
Although we lose the information on the absolute rates, it clearly identifies the cases that lead to a
small–thickness peak in the NRET rate.
Finally, in Fig. 4.5 we consider the influence of the complex dielectric function (ε ′ and ε ′′)
on the predicted trend with thickness for the same chromophore separation and photon energy as
used to model our experiment. The goal is to identify the regions that lead to MoS2–like behavior,
i.e., maxima in ΓNRET at finite thicknesses or ΓmaxNRET/Γ
bulk
NRET > 1. Note that when the absorptive
component of the dielectric function (ε ′′) is zero, there is no NRET. We expand the dielectric func-
tions considered to negative real components (ε ′ < 0) to model metals. We indicate a few common
material systems based on their measured dielectric functions. The metals are identified in black
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Figure 4.5: ΓmaxNRET/Γ
bulk
NRET plotted as a function of the real and imaginary parts of the dielectric
function. Rates corresponding to NRET from a point dipole to thin film with an isotropic dielectric
function are calculated for a separation of 5.4 nm and emission photon energy of 2.1 eV. The
dielectric functions are assumed to be constant as a function of film thickness. Some representative
metals and semiconductors for applications in photovoltaics and optoelectronics are identified in
the figure by their isotropically averaged dielectric constant at 2.1 eV [20, 70–73]. The dotted
lines enclose the region of dielectric space where the NRET rate increases monotonically with
thickness. The larger excluded area corresponds to behavior where the peak NRET rate occurs for
finite film thickness.
and the non-metals in white. The region enclosed within the dotted lines represents graphene–like
behavior while the region outside displays MoS2–like behavior. It is evident from Fig. 4.5 that
both the real and imaginary parts of the dielectric function play a role in determining the type of
behavior. Fig. 4.5 was obtained by numerical solution of the full NRET rate. This qualitatively
agrees with a previous map of the onset of the finite thickness peaks in NRET [53] generated
via an analytical approximation. In the case of MoS2 and graphene, they have similar absorptive
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components (ε ′′), but the real part of MoS2 is approximately three times that of graphene, leading
to a stronger screening of the field. This results in the opposite trends observed for the thickness
dependence of the NRET rates.
4.5 Conclusion and outlook
In conclusion, we have experimentally quantified the rate of NRET from QDs to graphene and
MoS2 through PL quenching and time-resolved PL for different thicknesses of the acceptor thin
film. We have elucidated the opposite trends with thickness of graphene and MoS2. The obser-
vations can be explained within a classical electromagnetic framework, where the differences in
susceptibility lead to different balances between an increase in the available decay channels with
increasing thickness and a decrease in the field strength from enhanced screening. The absolute
rates of NRET are also successfully predicted by the theory.
Ultrafast interlayer charge transfer processes in type II heterobilayers have been reported on
50 fs timescales [26, 74]. However, interlayer energy transfer in 2D TMDC heterostructures is not
a well explored area of research. Recently, there have been two preprints offering experimental
[75] and theoretical evidence [76] for efficient energy transfer in TMDC heterostructures. Kozawa
et al. [75] perform photoluminescence excitation spectroscopy on MoSe2/WS2 heterostructures.
They elucidate new peaks in the PLE spectra of MoSe2 that can be attributed to the excitons
transferred from WS2. Manolatou et al. [76] undertake a quantum electrodynamic treatment of
TMDC heterostructures and their calculations indicate sub-picosend timescales for energy transfer.
Energy transfer has also been suggested as a mechanism for non-radiative decay in artificially
stacked MoS2 multilayers [77]. Multiexciton energy transfer was also recently measured on a
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picosecond timescale for CdSe nanoplatelet heterobilayers [78]. We expect to see more activity in
the direction of energy transfer processes within TMDC heterostructures and other 2D materials
like layered organic-inorganic percovskites in the near future.
4.A Equations for rates
In this section, we give a self–contained overview of the theory leading to the rate radiative and
non-radiative energy transfer formulae for systems composed of a radiating dipole near a thin film.
From an electromagnetic perspective, the decay rate of a QD, idealized as a radiating dipole,



























where Es(r0) is the electric field scattered from the interfaces of the thin film (and the substrate
underneath it) at the position of the radiating dipole, r0, and µ is the transition dipole moment
of the QD. The second line, which assumes an isotropic distribution of dipoles near the thin film,
reexpresses the modification to the rate coming from the interaction with the lossy thin film as a
weighted integral of the generalized Fresnel reflection coefficients for s– and p–polarized light,
rp and rs, which are functions of the wavevector associated with excitations in the thin film, k,
normalized by the wavevector associated with the excitation energy of the QD, k0 = 2π/λ , such
that x = k/k0. In this experiment the wavelength associated with the QD emission is λ = 590 nm.
We also define x̄ =
√
1− x2.
For the geometry considered in Fig. 4.3 (b) in the main text of the paper, the generalized Fresnel
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where d is the thickness of the thin film (medium 2 in Fig. 4.3 of main text), rab is the reflection co-
efficient between two media, and k2⊥ is the perpendicular component of the excitation wavevector
in the thin film.

















The perpendicular component of the wavevectors for p– and s–polarized components of the














As is evident from the equations above, Γ depends non-trivially on properties that are intrinsic
and extrinsic to the thin film. In the above expression, the extrinsic properties include the wavevec-
tor of the QD excitation energy, k0, the distance between the QD and the thin film, h, and the (real)
dielectric constants of the material where the QD resides ε1 and of the substrate below the thin
film ε3. Among the intrinsic properties are the (possibly anisotropic) dielectric function ε2,‖ and
ε2,⊥ and the thin film thickness t. Because there is no simple way to project out the effect of any of
these parameters without making potentially unwarranted approximations. Thus, the full charac-
terization of the behavior of the rate with respect to these parameters requires solution of Eq. (4.1)
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for each specific case. For certain cases of interest (e.g., where ε1 = ε3), however, previous studies
have suggested simplified forms for the equations above [52, 53].
Another important advantage of the electromagnetic approach is that, using the energy flux
method [52, 60], one can decompose Eq. (4.1) into its different (Γ0–normalized) contributions: the
decay rate associated with radiation emitted into the upper half–space Γ↑/Γ0, the radiation emitted
into the allowed and forbidden regions below the lossy thin film Γ↓,a/Γ0 and Γ↓, f /Γ0, respectively
(Eqs. (10.48), (10.50), and (10.51) in Ref. [59]), and the non-radiative component of the rate,
ΓNRET/Γ0. For completeness, we reproduce the expressions for all components of the total rate
below.
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Noting that ΓNRET =Γ−Γ↑−Γ↓, Eqs. (4.1), (4.7), and (4.8) provide an expression for ΓNRET/Γ0.

















4.B Applicability of the theory
For the validity of the dipole approximation, the wavefunction of the QD excitation must have
(at least approximate) spherical symmetry and be well localized [69]. For our case, where the
QD is spherical and has a core–shell structure, spherical symmetry and localization are mostly
ensured, lending credence to the application of the electromagnetic approach. Nevertheless, the
extended body of the QD can quantitatively modify the distance dependent rate, but the qualitative
features remain unchanged [79]. We also compared Γ/Γbulk obtained from Eqn. (4.1) through the
numerical solution of macroscopic Maxwell’s equations in COMSOL [55]. As is evident from
Fig. 4.6, the effect of the extended body of the QD is not significant.
Finally, we remark that a crucial approximation in the current treatment is the well justified
assumption that the dielectric functions of graphene and MoS2 do not change appreciably with
growing thickness in the energy range of the QD excitation (2.1 eV). In fact, there are several
experimental[20] and theoretical[61, 62] works that point to the insensitivity of the dielectric func-
tions of these materials to the growing thickness. However, future applications of the theory in
different energy ranges or for different materials requires a model for how dielectric functions
evolve from the monolayer to the bulk limit.
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Figure 4.6: Comparison of Γ/Γbulk for full QD structure obtained on COMSOL (solid line) and
the point dipole approximation (squares on solids line)
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5 Environmental screening of excitons in
monolayer WS2
The unusually strong Coulomb interaction in TMDC’s leads to the emergence of strongly bound
excitons with binding energies on the order of many 100’s of meV. The excitonic particles are
predicted to be particularly sensitive to the environment, allowing for a direct control of their prop-
erties through the surroundings. This chapter concerns the experimental demonstration of tuning
the exciton binding energy in monolayer WS2 via dielectric screening from the environment. The
excitonic states were observed in reflectance contrast spectroscopy and were interpreted using a
semi-classical model. Calculations for the theoretical model were performed by Andrey Chaves in
Prof. David Reichman’s group at Columbia University.
5.1 Introduction
In the recent past, there have been numerous reports of successful realizations of atomically thin
devices through the artificial assembly of two-dimensional heterostructures, typically composed of
transition metal dichalcogenidess (TMDCs) and other van der Waals materials like semi-metallic
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graphene and insulating boron nitride [30]. Owing to the reduced dimensionality of these devices,
their material properties are very sensitive to the surrounding dielectric environment. The ability
to engineer the dielectric environment is both a challenge and an opportunity, opening up new
paradigms for device design where one can remotely manipulate the functionality of the material
without any chemical modification of the material itself [80]. However, a successful demonstration
of this effect has not yet been realized for the TMDCs.
In this chapter, we study the dependence of electronic properties of monolayer WS2 on environ-
mental screening through several experiments. Carriers in quasi-2D dimensional transition metal
dichalcogenides (TMDC) exhibit enhanced Coulomb interaction due reduced dielectric screening
and quantum confinement. The presence of strongly bound excitons in semiconducting TMDC
monolayers has been confirmed in recent experiments [16–18, 81]. As a result of placing one to
four layers of graphene on WS2, the exciton binding energy is decreased by nearly a factor of two
– a modification of over 150 meV.
To briefly describe the effect of environmental screening on the excitons, let us consider the

















where H0 and Y0 are Struve and Bessel functions, the screening length r0 is related to the 2D
polarizability of the material [83] and the dielectric function of the substrate is εs. This potential
behaves like the 1r Coulomb potential at long range, but has a weaker log(r) dependence at short
range. In Fig. 5.1 (a), the potentials are schematically shown for two different values of εs, where
the red line corresponds to an environmental screening of ε2 and the blue line corresponds to
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Figure 5.1: (a) Schematic plot of the 2D interaction potential between the electron and hole as
a function of relative distance between them. The red and blue curves differ in the dielectric
constant of the environment surrounding the 2D sheet, with red corresponding to a case with
greater dielectric screening than the blue. The ground state solutions for the two potentials are
marked by horizontal lines of the corresponding colors. A cartoon of the electric field lines at
two different electon–hole separations is shown in grey below the curves. (b) Schematic plots of
the optical absorption spectra of a 2D semiconductor for different environmental screening. The
exciton ground state (n = 1) and the excited states (n = 2, 3...) are indicated by the Lorentzian
peaks. The dashed line identifies the step-like band edge. The separation between the ground and
first excited state (∆12), the binding energy and the band gap renormalize significantly with change
in the environmental screening, while the ground state does not.
ε1, with ε2 > ε1 . At short distances, the interaction between the electron and hole does not
depend strongly on the surrounding dielectric. However, at larger distances, i.e, for the excited
states, the coupling is mediated strongly by the surrounding dielectric. This is illustrated with
the help of field lines in the sketch below the curves in Fig. 5.1 (a). The tuning of the interaction
potential with environmental screening results in the modification of the binding energy, and this
is reflected in the modified ground state solution with respect to the continuum. It is of note
that the environmental screening not only changes the binding energy but also renormalizes the
band gap. In Fig. 5.1 (b) we show a schematic absorption spectra for a 2D semiconductor like
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WS2. When we increase the environmental screening from ε1 to ε2, both the binding energy and
the band gap change by approximately the same amount. This leaves the ground state transition
(n = 1) almost unaffected, since EX = Egap−EBE . Typically, a small red shift in EX is observed
in the experiments. In practice the band edge is not visible for the TMDC semiconductors – both
due to the existence of higher energy resonances and the fact that the majority of the oscillator
strength resides in the exciton. Since the excited states also renormalize along with the band
edge as described in Fig. 5.1 (b), the difference in energy between the first excited state and the
ground state, ∆12, is our observable of choice. In this study of the graphene-WS2 heterostructures,
we measure ∆12 in reflectance contrast spectroscopy and subsequently extract the binding energy
from our semi-classical model. The band gap is then estimated from the binding energy and the
measured ground state transition of the exciton.
In the following sections we will address the effect of adjacent graphene layers on the exciton
binding energy and the band gap in monolayer WS2. We will also briefly touch upon the effect of
the distance between graphene and WS2 layers, and charge transfer in the heterostructure.
5.2 Excitons in graphene capped WS2
One of the ways to experimentally access the exciton binding energy is to measure the Rydberg
series or the excited states of the excitonic transition in linear reflectance. This technique was
recently employed for determining the binding energy of TMDCs [18, 81]. Graphene capped WS2
samples were prepared on fused silica utilizing the transfer technique described in Chapter 3. The
samples were prepared such that there is both a capped and uncapped or bare WS2 region for
comparison, see Fig. 5.2 (a,b). Linear reflectance contrast of the sample was measured at 70 K
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Figure 5.2: (a) Illustration of graphene–WS2 heterostructure on fused silica. The lines between
electrons and holes in the WS2 roughly indicate the Coulomb attraction and the strength of the
interaction is schematically represented by the line thickness. This changes with the dielectric
screening of the material through which the field pass. (b) Optical micrograph of bilayer graphene–
monolayer WS2. The red, grey and blue spots indicate the location of the heterostructure, bare WS2
and bare graphene, respectively. (c) Reflectance contrast spectra of WS2, bilayer graphene and
graphene capped WS2, corresponding to the locations marked in (b), and measured at 70 K. The
ground and first excited states are plotted are indicated by the arrows and the separation between
them is denoted by ∆12
in a cryostat, using a white light that was focused onto the sample as a 1.5 µm diameter spot.
Reflectance contrast is given by (Rsample−Rsubstrate)/Rsubstrate, where R is the reflectance. For a
thin-film on a transparent substrate, this is primarily determined by the imaginary component of
the sample dielectric function. That is, the reflectance contrast is proportional to the absorption
spectra [86, 87]. Representative spectra of a bilayer graphene capped WS2 sample is shown in
Fig. 5.2 (c).
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In the spectral region around the fundamental optical band-gap, the ground state of the A ex-
citon dominates the response with a peak at 2.077 eV for monolayer WS2. The first excited state
(n = 2) is located at 2.234 eV, agreeing with previously observed ∆12 of 157 meV [18]. The ex-
cited states have a much lower oscillator strength compared to the ground state resonance and the
central energies of these states are more accurately determined by taking the derivatives of spec-
tra obtained with high signal to noise (∼ 103). Graphene has a broad and almost flat response
in this spectral region and the reflectance contrast of the bilayer graphene is shown in gray. The
reflectance contrast of the bilayer graphene capped WS2 heterostructure is approximately equal to
the sum of the bare monolayer WS2 and bilayer graphene. The ground (n = 1) and the first excited
states (n = 2) of the heterostructure are shifted relative to the bare monolayer, and now occur at
2.054 meV and 2.159 meV, respectively. The resulting ∆12 is 105 meV, which is 52 meV smaller
than the bare case. Compared to the heterostructure, the bare WS2 spectrum shows a lower energy
shoulder of the excitonic resonance. This corresponds to the existence of a trion, a charged exciton
[21, 88], due to the presence of unintentional doping from the substrate. The excitonic resonance
also broadens in case of the heterostructure. These points will be discussed in the Sec. 5.4 in the
context of charge transfer.
We now track the evolution of ∆12 as a function of the thickness of the capping graphene
layers. The first order derivatives of the reflectance contrast spectra of 0 – 4 layer graphene capped
heterostructures are plotted in Fig. 5.3 (a). The spectra are zoomed in on the n = 2 region and
plotted as a function of energy relative to n = 1. The peak positions are extracted from simulations
of the reflectance contrast spectra by solving the multilayer Fresnel equations for the thin film
heterostructures and matching the points-of-inflection in the derivative [23]. The excitonic peaks
are modeled as Lorentzians and the parameters are adjusted to reproduce the experimental first-
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Figure 5.3: (a) First-order derivatives of the reflectance contrast of 1L WS2 samples capped with
0 - 4 layers of graphene in the spectral range of the n = 2 state of the exciton. The spectra are plotted
as a function of the relative energy with respect to the n = 1 ground state resonance. The dotted
lines are the results of a simulation of the reflectance spectra using a multi-Lorentzian model for
the dielectric function. Both experimentally obtained and simulated curves are smoothed over the
range of 20 meV before and after taking the derivative. The respective central energies of the n = 2
resonance are indicated by circles. (b) Experimentally and theoretically obtained energy separation
∆12 between the n = 1 and n = 2 states as function of the graphene layer number.
order derivative. The n = 2 energies obtained from this procedure are marked by the yellow circles
and the simulations are in dotted lines. The resulting ∆12 are plotted in Fig. 5.3 (b). The features
on the higher energy side of the n = 2 state are expected to be composed of higher lying excited
states and the onset of the band gap. Moreover, inhomogeneities in interlayer separation under the
measurement spot and this too can cause additional features on the higher energy side.
A quantitative description of the results is obtained by application of the recently outlined
Quantum Electrostatic Heterostructure method in Ref. [89]. Their approach allows for precise
stacking of monolayers from their library of 2D materials. The spatially dependent dielectric
response of the heterostructure is then used to calculate the electron-hole interaction potential
within the 2D monolayer of interest. This is in turn used to solve the Wannier equation in the
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effective mass approximation, yielding the energies of the excitonic states and the binding energy.
To accurately model the experimental conditions we need to take into account the effect of the
underlying substrate. The parameters for the substrate are chosen such that they reproduce ground
state and first excited state resonances for the bare WS2 monolayer. The graphene layers are then
added on top of the monolayer such that the interlayer separation between the first graphene and
the WS2 is 0.5 nm, matching the average value for that between layers in graphite and bulk WS2
[90, 91]. The dielectric functions for the graphene and WS2 are taken from literature [89] and the
exciton reduced mass of 0.22 m0 is obtained from ab-initio GW caluclations. This approach results
in obtaining the ∆12 which is in very good agreement with the experiment, as shown in Fig. 5.3 (b).
The greatest change in ∆12 is caused by capping with a single monolayer of graphene, a reduc-
tion of around 50 meV. The further addition of graphene layers contribute towards an additional
reduction of ∼10 meV as we go from mono- to four-layer graphene. To qualitatively understand
this trend, we turn to the schematic illustration of the heterostructure in Fig. 5.2 (a). The electric
field between the holes and electrons in WS2 passes through the material itself and the surrounding
dielectric. Vacuum and the substrate weakly screen the electric field, leading to the strong interac-
tion between the electrons and holes and high binding energies. When a layer of graphene is placed
on top of WS2, the electric field is reduced because graphene has a greater dielectric response than
vacuum. Additional layers of graphene will contribute to further attenuation, however since the
Bohr radius of the exciton is on the order of 1 nm [18, 92], we expect the strongest change to occur
for the monolayer graphene case.
In Fig. 5.4 (a) we plot the calculated binding energy corresponding to theoretical ∆12 from
Fig. 5.3 (b). The binding energy changes from 315 meV for the bare WS2 monolayer on fused
silica to less than 150 meV in the heterostructure capped with 4L graphene. The different scaling
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of the binding energy and the ∆12 points us towards an interesting modification of the form of the
interaction potential. The ratio of the binding energies of the ground and first excited states in the
inset of Fig. 5.4 (a). For the 2D hydrogen case, this ratio is 0.11. We see that in the heterostructure,
this ratio starts at 0.5 for the bare case and saturates around 0.25. The deviation from the hydrogen
model arises from the the contrast between the dielectric function of the monolayer WS2 and
the the surrounding environment. This contrast is much stronger for the bare case, where it is
surrounded by air, than in the heterostructure, where the difference between the dielectric functions
of graphene and WS2 are not as pronounced. However, the contrast in the graphene and WS2
dielectric functions still means that the form of potential is still not hydrogenic, and that lead to the
ratio between the binding energies of the ground and first excited states saturate at a value higher
than that expected for the 2D hydrogen.
The exciton ground state energy is plotted as yellow circles as a function of the number of
layers of adjacent graphene layers in Fig. 5.4 (b). Typically, we observe that there is a red shift
on the order of 10’s on meV for the capped case compared to the bare case. The change in
binding energy is an order of magnitude larger as seen in Fig. 5.4 (a). Therefore we can infer
the renormalization of the band gap, shown as blue circles in Fig. 5.4 (b). In summary, modifying
the dielectric environment leads to renormalization of the band gap and tuning of the binding
energy. Experimentally, we track this using the difference in energies between the ground and first
excited state, which scales in a similar fashion as the binding energy and band gap. In the following
section we explore an additional handle to manipulate the binding energy – the interlayer distance
between the graphene and WS2.
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Figure 5.4: (a) Theoretically calculated binding energy and ∆12 are plotted as a function of number
of graphene layers capping 1L WS2. The ratio of the binding energy of the n = 2 to n = 1 state is
shown in the inset and this deviates from the expected scaling for the 2D Hydrogen model. (b) The
renormalization of the band gap as a function of the thickness of the graphene capping layer. This
is obtained by adding the theoretical binding energy from (a) to the energy of the experimentally
measured ground state shown in orange circles.
5.3 Effect of interlayer separation on the binding energy
During the preparation of the heterostructure via transfer of graphene onto WS2, there are situ-
ations where the interlayer distance between the two layers is larger than the ideal case of close
contact. For instance, larger separations maybe caused by polymer residue between the layers, or
the presence of proximal thicker crystals hindering the graphene layer from making contact. We
take advantage of this fact to study samples with different interlayer separations. The separation
was determined by measuring the step-height at the edge of the graphene on WS2 via AFM.
In Fig. 5.5 (a-c) we consider two samples of 1L graphene/1L WS2 samples. Experimentally,
we measure two different ∆12, 106 meV and 143 meV, for the two heterostructure in Fig. 5.5 (a)
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Figure 5.5: (a)-(b) AFM topographies at the edges of two different graphene/WS2 samples indi-
cating different separation between 1L graphene and 1L WS2(c) Theoretical binding energy and
∆12 energy as a function separation between graphene and WS2. The experimental values corre-
sponding to samples in (a-b) are shown as yellow dots.
and (b), despite the fact that they are both 1L graphene/1L WS2 stacks. The experimental data is
plotted as yellow circles in Fig. 5.5 (c). When the distance between the graphene and WS2 is varied
theoretically, we see that the ∆12 and binding energy are very sensitive to the separation between
the two layers. This is reasonable given the 1 nm scale Bohr radius of the exciton. Samples (a) and
(b) correspond to separations of 0.6 nm and 1.3 nm with theoretical binding energies of 161 meV
and 218 meV, respectively. It is of note that both cases correspond to a significant reduction from
the bare value of 316 meV.
AFM measurements of the samples corroborate our interpretation of the optical data. The AFM
measurements concern the difference between the surfaces of WS2 (blue) and graphene (red). In
Fig. 5.5 (a), the difference in heights is within the resolution of the AFM, while in Fig. 5.5 (b) there
is a marked separation on the order of 1 nm. The graphene layer in sample (b) is over 1 nm away
from the WS2 compared to sample (a).
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Figure 5.6: (a) WS2 photoluminescence from bare and monolayer graphene capped WS2. The
PL from the graphene capped region is attenuated by over an order of magnitude compared to the
bare case. (b) Reflectance contrast spectra of the bare and capped regions corresponding to the PL
measurements in (a). The measurements were taken at 70 K.
5.4 Charge transfer from WS2 to graphene
Apart from the environmental screening of the exciton and renormalization of the band gap, we
also observe charge transfer to graphene from WS2. In Fig. 5.6, photoluminescence (PL) and
reflectance contrast spectra of a 1L graphene/1L WS2 heterostructure are plotted in red, along with
the bare WS2 response, in blue. The lattice temperature was 70 K for both the measurements. The
bare WS2 exhibits two features in the reflectance contrast – the exciton at 2.085 eV and the trion
at 2.053 eV. For PL, a 1 µm region of the sample was excited at ∼8 nW using the 514 nm line of
an Argon ion laser. The extremely low power density was to ensure that we do not induce any
photodoping. The emission from the bare monolayer also exhibits two features which correspond
to the exciton and trion, along with emission from low energy traps and defects around 1.85 eV.
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When a layer graphene is placed adjacent to the WS2, the PL is quenched by over an order
of magnitude. The energy of the exciton redshifts by 22 meV to 2.063 eV while the trion feature
is absent in both reflectance contrast and emission. The defect luminescence is also strongly sup-
pressed. We attribute the quenching of the PL and absence of the trion to charge transfer from WS2
to graphene. The band alignment of WS2 to graphene inferred from theory [90, 91] The exciton
resonance is around 5 meV broader in the heterostructure compared to the bare WS2, suggesting
a charge separation lifetime of 130 fs following the Uncertainty principle. This is around 100 fs
slower than the rates reported for TMDC/TMDC heterostructures by Rigosi et al. [26]
5.5 Conclusion
In conclusion, we have experimentally demonstrated the screening of the exciton in monolayer
WS2 by manipulating the surrounding dielectric environment. A single layer of graphene placed
adjacent to the WS2 can reduce the binding energy of the exciton by 150 meV. We also observe
the renormalization of the band gap on a similar scale. The effect of the interlayer separation
between the graphene and WS2 on the binding energy and charge transfer phenomena in these
heterostructures were also briefly discussed.
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6 Comparison of exciton-phonon
interactions in mono- and bilayer WS2
In this chapter we discuss how the exciton, a fundamental electronic excitation, interacts with
phonons, a fundamental excitation of the lattice. Specifically, we wish to study the variation of
phonon interaction in WS2 as it transitions from a direct gap monolayer semiconductor to an indi-
rect band gap bilayer by probing the the linewidth of the exciton resonance. Additional phonon ab-
sorption and emission channels in the bilayer contribute an extra 50 meV to the linewidth compared
to the monolayer, at room temperature. The results offer new ways to manipulate exciton-phonon
scattering rates by tuning material thickness from mono- to bilayer.
6.1 Introduction
Quantum confinement and non-local dielectric screening in quasi-2D transition metal dichalco-
genides lead to excitons that possess high binding energies, on the order of 100’s of meV [16–18,
81]. The unusually large interaction strength allows for the investigation of a variety of many-body
phenomena [93, 94], and also leads to extraordinary light-matter coupling wherein a single layer
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of TMDC can absorb 10% of incident light [95]. The high binding energy also leads to room tem-
perature stability. This is of significant consequence for practical applications since these excitonic
transitions can now be used for the design of atomically thin optoelectronic devices like modula-
tors [96], optical switches [97] and lasers [98]. Engineering the scattering processes that affect
the exciton and consequently the dephasing dynamics, heat dissipation rates and the linewidths of
the resonance will be central to the viability of such devices. The interaction with phonons is one
of the main scattering channels for excitons and is a major contributor to the room temperature
linewidths of the transition. In this chapter we investigate the effect of the indirect to direct gap
transition in ultrathin TMDCS on the phonon scattering rates. By studying the linewidths of the
A exciton of atomically thin WS2, and quantify the phonon absorption and emission processes in
mono- and bilayer systems.
Exfoliated WS2 layers were prepared via micromechanical exfoliation of bulk crystals on
fused silica and thermal SiO2/Si substrates. A sample consisting of mono- and bilayer regions
on fused silica is shown in Fig. 6.1 (d). All the temperature dependent results in this chapter
concern this sample. The room temperature reflectance contrast and normalized PL from each
layer are shown in Fig. 6.1 (b). As we had previously noted, the reflectance contrast ((Rsample−
Rsubstrate)/Rsubstrate) of the thin films on transparent substrates is proportional to the absorption.
The peaks around 2 eV in the reflectance contrast correspond to the A exciton at the K (K’)
point of the band structure, as shown in Fig. 6.1 (c-d). The PL spectra in the inset of Fig. 6.1 (b)
shows that both the mono- and bilayer samples emit around 2 eV, corresponding to the radiative
recombination of the A excitons. However, the bilayer exhibits an additional emission feature
around 1.75 eV corresponding to radiative recombination at the indirect gap, described by the
transition I from Q to Γ in Fig. 6.1 (d). This transition is not allowed in the monolayer due to
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Figure 6.1: (a) Optical micrograph of exfoliated WS2 on fused silica with adjacent monolayer (1L)
and bilayer (2L) regions. (b) Reflectance contrast spectra of 1L and 2L WS2 in the spectral region
of the fundamental optical gap at a lattice temperature of 290 K. Inset: Corresponding photolumi-
nescence spectra. The solid lines are guides to the eye obtained by smoothing the original data
(light red and blue). (c)-(d) Calculated band structures for 1L and 2L WS2 indicating absorption
and emission channels in solid arrows and scattering processes with the phonons in dashed arrows.
out-of-plane quantum confinement. The Γ and Q points shift with the reduction in thickness, such
that the transition at the K point has the lowest energy gap in the monolayer limit. In case of the
bilayer, the lowest energy transition corresponds to the one denoted by I and the excitons created
at the K point now have additional density of states to scatter to compared to the monolayer.
Due to the conservation of momentum, the direct creation of excitons through absorption of a
photon corresponding to the I transition is very inefficient; however, in the case of emission, the
photoexcited carriers at the K point can emit phonons to scatter to the Γ and Q points, while
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Figure 6.2: Temperature dependent reflectance contrast spectra for the (a) 1L and (b) 2L WS2 int
the region of the fundamental optical gap, taken from 4.5 K to 290 K. Inset: Zoomed in spectra at
4.5 K indicating the exciton (X) and the trion (X-) features.
conserving momentum and energy. By studying the A exciton linewidths in mono- and bilayer
WS2, we determine the scattering rate associated with this extra phonon emission channel in the
bilayer.
6.2 Absorption and emission of phonons in 1L and 2L WS2
Both absorption and emission of phonons contribute towards linewidth broadening of an excitonic
resonance. To distinguish the thermally activated phonon absorption processes from the phonon
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emission process we scan the excitonic resonance from 4.5 K to 290 K, as shown in Fig. 6.2.
Typically, there is unintentional doping of the material from the underlying substrate, and this
results in charged excitons or trions [21, 88]. The trion is seen distinctly in the monolayer data
at low temperatures, as indicated by X- in the inset of Fig. 6.2 (a). All the analysis presented in
this chapter only concerns the excitonic resonance, X, indicated by the filled blue peak fitted using
a Voigt function. Through out our discussion, linewidth refers to full-width at half-maxmimum
(FWHM) of the peak. In this chapter, we restrict our attention to the homogeneous linewidths of
excitonic resonance. For a detailed discussion of the associated equation, see Appendix 6A.
The total linewidth of the exciton has homogeneous and inhomogeneous contributions to the
broadening. The homogeneous linewidths concern scattering processes that affect all the oscilla-
tors equally, like scattering with phonons, and results in a Lorentzian lineshape. The presence of
inhomogeneities like defects and impurity states causes a fluctuating potential landscape and this
results in a scatter in the resonance frequencies of the excitons, reflected by a Gaussian contribu-
tion. The total line width is a convolution of the two.
For the sample shown in Fig. 6.1 (a), the total room temperature linewidth of the 2L WS2
exceeds that of the monolayer by 50 meV. Since different samples may have have different amounts
of inhomogeneous broadening, we have compiled a set of room temperature linewidths over 70
samples in Fig. 6.3 (b). The data for the histograms were obtained via reflectance contrast and PL
of 1L and 2L exfoliated from a few different bulk WS2 crystals. The 1L and 2L linewidths form
a bimodal distribution which have a 51±15 meV separation between the average of each data set.
The red and blue bands in Fig. 6.3 (b) indicate that our sample falls in the lower linewidth limit of
both the distributions. The grey band depicts the 25 meV room temperature (300 K) lower limit for
phonon related broadening in a direct gap semiconductor. Therefore, the samples have among the
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Figure 6.3: (a) Temperature dependence of total and homogeneous linewidths of the A exciton from
4.5 K to 290 K obtained via reflectance contrast spectroscopy. (b) Histograms of total linewidths
at room temperature for many 1L and 2L flakes obtained via both reflectance contrast and photo-
luminescence.
lowest possible inhomogeneous broadening within our set of exfoliated samples. Therefore, the
50 meV separation at room temperature in Fig. 6.3 (a) is indicative of intrinsic material properties.
Emission of phonons can occur at any temperature, however, absorption is temperature acti-
vated. For an analysis of the interaction with phonons, we need to consider the homogeneous
linewidths, plotted as filled circles in Fig. 6.3 (a). At low temperatures (→ 0 K), the main contribu-
tion towards the linewidth of the exciton are radiative broadening and inhomogeneous broadening.
Deconvolving the radiative broadening from the lowest temperature data point (4.5 K), we can ob-
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tain the inhomogeneous broadening, Γinhom. Since Γinhom is temperature independent, we can then
compute the homogeneous broadening at each temperature by deconvolving Γinhom from the total
linewidth, plotted in open circles in Fig. 6.3 (a). See 6.A for the associated equations.
We estimate the radiative broadening of the 1L to be 5.7 meV based on the experimental mea-
surement of the homogeneous linewidth of WSe2 by Moody et al. [99], after normalizing for the
oscillator strength [100]. The minimum observed low temperature (4.5 K) linewidth among all
our 1L samples is 11 meV. The minimum and maximum radiative broadening cases correspond to
inhomogeneous linewidths of 14.2 meV and 10.4 meV, respectively. The homogeneous linewidths,
Γhom, extracted for the two limiting cases are plotted as blue and black lines. The blue filled circles
correspond to the average of the two.
It is reasonable to assume that the 1L and 2L sample in our case have similar Γinhom because
they are part of the same flake and we obtain the Γhom as we did for the 1L layer case. Therefore
the additional homogeneous linewidths for the 2L WS2 compared to the 1L at low and room
temperature are 30 meV and 50 meV respectively.
The various contributions to the linewidth ascertained from our experiment are summarized
in Fig. 6.4. The energy levels are a schematic description of excitonic levels in the two-particle
picture. In case of mono- and bilayer, we start with A excitons created at the K (or K’) point,
as shown in Fig. 6.4 (a-b). The lowest energy transition for the 2L is the indirect transition I at
the Γ/Q, as seen in Fig. 6.4 (a). Fig 6.4 (b), . The availability of the additional density of states
at a lower energy results in the emission of phonons corresponding to a linewidth broadening of
30 meV or equivalently, a scattering process that occurs on the timescale of 22 fs. This process is
forbidden in case of the 1L because the Γ/Q transition is higher in energy than the one at K, and
there are no phonon emission channels available for the exciton. The thermally activated phonon
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Figure 6.4: Schematic of exciton energy levels showing the creation of excitons and the associated
phonon related scattering processes in (a) 1L and (b) 2L WS2. In both cases, the solid black arrows
indicate the creation and emission of A excitons at the K point (or equivalently at K’). The intra-
and inter-valley scattering processes are described by dashed lines. (a) The excitons creates at
the K point scatter via absorption of phonons within and across the K, K’ valleys. However, the
emission of phonons to the Γ/Q point is forbidden. (b) The excitons created at the K point can
scatter via both absorption and emission of phonons. The solid red arrow indicated recombination
at the indirect gap.
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absorption channels correspond to both intra and inter-valley scattering, leading to an additional
room-temperature linewidth of 30 meV and 50 meV in case of the 1L and 2L respectively. Since
the density of states in the K(K’) valley are similar in case of the mono- and bilayer [82, 101], we
attribute the additional 20 meV in the bilayer phonon absorption rate to intervalley scattering pro-
cesses. The question that remains to be answered is which phonons contribute towards intervalley
scattering; which we address in the next section.
6.3 Exciton-phonon interaction strength and phonon energy
The temperature dependent homogeneous linewidths of the exciton gives us the opportunity to
explore the phonon absorption process in greater detail. At a given temperature, phonon modes
become occupied according to the Bose-Einstein distribution. The scattering rate of the excitons
with these thermally activated phonons is proportional to the density of occupied phonon states
and the phonon-exciton interaction strength.
The phonon dispersion of monolayer and bulk WS2 are very similar, see Fig. 6.5 (a-b) repro-
duced from Ref. [102]. The lower branch corresponds to the longitudinal acoustic (LA) phonon
modes and the upper branch to the longitudinal optical (LO) phonon modes.
At low temperatures, low momenta LA phonons around the Γ point are activated, while at
higher temperatures the zone-edge LA and the LO phonons also contribute towards scattering.
The exciton-phonon scattering rate Γ at a temperature T is given by the following relation,




where Γ0 is the linewidth at 0 K, A corresponds to the interaction strength of the exciton with low
energy phonons, B is the interaction strength with high energy phonons and h̄ω the energy of the
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Figure 6.5: Phonon dispersion in (a) 1L WS2 and (b) bulk WS2. Reproduced from Ref. [102].
phonons involved in scattering at high temperatures.
Fig. 6.6 shows the temperature dependent linewidths for 1L WS2 and the fits to Eq. 6.1. The
experimental data is fitted to the model described in Eq. 6.1 to obtain the best fit parameters Γ0, A,
B and h̄ω . For the results corresponding to Fig 6.6, Γ0 = 6 meV, which lies within the minimum
and maximum estimates for Γ0 described in the previous section. The linear term yields an A of
4.1 ·10−2 meV/K. The temperature activated phonon energy in the third term of Eq. 6.1 is equal to
52 meV with an interaction strength, B, of 61 meV.
To determine the additional scattering channels in 2L WS2, we fix the parameters from the 1L
fit (except for Γ0) and add an extra temperature activated term. There are two sets of fits that show
good agreement with the 2L data, within experimental error. Additional scattering with phonons
of energies 25 meV (red curve) and 52 meV phonon (black curve) can result in the observed tem-
perature dependence. The exact nature of this phonon has not yet been resolved and it could be a
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Figure 6.6: Temperature dependent homogeneous linewidths of 1L and 2L WS2, and and the fit
parameters for the third term in Eq. 6.1.
zone-edge acoustic phonon or an optical phonon.
Finally, we compare the broadening of 1L and 2L WS2 to the bulk case, as measured by Yen
and co-workers [103]. In Fig. 6.7 we see that the temperature dependent broadening of the bulk is
similar to the 2L case. This can be understood from the point of view that the strongest change in
the electronic structure occurs from the 1L to the 2L case, as the material changes from a direct to
an indirect gap semiconductor.
6.4 Conclusion
To sum up, in this chapter we have explored the phonon emission and absorption processes in 1L
and 2L WS2. We quantify the rates for the additional scattering pathways for the bilayer case.
The changes in the band structure for the transition from direct to indirect band gap leads to the
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Figure 6.7: Total and homogeneous linewidth broadening of 1L, 2L and bulk WS2. The bulk data
is reproduced from Ref. [103].
availability of additional density of states for exciton-phonon scattering.
6.A Equations for linewidth extraction
The total linewidths of the excitonic resonance are a combination of the homogeneous and inho-
mogeneous linewidths. The Voigt function is composed of Lorentzian and Gaussian functions,
with the Lorentzian contribution arising from the homogeneous part and the Gaussian from the
inhomogeneous part.
The Voigt FWHM, fV is related to the Lorentzian FWHM, fL and Gaussian FWHM fG by the
following equation [104].
fV = 0.5346 fL +
√
0.2166 fL2 + fG2 (6.2)
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Once we obtain the total linewidths, we estimate the homogeneous, radiative broadening con-
tributions at the lowest temperature, as described in 6.2, and fix the inhomogeneous broadening.
This is done by solving for the fG in 6.2.
fG =
√
( fV −0.5346 fL)2−0.2166 f 2L (6.3)
The inhomogeneous broadening is temperature independent and we can extract the homoge-











In this dissertation the properties of excitons at the interface of nanoscale materials were stud-
ied using optical spectroscopy. The results offer new ways to engineer the exciton via dielectric
screening and thickness of the material.
We studied the rate of energy transfer from semiconductor quantum dots to 2D materials and
delineated the dependence on the polarizabilty of the acceptor material. This lead to counter-
intuitive trends for materials with high polarizability, where atomically thin films of a material,
like MoS2, can be more efficient at near-field absorption of energy compared to the bulk form.
We also showed that unlike MoS2, graphene exhibits the anticipated trend of increasing thickness
leading to greater near-field energy transfer.
Secondly, we demonstrated the modification of the Coulomb interaction in monolayer WS2 by
varying the surrounding dielectric environment. A single layer of graphene adjacent to the WS2
was observed to reduce the binding energy and band gap by 150 meV. The distance between the
graphene and WS2 also offered an additional handle on the screening of the exciton. This particular
result points towards a whole new branch of 2D device engineering through dielectric screening.
Finally, we quantified the coupling of excitons to phonons in mono- and bilayer WS2. Addi-
tional exciton-phonon scattering channels were uncovered in bilayer WS2 compared to the mono-
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layer. This was attributed to the change in the band structure from direct to indirect gap, as WS2
transition from mono- to bilayer.
Despite the remarkable number of publications in TMDC and graphene related research, there
are still many fundamental problems that remain unexplored. This is especially true for the nascent
field of TMDC heterostructures. For instance, the monolayer TMDCs, while having greater pho-
toluminescence yield compared to the bulk, still exhibit very low quantum yields. Their use as
emitters in optoelectronic applications is limited by this fact. What are the reasons for this low
quantum yield? This requires us to build a deeper understanding of the non-radiative processes
and materials synthesis aspects. Another question of fundamental interest is related to the dy-
namics of exciton formation. This has not yet been clarified, both in isolated monolayers and at
interfaces like the interlayer exciton in TMDC heterostructures.
The field of two-dimensional materials will continue to be a promising testing ground for
various fundamental physical phenomena, while offering new design paradigms for future opto-
electronic and photovoltaic devices.
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