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IMPROVED CONDITIONS FOR SINGLE-POINT BLOW-UP IN
REACTION-DIFFUSION SYSTEMS
NEJIB MAHMOUDI, PHILIPPE SOUPLET, AND SLIM TAYACHI
Abstract. We study positive blowing-up solutions of the system:
ut − δ∆u = v
p
, vt − ∆v = u
q
,
as well as of some more general systems. For any p, q > 1, we prove single-point blow-up
for any radially decreasing, positive and classical solution in a ball. This improves on
previously known results in 3 directions:
(i) no type I blow-up assumption is made (and it is known that this property may
fail);
(ii) no equidiffusivity is assumed, i.e. any δ > 0 is allowed;
(iii) a large class of nonlinearities F (u, v), G(u, v) can be handled, which need not
follow a precise power behavior.
As side result, we also obtain lower pointwise estimates for the final blow-up profiles.
1. Introduction
1.1. Problem and main results. In this paper, we consider nonnegative solutions of
the following reaction-diffusion system:

ut − δ∆u = vp x ∈ Ω, t > 0,
vt −∆v = uq, x ∈ Ω, t > 0,
u = v = 0, x ∈ ∂Ω, t > 0,
u(0, x) = u0(x), x ∈ Ω,
v(0, x) = v0(x), x ∈ Ω,
(1.1)
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as well as of the more general system
ut − δ∆u = F (u, v), x ∈ Ω, t > 0,
vt −∆v = G(u, v), x ∈ Ω, t > 0,
u = v = 0, x ∈ ∂Ω, t > 0,
u(0, x) = u0(x), x ∈ Ω,
v(0, x) = v0(x), x ∈ Ω.
(1.2)
Here p, q > 1, δ > 0, Ω = B(0, R) = {x ∈ Rn ; |x| < R} with R > 0,
u0, v0 ∈ L∞(Ω), u0, v0 ≥ 0, radially symmetric, radially nonincreasing. (1.3)
As for the functions F and G, we assume that
F, G ∈ C1(R2) (1.4)
and that system (1.2) is cooperative, i.e.:
Fv(u, v), Gu(u, v) ≥ 0, for all u, v ≥ 0. (1.5)
Additional assumptions on F,G will be made below.
Under assumptions (1.3)–(1.5), system (1.2) has a unique nonnegative, radially sym-
metric and radially nonincreasing maximal solution (u, v), classical for t > 0. This fact
follows by standard contraction mapping and maximum principle arguments. The maxi-
mal existence time of (u, v) is denoted by T ∗ ∈ (0,∞]. If, moreover, T ∗ <∞, then
lim sup
t→T ∗
(‖u(t)‖ + ‖v(t)‖∞) =∞,
and we say that the solution blows up in finite time with blow-up time T ∗. Also, without
risk of confusion, we shall denote ρ = |x|, u = u(t, ρ), v = v(t, ρ). So we have
uρ, vρ ≤ 0 in (0, T ∗)× Ω. (1.6)
Problem (1.1) is a basic model case for reaction-diffusion systems and, as such, it has
been the subject of intensive investigation for more than 20 years (see e.g. [16, Chapter 32]
and the references therein). We are here mainly interested in proving single-point blow-up
for systems (1.1) and (1.2).
For system (1.1), the blow-up set was first studied in [6]. In that work, Friedman and
Giga proved that blow-up occurs only at the origin for symmetric nonincreasing initial data
in dimension n = 1, under the very restrictive conditions p = q and δ = 1. Note that these
assumptions are essential in [6] in order to apply the maximum principle to suitable linear
combination of the components u and v, so as to derive comparison estimates between
them.
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Let us recall that, for scalar equations, the first result on single-point blow-up was
obtained by Weissler [21], and that different methods were subsequently developed in
[7, 14]. In turn, the method of Friedman and Giga for systems is based on an extension
of that in [7] for a single equation. More recently, the restriction p = q was removed by
the second author [17], who proved single-point blow-up for radial nonincreasing solutions
of (1.1) for any p, q > 1 and n ≥ 1. However, the equidiffusivity assumption δ = 1 is still
needed in [17] and, in addition, it is required that the solution satisfies the upper type I
blow-up rate estimates
sup
0<t<T ∗
(T ∗ − t)α‖u(t)‖∞ <∞, sup
0<t<T ∗
(T ∗ − t)β‖v(t)‖∞ <∞, (1.7)
where
α =
p+ 1
pq − 1 , β =
q + 1
pq − 1 . (1.8)
The purpose of this paper, still for any p, q > 1, is to further remove the previously
made extra assumptions. More precisely, we shall improve the known results in three
directions, by proving single-point blow-up:
(i) without assuming the type I blow-up rate estimate (1.7);
(ii) without assuming equidiffusivity, i.e. for any δ > 0;
(iii) including for general problem such as (1.2).
Direction (i) seems the more important and challenging one, since estimate (1.7) is not
known in general and need not even be true. It usually requires either the hypothesis that p
or q are not too large (see e.g. [3, 5]), or that the solution is monotone in time. Indeed, for
large p, even in the particular case of the scalar problem, there exist radial nonincreasing,
single-point blow-up solutions of type II (i.e., such that (1.7) fails); see [10, 11, 13]. As for
the case of monotone in time solutions, it seems that the known proofs of (1.7) for systems
(see e.g. [4]) usually require δ = 1. Also we recall that non-equidiffusive parabolic systems
are often much more involved, both in terms of behavior of solutions and at the technical
level (cf. [15] and [16, Chapter 33]). As for the general problem (1.2), we shall be able to
handle a large class of nonlinearities which need not follow a precise power behavior. The
features (i)-(iii) will require a number of nontrivial new ideas, building on the approach
in [17], which is here improved and made more flexible. See Section 1.2 below for details.
The main results of this paper are the following.
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Theorem 1.1. Let Ω = B(0, R), p, q > 1 and δ > 0. Assume (1.3) and let the solution
(u, v) of (1.1) satisfy T ∗ <∞. Then blow-up occurs only at the origin, i.e.
sup
0<t<T ∗
(u(t, ρ) + v(t, ρ)) <∞, for all ρ ∈ (0, R). (1.9)
Our next result, which concerns system (1.2), actually contains Theorem 1.1 as a special
case but, in view of the special interest of system (1.1), we prefered to state Theorem 1.1
separately. We will assume the following conditions on the functions F,G:
c1v
p ≤ F (u, v) ≤ c2(vp + ur + 1), (1.10)
c1u
q ≤ G(u, v) ≤ c2(uq + vs + 1), (1.11)
for all u, v ≥ 0 and for some positive constants c1, c2, where
r =
p(q + 1)
p+ 1
and s =
q(p+ 1)
q + 1
, (1.12)
and
for all C1, C2 > 0, there exist µ,A, κ1, κ2 > 0 with κ1κ2 < 1, such that
(1 + µ)F ≤ uFu + κ1vFv and (1 + µ)G ≤ vGv + κ2uGu
on D :=
{
(u, v) ∈ [A, ∞)2 ; C1 ≤ u
q+1
vp+1
≤ C2
}
.
(1.13)
Theorem 1.2. Let Ω = B(0, R), p, q > 1, δ > 0. Assume (1.3)–(1.5) and (1.10)–(1.13).
Let the solution (u, v) of (1.2) satisfy T ∗ < ∞. Then blow-up occurs only at the origin,
i.e. (1.9) holds.
We immediately give examples of nonlinearities to which Theorem 1.2 applies.
Examples 1.1. (i) The result of Theorem 1.2 is valid for system (1.2) with
F (u, v) = λvp +
m∑
i=1
λiu
rivsi and G(u, v) = λuq +
m∑
i=1
λiu
rivsi , (1.14)
where p, q > 1, m ≥ 1 and for all 1 ≤ i ≤ m, ri, si, ri, si, λi, λi ≥ 0,
ri
p+ 1
q + 1
+ si ≤ p and ri + si p+ 1
q + 1
≤ q. (1.15)
We note that the requirement that F,G be of class C1 imposes ri, si, ri, si ∈ {0} ∪ [1,∞).
However, in case some of these numbers belong to (0, 1), Theorem 1.2 still applies if F,G
only coincide with the expressions in (1.14) for u and v sufficiently large. We stress that
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F,G in (1.14) are not mere perturbations of vp, uq. Indeed, when we have equality in
(1.15), the additional terms are critical in the sense of scaling.
(ii) The result of Theorem 1.2 is also valid for system (1.2) with
F (u, v) = vp
[
1+λ sin2
(
k log(1+v)
)]
and G(u, v) = uq
[
1+λ sin2(k log(1+u)
)]
(1.16)
where
p, q > 1 λ, λ > 0, 0 < k <
(p− 1)√1 + λ
λ
0 < k <
(q − 1)
√
1 + λ
λ
. (1.17)
Note that Theorem 1.2 thus allows nonlinearities F,G with oscillations of arbitrarily large
amplitude around vp, uq (since λ, λ can be arbitrarily large in (1.17)).
Finally, in the case of monotone in time solutions, we extend to system (1.2) the lower
pointwise estimates from [17] on the final blow-up profiles.
Theorem 1.3. Let Ω = B(0, R), p, q ≥ 1 and δ > 0. Assume (1.3)–(1.5), (1.10)–(1.12)
and let the solution (u, v) of (1.2) satisfy T ∗ < ∞. Assume in addition that ut, vt ≥ 0.
Then there exist constants ε0, ε1 > 0, such that
|x|2αu(T ∗, x) ≥ ε0, 0 < |x| < ε1
and
|x|2βv(T ∗, x) ≥ ε0, 0 < |x| < ε1,
where α and β are given by (1.8).
Remarks 1.1.
(i) The results of Theorems 1.2 and 1.3 remain true for the Cauchy problem (that is, (1.2)
with R =∞ and ∂Ω = ∅) provided u0, v0 are not both constant. These follow from simple
modifications of the proofs.
(ii) Concerning Theorem 1.3, we note that the existence of a positive, radially symmetric,
radially nonincreasing and classical solution of (1.2) such that T ∗ < ∞ and ut, vt ≥ 0,
can be obtained for initial data (λu0, λv0) with λ > 0 large enough, whenever u0, v0
satisfy (1.3) and{
u0, v0 ∈ C2(Ω) ∩ C(Ω), u0 = v0 = 0 on ∂Ω,
δ∆u0 + F (u0, v0) ≥ 0, ∆v0 +G(u0, v0) ≥ 0 in Ω.
See [20].
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1.2. Outline of proof. As in [6, 17] (and cf. [7, 2]), the basic idea for proving single-point
blow-up is to consider auxiliary functions J, J , either of the form (cf. [6]):
J(t, ρ) = uρ + εc(ρ)u
γ , J(t, ρ) = vρ + εc(ρ)v
γ , (1.18)
or (cf. [17]):
J(t, ρ) = uρ + εc(ρ)v
γ , J(t, ρ) = vρ + εc(ρ)u
γ , (1.19)
with suitable constants γ, γ > 1, ε > 0 and functions c(ρ), c(ρ). The couple (J, J) satisfies
a system of parabolic inequalities to which one aims at applying the maximum principle,
so as to deduce that J, J ≤ 0. By integrating these inequalities in space, one then obtains
upper bounds on u and v which guarantee single-point blowup at the origin.
However, in the case of systems, such a procedure turns out to require good comparison
properties between u and v. Due to the global comparison properties employed in [6], the
result there for system (1.1) imposed the severe restriction p = q (as well as δ = 1, because
this comparison was shown by applying the maximum principle to a linear combination
of u and v). For type I blowup, radially decreasing solutions of (1.1) with δ = 1 and any
p, q > 1, this was overcome in [17] by applying a different strategy. Instead of looking
for comparison properties valid everywhere, one assumed for contradiction that (type I)
single-point blow-up fails and then established sharp asymptotic estimates near blowup
points. Namely, it was shown that, if ρ0 > 0 is a blow-up point, then
lim
t→T ∗
(T ∗ − t)αu(t, ρ) = A0, lim
t→T ∗
(T ∗ − t)βu(t, ρ) = B0 (1.20)
uniformly on compact subsets of [0, ρ0), for some uniquely determined constants A0, B0 >
0, hence in particular the comparison property
lim
t→T ∗
[up+1
vq+1
]
(t, ρ) = Ap+10 B
−(q+1)
0 .
These estimates turned out to be sufficient to handle the system satisfied by suitable
functions of the form J, J in (1.19). As for estimate (1.20), its proof in [17] was long
and technical, using similarity variables, delayed smoothing effects for rescaled solutions,
monotonicity arguments and a precise classification of entire solutions of a related ODE
system.
Although we here follow the same basic strategy as in [17], we have been able to make
the method much more flexible, leading to the improvements mentioned above, owing to
a number of new ideas, which we now describe.
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(i) An important observation, improving on [17], is that the proof that J, J ≤ 0 can be
reduced to a weaker property than (1.20), namely:{
C1 ≤ (T ∗ − t)αu(t, ρ) ≤ C2
C1 ≤ (T ∗ − t)βv(t, ρ) ≤ C2
in [T ∗/2, T ∗)× [ρ1, ρ2], (1.21)
for some 0 < ρ1 < ρ2 < ρ0 and some (unrestricted) constants C1, C2 > 0. Defining
J, J by (1.18) instead of (1.19), and localizing the function c(ρ), this can be achieved by
choosing γ, γ¯ > 1 suitably close to 1 (see Section 2).
(ii) Even though the global type I estimate (1.7) is unknown in general or may fail, the
following local type I estimate, away from the origin, can be proved for radially decreasing
solutions of the general system (1.2):
u(t, ρ) ≤ C ρ−n (T ∗ − t)−α and v(t, ρ) ≤ C ρ−n (T ∗ − t)−β. (1.22)
See Proposition 3.1. This is a rather easy consequence of Kaplan’s eigenfunction method.
This yields in particular the upper part of the bounds in (1.21).
(iii) As for the more delicate lower bounds in (1.21), they are proved in three steps.
The first step (Proposition 4.1) is to establish a nondegeneracy property which guarantees
that ρ0 ∈ (0, R) is not a blowup point whenever
(T ∗ − t)αu(t, ρ) ≤ η and (T ∗ − t)βv(t, ρ) ≤ η (1.23)
at some time t and some ρ ∈ (0, ρ0) with η > 0 sufficiently small. As in [17], the idea is
to work in similarity variables and to use delayed smoothing effects, adapting arguments
from [9, 1]. However, a new difficulty arises due to the lack of global type I upper estimate
on (u, v), hence of global bound on the rescaled solution. This is overcome, after truncating
the domain, by carefully comparing with a modified solution. The latter is obtained by a
suitable reflection and supersolution procedure, taking advantage of the local upper bound
in (1.22) (see step 1 of the proof of Proposition 4.1). After passing to similarity variables,
the modified solution is now uniformly bounded, but at the expense of additional terms,
generated by the reflection procedure, which appear in the PDE’s. However, these terms
can be localized exponentially far away in space for large time, and thus taken care of in
the smoothing effect arguments.
(iv) As a second step in the proof of the lower bounds in (1.21), we prove (see Section 5)
that solutions rescaled around a blow-up point behave, in a suitable sense, like a continuous
distribution solution of the following system of ordinary differential inequalities (ODI):{
φ′ + αφ ≥ c1ψp,
ψ′ + βψ ≥ c1φq,
(1.24)
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on (−∞,∞). This is proved by a further use of similarity variables, along with the space
monotonicity. Moreover, we single out a simple but crucial property of local interpendence
of components for such solutions of (1.24); namely, φ(0) = 0 if and only if ψ(0) = 0.
(v) Then, as a last step (Section 6), we show that, if one of the lower bounds in (1.21) is
violated, then, owing to point (iv), we have convergence of rescaled solutions to a solution
of (1.24) such that φ(0) = 0 and ψ(0) = 0. Restated in terms in (u, v), this leads to the
degeneracy condition (1.23) at some time t. But, in view of point (iii), this contradicts ρ0
being a blowup point.
We note that, in [17], the study of the particular system (1.1) led to the system of
equalities {
φ′ + αφ = c1ψ
p,
ψ′ + βψ = c1φ
q,
(1.25)
instead of (1.24), and a complete classification of entire solutions of (1.25) was obtained,
which enabled one to deduce the more precise behavior (1.20) at the left of an alleged
nonzero blowup point. We stress that, thanks to the new possibility of arguing through
the weaker estimates (1.21), we can now avoid such a classification (which is not available
for the general system (1.24)).
The organization of the rest of this paper is as follows. In Section 2, we prove Theo-
rem 1.2 (hence Theorem 1.1) assuming the local upper and lower type I estimates (1.21)
near blow-up points. Sections 3-6 are next devoted to proving these estimates. In Sec-
tion 3, we establish upper blowup estimates away from the origin (Proposition 3.1). In
Section 4 we prove the key nondegeneracy property Proposition 4.1. In Section 5 we
show the ODI behavior for rescaled solutions and the local interpendence of components
for the ODI system. In Section 6 we then prove the lower bounds in (1.21) by using a
contradiction argument and the results of Sections 3-5. Finally, in Section 7, we establish
the pointwise lower bounds on the blow-up profiles, i.e., Theorem 1.3, and we verify the
assertions in Examples 1.1.
2. Proof of Theorem 1.2 assuming local upper and lower type I estimates
The local upper and lower type I estimates, in case of existence of nonzero blow-up
points, are formulated in the following proposition.
Proposition 2.1. Let Ω = B(0, R), p, q > 1, δ > 0. Assume (1.3)–(1.5) and (1.10)–
(1.12) and let the solution (u, v) of (1.2) satisfy T ∗ < ∞. Assume that there exists
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ρ0 ∈ (0, R) such that
lim sup
t→T ∗
(
u(t, ρ0) + v(t, ρ0)
)
=∞
and let [ρ1, ρ2] be a compact subinterval of (0, ρ0). Then, there exist constants C1, C2 > 0
(possibly depending on the solution (u, v) and on ρ0, ρ1, ρ2), such that
C1 ≤ (T ∗ − t)αu(t, ρ) ≤ C2 on [T ∗/2, T ∗)× [ρ1, ρ2] (2.1)
and
C1 ≤ (T ∗ − t)βv(t, ρ) ≤ C2 on [T ∗/2, T ∗)× [ρ1, ρ2]. (2.2)
In particular, there exist C ′1, C
′
2 > 0 such that
C ′1 ≤
uq+1(t, ρ)
vp+1(t, ρ)
≤ C ′2 on [T ∗/2, T ∗)× [ρ1, ρ2]. (2.3)
As already explained in Section 1.2, the proof of Proposition 2.1 will be developed in
Sections 3-6, and we shall now prove Theorem 1.2 assuming Proposition 2.1.
We introduce the auxiliary J, J functions defined by
J(t, ρ) = uρ + εc(ρ)u
γ , J(t, ρ) = vρ + εc(ρ)v
γ , (2.4)
with
c(ρ) = sin2
(
π(ρ− ρ1)
ρ2 − ρ1
)
, c(ρ) = κ c(ρ), ρ1 ≤ ρ ≤ ρ2, (2.5)
where γ, γ > 1 and ε, κ, ρ2 > ρ1 > 0 are to be fixed. We note that J , J ∈ C((0, T ∗) ×
[0, R]) ∩W 1,2;kloc ((0, T ∗)× [0, R)), for all 1 < k <∞, by parabolic Lp-regularity.
Lemma 2.1. Under the hypotheses of Theorem 1.2, assume that there exists ρ0 ∈ (0, R)
such that
lim sup
t→T ∗
(
u(t, ρ0) + v(t, ρ0)
)
=∞
and let ρ1 = ρ0/4 and ρ2 = ρ0/2. Then there exist γ, γ > 1, κ > 0 and T1 ∈ (0, T ∗), such
that, for any ε ∈ (0, 1], the functions J and J defined in (2.4)–(2.5) satisfy
Jt − δJρρ − δn − 1
ρ
Jρ + δ
n− 1
ρ2
J ≤ Fv(u, v)J +
[
Fu(u, v)− 2εδγc′uγ−1
]
J,
J t − Jρρ − n− 1
ρ
Jρ +
n− 1
ρ2
J ≤ Gu(u, v)J +
[
Gv(u, v)− 2εγ c′vγ−1
]
J,
(2.6)
for a.e. (t, x) ∈ [T1, T ∗)× (ρ1, ρ2).
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Proof. Step 1. Computation of a parabolic operator on J and J¯ .
Let H = uγ . By differentiation of (2.4), we have
Jt − δJρρ = (uρ)t + εcHt − δ(uρρ)ρ − δεc′′H − 2δεc′Hρ − δεcHρρ
= (ut − δuρρ)ρ + ε
(
c
(
Ht − δHρρ
)− 2δc′Hρ − δc′′H).
By the first equation in (1.2), we get
(ut − δuρρ)ρ =
(
δ
n − 1
ρ
uρ + F (u, v)
)
ρ
= δ
n− 1
ρ
uρρ − δn − 1
ρ2
uρ + Fuuρ + Fvvρ
and
Ht − δHρρ = γuγ−1ut − δγ(γ − 1)uγ−2u2ρ − δγuγ−1uρρ
≤ γuγ−1(ut − δuρρ) = γuγ−1(δn− 1
ρ
uρ + F
)
.
Here and in the sequel, we omit the arguments u, v when no confusion may arise. Using
this, along with uρ = J − εcuγ and vρ = J − εcvγ , we obtain
Jt − δJρρ ≤ δn − 1
ρ
(J − εcuγ)ρ − δ
n − 1
ρ2
(J − εcuγ)
+Fu (J − εcuγ) + Fv
(
J − εcvγ)
+εuγ−1
[
γc
(
δ
n− 1
ρ
uρ + F
)
− 2γδc′uρ − δc′′u
]
= δ
n − 1
ρ
Jρ − δεn − 1
ρ
c′uγ − δεcn − 1
ρ
γuγ−1uρ − δn − 1
ρ2
J
+ δε
n − 1
ρ2
cuγ + Fu (J − εcuγ) + Fv
(
J − εcvγ)
+ εuγ−1
[
γc
(
δ
n− 1
ρ
uρ + F
)
− 2δγc′ (J − εcuγ)− δc′′u
]
.
Consequently,
Jt − δJρρ − δn− 1
ρ
Jρ + δ
n − 1
ρ2
J ≤ FvJ +
[
Fu − 2εδγc′uγ−1
]
J + εH1, (2.7)
with
H1 := −cuγFu − cvγFv + uγ−1
[
γcF + 2δεγc′cuγ + δu
(
n− 1
ρ
( c
ρ
− c′
)
− c′′
)]
.
For convenience, we set
ξ(ρ) =
n− 1
ρ
(1
ρ
− c
′
c
)
− c
′′
c
, ρ1 < ρ < ρ2
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and, on (0, T ∗)× (ρ1, ρ2),
H˜1 :=
H1
c uγ−1
= −uFu − κv
γ−1
uγ−1
vFv + γF + 2δ εγc
′uγ + δξ(ρ)u. (2.8)
Note that, up to now, our calculations made use of (1.2) through the first PDE only. Thus,
by replacing δ with 1 and exchanging the roles of u, F, γ, c and v, G, γ, c, we get
J t − Jρρ − n− 1
ρ
Jρ +
n− 1
ρ2
J ≤ GuJ +
[
Gv − 2εγ c′vγ−1
]
J + εH2, (2.9)
with
H˜2 :=
H2
c vγ−1
:= −vGv − 1
κ
uγ−1
vγ−1
uGu + γG+ 2 εγ c
′vγ + ξ(ρ)v. (2.10)
Next setting ℓ = ρ2 − ρ1 = ρ0/4, we have
−c
′
c
= −2π
ℓ
cot
(π(ρ− ρ1)
ℓ
)
and − c
′′
c
= −2π
2
ℓ2
cot2
(π(ρ− ρ1)
ℓ
)
+
2π2
ℓ2
hence,
ξ(ρ) =
n− 1
ρ2
+
2π2
ℓ2
− 2π
ℓ
[
n− 1
ρ
+
π
ℓ
cot
(π(ρ− ρ1)
ℓ
)]
cot
(π(ρ− ρ1)
ℓ
)
.
It follows that
ξ(ρ) −→
ρ→ρ+1
−∞ and ξ(ρ) −→
ρ→ρ−2
−∞.
Since ξ is continuous on (ρ1, ρ2), then there exists C3 = C3(n, ρ0) > 0 such that
ξ(ρ) ≤ C3, for all ρ ∈ (ρ1, ρ2). (2.11)
By (2.8), (2.10) and (2.11), we obtain, for some C4 = C4(δ, ρ0) > 0,
H˜1 ≤ −uFu − κv
γ−1
uγ−1
vFv + γF + C4δγu
γ + δC3u (2.12)
and
H˜2 ≤ −vGv − 1
κ
uγ−1
vγ−1
uGu + γG+ C4γv
γ + C3v. (2.13)
Step 2. Estimation of the remainder terms H˜1, H˜2 with help of the local lower and
upper type I estimates.
Assume that γ satisfies
1 < γ < p
q + 1
p+ 1
(2.14)
and set
γ = 1 +
p+ 1
q + 1
(γ − 1) (2.15)
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which, in turn, guarantees
1 < γ < q
p+ 1
q + 1
. (2.16)
Let the constants C1, C2 > 0 be given by Proposition 2.1. By (2.1)-(2.2), (2.15) and (1.8),
we then have(
C1C
− p+1
q+1
2
)γ−1
=
Cγ−11
C γ¯−12
≤ u
γ−1
vγ−1
≤ C
γ−1
2
C γ¯−11
=
(
C2C
− p+1
q+1
1
)γ−1
on [T ∗/2, T ∗)× (ρ1, ρ2).
(2.17)
Next, by (2.1)-(2.3) and assumption (1.13) (with C ′1, C
′
2 in place of C1, C2), there exist
κ1, κ2, µ > 0 with κ1κ2 < 1 and T0 ∈ (T ∗/2, T ∗), such that
uFu + κ1vFv ≥ (1 + 2µ)F on [T0, T ∗)× (ρ1, ρ2) (2.18)
and
vGv + κ2uGu ≥ (1 + 2µ)G on [T0, T ∗)× (ρ1, ρ2). (2.19)
Choose κ in (2.5) such that κ1 < κ < 1/κ2. Then taking γ > 1 close enough to 1, we
deduce from (2.17) that
κ
vγ−1
uγ−1
≥ κ1 and 1
κ
uγ−1
vγ−1
≥ κ2 on [T0, T ∗)× (ρ1, ρ2), (2.20)
and we may also assume that
γ ≤ 1 + µ, γ¯ ≤ 1 + µ (2.21)
and that (2.14), (2.16) are satisfied. On the other hand, since F ≥ c1vp and G ≥ c1uq, it
follows from (2.3), (2.14) and (2.16) that there exists T1 ∈ (T0, T ∗) such that
C4δγu
γ + C3δu ≤ Cv
p+1
q+1
γ ≤ µF on [T1, T ∗)× (ρ1, ρ2) (2.22)
and
C4γ¯u
γ¯ + C3v ≤ Cu
q+1
p+1
γ¯ ≤ µG on [T1, T ∗)× (ρ1, ρ2). (2.23)
Combining (2.12), (2.13) with (2.15)-(2.23) and using Fv , Gu ≥ 0, we deduce that
H˜1 ≤ −uFu − κ1vFv + (1 + 2µ)F ≤ 0 on [T1, T ∗)× (ρ1, ρ2)
and
H˜2 ≤ −vGv − κ2uGu + (1 + 2µ)G ≤ 0 on [T1, T ∗)× (ρ1, ρ2)
and the Lemma follows from (2.7)–(2.10). 
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With Proposition 2.1 and Lemma 2.1 at hand, we can now conclude the proof of The-
orem 1.2.
Proof of Theorem 1.2. Let (u, v) be a solution of system (1.2) satisfying the hypotheses
of Theorem 1.2 and assume for contradiction that there exists ρ0 ∈ (0, R) such that
lim sup
t→T ∗
(u(t, ρ0) + v(t, ρ0)) =∞. (2.24)
Also, since (u, v) 6≡ (0, 0), it is easy to see that u, v > 0 in (0, T ∗) × [0, R), hence
uρ(t, ·) 6≡ 0 and vρ(t, ·) 6≡ 0 for each t ∈ (0, T ∗). Next, we have ut−δuρρ−δn−1ρ uρ = f(t, ρ)
on (0, T ∗) × (0, R), with f(t, ρ) = F (u, v). Since, uρ, vρ ≤ 0 and Fv ≥ 0, a strong
maximum principle (which can be seen from straightforward modifications of the proof of
[16, Lemma 52.18, p. 519]) then guarantees
uρ < 0 on (0, T
∗)× (0, R), (2.25)
and similarly
vρ < 0 on (0, T
∗)× (0, R). (2.26)
Set ρ1 = ρ0/4, ρ2 = ρ0/2 and let J, J , T1 be given by Lemma 2.1. Since c(ρ1) = c(ρ2) =
0, we have J, J ≤ 0 on ((T1, T ∗) × {ρ1}) ∪ ((T1, T ∗) × {ρ2}). Taking ε > 0 sufficiently
small and using (2.25), (2.26), we see that J, J ≤ 0 on {T1} × [ρ1, ρ2]. Then, owing to
assumption (1.5), we may use the maximum principle (as in, e.g., [17]), to obtain J, J ≤ 0
on (T1, T
∗)× [ρ1, ρ2]. Consequently,
−uρ ≥ εc(ρ)uγ on (T1, T ∗)× [ρ1, ρ2].
By integration, we obtain
u1−γ(t, ρ2) ≥ (γ − 1)ε
∫ ρ2
ρ1
sin2
(
π(ρ− ρ1)
ρ2 − ρ1
)
dρ > 0 for all T1 ≤ t < T ∗.
It follows that u(t, ρ2) is bounded for T1 ≤ t < T ∗, and similarly v(t, ρ2) is bounded for
T1 ≤ t < T ∗. Since uρ, vρ ≤ 0, this leads to a contradiction with (2.24) and proves the
theorem. 
3. Upper type I estimates away from the origin
Proposition 3.1. Let Ω = B(0, R), p, q > 1, δ > 0. Assume that (1.3)–(1.5) are satisfied
and that, for some c1 > 0,
F (u, v) ≥ c1vp, G(u, v) ≥ c1uq, for all u, v ≥ 0. (3.1)
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Let the solution (u, v) of (1.2) satisfy T ∗ < ∞. Then, there exists a constant M0 > 0
(depending only on n, p, q, δ, c1, R, T
∗) such that
u(t, ρ) ≤M0 ρ−n (T ∗ − t)−α and v(t, ρ) ≤M0 ρ−n (T ∗ − t)−β, (3.2)
for all t ∈ [0, T ∗) and 0 < ρ ≤ R.
The argument, which is based on Kaplan’s eigenfunction method, is well known for
scalar equations (see e.g. [12] and [14, Propositions 4.4, 4.6 and Corollary 4.5, pp. 895-
896]) and can be easily adapted to systems.
Proof. We denote by λ1 the first eigenvalue of −∆ in H10 (B(0, R)) and ϕ1 the correspond-
ing eigenfunction such that ϕ1 > 0 and
∫
B(0, R) ϕ1(x)dx = 1. Multiplying (1.2) by ϕ1,
using (3.1) and integrating by parts, we obtain, on (0, T ∗),
d
dt
∫
B(0, R)
u(t, x)ϕ1(x)dx ≥ c1
∫
B(0, R)
vp(t, x)ϕ1(x)dx − δλ1
∫
B(0, R)
u(t, x)ϕ1(x)dx,
d
dt
∫
B(0, R)
v(t, x)ϕ1(x)dx ≥ c1
∫
B(0, R)
uq(t, x)ϕ1(x)dx− λ1
∫
B(0, R)
v(t, x)ϕ1(x)dx.
Let y(t) =
∫
B(0, R) u(t, x)ϕ1(x)dx and z(t) =
∫
B(0, R) v(t, x)ϕ1(x)dx. By Jensen’s inequal-
ity, we deduce that
y′(t) ≥ c1zp(t)− δλ1y(t), z′(t) ≥ c1yq(t)− λ1z(t).
We put Y (t) = eδλ1ty(t) and Z(t) = eλ1tz(t). Then, there exists C > 0 such that
Y ′(t) ≥ CZp(t), Z ′(t) ≥ CY q(t) on (0, T ∗).
Here and in the rest of the proof, C denotes a positive constant depending only on
T ∗, δ, p, q, n, R and which may vary from line to line. By [17, Lemma 32.10, p. 284],
there exists C such that
Y (t) ≤ C(T ∗ − t)−α, Z(t) ≤ C(T ∗ − t)−β on [0, T ∗),
where α, β are given by (1.8). Therefore,
y(t) ≤ C(T ∗ − t)−α, z(t) ≤ C(T ∗ − t)−β on [0, T ∗).
For 0 < ρ ≤ R/2, since u, v are radially symmetric and radially nonincreasing, we deduce
that
ρn u(t, ρ) ≤ C
∫
B(0, R/2)
u(t, |x|)dx ≤ C
∫
B(0, R/2)
u(t, |x|)ϕ1(x)dx ≤ C(T ∗ − t)−α,
ρn v(t, ρ) ≤ C
∫
B(0, R/2)
v(t, |x|)dx ≤ C
∫
B(0, R/2)
v(t, |x|)ϕ1(x)dx ≤ C(T ∗ − t)−β.
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The case when R/2 < ρ < R then follows from the radial nonincreasing property. This
completes the proof. 
4. A non-degeneracy criterion for blow-up points
The main objective of this subsection is the following result, which gives a sufficient,
local smallness condition, at any given time sufficiently close to T ∗, for excluding blow-up
at a given point different from the origin.
Proposition 4.1. Let Ω = B(0, R), p, q > 1, δ > 0. Assume (1.3)–(1.5), (1.10)–(1.12)
and let the solution (u, v) of (1.2) satisfy T ∗ < ∞. Let d0, d1 satisfy 0 < d1 < d0 < R.
There exist η, τ0 > 0 such that if, for some t1 ∈ [T ∗ − τ0, T ∗), we have
(T ∗ − t1)αu(t1, d1) ≤ η and (T ∗ − t1)βv(t1, d1) ≤ η, (4.1)
then d0 is not a blow-up point of (u, v), i.e. (u, v) is uniformly bounded in the neighborhood
of (T ∗, d0). Here, the numbers η, τ0 depend only on p, q, r, s, δ, c1, c2, d0, d1, n, R, T
∗.
As in [17], the proof uses similarity variables and delayed smoothing effects. However,
as explained in Section 1.2, a new difficulty arises, caused by the absence of global type I
information on the blow-up rate. For this reason, we consider only radial and radially
decreasing solutions (whereas the analogous criterion in [17] was established for any so-
lution). In this more delicate situation, the current formulation, slightly different from
that in [17], turns out to be more convenient. Namely, instead of expressing the local
non-blow-up criterion itself with the weighted L1 norm of rescaled solution, it is expressed
in terms of pointwise smallness on ((T ∗− t)αu, (T ∗− t)βv) at a point d1 < d0 and at some
time close to T ∗.
4.1. Similarity variables and delayed smoothing effects. In view of the proof of
Proposition 4.1 we introduce the well-known similarity variables (cf. [8]). More precisely,
for any given d ∈ R, we define the (one-dimensional) similarity variables around (T ∗, d),
associated with (t, ρ) ∈ (0, T ∗)× R, by:
σ = − log(T ∗ − t) ∈ [σˆ, ∞), θ = ρ− d√
T ∗ − t = e
σ/2(ρ− d) ∈ R, (4.2)
where σˆ = − log T ∗. For given δ > 0, let U be a (classical) solution of
Ut − δUρρ = H(t, ρ), 0 < t < T ∗, ρ ∈ R
(where the smooth functions H will be specified later). Then
V = Vd(σ, θ) = (T
∗ − t)αU(t, y) = e−ασU(T ∗ − e−σ, d+ θe−σ/2)
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is a solution of
Vσ − LδV + αV = e−(α+1)σH
(
T ∗ − e−σ, d+ θe−σ/2), σ > σˆ, θ ∈ R, (4.3)
where
Lδ = δ∂2θ −
θ
2
∂θ = δK
−1
δ ∂θ(Kδ∂θ), Kδ(θ) = (4πδ)
−1/2e
−θ2
4δ .
We denote by (Tδ(σ))σ≥0 the semigroup associated with Lδ. More precisely, for each
φ ∈ L∞(R), we set Tδ(σ)φ := w(σ, .), where w is the unique solution of{
wσ = Lδw, θ ∈ R, σ > 0,
w(0, θ) = φ(θ), θ ∈ R. (4.4)
For any φ ∈ L∞(R), we put
‖φ‖LmKδ =
(∫
R
|φ(θ)|mKδ(θ)dθ
)1/m
, 1 ≤ m <∞.
Let 1 ≤ k < m <∞ and δ > 0, then, by Jensen’s inequality,
‖φ‖LkKδ ≤ ‖φ‖LmKδ , 1 ≤ k < m <∞. (4.5)
The semigroups (Tδ(σ))σ≥0 have the following properties, which will be useful when dealing
with system (1.2) with unequal diffusivities:
Lemma 4.1. (1) (Contraction) For any 1 ≤ m <∞, we have
‖Tδ(σ)φ‖LmKδ ≤ ‖φ‖LmKδ , for all δ > 0, σ ≥ 0, φ ∈ L
∞(R). (4.6)
Moreover, for all 0 < δ ≤ λ <∞, we have
‖Tδ(σ)φ‖LmKλ ≤
(λ
δ
)1/2
‖φ‖LmKλ , for all σ ≥ 0, φ ∈ L
∞(R). (4.7)
(2) (Delayed regularizing effect) For any 1 ≤ k < m < ∞, there exist Cˆ, σ∗ > 0 such
that
‖Tδ(σ)φ‖LmKδ ≤ Cˆ‖φ‖LkKδ , for all δ > 0, σ ≥ σ
∗, φ ∈ L∞(R). (4.8)
Moreover, for all 0 < δ ≤ λ <∞, we have
‖Tδ(σ)φ‖LmKλ ≤ Cˆ
(λ
δ
)1/2‖φ‖LkKλ , for all σ ≥ σ∗, φ ∈ L∞(R). (4.9)
Proof. We put w(σ, θ) = (Tδ(σ)φ)(
√
δ θ). Then, by (4.4), it follows that w is the solution
of {
wσ = L1w, θ ∈ R, σ > 0,
w(0, θ) = φ(
√
δ θ), θ ∈ R.
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Then
w(σ, θ) =
[
T1(σ)φ(
√
δ .)
]
(θ). (4.10)
By (4.10) and [17, Lemma 3.1(i), p.176], we obtain
‖Tδ(σ)φ‖LmKδ = ‖(Tδ(σ)φ)(
√
δ .)‖LmK1 = ‖T1(σ)φ(
√
δ .)‖LmK1
≤ ‖φ(
√
δ .)‖LmK1 = ‖φ‖LmKδ , for all σ ≥ 0.
Let next 0 < δ ≤ λ < ∞. Denote by (Sδ(t))t≥0 the semigroup associated with δ∂2y in R
and let the functions u(t, y) and w(σ, θ) be related by the following backward self-similar
transformation (with T ∗ = 1, d = 0):
σ = − log(1− t) ∈ [0, ∞), θ = y√
1− t = e
σ/2y ∈ R, w(σ, θ) = u(t, y).
We have, for all σ ≥ 0,∣∣[Tδ(σ)φ](θ)∣∣ = ∣∣[Sδ(t)u0](y)∣∣ = ∣∣∣∣(4πδt)−1/2 ∫
R
e
−|y−z|2
4δt u0(z)dz
∣∣∣∣
≤
(λ
δ
)1/2
(4πλt)−1/2
∫
R
e
−|y−z|2
4λt |u0(z)| dz
=
(λ
δ
)1/2[
Sλ(t)
∣∣u0∣∣](y) = (λ
δ
)1/2[
Tλ(σ)
∣∣φ∣∣](θ).
Inequality (4.7) then follows from (4.6).
To prove assertion (2), we recall that, by e.g. [17, Lemma 3.1(ii), p.176], for any 1 ≤
k < m <∞, there exist Cˆ, σ∗ > 0 such that
‖T1(σ)φ‖LmK1 ≤ Cˆ‖φ‖LkK1 , for all σ ≥ σ
∗, φ ∈ L∞(R).
We may then argue similarly as for assertion (1). 
4.2. Proof of Proposition 4.1. The proof is long and technical. We split it in several
steps. Assume p ≥ q without loss of generality, hence α ≥ β.
Step 1. Definition of suitably modifed solutions. As mentioned before we lack a global
type I blow-up estimate. However, we have a local type I blow-up estimate, away from
the origin. Indeed, by (3.2) in Proposition 3.1, we know that
(T ∗ − t)αu(t, y) ≤ N0, (T ∗ − t)βv(t, y) ≤ N0, 0 ≤ t < T ∗, d1 ≤ y < R, (4.11)
with N0 = M0 d
−n
1 . We shall thus truncate the radial domain and consider suitably
controlled extensions of the solution to the real line. We first define the following extensions
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u˜, v˜ ≥ 0 of u, v by setting:
u˜(t, y) :=
u(t, y), y ∈ [d1, R],0, y ∈ R \ [d1, R], for any t ∈ [0, T ∗), (4.12)
and v˜(t, y) similarly.
Next, let M ≥ N0 to be chosen below. For given t0 ∈ [0, T ∗), let (u, v) = (u(t0; ·, ·),
v(t0; ·, ·)) be the solution of the following auxiliary problem:
ut − δuyy = F (u˜, v˜), t0 < t < T ∗, y ≥ d1,
vt − vyy = G(u˜, v˜), t0 < t < T ∗, y ≥ d1,
u(t, d1) =M(T
∗ − t)−α, t0 < t < T ∗,
v(t, d1) =M(T
∗ − t)−β , t0 < t < T ∗,
u(t0, y) = u˜(t0, y), y ≥ d1,
v(t0, y) = v˜(t0, y), y ≥ d1.
(4.13)
It is clear that u, v ≥ 0 exist on [t0, T ∗) × [d1, ∞). Also, using (4.11) and M ≥ N0, we
deduce from the maximum principle that
u˜ ≤ u, v˜ ≤ v on [t0, T ∗)× [d1, ∞). (4.14)
Now choosing
M = max
(
N0, c2α
−1(Np0 +N
r
0 + T
∗α+1), c2β
−1(N q0 +N
s
0 + T
∗β+1)
)
, (4.15)
where c2 is from (1.10)–(1.11), and using (1.10)–(1.12), (4.11), (4.12), (4.15), we have
F (u˜, v˜) ≤ c2(v˜p + u˜r + 1) ≤ c2
(
(Np0 +N
r
0 )(T
∗ − t)−α−1 + 1) ≤ αM(T ∗ − t)−α−1
and
G(u˜, v˜) ≤ c2(u˜q + v˜s + 1) ≤ c2
(
(N q0 +N
s
0 )(T
∗ − t)−β−1 + 1) ≤ βM(T ∗ − t)−β−1.
We may thus use M(T ∗ − t)−α (resp., M(T ∗ − t)−β) as a supersolution of the inhomo-
geneous, linear heat equation in (4.13), verified by u (resp. v) on [t0, T
∗) × [d1, ∞), and
infer from the maximum principle that
0 ≤ u ≤M(T ∗ − t)−α, 0 ≤ v ≤M(T ∗ − t)−β on [t0, T ∗)× [d1, ∞). (4.16)
We next extend (u, v) by odd reflection for y < d1, i.e., we set:
u(t, d1 − y) = 2M(T ∗ − t)−α − u(t, d1 + y), t0 ≤ t < T ∗, y > 0,
v(t, d1 − y) = 2M(T ∗ − t)−β − v(t, d1 + y), t0 ≤ t < T ∗, y > 0.
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From (4.16), along with (4.14) and (4.12), we have
0 ≤ u ≤ 2M(T ∗ − t)−α, 0 ≤ v ≤ 2M(T ∗ − t)−β on [t0, T ∗)× R (4.17)
and
u˜ ≤ u, v˜ ≤ v on [t0, T ∗)× R. (4.18)
It is easy to see that the functions u, v ∈ C1,2((t0, T ∗)×R) and that we have{
ut − δuyy = F1(t, y), t0 < t < T ∗, y ∈ R,
vt − vyy = G1(t, y), t0 < t < T ∗, y ∈ R,
where
F1(t, y) :=
2αM(T
∗ − t)−α−1 − F (u˜, v˜)(t, 2d1 − y), y < d1,
F (u˜, v˜)(t, y), y ≥ d1,
(4.19)
G1(t, y) :=
2βM(T
∗ − t)−β−1 −G(u˜, v˜)(t, 2d1 − y), y < d1,
G(u˜, v˜)(t, y), y ≥ d1.
(4.20)
Step 2. Self-similar rescaling of modifed solutions. We now fix d ∈ (d1, d0) (say,
d = (d0 + d1)/2) and pass to self-similar variables (σ, θ) around (T
∗, d), cf. (4.2). In
these variables, we first define the rescaled solution (w˜, z˜) = (w˜d, z˜d), associated with the
extended solution (u˜, v˜), namely,{
w˜(σ, θ) = (T ∗ − t)αu˜(t, y), σˆ ≤ σ <∞, θ ∈ R,
z˜(σ, θ) = (T ∗ − t)β v˜(t, y), σˆ ≤ σ <∞, θ ∈ R, (4.21)
where σˆ = − log T ∗. For given t0 ∈ [0, T ∗) (cf. Step 1), we also define (w, z) =
(wd(t0; ·, ·), zd(t0; ·, ·)), associated with the modifed solution (u(t0; ·, ·), v(t0; ·, ·)), given
by {
w(σ, θ) = (T ∗ − t)αu(t, y), σ0 ≤ σ <∞, θ ∈ R,
z(σ, θ) = (T ∗ − t)βv(t, y), σ0 ≤ σ <∞, θ ∈ R,
(4.22)
where σ0 = − log(T ∗− t0) ≥ σˆ. At this point, we stress that (w, z) depends on the choice
of σ0 (or t0), whereas (w˜, z˜) does not. Actually, in Step 3, the (w, z) will be used as
auxiliary functions in order to establish suitable estimates on (w˜, z˜) itself.
Set ℓ = d− d1 > 0. Owing to (4.17), (4.18), we have
w˜ ≤ w ≤ 2M, z˜ ≤ z ≤ 2M on [σ0, ∞)× R (4.23)
and, for all σ ≥ σˆ,
θ 7→ w˜(σ, θ) and θ 7→ z˜(σ, θ) are nonincreasing for θ ∈ [−ℓeσ/2,∞), (4.24)
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due to (1.6). Then, using (4.3), (4.19), (4.20), α + 1 = pβ, β + 1 = qα, α(r − 1) − 1 = 0
and β(s− 1)− 1 = 0, we see that (w, z) is a solution of{
wσ − Lδw + αw = F2(σ, θ), σ0 < σ <∞, θ ∈ R,
zσ − L1z + βz = G2(σ, θ), σ0 < σ <∞, θ ∈ R,
(4.25)
where
F2(σ, θ) = e
−(α+1)σF1
(
T ∗ − e−σ, d+ θe−σ/2)
≤ c2
(
z˜p(σ) + w˜r(σ) + e−(α+1)σ
)
+ 2αMχ{θ<−ℓeσ/2} (4.26)
and
G2(σ, θ) = e
−(β+1)σG1
(
T ∗ − e−σ, d+ θe−σ/2)
≤ c2
(
w˜q(σ) + z˜s(σ) + e−(β+1)σ
)
+ 2βMχ{θ<−ℓeσ/2} (4.27)
Also, using the last two conditions in (4.13), along with (4.21), (4.22) and (4.23), we see
that
w(σ0) ≤ w˜(σ0) + 2Mχ{θ<−ℓeσ0/2} and z(σ0) ≤ z˜(σ0) + 2Mχ{θ<−ℓeσ0/2}. (4.28)
In the next steps, we shall estimate (w˜, z˜) by using semigroup and delayed smoothing
arguments. As compared with the situation in [17], we have here additional terms which
come from the reflection procedure. However, thanks to the self-similar change of variables,
whose center d is shifted to the right of the reflection point d1, the contribution of these
terms, as σ → ∞, will be localized exponentially far away at −∞ in space and thus
can be made arbitrarily small for τ0 small. Also, the need to handle two semigroups,
due to the different diffusivities, as well as added nonlinear terms, cause some technical
complications, which require for instance an additional interpolation argument.
Step 3. First semigroup estimates for (w˜, z˜). We claim that, for all σ0 ≥ σˆ and σ > 0,
we have
w˜(σ0 + σ) ≤ e−ασTδ(σ)
[
w˜(σ0) + 2Mχ{θ<−ℓeσ0/2}
]
+ c2
∫ σ
0
e−α(σ−τ)Tδ(σ − τ)
(
z˜p(σ0 + τ) + w˜
r(σ0 + τ) + e
−(α+1)(σ0+τ)
)
dτ
+ 2αM
∫ σ
0
e−α(σ−τ)Tδ(σ − τ)χ{θ<−ℓe(σ0+τ)/2}dτ (4.29)
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and
z˜(σ0 + σ) ≤ e−βσT1(σ)
[
z˜(σ0) + 2Mχ{θ<−ℓeσ0/2}
]
+ c2
∫ σ
0
e−β(σ−τ)T1(σ − τ)
(
w˜q(σ0 + τ) + z˜
s(σ0 + τ) + e
−(β+1)(σ0+τ)
)
dτ
+ 2βM
∫ σ
0
e−β(σ−τ)T1(σ − τ)χ{θ<−ℓe(σ0+τ)/2}dτ, (4.30)
and that, moreover,
w˜(σ0 + σ) + z˜(σ0 + σ) ≤ eM1σS(σ)
[
w˜(σ0) + z˜(σ0) + 4Mχ{θ<−ℓeσ0/2}
]
+ c2
∫ σ
0
eM1(σ−τ)S(σ − τ)
[
e−(α+1)(σ0+τ) + e−(β+1)(σ0+τ)
]
dτ
+ 2αM
∫ σ
0
eM1(σ−τ)S(σ − τ)χ{θ<−ℓe(σ0+τ)/2}dτ, (4.31)
where
(S(σ))σ≥0 = (Tδ(σ) + T1(σ))σ≥0
and
M1 = c2max
(
(2M)p−1, (2M)q−1, (2M)r−1, (2M)s−1
)
.
(Note that, as announced, estimates (4.29)-(4.31) do not involve (w(t0; ·, ·), z(t0; ·, ·)) any-
more.)
Let us first verify (4.29)-(4.30). We fix σ0 ≥ σˆ and consider (w, z) =
(
wd(t0; ·, ·),
zd(t0; ·, ·)
)
, defined in (4.22) with σ0 = − log(T ∗ − t0). we use (4.25) and the variation of
constants formula to write
w(σ0 + σ) = e
−ασTδ(σ)w(σ0) +
∫ σ
0
e−α(σ−τ)Tδ(σ − τ)F2(σ0 + τ, ·)dτ
for all σ > 0, hence, by (4.26),
w(σ0 + σ) ≤ e−ασTδ(σ)w(σ0) + 2αM
∫ σ
0
e−α(σ−τ)Tδ(σ − τ)χ{θ<−ℓe(σ0+τ)/2}dτ
+ c2
∫ σ
0
e−α(σ−τ)Tδ(σ − τ)
(
z˜p(σ0 + τ) + w˜
r(σ0 + τ) + e
−(α+1)(σ0+τ)
)
dτ. (4.32)
Similarly, by exchanging the roles of w, w˜, p, r, α, and z, z˜, q, s, β, we obtain
z(σ0 + σ) ≤ e−βσT1(σ)z(σ0) + 2βM
∫ σ
0
e−β(σ−τ)T1(σ − τ)χ{θ<−ℓe(σ0+τ)/2}dτ
+ c2
∫ σ
0
e−β(σ−τ)T1(σ − τ)
(
w˜q(σ0 + τ) + z˜
s(σ0 + τ) + e
−(β+1)(σ0+τ)
)
dτ. (4.33)
Inequalities (4.29)-(4.30) then follow from (4.32), (4.33), (4.23) and (4.28).
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To verify (4.31), we set H := w+ z. Adding up (4.32) and (4.33), and recalling α ≥ β,
we easily get
H(σ0 + σ) ≤ S(σ)H(σ0) +
∫ σ
0
S(σ − τ)[M1H(σ0 + τ) +D(τ)] dτ, σ ≥ 0, (4.34)
where
D(τ, ·) = c2
[
e−(α+1)(σ0+τ) + e−(β+1)(σ0+τ)
]
+ 2αMχ{θ<−ℓe(σ0+τ)/2}, τ ≥ 0.
Set
Ĥ(σ0 + σ) := e
M1σS(σ)H(σ0) +
∫ σ
0
eM1(σ−τ)S(σ − τ)D(τ)dτ, σ ≥ 0. (4.35)
By direct computation, using the semigroup properties of (S(σ))σ≥0 and Fubini’s theorem,
we see that
Ĥ(σ0 + σ) = S(σ)H(σ0) +
∫ σ
0
S(σ − τ)[M1Ĥ(σ0 + τ) +D(τ)] dτ, σ > 0. (4.36)
Combining (4.34), (4.36) and using the positivity-preserving property of (S(σ))σ≥0, we
obtain
[H − Ĥ]+(σ0 + σ) ≤M1
∫ σ
0
S(σ − τ)[H − Ĥ]+(σ0 + τ) dτ, σ > 0. (4.37)
Letting now δ¯ = max(δ, 1) and K = Kδ¯, we deduce from (4.7) in Lemma 4.1 that
‖S(σ)φ‖LkK ≤ C˜‖φ‖LkK , σ ≥ 0, φ ∈ L
∞(R), 1 ≤ k <∞, (4.38)
with C˜ = C˜(δ) ≥ 1. Therefore, it follows from (4.37) that∥∥[H − Ĥ]+(σ0 + σ)∥∥L1K ≤ C˜M1
∫ σ
0
∥∥[H − Ĥ]+(σ0 + τ)∥∥L1K dτ, σ > 0,
and we infer from Gronwall’s Lemma that H(σ0+σ) ≤ Ĥ(σ0+σ) for all σ ≥ 0. Inequality
(4.31) then follows from (4.23) and (4.28).
Step 4. Small time estimate of rescaled solutions. At this point, we set, as before,
δ¯ = max(δ, 1) and K = Kδ¯, and we fix
m > max
[
p, q, s, r, 1 + r(r − 1)(α − β)
]
(4.39)
and let σ∗ be given by Lemma 4.1(2), with k = 1. We note that, by Lemma 4.1, we have
‖S(σ)φ‖LmK ≤ C˜0‖φ‖L1K , σ ≥ σ
∗, φ ∈ L∞(R), (4.40)
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with C˜0 = C˜0(p, q, s, r, δ) ≥ 1. Also, by (4.38), we have
‖S(σ)χ{θ<−A}‖LkK ≤ C˜‖χ{θ<−A}‖LkK = C˜
(
(4πδ)−1/2
∫ −A
−∞
exp
(−θ2
4δ
)
dθ
)1/k
≤ C0 exp(−(8kδ)−1A2), for all A > 0 and 1 ≤ k ≤ m, (4.41)
with C0 = C0(p, q, s, r, δ) ≥ 1.
Let η > 0. We claim that there exists τ1 ∈ (0, T ∗), depending only on η and and on
the parameters
p, q, r, s, δ, c1, c2, d0, d1, n, R, T
∗, (4.42)
such that:
For any t1 ∈ [T ∗ − τ1, T ∗) satisfying (4.1) and σ1 = − log(T ∗ − t1), we have
‖w˜(σ1 + σ)‖L1K + ‖z˜(σ1 + σ)‖L1K ≤ C˜1η, 0 < σ ≤ σ
∗, (4.43)
with C˜1 = 3C˜e
M1σ∗ > 0.
To prove the claim, we choose σ0 = σ1 in (4.31). Observe that, by assumption (4.1)
and owing to (1.6), we have w˜(σ1, ·), z˜(σ1, ·) ≤ η on R, hence
‖w˜(σ1)‖L1K + ‖z˜(σ1)‖L1K ≤ 2η. (4.44)
Using (4.31), (4.38), (4.41), (4.44), eσ1 = (T ∗ − t1)−1 ≥ τ−11 and assuming τ1 < 1, we
deduce that, for 0 ≤ σ ≤ σ∗,
‖w˜(σ1 + σ)‖L1K + ‖z˜(σ1 + σ)‖L1K
≤ 2C˜eM1σ∗η + 4C˜C0MeM1σ∗ exp(−(8δ¯τ1)−1ℓ2)
+2CC˜σ∗eM1σ
∗
τβ+11 + 2αC0C˜σ
∗MeM1σ
∗ exp
(
−(8δ¯τ1)−1ℓ2
)
≤ 2C˜eM1σ∗[η + c2σ∗τβ+11 + C0M(ασ∗ + 2) exp(−(8δ¯τ1)−1ℓ2)].
For τ1 ∈ (0, T ∗) sufficiently small, depending only on η and on the parameters in (4.42),
we finally get (4.43) with C˜1 = 3C˜e
M1σ∗ .
Step 5. Large time estimate of rescaled solutions. We claim that there exist η > 0 and
τ0 ∈ (0, τ1(η)], depending only on the parameters in (4.42), such that:
for any t1 ∈ [T ∗ − τ0, T ∗) satisfying (4.1), we have Aη, t1 = (0, ∞), (4.45)
where σ1 = − log(T ∗ − t1) and
Aη,t1 =
{
σ > 0 ; eατ‖w˜(σ1 + σ∗+ τ)‖L1K + e
βτ‖z˜(σ1 + σ∗+ τ)‖L1K ≤ 2C˜C˜1η, τ ∈ [0, σ]
}
.
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First observe that Aη, t1 6= ∅, due to (4.43) and the continuity of the function σ 7→
eασ‖w˜(σ1 + σ∗ + σ)‖L1K + e
βσ‖z˜(σ1 + σ∗ + σ)‖L1K . We denote
T = supAη, t1 ∈ (0, ∞].
Assume for contradiction that T <∞. Then by (4.43), recalling that α ≥ β, we have
‖w˜(σ1 + σ∗ + σ)‖L1K + ‖z˜(σ1 + σ
∗ + σ)‖L1K ≤ 2C˜C˜1ηe
−βσ , −σ∗ ≤ σ ≤ T . (4.46)
For 0 ≤ τ ≤ T , we apply (4.31) with σ0 = σ1+ τ and σ = σ∗. Using (4.38), (4.40), (4.41),
(4.44), (4.46), eσ1 = (T ∗ − t1)−1 ≥ τ−10 and assuming τ0 < 1, we get
‖w˜(σ1 + σ∗ + τ)‖LmK + ‖z˜(σ1 + σ∗ + τ)‖LmK
≤ 2C˜0eM1σ∗
(
‖w˜(σ1 + τ)‖L1K + ‖z˜(σ1 + τ)‖L1K
)
+ 8C0Me
M1σ∗ exp
(−(8δ¯τ0m)−1ℓ2eτ)
+4c2C˜σ
∗eM1σ
∗
τβ+10 e
−(β+1)τ + 4αMC˜C0σ
∗eM1σ
∗
exp
(−(8δ¯τ0m)−1ℓ2eτ)
≤ 4C˜1C˜0C˜eM1σ∗ηe−β(τ−σ∗) + 4c2C˜σ∗eM1σ∗τβ+10 e−(β+1)τ
+4C0(2 + αC˜σ
∗)MeM1σ
∗
exp
(−(8δ¯τ0m)−1ℓ2eτ ).
Put C˜2 = 5C˜1C˜0C˜e
(M1+β)σ∗ . For τ0 ∈ (0, τ1(η)] sufficiently small, depending only on η
and on the parameters in (4.42), it follows that
‖w˜(σ1 + σ∗ + τ)‖LmK + ‖z˜(σ1 + σ∗ + τ)‖LmK ≤ C˜2ηe−βτ , 0 ≤ τ ≤ T . (4.47)
Next let 0 < σ ≤ T . Now using (4.29) with σ0 = σ1 + σ∗, (4.38), (4.41), Tδ(σ) ≤ S(σ)
and eσ1 ≥ τ−10 , we obtain
eασ‖w˜(σ1 + σ∗ + σ)‖L1K ≤ ‖Tδ(σ)w˜(σ1 + σ
∗)‖L1K + 2M‖Tδ(σ)χ{θ<−ℓe(σ1+σ∗)/2}‖L1K
+c2
∫ σ
0
eατ‖Tδ(σ − τ)z˜p(σ1 + σ∗ + τ)‖L1Kdτ
+c2
∫ σ
0
eατ‖Tδ(σ − τ)w˜r(σ1 + σ∗ + τ)‖L1Kdτ
+c2
∫ σ
0
eατ‖Tδ(σ − τ)e−(α+1)(σ1+σ∗+τ)‖L1Kdτ
+2αM
∫ σ
0
eατ‖Tδ(σ − τ)χ{θ<−ℓe(σ1+σ∗+τ)/2}‖L1Kdτ
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hence,
eασ‖w˜(σ1 + σ∗ + σ)‖L1K ≤ C˜‖w˜(σ1 + σ
∗)‖L1K + 2C0M exp(−(8δτ0)
−1ℓ2)
+c2C˜
∫ σ
0
eατ‖z˜p(σ1 + σ∗ + τ)‖L1Kdτ
+c2C˜
∫ σ
0
eατ‖w˜r(σ1 + σ∗ + τ)‖L1Kdτ
+c2C˜τ
α+1
0 + 2αC0M
∫ σ
0
eατ exp
(−(8δτ0)−1ℓ2eτ) dτ.
By taking τ0 possibly smaller (dependence as above), we may ensure that
c2C˜τ
α+1
0 + 2C0M exp(−(8δτ0)−1ℓ2) + 2αC0M
∫ ∞
0
eατ exp
(−(8δτ0)−1ℓ2eτ ) dτ ≤ η2,
hence,
eασ‖w˜(σ1 + σ∗ + σ)‖L1K ≤ C˜‖w˜(σ1 + σ
∗)‖L1K + η
2
+c2C˜
∫ σ
0
eατ‖z˜(σ1 + σ∗ + τ)‖pLpKdτ + c2C˜
∫ σ
0
eατ‖w˜(σ1 + σ∗ + τ)‖rLrKdτ.
(4.48)
To estimate the last integral, setting ν = (m − r)/(m − 1) ∈ (0, 1) and interpolating
between (4.47) and the fact that τ ∈ Aη, t1 , we write
‖w˜(σ1 + σ∗ + τ)‖LrK ≤ ‖w˜(σ1 + σ∗ + τ)‖νL1K‖w˜(σ1 + σ
∗ + τ)‖1−νLmK
≤ (2C˜C˜1ηe−ατ )ν(C˜2ηe−βτ )1−ν = C˜3ηe−(αν+β(1−ν))τ ,
with C˜3 = (2C˜C˜1)
νC˜1−ν2 . Using this, along with (4.5) and (4.47), we obtain
eασ‖w˜(σ1 + σ∗ + σ)‖L1K ≤ C˜‖w˜(σ1 + σ
∗)‖L1K + η
2
+c2C˜(C˜2η)
p
∫ σ
0
eατe−βpτdτ + c2C˜(C˜3η)
r
∫ σ
0
eατe−(αν+β(1−ν))rτ dτ.
Since α − βp = −1, α = αr − 1 and ν1 := 1 − (α − β)(1 − ν)r > 0, owing to (4.39), we
deduce that
eασ‖w˜(σ1 + σ∗ + σ)‖L1K ≤ C˜‖w˜(σ1 + σ
∗)‖L1K + η
2 + c2C˜C˜
p
2η
p +
c2C˜C˜
r
3η
r
ν1
. (4.49)
Similarly as (4.48), by using (4.30) instead of (4.29), we get
eβσ‖z˜(σ1 + σ∗ + σ)‖L1K ≤ C˜‖z˜(σ1 + σ
∗)‖L1K + η
2
+c2C˜
∫ σ
0
eβτ‖w˜(σ1 + σ∗ + τ)‖qLqKdτ + c2C˜
∫ σ
0
eβτ‖z˜(σ1 + σ∗ + τ)‖sLsKdτ.
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Therefore, by (4.47),
eβσ‖z˜(σ1 + σ∗ + σ)‖L1K ≤ C˜‖z˜(σ1 + σ
∗)‖L1K + η
2
+c2C˜(C˜2η)
q
∫ σ
0
eβτe−βqτdτ + c2C˜(C˜2η)
s
∫ σ
0
eβτe−βsτdτ.
This time, the above interpolation is not necessary. Indeed, using β = βs− 1, we directly
get
eβσ‖z˜(σ1 + σ∗ + σ)‖L1K ≤ C˜‖z˜(σ1 + σ
∗)‖L1K + η
2 +
c2C˜C˜
q
2η
q
β(q − 1) + c2C˜C˜
s
2η
s. (4.50)
Finally, for σ = T in (4.49) and (4.50), by definition of T and by using (4.43) with
σ = σ∗, we obtain
2C˜C˜1η = e
αT ‖w˜(σ1 + σ∗ + T )‖L1K + e
βT ‖z˜(σ1 + σ∗ + T )‖L1K
≤ C˜‖w˜(σ1 + σ∗)‖L1K + C˜‖z˜(σ1 + σ
∗)‖L1K
+2η2 + c2C˜C˜
p
2η
p +
c2C˜C˜
r
3η
r
ν1
+
c2C˜C˜
q
2η
q
β(q − 1) + c2C˜C˜
s
2η
s
≤ C˜C˜1η + C4[η2 + ηp + ηr + ηq + ηs],
hence C˜C˜1 ≤ C4(η + ηp−1 + ηr−1 + ηq−1 + ηs−1), where C4 > 0 depends only on the
parameters in (4.42). Since p, q, r, s > 1, choosing η > 0 sufficiently small (which now
fixes τ0), we reach a contradiction. Consequently, T =∞ and the claim is proved.
Step 6. Conclusion. Let η, τ0 be as in Step 5 and let t1 ∈ [T ∗ − τ0, T ∗) satisfy (4.1).
It follows from the definition of Aη, t1 that
Λ0 = sup
σ≥σ1+σ∗
(
eασ‖w˜(σ)‖L1K + e
βσ‖z˜(σ)‖L1K
)
<∞. (4.51)
Set L :=
∫ 0
−1K(θ) dθ > 0. For all t ∈ [Tˆ ∗ − ℓ−2, T ∗), recalling (4.2), we have ℓeσ/2 ≥ 1,
hence
w˜(σ, 0) ≤ L−1
∫ 0
−1
w˜(σ, θ)K(θ) dθ, z˜(σ, 0) ≤ L−1
∫ 0
−1
z˜(σ, θ)K(θ) dθ, (4.52)
owing to (4.24). Let then tˆ1 = T
∗ − min(ℓ−2, e−(σ1+σ∗)). It follows from (4.12), (4.21),
(4.51), (4.52) that, for all t ∈ [tˆ1, T ∗),
u(t, d) + v(t, d) = eασw˜(σ, 0) + eβσ z˜(σ, 0)
≤ 2L−1
(
eασ‖w˜(σ)‖L1K + e
βσ‖z˜(σ)‖L1K
)
≤ 2L−1Λ0.
Using (1.6), we conclude that d0 > d is not a blow-up point. 
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5. Convergence of rescaled solutions to solutions of a system of
ordinary differential inequalities
For given ρ1 ∈ (0, R), we again switch to similarity variables around (T ∗, ρ1), already
used in the previous section. Namely, we set:
σ = − log(T ∗ − t), θ = ρ− ρ1√
T ∗ − t = e
σ/2(ρ− ρ1), (5.1)
and consider the rescaled solution (W,Z) = (Wρ1 , Zρ1) associated with (u, v):
W (σ, θ) = (T ∗ − t)αu(t, ρ), Z(σ, θ) = (T ∗ − t)βv(t, ρ), (5.2)
defined for σ ∈ [σˆ, ∞) with σˆ = − log T ∗ and θ ∈ (−ρ1eσ/2, (R − ρ1)eσ/2).
The goal of this section is to show that any such rescaled solution (W,Z) behaves, in a
suitable sense as σ →∞ and θ →∞, like a (distribution) solution of the following system
of ordinary differential inequalities:{
φ′ + αφ ≥ c1ψp,
ψ′ + βψ ≥ c1φq
(5.3)
on the whole real line (−∞,∞) (however, we shall eventually only use the fact that (φ,ψ)
solves (5.3) on some bounded open interval). Moreover, we single out a simple but crucial
property of local interpendence of components for solutions of (5.3).
Proposition 5.1. Let Ω = B(0, R), p, q > 1, δ > 0. Assume (1.4)–(1.5), (1.10)–(1.12)
and let the solution (u, v) of (1.2) satisfy T ∗ < ∞. Let ρ1 ∈ (0, R) and let (W,Z) be
defined by (5.1)-(5.2).
(i) Then, for all sequence σj →∞, there exists a subsequence (not relabeled) such that,
for each σ ∈ R,
φ(σ) = lim
θ→∞
(
lim
j→∞
W (σ + σj, θ)
)
, ψ(σ) = lim
θ→∞
(
lim
j→∞
Z(σ + σj, θ)
)
(5.4)
exist and are finite, where the limits in j are uniform for (σ, θ) in bounded subsets of R×R,
and the limits in θ are monotone nonincreasing.
(ii) The functions φ,ψ defined in (5.4) belong to BC(R) and (φ,ψ) is a nonnegative
solution in D′(R) of system (5.3).
(iii) Let I ⊂ R be an open interval containing 0. For any nonnegative functions φ,ψ ∈
C(I) satisfying (5.3) in D′(I), we have φ(0) = 0 if and only if ψ(0) = 0.
Proof. (i) Let A = min(ρ1/2, R − ρ1) > 0. By (3.2), we have that
(W, Z) is bounded on the set D = {(σ, θ) ∈ R× R, σ > σˆ, |θ| ≤ Aeσ/2} (5.5)
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and (W, Z) solves the system Wσ − δWθθ +
[
θ
2 − δ (n−1)e
−σ/2
ρ1+θe−σ/2
]
Wθ + αW = e
−(α+1)σF (eασW, eβσZ)
Zσ − Zθθ +
[
θ
2 − (n−1)e
−σ/2
ρ1+θe−σ/2
]
Zθ + βZ = e
−(β+1)σG(eασW, eβσZ)
in D. (5.6)
Moreover, by (1.8), (1.10)–(1.12), it follows that
c1 Z
p ≤ e−(α+1)σF (eασW, eβσZ) ≤ c2(Zp +W r + e−(α+1)σ). (5.7)
c1W
q ≤ e−(β+1)σG(eασW, eβσZ) ≤ c2(W q + Zs + e−(β+1)σ). (5.8)
Denoting the time-translates Wj(σ, θ) := W (σ + σj , θ) and Zj(σ, θ) := Z(σ + σj , θ) and
setting
µj(σ, θ) =
(n− 1)e−(σ+σj )/2
ρ1 + θe−(σ+σj)/2
, εj(σ) = e
−(α+1)(σ+σj ), ε˜j(σ) = e
−(β+1)(σ+σj ),
we have, by (5.6)-(5.8),{
c1Z
p
j ≤ ∂σWj − δ∂2θWj +
[
θ
2 − δµj
]
∂θWj + αWj ≤ c2
(
Zpj +W
r
j + εj
)
c1W
q
j ≤ ∂σZj − ∂2θZj +
[
θ
2 − µj
]
∂θZj + βZj ≤ c2
(
W qj + Z
s
j + ε˜j
) in D.
(5.9)
For each compact Q of R × R, the sequences (Zpj +W rj + εj) and (W qj + Zsj + ε˜j) are
defined on Q for j large enough and, owing to (5.5), they are bounded in Lm(Q) for
each m ∈ (1, ∞). Therefore, by (5.9) and parabolic estimates (see, e.g. [16, p.438]), the
sequences (Wj) and (Zj) are bounded in W
1,2;m(Q) for each compact Q of R × R and
each m ∈ (1, ∞). Fixing α ∈ (0, 1) and using the compact embeddings W 1,2;m(Q) ⊂⊂
Cα,1+(α/2)(Q) for m large, we deduce that, for some subsequence (not relabeled), (Wj , Zj)
converges, in Cα,1+(α/2) for each compact Q of R×R, to some pair of nonnegative, bounded
functions (w, z), with w, z ∈W 1,2;mloc (R ×R) for each m ∈ (1, ∞).
Moreover, since uρ, vρ ≤ 0 by (1.6), we have ∂θWj, ∂θZj ≤ 0 in D and therefore, for
each σ ∈ R,
R ∋ θ 7→ w(σ, θ) and R ∋ θ 7→ z(σ, θ) are nonincreasing. (5.10)
Since w and z are bounded and nonincreasing, we may define
φ(σ) = lim
θ→+∞
w(σ, θ), ψ(σ) = lim
θ→+∞
z(σ, θ),
which proves assertion (i).
(ii) We first observe that the properties of the sequence obtained in the previous
paragraph allow us to pass to the limit in the distribution sense in (5.9) and, recall-
ing ∂θWj, ∂θZj ≤ 0 in D, it follows in particular that (w, z) is a (continuous bounded)
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solution of {
wσ − δwθθ + αw ≥ c1zp,
zσ − zθθ + βz ≥ c1wq,
in D′(R2). (5.11)
We can then obtain (5.3) by the following simple argument. We check for instance the
first inequality in (5.3), the other being completely similar. Fix χ, ξ ∈ D(R), with χ, ξ ≥ 0
and
∫
R
χ = 1. For j ∈ N, replacing θ by θ + j in (5.11) and testing with ξ(σ)χ(θ), we
obtain∫
R
∫
R
[
c1z
p − αw](σ, θ + j)ξ(σ)χ(θ) dθdσ
=
〈[
c1z
p − αw](·, ·+ j), ξ ⊗ χ〉
≤
〈(
wσ − δwθθ
)
(·, ·+ j), ξ ⊗ χ
〉
=
∫
R
∫
R
(−ξσ(σ)χ(θ)− δξ(σ)χθθ(θ))w(σ, θ + j) dθdσ.
(5.12)
Due to the boundedness of w, z, we may therefore apply the dominated convergence the-
orem on the first and last terms of (5.12). Taking
∫
R
χ = 1 and
∫
R
χθθ = 0 into account,
we thus obtain∫
R
[
c1ψ
p − αφ](σ)ξ(σ)dσ = ∫
R
∫
R
[
c1ψ
p − αφ](σ)χ(θ)ξ(σ)dθdσ
≤
∫
R
∫
R
(−ξσ(σ)χ(θ)− δξ(σ)χθθ(θ))φ(σ)dθdσ
=
∫
R
−ξσ(σ)φ(σ)dσ
and the conclusion follows.
(iii) Assume for contradiction that, for instance, φ(0) = 0 and ψ(0) > 0. Then, by
continuity, there exists η > 0 such that [c1ψ
p − αφ](σ) ≥ η on (−η, η) ⊂ I. Consequently
φ′ ≥ η in D′(−η, η). It is well known that this guarantees
φ(y)− φ(x) ≥
∫ y
x
η dσ = η(y − x) for −η < x < y < η.
In particular φ(x) ≤ φ(0) + ηx = ηx < 0 for all x ∈ (−η, 0): a contradiction. 
6. Completion of proof of Proposition 2.1
In this section, by using a contradiction argument and the results of Sections 3-5, we
complete the proof of Proposition 2.1.
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Proof of Proposition 2.1. The upper estimates in (2.1)-(2.2) follow from (3.2) in Proposi-
tion 3.1. To prove the lower estimates, since uρ, vρ ≤ 0 and since u, v > 0 on [T ∗/2, T ∗)×
[0, R) by the strong maximum principle, it suffices to show that, for each ρ1 ∈ (0, ρ0),
lim inf
t→T ∗
(T ∗ − t)αu(t, ρ1) > 0 and lim inf
t→T ∗
(T ∗ − t)βv(t, ρ1) > 0.
We argue by contradiction and assume for instance that there exist ρ1 ∈ (0, ρ0) and a
sequence tj → T ∗ such that
lim
j→∞
(T ∗ − tj)αu(tj , ρ1) = 0.
Set σj := − log(T ∗ − tj)→∞, let (W,Z) be defined by (5.1)-(5.2) and let (φ,ψ) be given
by Proposition 5.1(i). Since W (σ, θ) ≤W (σ, 0) for all θ ∈ [0, (R− ρ1)eσ/2] due to (1.6), it
follows from (5.4) that
φ(0) = lim
θ→∞
(
lim
j→∞
W (σj, θ)
)
≤ lim
j→∞
W (σj, 0) = lim
j→∞
(T ∗ − tj)αu(tj, ρ1) = 0.
By Proposition 5.1(ii) and (iii), it follows that ψ(0) = φ(0) = 0. Therefore, with η given
by Proposition 4.1, we deduce from (5.4) that there exists θ0 > 0 such that
lim
j→∞
W (σj, θ0) ≤ η/2, lim
j→∞
Z(σj, θ0) ≤ η/2.
Then, for all j sufficiently large, we have
W (σj, θ0) ≤ η, Z(σj, θ0) ≤ η
hence, in view of (5.1)-(5.2),
(T ∗ − tj)αu(tj , ρ1 + θ0
√
T ∗ − tj) ≤ η, (T ∗ − tj)βv(tj , ρ1 + θ0
√
T ∗ − tj) ≤ η.
Taking j large enough so that ρ1+θ0
√
T ∗ − tj < (ρ0+ρ1)/2 and T ∗−tj ≤ τ0, we conclude
from Proposition 4.1 that ρ0 is not a blow-up point: a contradiction. 
7. Proof of Theorem 1.3 and verification of Examples 1.1.
As a preliminary to the proof of Theorem 1.3, we prove the following proposition.
Proposition 7.1. Under the assumptions of Theorem 1.3, there exists a constant C > 0
such that
sup
Qt
u
q+1
p+1 ≤ C sup
Qt
v, T ∗/2 < t < T ∗ (7.1)
and
sup
Qt
v
p+1
q+1 ≤ C sup
Qt
u, T ∗/2 < t < T ∗, (7.2)
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where Qt = (0, t)×B(0, R).
Proof. As in [20], we define the functions U , V by:
U(t) = sup
Qt
u and V (t) = sup
Qt
v. (7.3)
Then U and V are positive continuous and nondecreasing on (0, T ∗). Also, since (u, v) is a
blowing-up solution, it follows that U or V diverges as tր T ∗.We argue by contradiction.
Assume that (7.1) fails. Then there exists a sequence tj ր T ∗ as j →∞ such that
V (tj)U
− q+1
p+1 (tj)→ 0 as j →∞.
It follows that U must diverge as tր T ∗. In the rest of the proof, we use the notation
λj := U
− 1
2α (tj) → 0
j→∞
,
where α is given by (1.8).
Let (t′j , x
′
j) ∈ (0, tj ] × B(0, R) be such that u(t′j , x′j) ≥ (1/2)U(tj). We have t′j → T ∗
as j →∞. Now, we rescale the functions U and V by setting:
φj(σ, y) := λ
2αu(λ2jσ + t
′
j, λjy + x
′
j),
ψj(σ, y) := λ
2βv(λ2jσ + t
′
j, λjy + x
′
j),
where (σ, y) ∈ (−λ−2j t′j, λ−2j (T ∗ − t′j)) × (−λ−1j |x′j |, λ−1j (R − |x′j|)) =: Dj and α, β are
given by (1.8). Then, If we restrict σ to (−λ−2j t′j, 0], we obtain
0 ≤ φj ≤ 1, φj(0, 0) ≥ 1/2 and 0 ≤ ψj ≤ V (tj)U−
q+1
p+1 (tj)→ 0 as j →∞. (7.4)
On the other hand, (φj , ψj) solves the system: c1ψ
p ≤ φσ − δ∆φ ≤ c2
(
ψp + φr + λ
2(α+1)
j
)
,
c1φ
q ≤ ψσ −∆ψ ≤ c2
(
φq + ψs + λ
2(β+1)
j
)
,
on Dj . By using interior parabolic estimates, there exists a subsequence, still denoted by
(φj , ψj), converging uniformly on compact subsets of (−∞, 0]×Rn to (φ, ψ) a nonnegative
(strong) solution of {
φσ − δ∆φ ≤ c2(ψp + φr),
ψσ −∆ψ ≥ c1φq.
By (7.4), it follows that φ(0, 0) ≥ 1/2 and ψ ≡ 0. But the second equation implies φ ≡ 0:
a contradiction. This proves (7.1). Statement (7.2) follows by exchanging the roles of u,
p, r, α and v, q, s, β. 
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Proof of Theorem 1.3. Recall that, under the assumptions of Theorem 1.3, we know that
‖u(t)‖∞ = u(t, 0), ‖v(t)‖∞ = v(t, 0) and u(T ∗, 0) = v(T ∗, 0) = ∞. By Proposition 7.1,
it follows that there exists C > 0 such that
vp(t, 0) ≤ Cur(t, 0). (7.5)
and uq(t, 0) ≤ Cvs(t, 0). (7.6)
Here and in the rest of the proof, C denotes a positive constant which may vary from line
to line.
On the other hand, since vt ≥ 0, uρ ≤ 0 and vρ ≤ 0 then,
∂
∂ρ
(
1
2
v2ρ + c2v(u
q + vs + 1))
)
= (vρρ + c2(u
q + vs + 1))vρ + c2qvu
q−1uρ + c2sv
svρ
≤ (vρρ + F (u, v))vρ + c2qvuq−1uρ + c2svsvρ
=
(
vt − n− 1
ρ
vρ
)
vρ + c2qvu
q−1uρ + c2sv
svρ ≤ 0.
Consequently, (
1
2
v2ρ + vF (u, v)
)
(t, ρ) ≤
(
1
2
v2ρ + c2v(u
q + vs + 1)
)
(t, ρ)
≤
(
1
2
v2ρ + c2v(u
q + vs + 1)
)
(t, 0)
≤ c2v(uq + vs + 1)(t, 0).
Moreover, by (7.5), there exists C > 0 such that v(uq + vs +1)(t, 0) ≤ Cvs+1(t, 0), hence
1
2
v2ρ(t, ρ) ≤ Cvs+1(t, 0), for all t ∈ (T ∗/2, T ∗) and ρ ∈ [0, R].
Therefore,
‖vρ(t)‖∞ ≤ Cv(s+1)/2(t, 0) = Cv
1
2β
+1
(t, 0), for all t ∈ (T ∗/2, T ∗).
Arguing as in [17, p. 187], we deduce that there exist ε0, ε1 > 0 such that
v(T ∗, |x|) ≥ ε0|x|−2β , for all |x| ∈ (0, ε1).
The inequality on G is obtained similarly. 
Finally, we verify the assertions made in Examples 1.1.
(i) Let F,G be given by (1.14)-(1.15). Properties (1.4)–(1.5) are clear (for u, v > 0 in
case some of the exponents belong to (0, 1)). To check (1.10), it suffices to estimate each
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of the products urivsi with ri > 0 (the case ri = 0 being immediate). This follows from
Young’s inequality applied with the exponent p(q+1)ri(p+1) > 1, writing
urivsi ≤ u
p(q+1)
p+1 + v
sip(q+1)
p(q+1)−ri(p+1) ≤ u
p(q+1)
p+1 + C(vp + 1),
where we used sip(q+1)p(q+1)−ri(p+1) ≤ p due to (1.15). Property (1.11) is obtained similarly.
It thus remains to verify (1.13). Fixing C2 > C1 > 0, this amounts to finding
µ,A, κ1, κ2 > 0 with κ1κ2 < 1, such that
R1 := λ(κ1p− 1− µ)vp +
m∑
i=1
λi
(
ri + κ1si − 1− µ
)
urivsi ≥ 0
R2 := λ(κ2q − 1− µ)vp +
m∑
i=1
λi
(
κ2ri + si − 1− µ
)
urivsi ≥ 0
on the set {u, v ≥ A |C1 ≤ uq+1vp+1 ≤ C2}. Fix 1/p < κ1 < 1, 1/q < κ2 < 1 and denote
I =
{
i ∈ {1, . . . ,m}; ri p+1q+1 + si = p
}
, I =
{
i ∈ {1, . . . ,m}; ri + si q+1p+1 = q
}
.
Observe that if i ∈ I, then
ri + κ1si − 1 ≥ ri + 1
p
(
p− ri p+ 1
q + 1
)
− 1 = ri pq − 1
p(q + 1)
and we may also assume ri > 0 (since otherwise ri = 0, si = p and λiu
rivsi can be included
into the main term λvp). Similarly, if i ∈ I, then
κ2ri + si − 1 ≥ 1
q
(
q − si q + 1
p+ 1
)
+ si − 1 = si pq − 1
q(p + 1)
and we may also assume si > 0. Choosing
0 < µ < min
(
κ1p− 1
2
,
κ2q − 1
2
,
pq − 1
p(q + 1)
min
i∈I
ri,
pq − 1
q(p+ 1)
min
i∈I
si
)
,
it follows that
R1 ≥ µvp +
∑
i∈{1,...,m}\I
λi
(
ri + κ1si − 1− µ
)
urivsi , (7.7)
R2 ≥ µuq +
∑
i∈{1,...,m}\I
λi
(
κ2ri + si − 1− µ
)
urivsi . (7.8)
Now consider i ∈ {1, . . . ,m} \ I. We have ri p+1q+1 + si < p by (1.15). Therefore, on the set
DA := {u, v ≥ A |C1 ≤ uq+1vp+1 ≤ C2}, we have
urivsi−p ≤ Cri/(q+1)2 v−p+si+ri(p+1)/(q+1) ≤ Cri/(q+1)2 A−p+si+ri(p+1)/(q+1) → 0
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as A→∞. We get the similar property for i ∈ {1, . . . ,m}\ I . By (7.7)-(7.8), we conclude
that R1, R2 ≥ 0 on DA by taking A large enough.
(ii) Let F , G be given by (1.16)-(1.17). Properties (1.4) and (1.10)–(1.12) are clear. In
order to verify (1.5) and (1.13), since Fu = Gv = 0, it clearly suffices to find η > 0 such
that
vFv(u, v) ≥ (1 + η)F (u, v), v ≥ 0 and uGu(u, v) ≥ (1 + η)G(u, v), u ≥ 0.
Setting X = k log(1 + v), we compute
vFv − (1 + η)F = vp
[
(p− 1− η)(1 + λ sin2X) + 2λk v
1 + v
cosX sinX
]
.
Using
|2 cosX sinX| ≤ cos
2X√
1 + λ
+
√
1 + λ sin2X =
1 + λ sin2X√
1 + λ
,
we get
vFv − (1 + η)F ≥ vp
[
p− 1− η − λk√
1 + λ
]
(1 + λ sin2X) ≥ 0, v ≥ 0,
under assumption (1.17) if we choose η > 0 small. The inequality for G is similar.
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