Introduction {#s1}
============

Complexity of a system, in general, deals with the intricate design and complex interrelations among the components of the system. Complexity analysis can be categorized in three types based on functional behavior, topological properties, and/or at the compositional level of a system [@pone.0038159-Bonchev1]. Over the years, all these categories have been implemented and contemplated concurrently in several branches of science and social science. In this paper, we study the complexity of graphs with respect to its underlying structure. It is often referred to as topological complexity [@pone.0038159-Bonchev2], as the measures are used to associate high complexity with low symmetry and larger diversity of the system's components, while low complexity is related to high symmetry, uniformity and lack of diversity. The quantitative estimation (using measures/indices) of topological complexity has been proven useful when characterizing the networks and has widely spread into all branches of natural sciences, mathematics, statistics, economics and sociology; for e.g., see [@pone.0038159-Anand1]--[@pone.0038159-Butts1].

In the study of complexity, information theory has been playing a predominant role. That is, the measures based on Shannon entropy have been very powerful and useful in determining the structural complexity of networks; see [@pone.0038159-Bonchev1], [@pone.0038159-Bonchev2], [@pone.0038159-Claussen1], [@pone.0038159-Bonchev4]. Apart from Shannon entropy, its generalizations such as Rényi entropy [@pone.0038159-Rnyi1], Daròczy entropy [@pone.0038159-Darczy1] have also been identified as useful measures for characterizing network-based systems; see [@pone.0038159-Dehmer1].

In this paper, we deal with a novel aspect when analyzing the complexity of network-based systems. Namely, we establish relations between information-theoretic complexity measures [@pone.0038159-Dehmer2], [@pone.0038159-Dehmer3]. Investigating relations (in the form of inequalities) among measures is useful when studying large scale networks where evaluating the exact value of a measure might be computationally challenging. In addition, they also serve as a tool for solving problems: In the field of communication theory, the study of inequalities has led to the development of so-called algebra of information where several rules have been established between the mutual information among events [@pone.0038159-Cover1] and their respective entropy measures. For example, Young's inequality, Brunn-Minkowski inequality, Fisher's information inequalities to name a few in this context [@pone.0038159-Dembo1]--[@pone.0038159-Dragomir1].

Inequalities involving information measures for graphs are also referred to as *information inequalities* [@pone.0038159-Dehmer4]. They can be classified in two types, namely *implicit information inequalities* and *explicit information inequalities*. In particular, when information measures are present on either side of the inequality, we call it an *implicit information inequality* [@pone.0038159-Dehmer4], while in the latter, the information measure is bounded by a function of parameters (or constants) involved. For some of the recent contributions in this direction, we refer to [@pone.0038159-Dehmer2], [@pone.0038159-Dehmer4]--[@pone.0038159-Dehmer6].

Recently, we have established relations [@pone.0038159-Dehmer2] involving only Shannon entropy measures, under certain assumptions. In this article we extend the study to analyze the relation between entropy measures belonging to different concepts. In particular, the main contribution of this paper, is to establish implicit information inequalities involving Shannon entropy and Rényi entropy measures when being applied to networks. Further, we present implicit inequalities between Rényi entropy measures having two different types of probability distributions with additional assumptions. To achieve this, we analyze and establish relations between classical partition-based graph entropies [@pone.0038159-Bonchev4], [@pone.0038159-Bonchev5], [@pone.0038159-Mowshowitz1] and non-partition-based (or the functional) based entropies [@pone.0038159-Dehmer7]. Finally, we apply the obtained inequalities to specific graph classes and derive simple explicit bounds for the Rényi entropy.

Methods {#s2}
=======

In this section, we state some of the definitions of information-theoretic complexity measures [@pone.0038159-Dehmer3], [@pone.0038159-Dehmer8]--[@pone.0038159-Shannon1]. These measures are based on two major classifications, namely partition-based and partition-independent measures. Some basic results on inequalities on real numbers [@pone.0038159-Dragomir1], [@pone.0038159-Hardy1] are also presented at the end of the section.

Let be a graph on *N* vertices where and . Throughout this article, *G* denotes a simple undirected graph. Let *X* be a collection of subsets of *G* representing a graph object. Let be an equivalence relation that partitions *X* into *k* subsets , with cardinality , for . Let denote the probability distribution on *X* w.r.t , such that , is the value of probability on each of the partition.

For graphs, the Shannon's entropy measure [@pone.0038159-Shannon2] is also referred to as *the information content of graphs* [@pone.0038159-Bonchev4], [@pone.0038159-Mowshowitz1], [@pone.0038159-Rashevsky1] and is defined as follows:

**Definition 1** The mean information content, , of *G* with respect to is given by.

Note that while the above definition is based on partitioning a graph object, another class of Shannon entropy has been defined in [@pone.0038159-Dehmer8] where the probability distribution is independent of partitions. That is, probabilities were defined for every vertex of the graph using the concept of information functionals.

Suppose is an arbitrary information functional [@pone.0038159-Dehmer8] that maps a set of vertices to the non-negative real numbers and let. is the probability value of .

**Definition 2** *The graph entropy, , representing the structural information content of G* [@pone.0038159-Dehmer3], [@pone.0038159-Dehmer8] *is then given by,*

As a follow-up to Shannon's seminal work [@pone.0038159-Shannon1], many generalizations of the entropy measure were proposed in the literature [@pone.0038159-Rnyi1], [@pone.0038159-Darczy1], [@pone.0038159-Arndt1]. These generalized entropies were recently [@pone.0038159-Dehmer1], extended to study graphs. In the following, we present one such generalization from [@pone.0038159-Dehmer1], namely the Rényi entropy for graphs.

**Definition 3** *The Rényi entropy , for and , of a graph G* [@pone.0038159-Dehmer1] *is given by,* Here, is the equivalence relation on a graph object and denotes the probabilities defined on the partition induced by .

It has been proved that Rényi entropy is a generalization of Shannon entropy and in the limiting case when , the Rényi entropy equals the Shannon entropy [@pone.0038159-Arndt1].

Similar to expression (3), the Rényi entropy can be immediately extended [@pone.0038159-Dehmer1] to partition-independent probability distributions defined on *G*.

**Definition 4** *Let , for and , denote the Rényi entropy* [@pone.0038159-Dehmer1] *defined using an information functional f. Then.*

Next we state some interesting inequalities from the literature that are crucial to prove our main results. One of the well-known result for real numbers is stated as follows [@pone.0038159-Hardy1].

**Lemma 1** [@pone.0038159-Hardy1] *Let* *and* *be real numbers. Then.*

A simplified form of Minkowski's inequality has been expressed in [@pone.0038159-Hardy1].

**Lemma 2** [@pone.0038159-Hardy1] *If* *, then.* where , if and , if .

As an extension of discrete Jensen's inequality, the following inequality has been derived in [@pone.0038159-Dragomir1].

**Lemma 3** [@pone.0038159-Dragomir1] *Let* *, for* *, and* *such that* *. Then.*

Results and Discussion {#s3}
======================

In this section, we present our main results on implicit information inequalities. To begin with, we establish the bounds for Rényi entropy in terms of Shannon entropy.

**Theorem 4** *Let be the probability values on the vertices of a graph G. Then the Rényi entropy can be bounded by the Shannon entropy as follows*:

When ,

*When* ,

*where* .

**Proof:** It is well known [@pone.0038159-Arndt1] that the Rényi entropy satisfies the following relation with the Shannon entropy.and

To prove the bound for , let . Consider, the inequality (9) from Lemma 3 with and . We get,

Now we prove the theorem by considering intervals for .

**Case 1:** When .

Dividing by on either side of the expression (14), we get.

Applying inequality (6) from Lemma 1 to the term with in the above sum, we obtain.

Now expression (15) becomes.Thus,

is the desired upper bound in (10).

**Case 2:** When .

In this case dividing by on either side of the expression (15), we get,

When , we have . Therefore by applying inequality (7) to the term with in the above sum we get,

Note that when , by applying inequality (6), as before, to the term with and by simplifying we get the same expression as above. When , by direct simplification we get a similar expression. Hence we conclude that the expression (25) holds, in general for .

Therefore by substituting inequality (25) in (21), we get.Thus,

.is the desired lower bound in (11).

**Corollary 5** *In addition, suppose* *, then.* when .

**Remark 6** Observe that Theorem 4, in general, holds for any arbitrary probability distribution with non-zero probability values. The following theorem illustrates this fact with the help of a probability distribution obtained by partitioning a graph object.

**Theorem 7** *Let* *be the probabilities of the partitions obtained using an equivalence relation* *as stated before. Then.* *When* when . Here .

**Proof:** By proceeding similarly to Theorem 4, we get the desired result.

In the next theorem, we establish bounds between like-entropy measures, by considering the two different probability distributions.

**Theorem 8** *Suppose* *, for* *, then.* if . Here .

**Proof:** Let and thus . Now, given , for we have,

By raising either side of the expression to the power , we get.

Applying summation over *i* from 1 to *k* on either side we get,

Now we distinguish two cases, depending on as follows:

**Case 1:** When , dividing by on either side of equation (39), we get.

**Case 2:** When , dividing by on either side of equation (39), we get.

Expressions (40) and (41) are the desired inequalities.

**Remark 9** A similar relation by considering and has been derived in [@pone.0038159-Dehmer5].

We focus our attention to the Rényi entropy measure defined using information functionals (given by equation (5)) and present various bounds when two different functionals and their probability distributions satisfy certain initial conditions. A similar study has been performed in [@pone.0038159-Dehmer2], [@pone.0038159-Dehmer4] by using Shannon's entropy only.

Let and be two information functionals defined on . Let and . Let and denote the probabilities of and , respectively, on a vertex . Let and denote the Rényi entropy based on the functionals and respectively.

**Theorem 10** *Suppose* *,* *and* *a constant, then.* if .

**Proof:** Given.

Applying summation over the vertices of *G*, we get.

**Case 1:** When . Dividing either side of the equation by yields the desired expression (42).

**Case 2:** When . In this case, dividing either side of the equation by yields the expression (43) as desired.

**Corollary 11** *Suppose* *,* *, then.* if .

**Proof:** By assumption, we have . Therefore, the corollary follows by letting in the above theorem.

The next theorem can be used to study how a minor perturbation in the probability distribution of the system can affect the corresponding value of Rényi entropy measure. The amount of deviation can then be estimated as follows.

**Theorem 12** Suppose , and a constant, then. if .

**Proof:** Suppose , . Then.

**Case 1:** When .

By applying Lemma 2 with , , and , in expression (53) we get,

It is well known that , for . Using this relation for the second term in the above expression, we get.

Thus, (57) can be expressed asp.

Dividing by , yields the desired expression (51).

**Case 2:** When .

By applying Lemma 2 with , , and to expression (53) we get,

Using the relation (for ), in the above expression, we get.

Dividing by , yields the desired expression (52).

**Theorem 13** *Let* *,* *. Then,*

*Here,* *and* .

**Proof:** Consider, , . Now let . Next consider,

Then for , we have.

Case 1: .

Applying Lemma 2 with , , and in expression (70), we get.

Taking logarithms on either side, we get.

Using the relation (for ), in the above expression, we get.

Dividing by , yields the desired expression (65).

**Case 2: .**

Applying Lemma 2 with , , and in expression (70), yields.

Taking logarithms on either side, we get.

Using the relation (for ), in the above expression, we get.

Dividing by , yields the desired expression (66).

**Corollary 14** *Let , .*If , thenIf , thenHere, and .

**Proof:** The proof follows similarly to Theorem 13. In case of , the equation (73) can be expressed as follows:

Finally by proceeding as before and by simplifying each of the terms in the above equation, we get the desired expression (83).

Similarly as in the case of , the expression (79) can be expressed by,

Upon simplification of the above equation, we get the desired expression (84).

Applications to chemical graphs {#s3a}
-------------------------------

In this section, we consider various classes of chemical graphs and illustrate the results from the previous section. To this purpose, we consider a specific example of the equivalence relation on *G* and an information functional . In order to define concrete graph entropies, we need to specify graph invariants and information functionals to determine a probability distribution.

For the graph invariant we use the automorphism group of a graph. We use this invariant due to their extensive investigations available in the literature; for example see [@pone.0038159-Mowshowitz1]. Note that there are various other invariants such as distance, degrees and paths that could be used. Observe that each graph belongs to an automorphism group, where an automorphism is a permutation of the vertices such that the adjacency relation of the graph is preserved. An automorphism group divides the vertex set into orbits where a vertex orbit is a collection of topologically equivalent vertices [@pone.0038159-Mowshowitz1].

**Definition 5** *Let be an automorphism (equivalence relation) that partitions the vertex set V of G into vertex orbits. Let be the k orbits of V such that* .

As to the information functional, we reproduce the definitions of two information functionals based on metrical properties of graphs [@pone.0038159-Dehmer3], [@pone.0038159-Dehmer8], [@pone.0038159-Skorobogatov1].

Let be a simple, undirected graph on *n* vertices and let denote the distance between two vertices *u* and *v*, and let . Let denote the *j*-sphere of a vertex *u* defined as .

**Definition 6** *Parameterized linear information functional using j-spheres* [@pone.0038159-Dehmer3], [@pone.0038159-Dehmer8] *:* where for .

**Definition 7** *Parameterized exponential information functional using j-spheres* [@pone.0038159-Dehmer3], [@pone.0038159-Dehmer8] *:* where and for .

**Remark 15** *The setting* *is trivial as* *. But anyway, for all combinations of* *the resulting measures are well defined.*

Note that the constants in the above expressions contribute to the weight of the *j*-spheres, see [@pone.0038159-Dehmer9]. If , see Remark 15. When the are all distinct, the vertices belonging to different *j*-spheres are weighted differently while the vertices belonging to the same *j*-sphere are considered to have same weight. Interestingly, the choice of constants has been proven useful for solving problems in chemical graph analysis [@pone.0038159-Dehmer9]. By doing so, the emphasis of a particular vertex is mainly given by its nearest neighbors and that the contribution of vertices at farthest distance is low. For more examples, we refer to [@pone.0038159-Dehmer8], [@pone.0038159-Dehmer10].

For the rest of the article, we consider two graph classes namely the stars and the path graphs to show the application of results from previous section. In addition, we also present the behavior of certain information functionals for any general connected graphs. A similar analysis on the relation between Shannon entropy measure (only) has been performed in [@pone.0038159-Dehmer2], [@pone.0038159-Dehmer5].

Stars {#s3b}
-----

A Star is a tree on *n* vertices where there is exactly one vertex of degree and vertices of degree 1, see [@pone.0038159-Harary1]. The unique vertex of degree , denoted by *u*, is also referred to as *central vertex*. Star graphs have been of considerable interest, since they represent trees with smallest possible diameter among all trees on *n* vertices. Let be an automorphism defined on such that partitions into two orbits, and , where and .

**Theorem 16** *If is the automorphism, as defined above, on . Then.*

**Proof:** Let and . So, . Now, we have.

Now by Theorem 7, we have.

Similarly, for , we have by Theorem 7,

Hence, the theorem follows.

**Theorem 17** *Let* *be an automorphism on* *and let f be any information functional defined on* *such that* *and* *for some i and j,* *. Then, for* *,* Here .

**Proof:** Follows by using equation (96) in Theorem 8.

**Remark 18** Observe that since and , there exists functionals satisfying the conditions of the theorem. For instance, if defined by equation (91) then.

When , the conditions of the theorem are satisfied. That is, and , for some . Note we obtain a family of functionals (depending on and ) satisfying the conditions of the theorem. Also, we have . By substituting the value of *S* in expressions (101) and (102), we get the bounds for .

**Remark 19** Another interesting graph class possessing the same automorphism group as the stars is the class of wheel graphs. A wheel is a graph obtained by joining a new vertex *v* to every vertex of an -cycle . That is, . While studying the inequalities for this class of graph, we derived similar expressions as of theorems 16 and 17. Hence, we conclude that the theorems 16 and 17 also holds for the wheel .

Paths {#s3c}
-----

A path graph, denoted by , are the only trees with maximum diameter among all the trees on *n* vertices. This class of graph has received considerable attention in chemistry when studying the hydrogen-depleted hydrocarbon molecules. Let be an automorphism defined on , where partitions the vertices of into orbits () of size 2, when *n* is even, and orbits of size 2 and one orbit of size 1, when *n* is odd.

In the following theorem, we consider , when *n* is even.

**Theorem 20** *Let n be an even integer and f be any information functional such that* *for at least* *vertices of* *and let* *be as defined above. Then.* where .

**Proof:** *Since n is even,* *partitions* *into* *orbits of size 2. That is, for* *,* *. Therefore,* *, for* *.* *is derived as follows*

Next, by using this value of and in Theorem 8, we get the desired expression for .

When we consider , *n* being odd, evaluating is not immediate. Hence we invoke Theorem 7 and obtain the following result.

**Theorem 21** *Let n be an odd integer and let* *be defined as before. Then.* when . Further if f is an information functional such that for at least vertices of , then if . Here .

**Proof:** Since *n* is odd, partitions into orbits of size 2 and one orbit of size 1. That is, , and for , . Therefore, , and for , .

First we compute the Shannon entropy as follows.

By using this value of along with and in Theorem 7, we get the desired bounds for .

Next we evaluate the bounds for .

First let . Consider expression (31) from Theorem 8. That is,

Upon simplification of the above expression, we get the desired bound (114).

In the case of , by proceeding similarly using expression (32) from Theorem 8, we yield the other bound (115).

**Remark 22** *Observe that, the computation of the Rényi entropy even with the classical partition-based distributions is not immediate for odd paths when compared to even paths. Hence, getting a closed form expression for general connected graphs is equally difficult.*

Connected graphs {#s3d}
----------------

In this section, we consider any general connected graph *G* on *n* vertices and the functionals and given by equations (91) and (92) respectively. In the next two theorems, we present the explicit bounds for the Rényi entropy , when we choose the two information functionals in particular.

**Theorem 23** *Let* *given by* *equation (91* *). Let* *and* *where* *is defined in* *. Then the value of* *lies within the following bounds.*

**Proof:** Given with for . Let and . We have,

Therefore, combining the Equations (124) and (125) and by adding over all the vertices of *G*, we get.

Applying summation over all the vertices of *G*, we obtain.

Dividing the expression (130) by , and simplifying we get the desired expressions given by (122) and (123) depending on the value of .

Let us illustrate the above theorem by the following example. Let be the graph on 12 vertices as shown in [Figure 1](#pone-0038159-g001){ref-type="fig"}. The corresponding value of the information functional is also depicted in [Figure 1](#pone-0038159-g001){ref-type="fig"}. Here, . Also,

![A Graph *G* along with the value of .](pone.0038159.g001){#pone-0038159-g001}

It is known that (see Remark 15) if . Equivalently, by using Theorem 23, we arrive at the same value, since and that . Observe that, the upper and lower bounds of coincides with this choice of constants.

Let us illustrate a nontrivial case by setting the constants for as follows [@pone.0038159-Dehmer3], [@pone.0038159-Dehmer8]:

Hence the Rényi entropy then becomes.

Finally, we obtain.if , andif .

**Theorem 24** *Let given by* *equation* (92). *Let and where is as defined in . Then the value of can be bounded as follows.*

.

where .

**Proof:** Given with for . Let and . We have,

Therefore, combining the Equations (137) and (138) and adding over all the vertices of *G*, we get.

Let . Now, by raising to the power and adding over all the vertices of *G*, we have,

Dividing the expression (143) by , and simplifying we get the expressions (135) and (136) as desired.

Conclusion and Summary {#s3e}
----------------------

In this article, we have studied the problem of establishing relations between graph entropy measures. Among various entropy measures, we have considered the classical Shannon entropy and the Rényi entropy. In fact, there is only very little work when applying Rényi's entropy to graphs [@pone.0038159-Dehmer1], [@pone.0038159-DelgadoSoler1]. While this research is an extension of our earlier work [@pone.0038159-Dehmer2], the results obtained here are complementing the earlier ones and of competing interest. In particular, the main contribution of this paper was to establish implicit information inequalities involving the Shannon entropy and the Rényi entropy measures when applied to networks. Also, we have presented implicit inequalities between Rényi entropy measures having two different types of probability distributions with additional assumptions. Further we have shown the application of the derived results by using various graph classes.

As mentioned earlier, investigating relations (by means of inequalities) is crucial as relations of the values of the measures have not yet been investigated extensively. To demonstrate the importance of such inequalities exemplarily, suppose and are graph entropy measures and it holds, for some graph . If has non-polynomial complexity and is computable in polynomial time, then is an upper bound that may be feasible in a general sense. In terms of measures such as Körner's entropy, relations between graph entropies could be crucial. But note that in view of the vast amount of existing measures, this is a daunting problem. Also, the meaning of the Rényi graph entropy is not yet fully understood. Hence, we believe that such relations can be useful when designing and understanding complex graph-based systems. This might be especially applicable when applying the information-theoretic network measures such as Shannon's and Rényi's entropy to large complex networks.
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