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Abstract
Let A be an Artin algebra. A pair (C, T ) of A-modules is tilting provided that C and T are (finitely generated) self-orthogonal,
T ∈ addˆAC and C ∈ addˇAT . Particularly, T is a tilting module if and only if (A, T ) is a tilting pair. In the note, we will extend
the Auslander–Reiten correspondence for tilting modules to the context of tilting pairs.
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0. Introduction
The classical tilting theory is well-known, and plays an important role in the representation theory of Artin algebras
(see, for instance, [1,4]). There are many generalizations of tilting modules, developed by Miyashita [5,6], Happel [4],
Wakamatsu [7], and others. In the study of constructing tilting modules, Miyashita introduced the notion of tilting
pairs [6]. Namely, let A be an Artin algebra and C, T ∈ A-mod (that is, the category of all finitely generated left
A-modules), the pair (C, T ) is tilting provided both C and T are self-orthogonal, T ∈ addˆAC and C ∈ addˇAT (see
Section 1 for the notations). Tilting pairs turn out to be useful for constructing tilting modules associated with a series
of idempotent ideals [6]. It is easy to see that T ∈ A-mod is tilting if and only if the pair (A, T ) is tilting; thus the
notion of tilting pairs is a generalization of tilting modules. Moreover, T may be viewed as a tilting module relative to
the self-orthogonal module C , provided that (C, T ) is a tilting pair. In this case, we also say that T is C-tilting. Note
that Auslander and Solberg [3] had introduced a different relative tilting theory in Artin algebras (see the example in
Section 3 for the difference).
Our interest in tilting pairs stems from the following question on the characterizations of n-tilting modules. Recall
that an A-module T in A-mod is called an n-tilting module if T is a tilting module of projective dimension at most n.
Question. Let A be an Artin algebra and T an n-tilting module. Are there modules T1, . . . , Tn−1 such that each pair
(Ti , Ti+1) is 1-tilting for all 0 ≤ i < n with T0 = A and Tn = T ?
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In the case where A is of the finite representation type, we obtained that, for every n-tilting module T , there are
modules T1, . . . , Tm−1 such that each (Ti , Ti+1) is a 1-tilting pair for all 0 ≤ i < m with T0 = A and Tm = T [9].
However, even in this case, it is unknown whether we can take m = n.
The aim of this note is to broaden our views on tilting pairs, by extending the well-known Auslander–Reiten
correspondence between subcategories and tilting modules [1, Theorem 5.5], to the context of tilting pairs. It then
gives characterizations of tilting pairs in terms of subcategories. Recall that (the tilting version of) the original
Auslander–Reiten correspondence claims that, for T a self-orthogonal A-module, (a) T → T⊥ gives a one to one
correspondence between isomorphism classes of basic tilting modules and covariantly finite coresolving subcategories
X such that Xˆ = A-mod and, (b) T → addˇAT gives a one to one correspondence between isomorphism classes of
basic tilting modules and contravariantly finite resolving subcategories contained in the category of modules of finite
projective dimension.
To obtain a version of the Auslander–Reiten correspondence for tilting pairs, we need the notion of finitely filtered
categories. A category C is finitely filtered if there is a finite subset S ⊆ C such that every object in C has a finite
filtration by S. Typical examples are the category A-mod for A an Artin algebra and categories of finite representation
type. Our main result can be stated as follows.
Theorem 0.1. Let C be self-orthogonal such that CX has a relative injective cogenerator and C Xˇ is finitely filtered.
(a) T → T X gives a one–one correspondence between isomorphism classes of basic C-tilting modules and
subcategories D which are relative coresolving, covariantly finite in CX , and satisfy Dˇ = C Xˇ .
(b) T → addˇAT ⋂ CX gives a one–one correspondence between isomorphism classes of basic C-tilting modules
and subcategories D which are relative resolving, contravariantly finite in CX , and are contained in T ∈ addˆAC.
If we specially take C = A, then Theorem 0.1 is just the usual Auslander–Reiten correspondence for tilting
modules.
The note is organized as follows. Section 1 contains necessary notations. In Section 2, we collect some useful
properties about self-orthogonal modules, which are needed for proofs. The main result is proved in Section 3.
1. Notations
Throughout this paper, A is an Artin k-algebra, that is, k is a commutative Artin ring and A is a k-algebra which
is finitely generated as a k-module. Modules are always finitely generated left A-modules. We denote by A-mod the
category of all (finitely generated left) A-modules. Categories are always assumed to be full subcategories of A-mod
and to be closed under isomorphisms and finite direct sums.
Let C be a category. We denote by Cˇ (resp., Cˆ) the category of all modules M such that there is an exact sequence
0→ M → C0 → · · · → Cm → 0 (resp., 0→ Cm → · · · → C0 → M → 0) for some integer m, with each Ci ∈ C.
Let M ∈ Cˇ (resp., M ∈ Cˆ); we denote by codimC(M) (resp., dimC(M)) the minimal integer m such that there is an
exact sequence 0 → M → C0 → · · · → Cm → 0 (resp., 0 → Cm → · · · → C0 → M → 0) with each Ci ∈ C.
We also denote by (Cˇ)n (resp., (Cˆ)n) the category of all modules M ∈ Cˇ with codimC(M) ≤ n (resp., M ∈ Cˆ with
dimC(M) ≤ n). We denote C˜ := ˇˆC.
Let ω be a category. We denote by ω⊥ (resp., ⊥ω) the category of all modules N such that Exti≥1A (M, N ) = 0
(resp., Exti≥1A (N ,M) = 0) for all M ∈ ω. It is easy to see that ω⊥ (resp., ⊥ω) is closed under extensions, cokernels
of monomorphism (resp., kernels of epimorphisms), and direct summands. The category ω is called self-orthogonal
if Exti≥1A (M1,M2) = 0 for all M1,M2 ∈ ω. Following [1], for a self-orthogonal category ω, we denote by ω X (resp.,
Xω) the category of all modules N such that there is an exact sequence · · · f2−→ M1 f1−→ M0 f0−→ N → 0 (resp.,
0 → N f0−→ M0 f1−→ M1 f2−→ · · ·) with each Mi ∈ ω and each Im fi ∈ ω⊥ (resp., Im fi ∈ ⊥ω). Thus ω X ⊆ ω⊥
(resp., Xω ⊆ ⊥ω).
If a category C is of the form addAM for some A-module M , where addAM consists of direct summands of finite
direct sums of M , we often simply replace the category with the module M in the corresponding notations. For
example, we use M⊥ instead of C⊥ in this case.
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Let C be a category. A relative injective cogenerator in C is a category I ⊆ C⋂ C⊥ such that every object in C can
be embedded into an object in I. The relative projective generator in C is defined dually. An easy observation is that,
if I is a relative injective cogenerator (resp., a relative projective generator) in C, then it is also a relative injective
cogenerator in Cˇ (resp., a relative projective generator in Cˆ). Assume now that C is a category with a relative injective
cogenerator I. A subcategoryD ⊆ C is relative coresolving in C ifD is closed under extensions, direct summands and
cokernels of monomorphisms, and contains I. Dually, assume that C is a category with a relative projective generator
P . A subcategory D ⊆ C is relative resolving in C if D is closed under extensions, direct summands and kernels of
epimorphisms, and contains P .
We also need the notion of a homologically finite subcategory introduced by Auslander and Smalø [2]. Let C ∈ C
and D ⊆ C be a subcategory closed under direct summands. If there is a D ∈ D and a morphism f : D → C (resp.,
f : C → D) such that HomA(D′, f ) (resp., HomA( f, D′)) is surjective for each D′ ∈ D, then the map f is called
a right (resp., left) D-approximation of C . Moreover, if the f is right (resp., left) minimal, i.e., satisfies the condition
that an epimorphism (resp., a monomorphism) g : D → D is an isomorphism whenever f = g f (resp., f = f g),
then f is called a right (resp., left) minimal D-approximation of C . Note that, whenever C has a right (resp., left) D-
approximation, it has a right (resp., left) minimal D-approximation [2]. The subcategory D is called contravariantly
finite (resp., covariantly finite) in C if every object in C has a right (resp., left) C-approximation of D; and funtorially
finite in C if D is both contravariantly finite and covariantly finite in C. Notice that, if D contains a relative injective
cogenerator (resp., a relative projective generator) in C, then every left (resp., right) D-approximation of C ∈ C is a
monomorphism (resp., an epimorphism).
2. Self-orthogonal modules
In this section, we collect some useful properties about self-orthogonal modules. The following lemma can be
found in [1, Section 5].
Lemma 2.1. Let M be self-orthogonal.
(1) Exti≥1A (U, V ) = 0 for any U ∈ addˇAM and V ∈ M⊥.
(1)′ Exti≥1A (U, V ) = 0 for any U ∈⊥ M and V ∈ addˆAM.
(2) (addˇAM)n (resp., (addˆAM)n) is closed under extensions and direct summands.
(3) Given any exact sequence 0→ U → V → W → 0, if V,W ∈ MX (resp., (addˆAM)n) and Ext1A(M,U ) = 0,
then U ∈ MX (resp., (addˆAM)n).
(3)′ Given any exact sequence 0→ U → V → W → 0, if U, V ∈ XM (resp., (addˇAM)n) and Ext1A(W,M) = 0,
then W ∈ XM (resp., (addˇAM)n).
(4) XM (resp., addˇAM) is closed under extensions, kernels of epimorphisms and direct summands.
(4)′ MX (resp., addˆAM) is relative resolving in MX , with M a relative projective generator.
The next lemma is a part of [9, Lemma 2.2], we include here a proof for the convenience of the reader.
Lemma 2.2. Assume that M is self-orthogonal and n is an integer. If there is an exact sequence 0 → X → Nm →
· · · → N1→ Z → 0 for some m, where each Ni ∈ (addˆAM)n (resp., Ni ∈ MX ) for 1 ≤ i ≤ m, then
(1) There is an exact sequence 0 → U → V → X → 0 for some U ∈ (addˆAM)n−1 (resp., U ∈ MX ), and for
some V such that there is an exact sequence 0→ V → Mm → · · · → M1→ Z → 0 with each Mi ∈ addAM.
(2) If moreover Z ∈ (addˆAM)n+1 (resp., Z ∈ MX ), then there is an exact sequence 0→ U → V → X → 0 for
some U ∈ (addˆAM)n−1 (resp., U ∈ MX ) and V ∈ (addˇAM)m .
(3) There is an exact sequence 0 → X → U → V → 0 for some U ∈ (addˆAM)n (resp., U ∈ MX ), and for
some V such that there is an exact sequence 0→ V → Mm−1 → · · · → M1 → Z → 0 with each Mi ∈ addAM. If
moreover Z ∈ (addˆAM)n+1 (resp., Z ∈ MX ), then V can be taken in (addˇAM)m−1.
Proof. We show only the case of addˆAM . The case of MX can be checked similarly.
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(1) In case m = 1, we have an exact sequence 0→ X → N1 → Z → 0. Let 0→ U1 → M ′ → N1 → 0 be the
exact sequence with U1 ∈ (addˆAM)n−1 and M ′ ∈ addAM . Then we can construct the following exact commutative
diagram, for some V1.
0 0 0
? ? ?
0 - X - N1 - Z - 0
? ?
0 - V1 - M ′ - Z - 0
? ?
U1 U1
? ?
0 0
It is easy to see that the left column is just the desired exact sequence.
Assume that the conclusion holds for m − 1. Then, denote X ′ = Coker(X → Nm); we obtain exact
sequences 0 → U ′ → V ′ → X ′ → 0 and 0 → V ′ → M ′m−1 → · · · → M ′1 → Z → 0 with
U ′ ∈ (addˆAM)n−1 and each M ′i ∈ addAM . Now we can construct the following pullback diagram, for some Y .
0 0
? ?
0 - X - Nm - X ′ - 0
? ?
0 - X - Y - V ′ - 0
? ?
U ′ U ′
? ?
0 0
It is not hard to see that Y ∈ (addˆAM)n . Then there is an exact sequence 0 → U → MY → Y → 0 with
MY ∈ addAM and U ∈ (addˆAM)n−1. Hence, we have the following exact commutative diagram, for some V :
0 0 0
? ? ?
0 - X - Y - V ′ - 0
? ?
0 - V - MY - V ′ - 0
? ?
U U
? ?
0 0
Clearly, the left column is just the desired sequence.
(2). Let 0 → Z ′ → MZ → Z → 0 be the exact sequence with MZ ∈ addAM and Z ′ ∈
(addˆAM)n . Denote X1 = Ker (N1 → Z), and we have the following pullback diagram, for some Y ′:
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0 0
? ?
0 - X1 - N1 - Z - 0
? ?
0 - X1 - Y ′ - MZ - 0
? ?
Z ′ Z ′
? ?
0 0
It is easy to see that Y ′ ∈ (addˆAM)n and that 0 → X → Nm → · · · → N2 → Y ′ → MZ → 0 is an exact
sequence. Now the conclusion follows from (1).
(3) By (1), there are exact sequences 0 → U ′ → V ′ → X → 0 and 0 → V ′ → Mm → · · · → M1 → Z → 0
with U ′ ∈ (addˆAM)n−1, and each Mi ∈ addAM . Denote V = Coker(V ′ → Mm), and we have the following exact
commutative diagram, for some U :
0 0
? ?
V V
? ?
0 - U ′ - Mm - U - 0
? ?
0 - U ′ - V ′ - X - 0
? ?
0 0
Then the right column is just the desired exact sequence.
The remaining part can be proved similarly. #
The above result yields a characterization of modules in a˜ddAC (resp., C Xˇ ).
Proposition 2.3. Assume that C is self-orthogonal. Then the following are equivalent.
(1) M ∈ a˜ddAC (resp., M ∈ C Xˇ ).
(2) There is an exact sequence 0→ U → V → M → 0 with U ∈ addˆAC (resp., U ∈ CX ) and V ∈ addˇAC.
(3) There is an exact sequence 0→ M → U ′→ V ′→ 0 with U ′ ∈ addˆAC (resp., U ′ ∈ CX ) and V ′ ∈ addˇAC.
Proof. By Lemma 2.2(3). #
The following is an easy consequence of Proposition 2.3.
Corollary 2.4. Assume that T is self-orthogonal.
(1) ⊥(TX )
⋂
T Xˇ = addˇAT .
(2) (⊥(T X ))⊥
⋂
T Xˇ = T X .
Proposition 2.5. Assume that C is self-orthogonal. Then C Xˇ (resp., a˜ddAC) is closed under extensions, kernels of
epimorphisms and, cokernels of monomorphisms.
Proof. Assume that 0→ L → M → N → 0 is exact.
If L , N ∈ C Xˇ , then there are exact sequences 0→ L → XL → L ′ → 0 and 0→ XN → N ′ → N → 0 with L ′,
N ′ ∈ addˇAC and XL , XN ∈ CX by Proposition 2.3. In turn, we have the following pushout and pullback diagrams
416 J. Wei, C.C. Xi / Journal of Pure and Applied Algebra 212 (2008) 411–422
for some Y and Y ′:
0 0
? ?
L ′ L ′
? ?
0 - XL - Y - N - 0
? ?
0 - L - M - N - 0
? ?
0 0
0 0
? ?
0 - XL - Y - N - 0
? ?
0 - XL - Y ′ - N ′ - 0
? ?
XN XN
? ?
0 0
Since Ext1A(N
′, XL) = 0, we obtain that Y ′ ' XL ⊕ N ′ ∈ CX . Consequently, there is an exact sequence
0 → Y ′ → XY ′ → Z → 0 with XY ′ ∈ CX and Z ∈ addˇAC . Thus, we also have the following commutative
diagrams, in turn, for some X Z and M ′:
0 0
? ?
Z Z
? ?
0 - XN - XY ′ - X Z - 0
? ?
0 - XN - Y ′ - Y - 0
? ?
0 0
0 0
? ?
Z Z
? ?
0 - M - X Z - M ′ - 0
? ?
0 - M - Y - L ′ - 0
? ?
0 0
It is not hard to see that X Z ∈ CX and M ′ ∈ addˇAC . Hence, M ∈ C Xˇ .
The remained parts follow from (1) and assumption and Proposition 2.3. #
The following result plays an important role in our proofs. In particular, we shall apply it to the case where C = CX
or C = addˆAC for C a self-orthogonal module.
Lemma 2.6. Let C be a category closed under extensions and cokernels of monomorphisms. Assume moreover that Cˇ
is closed under extensions, cokernels of monomorphisms, and kernels of epimorphisms. Let 0→ L → M → N → 0
be exact in Cˇ. Denote codimC(L) = l, codimC(M) = m and codimC(N ) = n.
(1) If l = 0, then m = n.
(2) If m = 0 and l > 0, then l = n + 1.
(3) If n = 0 and m > 0, then l = m.
(4) If l ≤ min{m, n}, then m = n.
(5) If m < l, then l = n + 1.
(6) If n < m, then l = m.
(7) m ≤ max{l, n}.
(8) l ≤ max{m, n} + 1.
(9) n ≤ max{l,m}.
Proof. Straightforward. #
3. Auslander–Reiten correspondence for tilting pairs
In this section, we shall give the Auslander–Reiten correspondence for tilting pairs, following the idea in [1].
Recall that a pair (C, T ) of A-modules is tilting [6] provided the following conditions are satisfied: (1) C is self-
orthogonal; (2) T is self-orthogonal; (3) T ∈ addˆAC , and (4) C ∈ addˇAT . In this case, we also say that T (resp., C)
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is C-tilting (resp., T -cotilting). If the pair (C, T ) is tilting with dimC (T ) ≤ n, then T is called an n-C-tilting module
and C is called an n-T -cotilting module. Note that Miyashita [6] had shown that, if (C, T ) is a tilting pair, then
dimC (T ) = codimT (C), and the numbers of non-isomorphic indecomposable direct summands of T and C coincide
with each other.
We note thatC-tilting modules are different from the relative tilting theory developed by Auslander and Solberg [3].
To see this, let A be the Artin algebra defined by the quiver 1→← 2 → 3 → 4→← 5 and the relation (rad A)2 = 0
over a field k (cf. [8, Example 3.1]). Let C =21⊕1 32 ⊕3⊕ 43 5⊕54 and T =21⊕1 32 ⊕45⊕ 43 5⊕54. Then T is 1-C-tilting,
or equivalently, C is 1-T -cotilting. By [8, Example 3.2], C is of infinite injective dimension over its endomorphism
algebra. This shows that C cannot be relative cotilting in the sense of Auslander and Solberg [3], since all relative
cotilting modules in the sense of [3] are of finite injective dimension over their endomorphism algebras by [3, Lemma
3.10].
Lemma 3.1. Let C be self-orthogonal and ω ⊆ CX . If ω is self-orthogonal and C ∈ ωˇ, then ω⊥ ⊆ C⊥ and
ω⊥
⋂
CX = ω X . In particular, if T is C-tilting, then T⊥ ⊆ C⊥ and T⊥
⋂
CX = T X .
Proof. ω⊥ ⊆ C⊥ is obvious.
Assume M ∈ ω⊥⋂ CX . We claim first that M ∈ Gen(ω), where Gen(ω) consists of all modules
which are images of modules in ω. Let 0 → M1 → C0 → M → 0 be the exact sequence with
M1 ∈ CX and C0 ∈ addAC . Note that there is an exact sequence 0 → C0 → T ′ → X → 0 with
T ′ ∈ ω and X ∈ ωˇ by assumptions. So we can construct the following pushout diagram, for some Y :
0 0
? ?
X X
? ?
0 - M1 - T ′ - Y - 0
? ?
0 - M1 - C0 - M - 0
? ?
0 0
It is easy to see that M ⊕ X ' Y ∈ Gen(ω). Hence, M ∈ Gen(ω) as claimed above. Consequently, we can take an
exact sequence 0 → M ′ → TM → M → 0 with M ′ ∈ ω⊥ and TM ∈ ω. Since ω⊥ ⊆ C⊥ and ω ⊆ CX , we obtain
that M ′ ∈ ω⊥⋂ CX by Lemma 2.1. Now repeating the process to M ′, and so on, we finally get that M ∈ ω X .
Since ω X ⊆ ω⊥, it remains to show that ω X ⊆ CX . For any M ∈ ω X , take an exact sequence · · ·
f2−→ T1 f1−→
T0
f0−→ M → 0 with each Ti ∈ ω and each Ker fi ∈ ω X . Applying Lemma 2.2, we obtain two exact sequences
0 → H0 → M0 → Ker f0 → 0 and 0 → M0 → C0 → M → 0 with H0 ∈ CX and C0 ∈ addAC . Since
Ker f0 ∈ C⊥, we get M0 ∈ C⊥. Now considering the following pullback diagram, for some Y :
0 0
? ?
0 - H0 - M0 - Ker f0- 0
? ?
0 - H0 - Y - T1 - 0
? ?
Ker f1 Ker f1
? ?
0 0
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From the middle row, we get that Y ∈ CX . Then there is an exact sequence 0 → H1 → C1 →
Y → 0 with H1 ∈ CX and C1 ∈ addAC . Now we also have the following diagram, for some M1:
0 0 0
? ? ?
0 - Ker f1- Y - M0 - 0
? ?
0 - M1 - C1 - M0 - 0
? ?
H1 H1
? ?
0 0
Similarly, we get M1 ∈ C⊥. By repeating the above process to the exact sequence 0→ H1→ M1→ Ker f1→ 0,
and so on, we obtain an exact sequence · · · g2−→ C1 g1−→ C0 g0−→ M → 0 with each Ci ∈ addAC and each
Ker gi = Mi ∈ C⊥. Hence, M ∈ CX . #
It is a well-known that, if T is tilting, then T Xˇ = A-mod (cf. [1, Theorem 5.4]). Both parts of the following result
generalize this fact to tilting pairs.
Proposition 3.2. Assume that T is C-tilting.
(1) CX = T Xˇ
⋂
C⊥.
(2) T Xˇ = C Xˇ .
Proof. (1) CX ⊆ T Xˇ
⋂
C⊥. Clearly, we need only to show that CX ⊆ T Xˇ . Assume that T is n-C-tilting. For any
M ∈ CX , take an exact sequence 0→ Mn → Cn → · · · → C1 → M → 0 with Mn ∈ CX and each Ci ∈ addAC .
Note that Ci ∈ addˇAT . So, by the dual result of Lemma 2.2, there are exact sequences 0 → M → V → U → 0
and 0 → Mn → Tn → · · · → T1 → V → 0 with U ∈ addˇAT and each Ti ∈ addAT . Clearly, V ∈ CX . We shall
show that V ∈ T⊥. If this is proved, then V ∈ T X by Lemma 3.1, and consequently M ∈ T Xˇ . In fact, by dimension
shifting we have that ExtiA(T, V ) ' Exti+nA (T,Mn) for all i ≥ 1. Since T is n-C-tilting, there is an exact sequence
0 → Cn → · · · → C0 → T → 0. Hence, we also have that Exti+nA (T,Mn) ' ExtiA(Cn,Mn) = 0 for all i ≥ 1. It
follows that Exti≥1A (T, V ) = 0, that is, V ∈ T⊥.
Now we show that CX ⊇ T Xˇ
⋂
C⊥. Let M ∈ T Xˇ
⋂
C⊥ and 0→ M→ fm Xm → · · ·→ f0 X0 → 0 be an exact
sequence for some m, with each X i ∈ T X . Since T X ⊆ C X by Lemma 3.1 and M ∈ C⊥, we easily obtain that each
Ker fi ∈ C⊥. Then Ker f0 ∈ CX by Lemma 2.1, and similarly, each Ker fi ∈ CX . Hence, M ∈ CX .
(2) Easily by (1) and Proposition 2.5. #
The following lemma is well-known as Wakamatsu’s Lemma (see for instance, [1, Lemma 1.3]).
Lemma 3.3 (Wakamatsu’s Lemma). Let M ∈ A-mod and C be a category closed under extensions and direct
summands.
(1) If C
f−→ M is a right minimal C-approximation of M, then Ext1A(C ′,Ker f ) = 0 for all C ′ ∈ C.
(2) If M
f−→ C is a left minimal C-approximation of M, then Ext1A(Coker f,C ′) = 0 for all C ′ ∈ C.
A category C is finitely filtered if there is a finite subset S of modules in C such that every object in C has a finite
filtration with sections in S. Obviously, the category A-mod is finitely filtered. It is also easy to see that C is finitely
filtered provided C is of finite representation type.
Lemma 3.4. Let C be self-orhtogonal with C Xˇ finitely filtered. Assume that a subcategory D ⊆ CX is closed under
extensions and cokernels of monomorphisms with Dˇ = C Xˇ .
(1) There is some n such that Dˇ = (Dˇ)n .
(2) ⊥D⋂ CX ⊆ addˆAC.
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Proof. (1) Since Dˇ = C Xˇ is finitely filtered, there is a finite subset S such that every object in Dˇ has a finite filtration
by S. Let n = max{codimD(S), S ∈ S}. Then, it is easy to show that n is just the desired integer by Lemma 2.6.
(2) For any X ∈ ⊥D⋂ CX , we easily obtain that Extn+1A (X, Dˇ) = 0 by (1). Now we take an exact sequence
0→ Ker fn → Cn fn−→ · · · f1−→ C0 f0−→ X → 0 with each Ci ∈ addAC and each Ker fi ∈ CX ⊆ C⊥. By dimension
shifting, we have that Ext1A(Ker fn−1,Ker fn) ' Extn+1A (X,Ker fn) = 0 since Ker fn ∈ Dˇ by assumptions. Thus, the
sequence 0→ Ker fn → Cn → Ker fn−1→ 0 splits and Ker fn−1 ∈ addAC . Hence, X ∈ T ∈ addˆAC . #
Lemma 3.5. Let C be self-orthogonal such that CX has a relative injective cogenerator I. If a subcategory D ⊆ CX
is relative coresolving in CX , then X ∈ ⊥D for any X ∈ C Xˇ with Ext1A(X,D) = 0.
Proof. For any D ∈ D ⊆ CX , we have an exact sequence 0 → D → I0
f0−→ I1 f1−→ · · · with each Ii ∈ I.
Since D is relative coresolving in C X , we see that each Ker fi ∈ D. Thus, if X ∈ C Xˇ with Exti≥1A (X,D) = 0, then
ExtiA(X, D) ' Ext1A(X,Ker fi−1) = 0 for all i ≥ 1 (note that Exti≥1A (X, I) = 0). #
Lemma 3.6. Assume that C is self-orthogonal and D is relative coresolving and covariantly finite in C X . Then, for
each D ∈ D, there is an exact sequence 0→ D′ → ωD → D → 0 with D′ ∈ D and ωD ∈ ω, where ω = D⋂⊥D.
In particular, D⊆ω X .
Proof. For any D ∈ D, we take an exact sequence 0 → L → CD → D → 0 with CD ∈ addAC and
L ∈ CX . Then, there is an exact sequence 0 → L → D′ → M → 0 with D′ ∈ D and M ∈⊥D by
assumptions and Lemmas 3.3 and 3.5. Now consider the following pushout diagram with ωD the pushout module:
0 0
? ?
M M
? ?
0 - D′ - ωD - D - 0
? ?
0 - L - CD - D - 0
? ?
0 0
It is easy to see that the middle row in the diagram is just the desired exact sequence. #
Lemma 3.7. Let C be self-orthogonal such that CX has a relative injective cogenerator. Assume that D is relative
coresolving and covariantly finite in CX with Dˇ = C Xˇ . Denote ω = ⊥D
⋂D. Then ⊥D⋂ CX ⊆ ωˇ. In particular,
C ∈ ωˇ.
Proof. For any X ∈ CX , we have an exact sequence 0 → X → D0 → X1 → 0 with D0 ∈ D and
X1 ∈ ⊥D by assumptions and Lemmas 3.3 and 3.5. Thus, if X ∈ ⊥D, then D0 ∈ ⊥D⋂D = ω. Now it is
easy to see that X1 ∈ ⊥D⋂ CX . By repeating the above process to X1, and so on, we obtain an exact sequence
0 → X → D0 f0−→ D1 f1−→ · · · with each Di ∈ ω and each Ker fi ∈ ⊥D⋂ CX . Since CX ⊆ C Xˇ = Dˇ, there is
some m such that Ker fm ∈ D by Lemma 2.6. It follows that Ker fm ∈ ⊥D⋂D = ω. Hence ⊥D⋂ CX ⊆ ωˇ. #
Proposition 3.8. Let C be self-orthogonal such that CX has a relative injective cogenerator and C Xˇ is finitely filtered.
Assume that D is relative coresolving and covariantly finite in CX with Dˇ = C Xˇ , then ω = addAT for a unique basic
C-tilting module T , where ω = ⊥D⋂D. Moreover, D=ω X in this case.
Proof. By Lemma 3.7, we have that C ∈ ωˇ. Hence, there is an exact sequence 0 → C → ω0 → · · · → ωn → 0
with each ωi ∈ ω. Let T be the direct sum of non-isomorphic indecomposable direct summands appearing in ωi ,
0 ≤ i ≤ n. Then T is self-orthogonal and C ∈ addˇAT . Moreover, by Lemma 3.4, we also have that T ∈ T ∈ addˆAC .
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Hence, T is C-tilting. If ω′ ∈ ω, then we can deduce that T ⊕ ω′ is also C-tilting. It follows that ω′ ∈ addAT , as T
and T ⊕ ω′ have the same numbers of non-isomorphic indecomposable direct summands. Therefore, ω = addAT .
The inclusion D ⊆ ω X follows from Lemma 3.6. On the other hand, by assumptions and Lemmas 3.1 and
3.4, we get that ω X ⊆C X ⊆ C Xˇ = Dˇ = (Dˇ)n for some n. Now for any M ∈ ω X , take an exact sequence
0 → Ker fn → ωn fn−→ · · · → ω0 f0−→ M → 0 with each ωi ∈ ω ⊆ D and each Ker fi ∈ ω X . Then M ∈ D by
Lemma 2.6. It follows that ω X ⊆ D. #
Now we can show the part (a) of our promised result. Note that T X = T⊥
⋂
CX if T is C-tilting by Lemma 3.1.
Theorem 3.9. Let C be self-orthogonal such that CX has a relative injective cogenerator and C Xˇ is finitely filtered.
Then, T → T X gives a one–one correspondence between isomorphism classes of basic C-tilting modules and
subcategories D which are relative coresolving, covariantly finite subcategories in CX , and satisfies Dˇ = C Xˇ .
Proof. By Lemmas 3.1 and 2.1, we easily obtain that T X is relative coresolving. T Xˇ = C Xˇ follows from
Proposition 3.2. This fact together with Lemma 2.1 shows that T X is covariantly finite in CX . The remaining
implication follows from Proposition 3.8. #
To show the part (b) of Theorem 0.1, we need a general correspondence between relative coresolving, covariantly
finite subcategories and relative resolving, contravariantly finite subcategories.
Lemma 3.10. Let C be self-orthogonal such that CX has a relative injective cogenerator. Assume that D is relative
coresolving and covariantly finite in C X .
(1) D is relative coresolving and covariantly finite in C Xˇ .
(2) ⊥D⋂ CX is relative resolving and contravariantly finite in C X (associated with D).
(3) ⊥D⋂ C Xˇ is contravariantly finite in C Xˇ .
Proof. (1) Note that the injective cogenerator of C X is also the injective cogenerator of C Xˇ , so D is relative
coresolving in C Xˇ .
Now for any X ∈ C Xˇ , we have an exact sequence 0 → X → Y → Z → 0 with Y ∈ CX and Z ∈ addˇAC
by Proposition 2.3. By assumptions and Lemmas 3.3 and 3.5, there is an exact sequence 0 → Y → D →
M → 0 with D ∈ D and M ∈ ⊥D. Hence, we have the following exact commutative diagram, for some N :
0 0
? ?
M M
? ?
0 - X - D - N - 0
? ?
0 - X - Y - Z - 0
? ?
0 0
Note that Z ∈ addˇAC ⊆ ⊥D since D ∈ CX , so N ∈ ⊥D. It follows that X has a left D-approximation. Therefore,
D is covariantly finite in C Xˇ .
(2) Obviously, ⊥D⋂ CX is relative resolving in C X .
By assumptions and Lemmas 3.3 and 3.5, for any X ∈ CX , there is an exact sequence 0→ X → D → M → 0
with D ∈ D and M ∈ ⊥D. Clearly, M ∈ ⊥D⋂ CX . Note that, by Lemma 3.6, we have an exact sequence
0 → D′ → ωD → D → 0 with D′ ∈ D and ωD ∈ ω = D⋂⊥D, so we have the following exact commutative
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diagram, for some Y :
0 0 0
? ? ?
0 - X - D - M - 0
? ?
0 - Y - ωD - M - 0
? ?
D′ D′
? ?
0 0
It follows that Y ∈ ⊥D⋂ C X . Thus, X has a right ⊥D⋂ C X -approximation (associated with D) and ⊥D⋂ CX
is contravariantly finite in C X (associated with D).
(3) The proof is similar to the second part of the proof of (2). #
The following result is dual to Lemmas 3.5, 3.6 and 3.10(2), so the proof is omitted.
Lemma 3.11. Let C be self-orthogonal such that CX has a relative injective cogenerator. Assume that B is a relative
resolving and contravariantly finite in C X .
(1) If X ∈ CX and Ext1A(B, X) = 0, then X ∈ B⊥.
(2) For any X ∈ B, there is an exact sequence 0→ X → ωB → B ′→ 0 with ωB ∈ ω = B⊥⋂B and B ′ ∈ B. In
particular, B ⊆ Xω.
(3) B⊥⋂ CX is relative coresolving and covariantly finite in C X (associated with B).
Here is the general correspondence which extends [1, Proposition 3.3].
Proposition 3.12. Let C be self-orthogonal such that CX has a relative injective cogenerator. Then there is a
one–one correspondence between subcategories relative coresolving, covariantly finite in C X and subcategories
relative resolving, contravariantly finite in C X , defined by the map φ : D → ⊥D
⋂
C X with the inverse map
ψ : B→ B⊥⋂ C X .
Proof. By Lemmas 3.10 and 3.11, φ and ψ are well-defined, so we need only to show that φψ = 1 and ψφ = 1.
Obviously,D ⊆ (⊥D⋂ C X )⊥⋂ C X . Conversely, for any X ∈ (⊥D⋂ C X )⊥⋂ CX , there is an exact sequence
0→ X → D → Z → 0 with D ∈ D and Z ∈ ⊥D⋂ C X , by Lemma 3.10. It follows that D ' X ⊕ Z and X ∈ D.
Therefore, we also have (⊥D⋂ CX )⊥⋂ C X ⊆ D. Hence, (⊥D⋂ CX )⊥⋂ CX = D and φψ = 1.
Dually, we can prove that ⊥(B⊥⋂ CX )⋂ CX ⊆ B and ψφ = 1. #
Lemma 3.13. Let C be self-orthogonal with C Xˇ finitely filtered. Assume that D is covariantly finite and relative
coresolving in C X . Then, ⊥D
⋂
C Xˇ consists of direct summands of a finitely filtered subcategory in ⊥D
⋂
C Xˇ . In
particular, there is some n such that Extn+1A (⊥D
⋂
C Xˇ , C X ) = 0, provided Dˇ = C Xˇ .
Proof. The proof of [1, Propositions 3.6 and 3.8] can be directly transferred to prove the first assertion, so we omit it.
Now let S = {S1, . . . , St } ⊆ ⊥D⋂ C Xˇ be the finite subset. For each Si , we have an exact sequence 0 →
Si → X i → Zi → 0 with X i ∈ CX and Zi ∈ addˇAC , by Proposition 2.3. Obviously, each X i ∈ ⊥D
⋂
C X .
By assumptions and Lemma 3.4, ⊥D⋂ C X ⊆ T ∈ addˆAC . Let n = max{dimC (X i )}, then we easily obtain that
Extn+1A (Si , CX ) = 0. Now it is easy to see that Extn+1A (⊥D
⋂
C Xˇ , CX ) = 0, by the first assertion. #
The following result, stemming from [1, Proposition 5.3], gives a characterization of the property Dˇ = C Xˇ under
some conditions.
Proposition 3.14. Let C be self-orthogonal with C Xˇ finitely filtered. Assume that D is relative coresolving and
covariantly finite in C X . Then Dˇ = C Xˇ if and only if ⊥D
⋂
CX ⊆ T ∈ addˆAC.
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Proof. The only-if-part follows from Lemma 3.4.
The if-part. Clearly, we need only to show that C Xˇ ⊆ Dˇ. For any X ∈ C Xˇ , we have an exact sequence
0 → X→ f0 D0→ f1 D1→ f2 · · · with each Di ∈ D and each Im fi ∈ ⊥D⋂ C Xˇ , as D is covariantly finite in C Xˇ
(associated with ⊥D⋂ C Xˇ ) by Lemma 3.10. Applying Lemma 2.6, we obtain that Im fm ∈ CX for somem. It follows
that Im fm ∈ ⊥D⋂ CX ⊆ T ∈ addˆAC . By Lemma 3.13, there is some n such that Extn+1A (⊥D⋂ C Xˇ , CX ) = 0.
Hence, we have that 0 = Extn+1A (Im fm+n+1, Im fm) ' Ext1A(Im fm+n+1, Im fm+n) and the sequence 0→ Im fm+n →
Dm+n → Im fm+n+1→ 0 splits. It follows that Im fm+n ∈ D, and then C Xˇ ⊆ Dˇ. #
Now the remained part of Auslander–Reiten correspondence for tilting pairs can be stated as follows.
Theorem 3.15. Let C be self-orthogonal such that CX has a relative injective cogenerator and C Xˇ is finitely
filtered. Then T → addˇAT ⋂ CX gives a one–one correspondence between the isomorphism classes of basic C-
tilting modules and subcategories D which is relatively resolving, contravariantly finite in CX , and is contained in
T ∈ addˆAC.
Proof. By Theorem 3.9 and Propositions 3.12 and 3.14, we need only to show that ⊥(T X )
⋂
C X = addˇAT
⋂
C X .
It is easy to check that addˇAT
⋂
C X ⊆ ⊥(T X )
⋂
C X . On the other hand, by Proposition 3.2 and Corollary 2.4,
we have that ⊥(T X )
⋂
C X ⊆ ⊥(T X )
⋂
C Xˇ = ⊥(T X )
⋂
T Xˇ = addˇAT . So it also holds that ⊥(T X )
⋂
CX ⊆
addˇAT
⋂
CX . #
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