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Abstract
We study contingent claims in a discrete-time market model where
trading costs are given by convex functions and portfolios are constrained
by convex sets. In addition to classical frictionless markets and markets
with transaction costs or bid-ask spreads, our framework covers markets
with nonlinear illiquidity effects for large instantaneous trades. We de-
rive dual characterizations of superhedging conditions for contingent claim
processes in a market without a cash account. The characterizations are
given in terms of stochastic discount factors that correspond to martin-
gale densities in a market with a cash account. The dual representations
are valid under a topological condition and a weak consistency condition
reminiscent of the “law of one price”, both of which are implied by the no
arbitrage condition in the case of classical perfectly liquid market models.
We give alternative sufficient conditions that apply to market models with
nonlinear cost functions and portfolio constraints.
Key words Illiquidity, portfolio constraints, claim processes, superhedging,
deflators, convex duality
1 Introduction
The notion of arbitrage is often given a central role when studying pricing and
hedging of contingent claims in financial markets. In classical perfectly liquid
market models, there are two good reasons for this. First, a violation of the
no arbitrage condition leads to an unnatural situation where one can find self-
financing trading strategies that generate infinite proceeds out of zero initial
investment. Second, as discovered by Schachermayer [35], the no arbitrage
condition implies the closedness of the set of claims that can be superhedged
with zero cost. The closedness yields dual characterizations of superhedging
conditions in terms of e.g. martingale measures and state price deflators.
In illiquid markets, however, things are different. A violation of the no
arbitrage condition does not necessarily mean that one can generate infinite
proceeds by simple scaling of arbitrage strategies. Indeed, illiquidity effects may
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come into play when trades get larger; see C¸etin and Rogers [4] or Pennanen [24,
25]. On the other hand, even in the case of linear models, the no arbitrage
condition is not necessary for closedness of the set of claims hedgeable with zero
cost. There may exist other economically meaningful conditions that yield the
closedness and corresponding dual characterizations of superhedging conditions.
This paper studies superhedging in a nonlinear discrete time model from
[24, 25] where trading costs are given by convex cost functions and portfolios
may be constrained by convex constraints. The model generalizes many better-
known models such as the classical linear model, the transaction cost model
of Jouini and Kallal [15], the sublinear model of Kaval and Molchanov [18],
the illiquidity model of C¸etin and Rogers [4] as well as the linear models with
portfolio constraints of Pham and Touzi [27], Napp [22], Evstigneev, Schu¨rger
and Taksar [10] and Rokhlin [34]. Our model covers nonlinear illiquidity ef-
fects associated with instantaneous trades (market orders) but it assumes that
agents have no market power in the sense that trades do not affect the costs
of subsequent trades. This is analogous to the models of C¸etin, Jarrow and
Protter [3], C¸etin, Soner and Touzi [5] and Rogers and Singh [33], the last one
of which gives economic motivation for the assumption. We avoid long term
price impacts because they interfere with convexity which is essential in many
aspects of pricing and hedging. Convexity becomes an important issue also in
numerical calculations; see e.g. Edirisinghe, Naik and Uppal [9].
Unlike in most of the above papers, we do not assume the existence of a cash
account a priori. This is important when studying contingent claim processes
which may give pay-outs not only at maturity but throughout the whole life
time of the claim. Such claim processes are common in practice where wealth
cannot be transferred quite freely in time. Accordingly, much as in Jaschke and
Ku¨chler [14], we study pricing in terms of premium processes instead of a single
premium (price) in the beginning. This is quite natural since much of trading
in practice consists of exchanging sequences of cash flows. The usual pricing
and hedging problems are obtained as special cases when the premium process
is null after the initial date and claims have pay-outs only at maturity. There
is a simple and quite natural condition under which these more general pricing
problems are well-defined and nontrivial in convex, possibly nonlinear market
models. The condition is reminiscent of the “law of one price” (or the “no good
deal of the second kind” in [14]) which is weaker that the no arbitrage condition.
We derive dual characterizations of superhedging in terms of deflators that
correspond to martingale densities in a market with a cash account. In the pres-
ence of nonlinearities, a new term appears in pricing formulas much like in dual
representations of convex risk measures which are not positively homogeneous.
This was observed in Fo¨llmer and Schied [12, Proposition 16] in the presence
of convex constraints in the classical linear model with a cash-account; see also
Staum [37], Frittelli and Scandolo [13], and Klo¨ppel and Scweizer [19, Section 4].
Our duality results hold under the assumption that the set of claims hedge-
able with zero cost is closed in probability. The closedness condition is known
to be satisfied under the no arbitrage condition in classical perfectly liquid mod-
els [35]. Other sufficient conditions for the closedness can be derived from the
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results of Schachermayer [36], Kabanov, Rasonyi and Stricker [17] as well as the
forthcoming paper Pennanen and Penner [26]. Whereas [36] and [17] deal with
conical models, [26] allows for more general convex models. In these papers,
closedness is obtained for the larger set of portfolio-valued claims, which is not
necessary when studying claims with cash delivery. More importantly, none of
these papers allows for portfolio constraints. We give sufficient conditions that
apply to claims with cash delivery under general nonlinear cost functions and
portfolio constraints.
The rest of this paper is organized as follows, The next section defines the
market model. Section 3 states the superhedging and pricing problems for claim
and portfolio processes and studies their properties in algebraic terms. Section 4
derives dual characterizations of the superhedging conditions for integrable pro-
cesses in terms of bounded deflators. This is done under the assumption that
the set of claims hedgeable with zero cost is closed in probability. Section 5 de-
rives sufficient conditions for the closedness. Section 6 makes some concluding
remarks.
2 The market model
Consider a financial market where trading occurs over finite discrete time t =
0, . . . , T . Let (Ω,F , P ) be a probability space with a filtration (Ft)Tt=0 describing
the information available to an investor at each t = 0, . . . , T . For simplicity, we
assume that F0 is the trivial σ-algebra {∅,Ω} and that each Ft is complete with
respect to P . The Borel σ-algebra on RJ will be denoted by B(RJ).
Definition 1 A convex cost process is a sequence S = (St)
T
t=0 of extended
real-valued functions on RJ × Ω such that for t = 0, . . . , T ,
1. the function St(·, ω) is convex, lower semicontinuous and vanishes at 0 for
every ω ∈ Ω,
2. St is B(RJ)⊗Ft-measurable.
A cost process S is said to be nondecreasing, nonlinear, polyhedral, positively
homogeneous, linear, . . . if the functions St(·, ω) have the corresponding property
for every ω ∈ Ω.
The interpretation is that buying a portfolio xt ∈ R
J at time t and state ω
costs St(xt, ω) units of cash. The measurability property implies that if the port-
folio xt is Ft-measurable then the cost ω 7→ St(xt(ω), ω) is also Ft-measurable
(see e.g. [32, Proposition 14.28]). This just means that the cost is known at
the time of purchase. We pose no smoothness assumptions on the functions
St(·, ω). The measurability property together with lower semicontinuity in Def-
inition 1 mean that St is an Ft-measurable normal integrand in the sense of
Rockafellar [28]; see also Rockafellar and Wets [32, Chapter 14].
Definition 1, originally given in [23], was motivated by the structure of dou-
ble auction markets where the costs of market orders are polyhedral convex
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functions of the number of shares bought. The classical linear market model
corresponds to St(x, ω) = st(ω) · x, where s = (st)Tt=0 is an R
J -valued (Ft)Tt=0-
adapted price process. Definition 1 covers also many other models from litera-
ture; see [23].
We allow for general convex portfolio constraints where at each t = 0, . . . , T
the portfolio xt is restricted to lie in a convex set Dt which may depend on ω.
Definition 2 A convex portfolio constraint process is a sequence D = (Dt)
T
t=0
of set-valued mappings from Ω to RJ such that for t = 0, . . . , T ,
1. Dt(ω) is closed, convex and 0 ∈ Dt(ω) for every ω ∈ Ω,
2. the set-valued mapping ω 7→ Dt(ω) is Ft-measurable.
A constraint process D is said to be polyhedral, conical, . . . if the sets Dt(ω)
have the corresponding property for every ω ∈ Ω.
The classical case without constraints corresponds to Dt(ω) = R
J for every
ω ∈ Ω and t = 0, . . . , T . In addition to obvious “short selling” restrictions,
portfolio constraints can be used to model situations where one encounters dif-
ferent interest rates for lending and borrowing. This can be done by introducing
two separate “cash accounts” whose unit prices appreciate according to the two
interest rates and restricting the investments in these assets to be nonnegative
and nonpositive, respectively. A simple example that goes beyond conical and
deterministic constraints is when there are nonzero bounds on market values of
investments.
Remark 3 (Market values) Large investors usually view investments in terms
of their market values rather than in units of shares; see [16] and [20]. If
s = (st)
T
t=0 is a componentwise strictly positive R
J -valued process, we can write
St(x, ω) = ϕt(Mt(ω)x, ω)
where ϕt(h) := St((h
j/sjt )j∈J ) and Mt(ω) is the diagonal matrix with entries
sjt (ω). Everything that is said below can be stated in terms of the variables
hjt (ω) := s
j
t (ω)x
j
t (ω). If st(ω) is a vector of “market prices” of the assets J ,
then the vector ht(ω) gives the “market values” of the assets held. Market prices
are usually understood as the unit prices associated with infinitesimal trades. If
the cost function St(·, ω) is smooth at the origin, then st(ω) = ∇St(0, ω) is the
natural definition. If St(ω) is nondifferentiable at the origin, then st(ω) could
be any element of the subdifferential
∂St(0, ω) := {s ∈ R
J |St(x, ω) ≥ St(0, ω) + s · x ∀x ∈ R
J}.
In double auction markets, ∂St(0, ω) is the product of the intervals between the
bid and ask prices of the assets J ; see [23].
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3 Superhedging
When wealth cannot be transfered freely in time (due to e.g. different interest
rates for lending and borrowing) it is important to distinguish between pay-
ments/costs that occur at different dates. A (contingent) claim process is an
R-valued stochastic process c = (ct)
T
t=0 that is adapted to (Ft)
T
t=0. The value of
ct is interpreted as the amount of cash the owner of the claim receives at time t.
Such claim processes are common e.g. in insurance. The set of claim processes
will be denoted by M.
A portfolio process, is an RJ -valued stochastic process x = (xt)
T
t=0 that is
adapted to (Ft)Tt=0. The vector xt is interpreted as a portfolio that is held over
the period [t, t + 1]. The set of portfolio processes will be denoted by N . An
x ∈ N0 := {x ∈ N |xT = 0} superhedges a claim process c ∈ M with zero cost
if it satisfies the budget constraint1
St(xt − xt−1) + ct ≤ 0 P -a.s. t = 0, . . . , T.
Here and in what follows, we always set x−1 = 0. At the terminal date, we re-
quire that everything is liquidated so the budget constraint becomes ST (−xT−1)+
cT ≤ 0. The above is a numeraire-free way of writing the superhedging prop-
erty; see Example 4. In the case of a stock exchange, the interpretation is that
the portfolio is updated by market orders in a way that allows for delivering
the claim without any investments over time. In particular, when ct is strictly
positive, the cost St(xt − xt−1) of updating the portfolio from xt−1 to xt has
to be strictly negative (market order of xt − xt−1 involves more selling than
buying).
The set of all claim processes that can be superhedged with zero cost under
constraints D will be denoted by C. That is,
C = {c ∈M|∃x ∈ N0 : xt ∈ Dt, St(∆xt) + ct ≤ 0, t = 0, . . . , T },
where N0 = {x ∈ N |xT = 0}. Many aspects of superhedging can be conve-
niently studied in terms of this set.
Example 4 (Numeraire and stochastic integrals) Assume that there is a
perfectly liquid asset, say 0 ∈ J , such that
St(x, ω) = x
0 + S˜t(x˜, ω),
Dt(ω) = R× D˜t(ω),
where x = (x0, x˜) and S˜ and D˜ are the cost process and the constraints for the
remaining “risky” assets J˜ = J \ {0}. Given x˜ = (x˜t)Tt=0, we can define
x0t = x
0
t−1 − S˜t(x˜t − x˜t−1)− ct t = 0, . . . , T − 1,
1Given an Ft-measurable function zt : Ω → RJ , St(zt) denotes the extended real-valued
random variable ω 7→ St(zt(ω), ω). By [32, Proposition 14.28], St(zt) is Ft-measurable when-
ever zt is Ft-measurable.
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so that the budget constraint holds as an equality for t = 1, . . . , T − 1 and
x0T−1 = −
T−1∑
t=0
S˜t(x˜t − x˜t−1)−
T−1∑
t=0
ct.
We then get the expression
C = {c ∈M|∃x˜ : x˜t ∈ D˜t,
T∑
t=0
S˜t(x˜t − x˜t−1) +
T∑
t=0
ct ≤ 0}.
If moreover, the cost process S˜ is linear, i.e. S˜t(x˜) = s˜t · x˜ we have
T∑
t=0
S˜t(x˜t − x˜t−1) =
T∑
t=0
s˜t · (x˜t − x˜t−1) = −
T−1∑
t=0
x˜t · (s˜t+1 − s˜t),
so that
C = {c ∈M|∃x˜ : x˜t ∈ D˜t,
T∑
t=0
ct ≤
T−1∑
t=0
x˜t · (s˜t+1 − s˜t)}.
Thus, when a numeraire exists, hedging of a claim process can be reduced to
hedging cumulated claims at the terminal date and if the cost process is linear,
the hedging condition can be written in terms of a stochastic integral. This
is essentially the market model studied e.g. in [12], [11, Chapter 9] and [19,
Section 4], where constraints on the risky assets were considered.
In problems of superhedging, one usually looks for the initial endowments
(premiums) that allow, without subsequent investments, for delivering a claim
with given maturity. Since in illiquid markets, cash at different dates are gen-
uinely different things, it makes sense to study superhedging in terms of “pre-
mium processes”. A premium process is a real-valued adapted stochastic process
p = (pt)
T
t=0 of cash flows that the seller receives in exchange for delivering a claim
c = (ct)
T
t=0. We say that p ∈ M is a superhedging premium for c ∈ M if there
exists a portfolio process x ∈ N0 such that
xt ∈ Dt, St(xt − xt−1) + ct ≤ pt
almost surely for every t = 0, . . . , T . This can be written as
c− p ∈ C.
We are thus looking at situations where one sequence of payments is exchanged
for another and the problem is to characterize those exchanges where residual
risks can be completely hedged by an appropriate trading strategy.
Much research has been devoted to the case where premium is paid only
in the beginning and claims only at the end. This corresponds to the case
p = (p0, 0, . . . , 0) and c = (0, . . . , 0, cT ). The dynamic framework above is not
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only mathematically convenient (claims and premiums live in the same space)
but also practical since much of trading consists of exchanging sequences of
cash flows. This is the case e.g. in swap contracts where a stochastic sequence
of payments is exchanged for a sequence of deterministic ones. Also, in various
insurance contracts premiums are paid annually instead of a single payment in
the beginning.
In some situations, a premium process p ∈ M is given and the question
is what multiple of p will be sufficient to hedge a claim c ∈ M. This is the
case e.g. in some defined benefit pension plans where the premium process is a
fraction (the contribution rate) of the salary of the insured. In swap contracts,
the premium process is often defined as a multiple of a constant sequence. Given
a premium process p ∈M, we define the function π :M→ R by
π(c) := inf{α | c− αp ∈ C}.
In the case p = (1, 0, . . . , 0), π(c) gives the least initial investment that allows for
delivering c ∈ M without risk or subsequent investments. The above definition
of π with a general p ∈ M is similar to [14] where risk measures on general
vector spaces were studied. We call π(c) the super hedging cost of c.
Our subsequent analysis will be largely based on the following simple ob-
servation from [23]. Here M− denotes the set of nonpositive claim processes
and
rcC := {c | c′ + αc ∈ C ∀c′ ∈ C, α > 0}
denotes the recession cone of a nonempty set C; see [29, Section 8]. Note that
if C is a cone, then rcC = C.
Lemma 5 The set C is convex and M− ⊂ rc C. If S is sublinear and D is
conical, then C is a cone.
It is natural to assume that the premium p ∈ M is desirable in the sense
that for any c ∈ C,
c− αp ∈ C ∀α > 0,
i.e. that −p ∈ rc C. This condition was proposed already in [14, page 187] in
the context of more abstract acceptance sets. Since M− ⊂ rc C, the condition
−p ∈ rc C holds in particular if p is in the set M+ of nonnegative claims. This
certainly holds with the traditional choice p = (1, 0, . . . , 0). On the other hand,
we should have p /∈ rc C since otherwise, π(c) = −∞ for every
c ∈ domπ := {c ∈M|π(c) < +∞}.
In a market with a cash account (see Example 4), the condition (1, 0, . . . , 0) /∈
rc C means that every claim leaves the set C if a sufficiently large positive con-
stant is added to it.
The existence of a p ∈ M such that −p ∈ rc C and p /∈ rc C is equivalent
to C 6= M which just means that there is at least one claim that cannot be
superhedged with zero cost. Indeed, there is no such p iff rc C is a linear space.
Since M− ⊂ rc C, by Lemma 5, this would mean that rc C = M which is
equivalent to C =M.
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Proposition 6 Assume that −p ∈ rc C and p /∈ rc C. Then
1. π(α1c1 + α2c2) ≤ α1π(c1) + α2π(c2) if αi > 0 and α1 + α2 = 1,
2. π(c1) ≤ π(c2) if c1 ≤ c2,
3. π(c+ αp) = π(c) + α for α ∈ R and c ∈ M,
4. π(0) ≤ 0.
If C is a cone, then
5. π(αc) = απ(c) for α > 0.
If C is algebraically closed, then
6. π is proper, i.e. π(c) > −∞ for all c ∈M,
7. epiπ := {(c, α) |π(c) ≤ α} = {(c, α) | c− αp ∈ C}.
Proof. Let ci ∈ domπ, αi > π(ci) and λ ∈ (0, 1) be arbitrary. Since −p ∈ rc C,
we have ci − αip ∈ C and since C is convex,
λc1 + (1 − λ)c2 − (λα1 + (1− λ)α2)p = λ(c1 − α1p) + (1− λ)(c2 − α2p) ∈ C.
Thus, π(λc1 + (1 − λ)c2) ≤ λα1 + (1 − λ)α2 and the convexity of π follows.
The monotonicity property follows from M− ⊂ rc C. The translation property
is immediate from the definition of π and π(0) ≤ 0 holds because 0 ∈ C. When
C is algebraically closed, the infimum π(c) = inf{α | c − αp ∈ C} is finite and
attained for every c ∈ domπ, by Lemma 18, since p /∈ rc C. This gives 6 and 7.

Proposition 6 shows that the super hedging cost π has properties close to
those of a convex risk measure; see e.g. [11, Chapter 4]. As a result, many of
the existing results for risk measures can be applied to π; see Section 4. We
emphasize that we do not insist on having π(0) ≥ 0. The condition π(0) ≥ 0
would mean that −αp /∈ C for all α < 0 or equivalently that p /∈ pos C, where
pos C :=
⋃
α>0
αC
is a convex cone known as the positive hull of C. When C is a cone, we have
pos C = rc C = C and then π(0) ≥ 0 as soon as p /∈ rc C. In general, however,
the condition p /∈ rc C is weaker than π(0) ≥ 0. The condition π(0) ≥ 0 is
related to the well known “law of one price”. In the case p = (1, 0, . . . , 0) the
two conditions would be equivalent if one required exact replication instead of
superhedging in the definition of π; see [6]. The condition p /∈ pos C is essentially
what would be called “no good deal of the second kind” in the terminology of
[14, page 193].
The nonpositive number π(0) is the smallest multiple of the premium p one
needs in order to find a riskless strategy in the market. If one has to deliver a
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claim c ∈ M, one needs π(c) − π(0) euros more. More generally, we define the
superhedging selling price of a c ∈ M for an agent with initial liabilities c¯ ∈M
as
P (c¯; c) = π(c¯+ c)− π(c¯).
Analogously, the superhedging buying price of a c ∈M for an agent with initial
liabilities c¯ ∈ M is given by π(c¯) − π(c¯ − c) = −P (c¯;−c). It follows from
convexity of π that
P (c¯; c) ≥ −P (c¯;−c),
which means that agents with similar liabilities and similar market expectations
should not trade with each other if they aim at superhedging their positions.
It is intuitively clear that the value an agent assigns to a claim should depend
not only on the market expectations but also on the liabilities the agent might
have already before the trade. For example, the selling price P (c¯IC ; c) of a
home insurance contract c ∈ M for an insurance company may be lower than
the buying price −P (c¯HO;−c) for a home owner, even if the two had identical
market expectations. Here c¯IC would be the claims associated with the existing
insurance portfolio of the company while c¯HO would be the possible losses to the
home owner associated with damages to the home. Another example would be
the exchange of futures contracts between a wheat farmer and a wheat miller. In
fact, many derivative contracts exist precisely because of the differences between
initial liabilities of different parties.
Remark 7 One could define the marginal selling price of a claim c ∈M given
initial liabilities c¯ ∈M as the directional derivative
π′(c¯; c) := lim
αց 0
π(c¯+ αc)− π(c¯)
α
= lim
αց 0
P (c¯;αc)
α
.
Since π is convex the limit is a well-defined and equals the infimum over α > 0;
see [29, Theorem 23.1]. Moreover,
−P (c¯;−c) ≤ −π′(c¯;−c) ≤ π′(c¯; c) ≤ P (c¯; c)
for every c, c¯ ∈ M. Equality holds in the middle when p is differentiable at c¯ in
direction c. Closely related ideas have been employed e.g. in Davis [7] and [37,
Section 5].
4 Duality
We derive dual characterizations of superhedging using functional analytic tech-
niques much as e.g. in [35], [11] of [8]. Due to possible nonlinearities, our
model requires a bit more convex analysis than the traditional linear models.
In particular, a major role is played by the theory of normal integrands (see
e.g. [28, 31, 32]), which explains the precise form of Definitions 1 and 2.
We first give dual characterizations of superhedging conditions in terms of
the “support function” of the set of integrable claims in C under the assumption
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that C is closed in probability. We then give an expression for the support
function in terms of S and D, which allows for a more concrete characterizations
of superhedging. Sufficient conditions for the closedness of C will be given in
Section 5.
Let M1 and M∞ be the spaces of integrable and essentially bounded, re-
spectively, real-valued adapted processes. Let
C1 := C ∩M1,
be the set of integrable claim processes that can be superhedged with zero cost.
The bilinear form
(c, y) 7→ E
T∑
t=0
ctyt
puts M1 and M∞ in separating duality; see [30]. One can then use classical
convex duality arguments to describe hedging conditions. This will involve the
support function σC1 :M
∞ → R of C1 defined by
σC1(y) = sup
c∈C1
E
T∑
t=0
ctyt.
It is a nonnegative extended real-valued sublinear function on M∞. Since C1
contains all nonpositive claim processes, the effective domain
domσC1 = {y ∈ M
∞ |σC1(y) <∞}
of σC1 is contained in the nonnegative cone M
∞
+ . Moreover, since σC1 is sub-
linear, domσC1 is a convex cone. In the terminology of microeconomic theory,
σC1 is called the profit function associated with the “production set” C
1; see e.g.
Aubin [2] or Mas-Collel, Whinston and Green [21].
Theorem 8 Assume that C is closed in probability. Then
1. c ∈ C1 if and only if E
∑T
t=0 ctyt ≤ 1 for every y ∈ M
∞ such that
σC1(y) ≤ 1,
2. If p ∈ M1 is such that −p ∈ rc C and p /∈ rc C then π is a proper lower
semicontinuous (both in norm and the weak topology) convex function on
M1 with the representation
π(c) = sup
y∈M∞
{
E
T∑
t=0
ctyt − σC1(y)
∣∣∣∣∣ E
T∑
t=0
ptyt = 1
}
.
Proof. If C is closed in probability then C1 is be closed in the norm topology
of M1 and the first claim is nothing but the classical bipolar theorem (see e.g.
[29, Theorem 14.5] or [2, Section 1.4.2]).
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When p ∈ M1, the restriction π¯ of π to M1 can be written as π¯(c) =
inf{α | c−αp ∈ C1}. The convex conjugate π¯∗ :M∞ → R of π¯ can be expressed
as
π¯∗(y) = sup
c∈M1
{E
T∑
t=0
ctyt − π(c)}
= sup
c∈M1,α∈R
{E
T∑
t=0
ctyt − α | c− αp ∈ C
1}
= sup
c′∈M1,α∈R
{E
T∑
t=0
(c′t + αpt)yt − α | c
′ ∈ C1}
= sup
c′∈M1,α∈R
{E
T∑
t=0
c′tyt +
(
E
T∑
t=0
ptyt − 1
)
α | c′ ∈ C1}
=
{
σC1(y) if E
∑T
t=0 ptyt = 1,
+∞ otherwise.
The representation for π on M1 thus means that π¯ equals the conjugate of π¯∗.
By [30, Theorem 5], this holds when π¯ is lower semicontinuous and π¯(c) > −∞
for every c ∈ M1. Since, by assumption, C is closed in probability it is also
algebraically closed and then, by Proposition 6, π¯(c) > −∞ for every c ∈ M1
and epi π¯ = {(c, α) ∈ M1×R | c−αp ∈ C1}. Since C is closed in probability, we
have that C1 is closed in norm and then epi π¯ is closed in the product topology
of M1 × R, i.e. π¯ is lower semicontinuous in norm. By the classical separation
argument, a convex function which is lower semicontinuous in the norm topology
is lower semicontinuous also in the weak topology. 
The function σC1 plays a similar role in superhedging of claim processes as
the “penalty function” does in the theory of convex risk measures; see e.g. [11,
Chapter 4]. In the conical case, Theorem 8 simplifies much like the dual repre-
sentation of a coherent risk measure.
Corollary 9 Assume that C is conical and closed in probability. Denoting the
polar cone of C1 by
D∞ = {y ∈M∞ |E
T∑
t=0
ctyt ≤ 0 ∀c ∈ C
1},
we have
1. c ∈ C1 if and only if E
∑T
t=0 ctyt ≤ 0 for every y ∈ D
∞.
2. If p ∈ M1 is such that −p ∈ C and p /∈ C then π is a proper lower
semicontinuous (both in norm and the weak topology) sublinear function
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on M1 with the representation
π(c) = sup
y∈D∞
{
E
T∑
t=0
ctyt
∣∣∣∣∣ E
T∑
t=0
ptyt = 1
}
.
Proof. When C is a cone the set C1 is also a cone so that
σC1(y) =
{
0 if E
∑T
t=0 ctyt ≤ 0 for every c ∈ C
1,
+∞ otherwise.
Then, σC1(y) ≤ 1 iff σC1(y) ≤ 0 iff y ∈ D
∞. 
The superhedging condition for a premium process p ∈ M1 and a claim
process c ∈ M1 can be written as c − p ∈ C. If the premium is of the form
p = (p0, 0, . . . , 0) (single payment in the beginning) and the claim is of the form
c = (0, . . . , 0, cT ) (single payment at the end), then the first part of Corollary 9
says that p is a superhedging premium for c if and only if
E(cT yT ) ≤ p0y0 ∀y ∈ D
∞.
When p = (1, 0, . . . , 0), the equation E
∑T
t=0 ptyt = 1 in the representation for
π (both in Corollary 9 and Theorem 8) becomes y0 = 1.
When S is integrable (see below), we can express σC1 and thus Theorem 8
and Corollary 9 more concretely in terms of S and D. This will involve the
spaceN 1 of RJ -valued adapted integrable processes v = (vt)
T
t=0 and the integral
functionals
vt 7→ E(ytSt)
∗(vt) and vt 7→ EσDt(vt)
associated with the normal integrands
(ytSt)
∗(v, ω) := sup
x∈RJ
{x · v − yt(ω)St(x, ω)}
and
σDt(ω)(v) := sup
x∈RJ
{x · v |x ∈ Dt(ω)}.
That the above expressions do define normal integrands follows from [32, The-
orem 14.50]. Since St(0, ω) = 0 and 0 ∈ Dt(ω) for every t and ω, the functions
(ytSt)
∗ and σDt are nonnegative.
We will say that a cost process S = (St)
T
t=0 is integrable if the functions
St(x, ·) are integrable for every t = 0, . . . , T and x ∈ RJ . In the classical
linear case St(x, ω) = st(ω) · x, integrability means that the marginal price s is
integrable in the usual sense. The following is from [25].
Lemma 10 If S is integrable, then for y ∈M∞+ ,
σC1(y) = inf
v∈N 1
{
T∑
t=0
E(ytSt)
∗(vt) +
T−1∑
t=0
EσDt(E[∆vt+1|Ft])
}
,
while σC1(y) = +∞ for y /∈ M
∞
+ . The infimum is attained for every y ∈ M
∞
+ .
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The expression for σC1 in Lemma 10 can be inserted in Theorem 8 and
Corollary 9. In particular, we get the following.
Corollary 11 If S is sublinear and integrable and D is conical, then the polar
of C1 can be expressed as
D∞ = {y ∈M∞+ | ∃s ∈ N : st ∈ Zt, E[∆(ytst) | Ft−1] ∈ D
∗
t t = 1, . . . T },
where Zt(ω) = {s ∈ RJ | s · x ≤ St(x, ω) ∀x ∈ RJ}, D∗t (ω) is the polar cone
of Dt(ω) and the condition E[∆(ytst) | Ft] ∈ D∗t includes the assumption that
∆(ytst) is integrable.
Proof. If S is sublinear and D is conical, we have, by Theorems 13.1 and 13.2
of [29], that
(ytSt)
∗(v, ω) =
{
0 if v ∈ yt(ω)Zt(ω),
+∞ otherwise
and
σDt(ω)(v, ω) =
{
0 if v ∈ Dt(ω)∗,
+∞ otherwise.
By Lemma 10, the polar cone D∞ = {y ∈ M∞ |σC1(y) ≤ 0} can thus be written
D∞ = {y ∈M∞+ | ∃v ∈ N
1 : vt ∈ ytZt, E[∆vt | Ft−1] ∈ D
∗
t t = 1, . . . T },
so it suffices to make the substitution vt = ytst. 
When S is linear with St(x, ω) = st(ω) · x, we have Zt(ω) = {st(ω)}, and
when there are no portfolio constraints, i.e. Dt(ω) = R
J , we have D∗t (ω) = {0}.
Thus, in the linear unconstrained case, Corollary 11 says that
D∞ = {y ∈ M∞+ | (ytst) is a martingale}.
When one of the assets has nonzero constant price (a numeraire exists), the
martingale property means that yt = E[yT | Ft], so yT is a martingale density if
y0 = 1. When p = (1, 0, . . . , 0), the existence of such a y ∈ D∞ is implied by the
properness of π in Corollary 9. We thus have that, in the linear unconstrained
case, the existence of a martingale density follows from the closedness of C and
the conditions −(1, 0, . . . , 0) ∈ C and (1, 0, . . . , 0) /∈ C (since now rc C = C, by
Lemma 5). The condition −(1, 0, . . . , 0) ∈ C is immediate from the definition of
C, while (1, 0, . . . , 0) /∈ C means that it is not possible to be fully hedged when
starting with strictly negative initial wealth. This last condition is much weaker
than e.g. the no arbitrage condition. It is like the “law of one price” except that
we allow the throwing away of money. On the other hand, the law of one price
only yields the existence of a martingale which could take negative values; see
[6].
While Theorem 8 gives the existence of nontrivial deflators that yield the
dual representation, the following characterizes the ones that attain the supre-
mum in the representation.
13
Proposition 12 Assume that C is closed in probability and that p ∈ M1 is such
that −p ∈ rc C and p /∈ rc C. Then the supremum in the dual representation of
π is attained by those y ∈M∞ which are dominated by the superhedging selling
price with initial liabilities c, i.e.
P (c; c′) ≥ E
T∑
t=0
c′tyt ∀c
′ ∈M1.
Proof. The dual representation can be written as
π(c) = sup
y∈M∞
{E
T∑
t=0
ctyt − π¯
∗(y)},
where π¯∗ is the conjugate of the restriction of π to M1; see the proof of Theo-
rem 8. The supremum is attained by a y ∈M∞ iff
π(c) + π¯∗(y) = E
T∑
t=0
ctyt,
which, by definition of π¯∗, means that
π(c) + E
T∑
t=0
c˜tyt − π(c˜) ≤ E
T∑
t=0
ctyt ∀c˜ ∈ M
1.
Setting c˜ = c+ c′, we can write this as
π(c+ c′)− π(c) ≥ E
T∑
t=0
c′tyt ∀c
′ ∈M1.

Remark 13 The attainment of the supremum in the dual representation for
π(c) would be guaranteed by continuity of π at c; see e.g. [30, Section 6]. In this
case, the set of the attaining deflators would be nonempty and weak*-compact.
In the sublinear case (when C is a cone), the converse holds, i.e. the weak*-
compactness of the set of attaining deflators implies the continuity of π. We
thus have a version of [11, Corollary 4.35] for the superhedging cost π. However,
continuity of π in M1 seems unlikely, unless Ω is finite. Consider, for example,
a one period linear model with a cash account as e.g. in [11, Chapter 1]. If the
price process s is bounded, then domπ =M∞ which has empty interior in M1
so π is nowhere continuous in M1.
5 Closedness of C
In light of the above results, the closedness of C becomes an interesting issue.
It was shown by Schachermayer [35] that when S is a linear cost process with
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a cash account (see Example 4) and D = RJ , the closedness is implied by the
classical no arbitrage condition. In this section, we give sufficient conditions for
other choices of S and D.
In the classical linear model the finiteness of Ω is known to be sufficient for
closedness even when there is arbitrage. More generally, we have the following.
Example 14 If S and D are polyhedral and Ω is finite then C is closed.
Proof. By [29, Theorem 19.1] it suffices to show that C is polyhedral. The set
C is the projection of the convex set
E = {(x, c) ∈ N0 ×M|xt ∈ Dt, St(∆xt) + ct ≤ 0, t = 0, . . . , T }.
When S and D are polyhedral, we can describe the pointwise conditions xt ∈ Dt
and St(∆xt)+ct ≤ 0 by a finite collection of linear inequalities. When Ω is finite,
the set E becomes an intersection of a finite collection of closed half-spaces. The
set C is then polyhedral since it is a projection of a polyhedral convex set; see
[29, Theorem 19.3]. 
In a general nonlinear model, however, the set C may fail to be closed already
with finite Ω and even under the no arbitrage condition.
Example 15 Consider Example 4 in the case T = 1, so that
C = {c ∈M|∃x˜0 ∈ D˜0 : c0 + c1 ≤ x˜0 · (s1 − s0)}.
Let Ω = {ω1, ω2}, J˜ = {1, 2}, D˜0 = {(x1, x2) | (x1 +1)(x2 +1) ≥ 1}, s˜0 = (1, 1)
and
s˜1(ω) =
{
(1, 2) if ω = ω1,
(1, 0) if ω = ω2.
Since s˜1 is constant, we get
C = {c ∈M|∃x˜20 ∈ D˜
2
0 : c0 + c1 ≤ x˜
2
0(s
2
1 − s
2
0)},
where D˜20 is the projection of D˜0 on the second component. Since D˜
2
0 = (−1,+∞),
s21(ω
1)− s20 = 1 and s
2
1(ω
2)− s20 = −1, we get
C = {c ∈M|∃x˜0 > −1 : c0 + c1(ω
1) ≤ x˜20, c0 + c1(ω
2) ≤ −x˜20}
= {c ∈M| c0 + c1(ω
1) + c0 + c1(ω
2) ≤ 0, c0 + c1(ω
2) < 1},
which is not closed even though the no arbitrage condition C ∩ M+ = {0} is
satisfied.
In order to find sufficient conditions for nonlinear models with general Ω, we
resort to traditional closedness criteria from convex analysis; see [29, Section 9].
Given an α > 0, it is easily checked that
(α ⋆ S)t(x, ω) := αSt(α
−1x, ω)
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defines a convex cost process in the sense of Definition 1. If S is positively
homogeneous, we have α⋆S = S, but in general, α⋆S decreases as α increases;
see [29, Theorem 23.1]. The upper limit
S∞t (x, ω) := sup
α>0
α ⋆ St(x, ω),
known as the recession function of St(·, ω), describes the behavior of St(x, ω)
infinitely far from the origin; see [29, Section 8]. Analogously, if D is conical, we
have αD = D, but in general, αD gets smaller when α decreases. Since Dt(ω)
is closed and convex, the intersection
D∞t (ω) =
⋂
α>0
αDt(ω),
coincides with the recession cone of Dt(ω); see [29, Corollary 8.3.2].
An RJ -valued adapted process s = (st) is called a market price process if
st ∈ ∂St(0) almost surely for every t = 0, . . . , T ; see [24]. Here,
∂St(0, ω) := {v ∈ R
J |St(x, ω) ≥ St(0, ω) + v · x ∀x ∈ R
J}
is the subdifferential of St at the origin. It gives the set of marginal prices
associated with infinitesimal trades. If St(·, ω) happens to be smooth at the
origin, then ∂St(0, ω) = ∇St(0, ω).
Theorem 16 The set C is closed in probability if
D∞t (ω) ∩ {x ∈ R
J |S∞t (x, ω) ≤ 0} = {0}
almost surely for every t = 0, . . . , T . This holds, in particular, if there exists a
componentwise strictly positive market price process and if D∞ ⊂ RJ+.
Proof. Let (cν)∞ν=1 be a sequence in C converging to a c. By passing to a
subsequence if necessary, we may assume that cν → c almost surely. Let xν ∈ N0
be a superhedging portfolio process for cν , i.e.
xνt ∈ Dt, St(x
ν
t − x
ν
t−1) + c
ν
t ≤ 0
almost surely for t = 0, . . . , T and xν−1 = x
ν
T = 0. We will show that the
sequence (xν)∞ν=1 is almost surely bounded.
Assume that xνt−1 is almost surely bounded and let at−1 ∈ L
0 be such that
xνt−1 ∈ at−1B almost surely for every ν. Defining ct(ω) = inf c
ν
t (ω) we then get
that
xνt (ω) ∈ Dt(ω) ∩ {x ∈ R
J |St(x − x
ν
t−1(ω), ω) + c
ν
t (ω) ≤ 0}
⊂ Dt(ω) ∩
[
{x ∈ RJ |St(x, ω) + c
ν
t (ω) ≤ 0}+ at−1(ω)B
]
⊂ Dt(ω) ∩
[
{x ∈ RJ |St(x, ω) + ct(ω) ≤ 0}+ at−1(ω)B
]
.
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By [29, Theorem 8.4], this set is bounded exactly when its recession cone consists
only of the zero vector. By Corollary 8.3.3 and Theorems 9.1 and 8.7 of [29],
the recession cone can be written as
D∞t (ω) ∩ {x ∈ R
J |S∞t (x, ω) ≤ 0},
which equals {0}, by assumption. It thus follows that xνt is almost surely
bounded and then, by induction, the whole sequence (xν)∞ν=1 has to be almost
surely bounded.
By Komlos’s principle of subsequences (see e.g. [11, Lemma 1.69]), there is
a sequence of convex combinations
x¯µ =
∞∑
ν=µ
αµ,νxν
that converges almost surely to an x. Since cν → c almost surely, we also get
that
c¯µ :=
∞∑
ν=µ
αµ,νcν → c P -a.s..
By convexity, of D and S,
x¯µt ∈ Dt, St(x¯
µ
t − x¯
µ
t−1) + c¯
µ
t ≤ 0
and then, by closedness of Dt(ω) and lower semicontinuity of St(·, ω),
xt ∈ Dt, St(xt − xt−1) + ct ≤ 0.
Thus, c ∈ C and the first claim follows.
If s ∈ ∂S(0) is a market price process, then st(ω) · x ≤ St(x, ω) for every
x ∈ RJ and thus st(ω) · x ≤ S∞t (s, ω) for every x ∈ R
J . If we also have
D∞ ⊂ RJ+, then
D∞t (ω) ∩ {x ∈ R
J |S∞t (x, ω) ≤ 0} ⊂ R
J
+ ∩ {x ∈ R
J | st(ω) · x ≤ 0},
which reduces to the origin when s is strictly positive. 
The set D∞t (ω) consists of portfolios that can be scaled by arbitrarily large
positive numbers without ever leaving the set Dt(ω) of feasible portfolios. By
[29, Theorem 8.6], the set
{x ∈ RJ |S∞t (x, ω) ≤ 0}
gives the set of portfolios x such that the cost St(αx, ω) is nonincreasing as a
function of α. Since St(0, ω) = 0, we also have St(x, ω) ≤ 0 for every x with
S∞t (x, ω) ≤ 0.
The existence of a strictly positive market price process in Theorem 16 is a
natural assumption in many situations. In double auction markets, for example,
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it means that ask prices of all assets are always strictly positive. The condition
D∞t (ω) ⊂ R
J
+ means that if a portfolio x ∈ R
J has one or more negative
components then αx leaves the set Dt(ω) for large enough α > 0. This holds in
particular if portfolios are not allowed to go infinitely short in any of the assets.
Example 15 shows that the no arbitrage condition does not imply the condi-
tions of Theorem 16 (in Example 15, D∞0 (ω) = R×R
2
+ and S
∞
t (x, ω) = st(ω)·x).
On the other hand, the conditions of Theorem 16 may very well hold (and thus,
C be closed) even when the no arbitrage condition is violated.
Example 17 Let St(x, ω) = st(ω) ·x where s = (st) is a componentwise strictly
positive marginal price process. It is easy to construct examples of s that allow
for arbitrage in an unconstrained model. Let x¯ ∈ N0 be an arbitrage strategy in
such a model and consider another model with constraints defined by Dt(ω) =
{x ∈ RJ |x ≥ x¯t(ω)}. In this model, x¯ is still an arbitrage strategy but now the
conditions of Theorem 16 are satisfied so C is closed.
6 Conclusions
We have studied superhedging without assuming the no arbitrage condition.
What was crucial in our derivation of the dual characterizations in Theorem 8,
was that −p ∈ rc C and p /∈ rc C and that C is closed in probability. These
conditions may very well hold under arbitrage; see Sections 3 and 5. For the
more concrete characterizations with Lemma 10, the theory of normal integrands
and thus the properties of S and D in Definitions 1 and 2 were essential.
Most of the results in this paper were stated in terms of the set C of claim
processes hedgeable with zero cost. This means that the results are not tied
to the particular market model presented in Section 2 but apply to any model
where the set C is closed in probability and has the properties in Lemma 5. In
particular, one could look for conditions that yield convexity in market models
with long terms prices impacts; see e.g. Alfonsi, Schied and Schulz [1].
In reality, one rarely looks for superhedging strategies when trading in prac-
tice. Instead, one (more or less quantitatively) sets bounds on acceptable levels
of “risk” when taking positions in the market and when quoting prices. This
takes us beyond the completely riskless superhedging formulations studied in
this paper; see e.g. [11, Chapter 8]. Nevertheless, superhedging forms the basis
for more general formulations of pricing and hedging problems. Closedness and
duality results such as the ones derived in this paper are in a significant role
also in these more general frameworks.
Appendix
The following is well-known in convex analysis but because of its importance,
we give a proof.
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Lemma 18 The recession cone of a convex set C is a convex cone. If C is
algebraically closed, then y ∈ rcC if there exists even one x ∈ C such that
x+ αy ∈ C for every α > 0.
Proof. It is clear that rcC is a cone. As for convexity, let y1, y2 ∈ rcC and
λ ∈ [0, 1]. It suffices to show that x + α(λy1 + (1 − λ)y2) ∈ C for every x ∈ C
and α > 0. Since yi ∈ rcC, we have x+ αyi ∈ C and then, by convexity of C,
λ(x+ αy1) + (1 − λ)(x + αy2) = x+ α(λy1 + (1− λ)y2) ∈ C.
Let x ∈ C and y 6= 0 be such that x + αy ∈ C ∀α > 0 and let x′ ∈ C and
α′ > 0 be arbitrary. It suffices to show that x′ + α′y ∈ C. Since x+ αy ∈ C for
every α ≥ α′, we have, by convexity of C,
x′ + α′y +
α′
α
(x− x′) = (1−
α′
α
)x′ +
α′
α
(x+ αy) ∈ C ∀α ≥ α′.
Since C is algebraically closed, we must have x′ + α′y ∈ C. 
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