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Abstract 
Transform Texture Classification 
by 
Xiaoou Tang 
Submitted to the Department of Ocean Engineering on May 28, 
1996, in partial fulfillment of the requirements for the degree of 
Doctor of Philosophy in Applied Ocean Science and Engineering 
This thesis addresses the three major components of a texture classification system: tex-
ture image transform, feature extraction/selection, and classification. A unique theoretical 
investigation of texture analysis, drawing on an extensive survey of existing approaches, 
defines the interrelations among 11 types of texture analysis methods. A novel unification 
of the different methods defines a framework of transformation and representation in 
which three major classes of transform matrices capture texture information of increasing 
coherence length or correlation distance: the spatial domain method (co-occurrence 
method), the micro-structural method (run-length method), and the frequency multi-chan-
nel method (Fourier spectrum method). 
A more concise vector representation of a selected transform matrix is then needed for 
input to a classifier. Unlike traditional methods, which use various special functions to 
describe the properties of each transform matrix, a new approach directly applies a princi-
ple component analysis technique to the transform matrix. The Karhunen-Loeve Trans-
fonn (KLT) extracts a vector of dominant features, optimally preserving texture 
information in the matrix. This approach is made possible by the introduction of a novel 
Multi-level Dominant Eigenvector Estimation (MDEE) algorithm, which reduces the 
computational complexity of the standard KLT by several orders of magnitude. The statis-
tical Bhattacharyya distance measure is then used to rank dominant features according to 
their discrimination power. 
Experimental results of applying the new algorithin to the threei.lap$fQrnl matrix classes 
show a strong increase in performance by texture analysis methods traditionally consid-
ered to be least efficient For example, the power spectrum and run-length methods now 
rank among the best. Using the same MDEE algorithm, the three extracted feature vectors 
are then combined into a more complete description of texture images. The same approach 
is also used for a study of object recognition, where the combined vector also include 
granulometric; object-boundary, and moment-invariant features. 
In most classification experiments, a simple statistical Gaussian classifier is used. The 
plankton object recognition experiments use a Learning Vector Quantization (LVQ) neu-. 
ral-net classifier to achieve superior performance on the highly non-uniform plankton 
database. By introducing a new parallel LVQ learning scheme, the speed of network train-
ing is dramatically increased. Tests show a 95% classification accuracy on six plankton 
taxa taken from nearly 2,000 images. This result is comparable with what a trained biolo-
gist can accomplish by traditional manual techniques, making possible for the first time a 
fully automated, at-sea approach to real-time mapping of plankton populations. 
Thesis Supervisor: W. Kenneth Stewart, Ph.D. 
Title: Associate Scientist, MIT!WHOI Joint Program 
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Chapter 1 
Introduction 
Advances in remote sensing technology have given us an unparalleled view of the 
world: satellites routinely provide us with massive amounts of imaging data describing our 
atmosphere and the surface of our planet; planetary probes give us similar information 
about our neighbors in space; underwater sensors gather scientific imagery needed to 
monitor the health of the oceans and the evolution of the seafloor. 
These imagery data, if properly interpreted, provide us with a deeper understanding of 
our world and the ability for better decision-making. However, the sheer amount of infor-
mation that is becoming available is greatly expanding as surveys cover increasingly finer 
scales and increasingly larger areas. Consequently, the time required for interpretation of 
data has increased to a point that automatic image analysis systems must be developed for 
scientists to process the data efficiently. The attraction of automated processing lies not 
only in its orders-of-magnitude speed increase but also in the improved accuracy of quan-
titative measurements when compared with the qualitative estimates of human eyes. 
In this thesis, I develop an automatic image classification system utilizing texture 
properties in the image. Texture is the term used;~o characteriJJ1h~lsttrface of a given 
object or the uniform regions in an image and is undoubtedly one of the main features uti-
lized in image processing and pattern recognition [119]. Images are full oftextures such as 
grass fields, water surfaces, clouds, and linen fibers. It is believed that the perception of 
texture plays an important role in the human visual system for recognition and interpreta-
tion. 
Texture exists everywhere. Like color, it is a basic property ofthe surface of objects. 
We can see it and feel it, but seem to have a hard time defining it. Many different defini-
tions of texture have been proposed over the years. Not to further complicate the matter, I 
do not attempt to give another definition here, but only summarize some of the existing 
ones to get a feel for texture: 
15 
"The notion of texture appears to depend upon three ingredients: (i) 
some local 'order' is repeated over a region which is large in comparison to 
the order's size, (ii) the order consists in the nonrandom arrangement of 
elementary parts, and (iii) the parts are roughly uniform entities having 
approximately the same dimensions everywhere within the textured 
region." [ 49] 
"A region in an image has a constant texture if a set of local statistics or 
other local properties of the picture function are constant, slowly varying, 
or approximately periodic." [99] 
"We may regard texture as what constitutes a macroscopic region. Its 
structure is simply attributed to the repetitive patterns in which elements or 
primitives are~,ged according
1
lo a placement rule." [101] 
"An image texture is described by the number and types of its primi-
tives and the spatial organization or layout of its primitives. The spatial 
organization may be random, may have a pairwise dependence.... The 
dependence may be structural, probabilistic, or functional." [47] 
"A fundamental characteristic of texture: it cannot be analyzed without 
a frame of reference of tonal primitive being stated or implied. For any 
smooth gray-tone surface, there exists a scale such that when the surface is 
examined, it has no texture. Then as resolution increases, it takes on a fine 
texture and then a coarse texture." [47] 
"Texons 
1. Elongated blobs - e.g., rectangles, ellipses, line segments with spe-
cific colors, angular orientations, widths, and lengths. 
2. Terminators - ends-of-line segments. 
3. Crossings of line segments." [57] 
"Texture could be defined as a structure composed of a large number of 
more or less ordered similar elements or patterns without one of these 
drawing special attention. So a global unitary impression is offered to the 
observer." [46] 
16 
"When we observe textiles, tree bark, or stones, we perceive that their 
surfaces are homogeneous, in spite of fluctuations in brightness or color. 
Such a homogeneous visual pattern is called texture." [106] 
Human beings can usually easily identify various texture regions in an image. How-
ever it is quite a challenge to endow a computer with such an ability. These definitions pro-
vide some starting points for establishing an automatic texture classification system. Many 
texture analysis techniques are developed through modeling or describing certain special 
texture properties as described above. Different approaches are derived depending on how 
texture is defined or perceived. 
This thesis begins by studying the theoretical interrelations of most existing statistical 
texture feature extraction methods in the framework of transformation and representation, 
instead of offering another definition and presenting another texture analysis approach. 
The study leads to the unification of many different texture representations into a few 
unique ones, including frequency spectrum, co-occurrence matrix, and run-length matrix. 
I then develop algorithms to extract and condense as much texture information as possible 
into a small number of features of high discriminatory power that the classifier can use to 
label the texture type. 
I believe that the most important thing for a texture analysis method is how the method 
represents the texture. To a large extent, a successful algorithm depends on whether it can 
transform the spatial representation of the originaPtexture into a;:ae\:Y 1epresentation best 
~ I . 
suited for the classification work on hand. The goal that guides the design of the texture 
classification algorithms in this thesis has always been to extract all the information avail-
able and to condense it into a concise representation. As a step toward this goal, I present a 
general texture classification system in this next section. 
1.1 A general texture classification system 
Figure 1.1 presents a general processing pipeline for texture classification. We can 
consider this pipeline as an information condensing process. Starting from the original 
texture image, we first transform it into a new shift invariant representation, such as the 
Fourier spectrum shown in the figure. Then, using feature extraction and selection algo-
17 
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rithms, we compress most texture information into a small feature vector. Finally, by pass-
ing the feature vector through a classifier, the final class label of the texture image is 
produced. This single class label number contains all the information that we want to 
know about this texture image sample. 
/; TexturX 
image . 
I 
I 
Original image 
Transform 
-
Feature 
extraction/ 
selection 
~112 ~..., 
Fourier spectrum 
Classifier 
Feature 
vector 
Figure 1.1: General configuration of a texture classification system. 
Class 
I~ bel 
c 
This thesis addresses the three major components of this processing structure-image 
transform, feature extraction, and feature classification-with emphasis on the first two 
steps. 
I start with a unique theoretical investigation of the interrelations among 11 types of 
texture analysis methods. A novel unification of the different methods defines a frame-
work of transformation and representation in which three major classes of transform 
matrices capture texture information of increasing coherence length or correlation dis-
tance: the spatial domain method (co-occurrence method), the micro-structural method 
(run-length method), and the frequency multi-channel method (Fourier spectrum method). 
18 
A more concise feature vector representation of a selected transform matrix is then 
needed for input to a classifier. Unlike traditional methods, which use various special func-
tions to describe the properties of each transform matrix, a new approach directly applies a 
principle component analysis technique to the transform matrix. The Karhunen-Loeve 
Transform (KLT) extracts a vector of dominant features, optimally preserving texture 
information in the matrix. This approach is made possible by the introduction of a novel 
Multi-level Dominant Eigenvector Estimation (MDEE) algorithm, which reduces the 
computational complexity of the standard KLT by several orders of magnitude. 
Optimal features for image representation are not necessarily the best for image classi-
fication. Different criteria must be used for the selection of optimal features for compres-
sion and classification. I use the Bhattacharyya distance measure to rank the KLT-
extracted dominant features according to their discriminatory power. 
I apply this algorithm to the three types of texture transform matrices-the frequency 
matrix, the run-length matrices, and the co-occurrence matrices-and improve those tech-
niques that have traditionally been considered least efficient, such as the power spectrum 
method and the run-length method, to being among the best. On a set of eight Brodatz tex-
ture images, classification accuracy is improved from about 80%to perfect or near perfect 
classification. 
Next, using the same MDEE algorithm, I combine the above three unique texture rep-
resentations into a more complete description of texture images. Mthol}gp similar to many 
~ I . 
previous studies using combined texture feature vectors, this approach is a logical exten-
sion of the MDEE algorithm, which serves to combine new information and to remove 
overlapped information from different texture matrices. The same approach is also used 
for an object recognition study, where the combined feature vector includes not only tex-
ture features but also the object boundary and moment invariant features. 
For the classifier, I use mostly a simple statistical Gaussian classifier for texture classi-
fication experiments. The plankton object recognition experiments use a Learning Vector 
Quantization (LVQ) neural-net classifier to achieve superior performance on the highly 
non-uniform plankton database. By introducing a new parallel LVQ learning scheme, the 
speed of network training is dramatically increased. 
19 
The system is successfully tested on four data sets: eight Brodatz textures, sixteen 
classes of Vistex textures, three image classes from a sidescan sonar survey of the Arctic 
ice canopy, and six. types of plankton images. The first two data sets are used for algorithm 
development and for comparison with existing work in the literature. The last two data sets 
are direct applications of this work to our continuing oceanography geological and biolog-
ical research projects. 
1.2 Applications in oceanographic research 
Texture analysis has found many important applications in such areas as computer 
vision, medical imaging, remote sensing, and industrial inspection. New applications are 
still being proposed{0l),f..area that incre,~ingly uses texture analysis techniques is oceano-
graphic research. Since it is the main focus of our application study, I give a brief survey 
of this area. 
Sidescan sonar has been an important tool for seafloor survey over the last few 
decades. The traditional analysis of sidescan sonar images has been done by human photo-
interpreters. Human interpretation is slow, expensive, and open to dispute, so automatic 
processing is important. Due to the highly textured appearance of sonar images, texture 
analysis techniques become a natural choice for sidescan sonar image analysis. 
Texture analysis of sidescan imagery can be applied to various geological feature rec-
ognitions. Pace and Dyer applied the co-occurrence features to distinguish the physical 
properties of sedimentary bottoms using sidescan sonar [84]. Reut et al. conducted an 
analysis of one dimensional image spectrum for classification of six classes of homoge-
neous sediment type, including mud, clay, sand, gravel, cobbles, and boulders [93]. Pace 
and Gao continued this work and developed an alternative approach by extracting 1-D 
spectral features from sidescan data [85]. Reed and Hussong reported an application of the 
co-occurrence features to the classification of submarine lava flows, as well as the segmen-
tation of lithified and non-lithified sedimentary formations [89]. Recently, Stewart et al. 
applied a neural network classifier to several traditional statistical texture features for the 
classification of terrain types in the midocean-ridge area [100]. Three distinct seafloor 
types, sediment pond, ridge flank, and axial valley, were classified with near 90% accu-
20 
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racy. The new texture analysis techniques developed in this thesis have also been applied 
to a similar data set [1 02]. 
Another important geological application is in Arctic ice canopy survey. As the geo-
physical and economic importance of the polar seas becomes more widely recognized, the 
need for intensive study of these regions becomes more apparent. There exists a large 
body of research on ice types and the roughness of the snow surface of sea ice [10] [37] 
[69] [88]. Traditional statistical algorithms were used by several researchers to analyze 
synthetic-aperture radar (SAR) images of the ocean ice surface [52] [78] [108]. Although 
SAR surveys offer advantages of high speed and large coverage, there are problems that 
cannot be solved by SAR imagery. For example, the under-ice morphology, which is 
important to the study the frictional coupling between the ice cover and water, and the 
scattering of acoustical energy by an ice canopy, can not be characterized with SAR data. 
Since the thermal processes tend to level out rough elements much more slowly on the 
under-ice surface than on the top, the under-ice canopy tends to preserve many more fea-
tures for the analysis of ice floe, ridge, and crack formation than the upper surface. These 
issues lead to the considerable amount of work done on the statistical study of the ice draft 
profile [44] [62] [96] [114] [115] [116] [117]. However, the exclusive concentration on 
one-dimensional data analysis limits the success of these under-ice morphology studies. In 
this thesis, I apply a new texture analysis method to the classification of the two-dimen-
sional sidescan sonar images of the Arctic under-i~e canopy. They;&ruf1799% classification 
"' 
accuracy on three classes of sonar images is very encouraging. 
The second important novel application of the new algorithm is plankton recognition. 
Because plankton are at the base of the food chain in the ocean and have a large impact on 
marine ecosystems, it is important to study how changing climate and human activities 
impact their population dynamics. Such studies require large-scale mapping of plankton 
distribution and abundance at high spatial and temporal resolutions. However, because of 
the laborious deployment process, low spatial sampling rate, and the difficult post-pro-
cessing tasks using traditional equipment-towed nets, pumps, and Niskin bottles-it has 
been very difficult to conduct such extensive experiments. To overcome the limitations of 
traditional plankton sampling instruments, a new Video Plankton Recorder (VPR) has 
been developed [26]. As the VPR is towed through the water, it continuously captures 
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magnified plankton images, providing a high spatial resolution of plankton distributions. 
For a large-area survey, the amount of image data can be overwhelming, necessitating an 
automated approach to plankton recognition if all data are to be processed. 
In this thesis, I apply the new image classification algorithms to plankton image classi-
fication, making possible for the first time a fully automated plankton population mapping 
system. The resulting classification accuracy is comparable with what a trained biologist 
can achieve using traditional manual techniques. 
1.3 Thesis overview 
The thesis starts with a survey of existing texture analysis work in Chapter 2, catego-
rizing the reviewed ap.oaches into thfee classes: structural modeling methods, stochastic 
texture modeling methods, and statistical methods. I briefly summarize the structural mod-
eling methods and the stochastic texture modeling methods first, then concentrate on a 
more detailed survey of the statistical methods, which are the main focus of the following 
thesis study. 
Chapter 3 contains most of the theoretical development of the texture classification 
system. I address the three key components of the system: texture image transformation, 
feature extraction and selection, and classification. 
First I examine the analytical interrelations of various existing texture classification 
methods in the framework of transformations. Many of these relations are studied for the 
first time. I then unify them into three major categories. Using a novel multi-level domi-
nant eigenvector estimation method and the Bhattacharyya distance measure, I present a 
new texture feature extraction and selection scheme that optimally obtains texture features 
from the texture transform matrices. Finally, I describe a simple statistical classifier and an 
improved neural network classifier. 
Chapter 4 studies the frequency transform texture classification methods. I investigate 
and compare three methods: the wavelet method, the traditional power spectrum method 
(PSM), and the new dominant spectrum method (DSM). 
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To fully utilize the power of a wavelet packet transform, I use the feature selection 
algorithm described in Chapter 3 to combine and select frequency-channel features that 
give improved classification performance. 
I consider the Fourier transform as the highest level of multi-channel decomposition. 
Instead of painstakingly designing various multi-channel filters, I take the maximum num-
ber of filter channels that can be obtained then use the multi-level dominant eigenvector 
estimation technique to determine which channels to keep and how much of the energy in 
those channels to keep. The resulting coefficients represent the magnitude of each fre-
quency channel's contribution and form a designed filter. 
I also compare the new Fourier features with the traditional power spectrum method 
and show that by using appropriate feature extraction algorithms the discrimination power 
of the Fourier transform features can be significantly improved. 
Chapter 5 investigates the run-length texture analysis method which, has traditionally 
been considered a less efficient approach. By using the new MDEE algorithm and the 
Bhattacharyya distance measure to extract features directly from the run-length matrices, 
much of the texture information is preserved. Perfect classification is achieved on the eight 
Brodatz textures compared to the upper 80% accuracy of the traditional run-length 
method. 
Based on the observation that most texture information is contained in the first few 
columns of the run-length matrix, especially the first column of1:#J}.e !Jll1-length matrix, I 
;. 
develop a new, fast, parallel run-length matrix computation scheme. 
Chapter 6 extends the multi-level dominant eigenfeature analysis approach one level 
further to a multi-view texture analysis approach. Using the same MDEE algorithm, I 
combine the feature vectors extracted from several different transform matrices-includ-
ing the Fourier transform matrix, the run-length matrices, and the co-occurrence matri-
ces-to form a more complete description of texture images. Although similar to many 
previous studies using combined texture feature vectors, the approach is a logical exten-
sion of the MDEE algorithm, which serves to combine new information and to remove 
overlapping information from different texture matrices. 
Before studying the multi-view analysis approach, I first conduct a similar experiment 
on the co-occurrence matrices using the new feature extraction algorithm to extract maxi-
23 
mum texture information directly from the transform matrices. As discussed in Chapter 3, 
co-occurrence features offer a unique view of texture images that cannot be totally 
replaced by other methods, so I incorporate them into the multi-view feature vectors. 
Chapter 7 shows a successful application of the multi-view analysis to underwater 
plankton image recognition. I integrate such popular shape descriptors as moment invari-
ants and Fourier boundary descriptors with granulometric texture features to compose a 
very effective· feature vector for plankton imagery. Then, using the improved Learning 
Vector Quantization (LVQ) neural network classifier developed in Chapter 3, I classify the 
plankton images into several taxonomic categories with greater than 90%acuracy. 
Chapter 8 summarizes the major contributions of this thesis and suggests future 
research directions. 
• fl b.flr f.qc-
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Chapter 2 
Review of texture analysis methods 
The diversity of natural and artificial textures makes it very hard to give a universal 
definition of texture. This results in a large number of texture analysis techniques. There 
are many excellent reviews about various texture analysis approaches. For review of ear-
lier methods, refer to the papers by Haralick [47], Wechsler [119] and Gool et al. [46]. 
Tuceryan and Jain gave a more up to date review in [ 107]. 
In general, texture analysis methods can be categorized into three categories: structural 
modeling methods, stochastic texture modeling methods, and statistical methods. I briefly 
summarize the structural modeling methods and the stochastic texture modeling methods 
in the first two sections. Then, in the final section of this chapter, I concentrate on a more 
detailed survey of the statistical methods, which are the main focus of this thesis study. 
2.1 Structural texture modeling methods 
Structural methods try to model image texture using a set of texture primitives or ele-
ments arranged by certain placement rules [11] r68] [106] [14;l)fh~ analysis steps 
;. 
include extraction of texture primitives in the image and estimation of the placement rules 
for texture elements. 
Texture elements can be as simple as points of local extrema or can be complex struc-
tures like edges or uniform regions. Tuceryan and Jain [ 107] use a difference of Gaussian 
filter to detect connected edges as texture elements. Voorhees and Poggio [113] use Lapla-
cian of Gaussian masks at different scales and combine the output to extract blobs in an 
image as texture elements. A more complicated procedure for extracting texture primitives 
developed by Tomita and Tsuji [106] includes segmenting the image into uniform regions, 
skeletonizing, segmenting complex skeleton axes into simple sub-axes, expanding the sub-
axes to the region of original width, and analyzing the shape and intensity properties of the 
extracted texture primitives in order to group the texture elements into similar groups. 
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The placement rules of the similar texture elements can be described by various graph 
theories. The most popular placement rule uses a Voronoi diagram [ 106] [1 07]. A Voronoi 
diagram is a partition of the 2-D image plane into polygonal cells with each cell contain-
ing one texture element. Each image point inside the polygon is closer to the center of its 
texture element than to any other texture element. If two Voronoi polygons have a com-
mon edge, the corresponding texture elements are considered as neighbors of each other. 
Then, features of each Voronoi cell (e.g., moments of the polygon area and the distances 
of each texture element to its nearest neighbor texture element) are extracted, and ele-
ments with similar features are grouped to construct uniform texture regions. 
Zucker [122] developed a method treating the real textures as distorted versions of 
ideal textures. The placement rule for the ideal texture is described by a graph isomorphic 
to a regular or s~t;e~~ar tessellatio~:"which is then transformed to generate the real tex-
tures. Fu [ 40] defines the placement rule by a tree grammar. A texture is viewed as a string 
in the language defined by the grammar whose terminal symbols are the texture elements. 
For natural textures, it is difficult to infer the primitive types and the placement rules. 
Some textures are ambiguous, with more than one choice of primitive. Although structural 
texture analysis approaches achieve reasonable successes on textures of high regularity, 
they are very limited in power when applied on real-world gray-scale images. Given our 
main focus on noisy underwater optical and acoustical image processing, it is impractical 
to adopt the structural texture analysis approach. 
2.2 Stochastic texture modeling methods 
Stochastic texture modeling methods treat texture as a stochastic random field process 
with specific parameters. These parameters are supposed to capture the essential qualities 
of texture, and thus can. be used to synthesiZe, classify, and segment textured images. 
A random field is a joint distribution that imposes statistical dependence on a set of 
random variables, such as image intensities, in a spatially meaningful way [33]. Abend et 
al. first proposed random field models in [1]. Following Besag's [6] first mathematically 
tractable technique for specifying models and estimating parameters for models of gray 
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values on a lattice, several research groups have contributed to the further development of 
random field models [7] [30] [33] [43] [59]. 
Among various random field models, Markov random field (MRF) models are the 
most frequently used [6] [7] [8] [20] [30] [43]. Markov fields provide a flexible mecha-
nism for modeling spatial dependence and local contextual information in an image. The 
basic idea of MRF is that a pixel should be statistically more similar to its neighbors than 
to pixels elsewhere. An excellent review of the MRF models for image analysis can be 
found in [33]. 
Although the stochastic approach can provide a scientific basis for understanding the 
image formation process, and many promising algorithms have been proposed, problems 
like model selection, parameter estimation, large computational requirement, and the 
phase transition phenomenon remain to be solved before it becomes a practical method for 
large natural-image data sets. 
2.3 Statistical texture analysis methods 
Both the structural modeling methods and the stochastic modeling methods try to 
model the texture formation process, which is necessary for texture synthesis but not so 
for image classification and segmentation. The only input a pattern classifier needs is a set 
of feature vectors that characterizes different traits 6f the texture il.a~(;ts.~ The three con-
" 
straints usually imposed on these feature vectors are: homogeneity within each texture 
class, maximum discrimination among classes, and small dimensionality. The statistical 
methods are designed to extract such feature vectors that are more suitable and more com-
monly used for analysis of natural imagery than the structural and stochastic modeling 
methods. 
The first-order statistical measures of texture images do not produce useful texture fea-
tures, because the statistics are invariant to any rearrangement of the image pixels. To 
extract the contextual information in the texture, many statistical texture analysis methods 
have been developed, both in the spatial and in frequency domains. The remainder of this 
section surveys the commonly used statistical texture features. 
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2.3.1 Spatial gray-level dependence method (SGLDM) 
The spatial gray-level dependence matrix is also called the co-occurrence matrix. 
Julesz [56] first used gray tone transition matrices in texture discrin:iination experiments, 
which are equivalent to nearest horizontal neighbor co-occurrence matrices. Similar tex-
ture measures were used by Darling and Joseph [22] for analyzing satellite images of 
clouds. Rosenfeld and Troy [95] and Haralick et al. [48] first proposed co-occurrence 
matrices for arbitrary spatial distances and angular directions. Comparative studies [19] 
[120] show the superiority of this method over several traditional statistical texture mea-
sures. 
For an image with N by N pixels and G gray levels, the co-occurrence matrix [ 48] for a 
displacement din a direction 9 is defiqed to beaG by G matrix whose entry M(i, j) is the 
number of occu~:.f.c/lof transitions ftom gray level i to gray level j, given the inters ample 
distance d and the direction 9. Figure 2.1 (b) shows a typical co-occurrence matrix M with 
d = 1 and 9 = 0 . The matrix gives a measure of the joint probability density of the pairs 
of gray levels that occur at pairs of points separated by distanced in the direction 9. For a 
coarse texture, dis relatively small compared to the sizes of the texture elements; the pairs 
of points at separation d have similar intensity values. This means the matrix M has large 
values near its main diagonal. Conversely, for a fine texture the values in Mare quite uni-
formly spaced. Thus, a measure of the degree of value spread around the main diagonal of 
M should provide a good sense of the texture coarseness. Similarly, one can extract other 
features to measure the directional information, contrast, correlation, etc. Haralick et al. 
[48] proposed 28 second-order statistic features that can be measured from this co-occur-
renee matrix. 
Davis et al. [29] tried to improve the SGLDM by introducing a generalized co-occur-
rence method. Instead of looking at the second-order statistics of the pixel gray levels, 
they studied the statistics of some local texture structures, such as local maxima and 
edges. The new method performs better than the original SGLDM over a very small set of 
data. However, the extra complexity of the method outweighs its performance gain. 
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Figure 2.1: Three types of texture matrices for a sample texture image. 
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2.3.2 Gray level difference method (GLDM) 
The gray level difference method uses the probability distribution function of the gray-
level difference between two nearby pixels to compute texture features. For an image 
f(n 1, n2), let i = lf(n1, n2)- f(n 1 + L\n 1, n2 + L\n2)1, where~ = (L\n1, L\n2) is a given 
row and column displacement. From the probability distribution function P0(i) of i, sev-
eral statistical features can be computed, including contrast, angular second moment, 
entropy, and mean. For detailed definitions, refer to [120]. Notice that P0(i) can be com-
puted from the co-occurrence matrix by summing up the elements of the co-occurrence 
matrix along lines parallel to its main diagonal. Thus the features of GLDM are quite sim-
ilar to the features of SGLDM. 
.., 
2.3.3 Autoco~rel~fon method ~. 
The autocorrelation function is defined as 
N N 
C(m 1, m2) = L L f(n 1, n2 )f(n1 + m 1, n 2 + m2), (2.1) 
n 1 = l n2 = l 
which measures how well a shifted version of an image matches with itself. For a coarse 
texture, the neighbor pixels are similar to each other and the matching coefficient drops 
slowly as the shift increases; for a fine texture, neighbor pixels change quickly, so the 
matching coefficient drops sharply for a small shift. Therefore, the shape of the autocorre-
lation function reflects the coarseness of a texture. The periodicity of the texture can also 
be revealed by the energy peaks in the function. An early application study of the autocor-
relation function on Arctic aerial photographs can be found in [58] and an application of 
correlation for image segmentation in [15]. 
Since most textures are periodic, they can be better described in the frequency domain. 
The autocorrelation function feature has mostly been supplanted by its frequency-domain 
counterpart, the power spectrum. 
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2.3.4 Power spectrum method (PSM) 
The power spectrum method uses spectral statistics in the frequency domain [3] [55] 
[67] [120]. The discrete space Fourier transform of an image f(n 1, n2) is defined by 
(2.2) 
nl = -oon2 = -oo 
The Fourier power spectrum is 
(2.3) 
Figure 2.1 (d) shows the Fourier power spectrum of a sample texture image. By mea-
suring the energy distribution in frequency space, various texture properties of an image 
can be obtained. In smooth images, for example, features of the form 
PSMr = L P(w1, w2) (2.4) 
2 2 2 2 rl~wl +w2<r2 
have high values for small r because the smooth images have more energy at lower fre-
quencies. For a rough texture, the high-frequencx energy do~jjl?j ~esulting in high 
P SM r for large r. For the same reason, features of the form 
PSM8 = (2.5) 
give a good measurement of directional information [120]. Liu and Jernigan [67] provide 
an extensive summary of 28 PSM features. 
Historically, the texture classification performance of the PSM has been ranked fairly 
low among most texture analysis techniques [19] [120], resulting in limited applications of 
the approach. Criticisms of the PSM are of the Fourier transform rather than of the way 
that texture features are computed from the power spectrum. As one of the contributions of 
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this thesis, in Chapter 4 I show that using new feature extraction algorithms, the discrimi-
natory power of the Fourier transform features can be significantly improved. 
2.3.5 Gray level run length method (GLRLM) 
When examining image pixels along a certain direction, we occasionally find runs of 
consecutive points with the same values. In a rough texture, we expect that relatively long 
runs would occur more often, whereas a fine texture should contain primarily short runs. 
For a directional texture, the run-length measurement is also direction dependent, provid-
ing a good measure of texture directionality [120]. 
Galloway first introduced the run-length measures as texture features [42]. To define 
run-length features within an image, let p(i, j) be the number of runs with pixels of gray 
. v 
level i and run le~gthj /ff the number of gray levels, N the number of different run lengths, 
nr the total number of runs, and K; and JS type controllers. The general run-length gray-
level feature (GRLGLF) is defined as [23] 
M N 
1 
" " K- K-GRLGLF =- LL LL i 'j 1p(i, j) 
n . 
ri= lj= l 
(2.6) 
Given different type controllers K; and Kj, eleven run-length measurements are 
extracted. Figure 2.1 (c) shows a typical run-length matrix. In general, run-length texture 
features are good indicators for directional linear features. 
In several comparison studies, the run-length method is ranked the least efficient [19] 
[120]. In Chapter 5, I elaborate further on the run-length method and demonstrate a new 
approach that extracts the maximum information from run-length matrices. 
2.3.6 Texture energy filters 
Research on multichannel processing for texture analysis started with Laws [66] "tex-
ture energy" filter banks. Laws [66] first used a set of small empirical filter masks to filter 
the texture image, then computed the variances in each channel output as the texture fea-
tures. Figure 2.2 depicts the general processing pipeline. By experimenting with a wide 
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variety of filters, Laws chose a set of nine 3x3 (or alternatively 25 5x5) operators with 
shapes tailored to perform a center-weighted average, directional edge detection, spot 
detection, and wave detection as the filters F n in Figure 2.2. After the filtering process, 
each original image pixel corresponds to nine new pixels, one in each of the nine filtered 
images. Then a so called macro-window of size 15xl5 or larger is drawn around each of 
the nine pixel points. Various statistical measures are computed within the macro-win-
dows and evaluated according to their discriminatory power. Variance in each channel was 
found to be the best measure for texture classification. On this basis, Laws uses the nine 
variances, which he calls the "texture energy measure," as the feature vector for the origi-
nal image pixel in the center of the macro-window. 
/7-
Original 
Image 
Filters 
7o/~/ / 
7o/~/ / 
/o/~/ /-
Filtered 
images 
Energy 
compute 
Energy 
planes 
Figure 2.2: Multichannel processing schematics. 
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2.3. 7 Eigenfilters 
The filtering operation by Laws filters can also be viewed as a linear rotation of the 
original nine-dimensional feature vector formed by the 3x3 neighborhood pixels. The tex-
ture energy measure is the variance of the projection of the original image vector onto the 
nine new axes (the filters). These projection axes are chosen empirically based on observa-
tions of the texture properties and classification results. If we consider the energy com-
pactness on each axis, the optimal rotation results from the Karhunen-Loeve Transform 
(KLT). The KLT rotates the original covariance matrix of the neighborhood vectors into a 
diagonal covariance matrix with the nine energy values on the matrix diagonal. For a 
Gaussian process, the joint distribution of the original 3x3 neighborhood pixel vector is 
fully specified qy llf-se
1 
energy measures. Based on this consideration, Ade [2] introduced 
the eigenfilter approa!, with Laws' ~mpirical filter banks replaced by the eigenvectors of 
the covariance matrix of the local texture neighborhood vectors. Later Unser [110] con-
ducted a series texture classification experiments, which show the superiority of the eigen-
filter method over Laws' filters. The processing pipeline is the same as in Figure 2.2, only 
with the filters Fn representing the eigenfilters instead of Laws' filters. 
2.3.8 Gabor filters 
Almost parallel to the development of the eigenfilter theory, the Gabor filter became 
increasingly used in designing texture analysis algorithms [5] [17] [35] [39] [54]. The 
approach is inspired by an analogy with the human preattentive vision system, which 
decomposes the retinal image into a number of filtered images, each containing an inten-
sity variation over a narrow range of frequencies and orientations. 
A two-dimensional Gabor filter is defined by a sinusoidal plane wave of a certain fre-
quency and orientation modulated by a Gaussian envelope. Its impulse response is given 
by, 
G(x, y) ~ expH(:; + ~;)}sin(ro(xcosO- ysinO) + cp), (2.7) 
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where cr is the Gaussian window width, e is the filter orientation, co is the frequency, and <p 
is the phase shift. 
Two major issues with this approach are the design of the individual filters and the 
combination of the filter banks [35]. Jain et al. [54] and Dunn et al. [35] developed several 
filter design procedures using Gabor functions. Other types of filters similar to the Gabor 
filters have also been developed, such as the differences of offset Gaussian (DOOG) filters 
[70] and the Gaussian derivatives. Addressing the second issue, Malik and Perona [70] 
derived a filter-bank combination structure mimicking the human early.:vision system, 
which perhaps has provided the most detailed justification for a particular filter-bank 
structure. The processing structure is also similar to the one in Figure 2.2. 
2.3.9 Wavelet and wavelet packet transforms 
The filter outputs of the above multichannel approaches are not orthogonal, thus lead-
ing to a large overcomplete representation of the original image. Recent advances in wave-
let [24] [25] [71] [72] [94] and wavelet packet theory [18] [77] provide a promising 
solution for this problem. The texture research community is currently devoting consider-
able effort to wavelet applications in texture analysis [12] [13] [51] [65] [109]. The first 
study of a wavelet transform for texture analysis was described by Mallat [71]. Later, 
Henke-Reed and Cheng [51] applied a wavelet t~rnsform to teJkure i~ages, using the 
energy ratios between frequency channels as the features. Chang and t<'uo [12] [13] devel-
oped a tree-structured wavelet transform algorithm for texture classification and segmenta-
tion, which is similar to the wavelet packet best basis selection algorithm of Coifman and 
Wickerhauser [18]. Both the standard wavelet and the wavelet packet energy features were 
used directly as texture features by Laine and Fan [65] in their texture classification work. 
These researchers have demonstrated that the wavelet transform is a valuable tool for 
texture analysis. However, a common problem with these approaches is that they are all 
direct applications of existing wavelet processing algorithms, which were originally devel-
oped for signal representation or compression instead of signal classification. In Chapter 
4, I apply a new feature-selection approach to wavelet features and compare them with the 
new frequency transform features. 
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2.3.10 Fractal 
Another type of texture model receiving attention in the current literature is based on 
fractals [14] [34] [71] [86]. The theory of fractals was developed by Mandelbrot [73], 
extended by Barnsley [4] and Feder [38], and applied to texture classification and segmen-
tation by several researchers [14] [61] [86]. 
The fractal method is developed based on the assumption that textures exhibit some 
form of similarity over a certain range of scales. By exploiting this self-similarity, a fea-
ture called fractal dimension is extracted to model and classify the textures. There are sev-
eral methods to estimate the fractal dimension, including the power spectrum method [86], 
the variation method [34], and the box counting method [61]. 
Pentland [86] ~~~c~~sfully applied-..the fractal feature based on the power spectrum 
estimation to texture segmentation. Th~ method fits a power-law curve to the power spec-
trum of the image. The global power spectrum of an isotropic fractal Brownian surface is 
given by 
(2.8) 
where ( w 1, w2) are two-dimensional frequency coordinates and r is the radial frequency. 
By best fitting the log-log curve of P versus r, we can estimate the slope ~- The fractal 
dimension D can then be computed by 
D = 4-~. (2.9) 
Figure 2.3 shows a sequence of four fractal images with increasing fractal dimension 
D. Apparently, the increasing perceptual roughness corresponds quite closely with our 
intuitive notion of texture roughness [86]. 
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Fractal dimension D = 2.1 Fractal dimension D = 2.3 
Fractal dimension D = 2.6 Fractal dimension D = 2.9 
Figure 2.3: Images of increasing fractal dimensions. 
2.3.11 Mathematical morphology: Granulometry pattern spectrum 
Granulometry is one of the most useful tools of morphological image processing. 
Since first introduced by Matheron [76], it has been applied to a wide range of areas 
including shape characterization [111], texture classification, and segmentation [32]. 
A mathematical granulometry curve is generated by successively opening an image by 
an increasing sequence of structuring elements and counting the number of pixels elimi-
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nated at each stage of the opening to generate a size distribution as a signature of the 
image. Dougherty et al. [32] used a binary version of granulometry segmentation of 
thresholded images. 
However, because of the slow processing algorithm, granulometry has not been widely 
used by the image analysis community [111]. In Chapter 6, I use a new fast algorithm 
recently developed by Vincent [Ill] [112] in a new feature selection algorithm for tex-
tured object classification and demonstrate the exceptional power of gray-scale granulom-
etry for classification of textured objects. 
2.4 Summary· 
This chapter rev~¢wjlthe three major types of texture analysis methods. The focus is on 
; ¥ I. 
statistical texture analysis methods, because they are more suitable for our natural image 
classification applications. 
The many texture analysis methods provide researchers much freedom of choice, but a 
persistent problem is how to choose the right method for the application at hand. From the 
survey, we can see that many of the techniques offer much overlap texture information. In 
fact, some methods reveal texture information that is only a subset of other methods. In the 
next chapter, I conduct an in-depth investigation of the theoretical relations of all 11 meth-
ods reviewed here and unify them into three categories. Within each category, I identify a 
method that extracts texture features nearly a superset of others in that category. 
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Chapter 3 
Transform texture classification algorithms 
This chapter addresses the three major components of a texture classification system: 
texture image transformation, feature extraction, and classification. First, I examine the 
interrelations among the 11 texture transforms and unify them into three major categories. 
Then, using a novel multi-level dominant eigenvector estimation method, I present a new 
texture feature extraction and selection scheme that optimally obtains texture features 
from the texture transform matrices. Finally, a simple statistical classifier and an improved 
neural network classifier are described at the end of this chapter. The experiments con-
ducted in the following chapters all use the same feature extraction and classification algo-
rithms developed here. 
3.1 Texture image transformations 
An original image cannot be input directly into a classifier, not only because the fea-
ture vector dimension is too large, but also because those seemingly similar texture images 
can differ in every pixel. The spatial representation bf the image mlst~,e transformed into 
1'. 
a representation more suited to the classifier. Chapter 2 reviews many types of transforma-
tions proposed over the years. Some formal transforms, such as the Fourier and wavelet 
transforms, are invertible and information preserving. Some ad hoc transforms, such as 
run-length and co-occurrence methods, are not. Note that the term 'transform' is not used 
in a rigorous sense here. It simply means a process that converts one form of representa-
tion into another. 
To obtain a suitable representation of textures for the classifier is crucial for the suc-
cess of the classification. We cannot better stress the importance of a proper representation 
than Marr [75] did: 
A representation, therefore, is not a foreign idea at all - we all use rep-
resentations all the time. However, the notion that one can capture some 
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aspect of reality by making a description of it using a symbol and that to do 
so can be useful seems to me a fascinating and powerful idea. But even the 
simple examples we have discussed introduce some rather general and 
important issues that arise whenever one chooses to use one particular rep-
resentation. For example, if one chooses the Arabic numeral representa-
tion, it is easy to discover whether a number is a power of 10 but difficult to 
discover whether it is a power of 2. If one chooses the binary representa-
tion, the situation is reversed. Thus, there is a trade-off; any particular rep-
resentation makes certain information explicit at the expense of 
information that is pushed into the background and may be quite hard to 
recover. 
The is9Ue is .~tfportant, bec~bse how information is represented can 
greatly affect how easy it is to do different things with it. This is evident 
even from our numbers example: It is easy to add, to subtract, and even to 
multiply if the Arabic or binary representations are used, but it is not at all 
easy to do these things- especially multiplication- with Roman numerals. 
This is a key reason why the Roman culture failed to develop mathematics 
in the way the earlier Arabic cultures had. 
It is the same situation in the case of texture classification. One type of transformation 
may produce an excellent representation of certain information in the texture but may lose 
others. For example, the Fourier transform generates a frequency-domain representation 
that reflects the periodical property of the texture but loses local structural information 
because of averaging over the whole image. 
The choice of a good representation should be based on ultimate goals. For numerical 
representation, the goal is mathematical computation; for our study, it is texture classifica-
tion. We need to develop a representation that will make explicit all information with dis-
criminatory ability and suppress noise or other signals with no discrimination power. 
There are two types of information in texture images: one describes the common proper-
ties of all sample images in a particular texture class, which is different between different 
classes and therefore useful for discrimination; the other represents the deterministic prop-
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erties of every individual image sample, which is different for each image sample regard-
less of the class, thus offering no discriminating information. 
As a typical example of the two types of information, consider periodic textures. The 
energy at major frequencies contained in all image samples will be similar within one 
class and thus can be a useful property for the classification of that class of image. How-
ever, the phase values representing the shift positions of the periodic signals are different 
for each individual texture sample and therefore have no useful information for classifica-
tion. If the original image matrix is used directly to form feature vectors, the input to the 
feature selection algorithm will be a combination of the above two kinds of information. 
The output performance will depend on the ratio of the two. Using the shift-invariant prop-
erty of the power-spectrum representation, we can remove the special absolute-position 
information in the texture sample while preserving the frequency energy information. 
The methods described in Chapter 2 are all quite successful in suppressing the texture 
shift information but have great differences in the degree of success in making explicit 
other useful texture information. In the rest of this section, we study the theoretical rela-
tions among different methods to determine whether different methods reflect different 
aspects of texture or simply offer a subset representation of other methods. Figure 3.1 
summarizes all the relations: 
(1). The run-length and granulometry methods both use structural elements to extract 
statistical texture features. In fact, they are both related to the fn;JU7flf~ domain method. 
The long runs and large morphological structure ~lements are like low-pass filters, while 
the short runs and small morphological structure elements correspond to high-pass filters. 
Instead of getting frequency information by averaging over the whole image, like the Fou-
rier transform, the two methods fit local structural elements of increasing size to the image 
to preserve the local pixel interactions. 
(2). The relationship between the autocorrelation function and the power spectrum is 
defined by a Fourier transform, 
(3.1) 
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Figure 3.1: Interrelations among statistical texture analysis approaches. 
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where P and Care the power spectrum and autocorrelation function respectively. Since the 
power spectrum can also be computed directly from the original image using the Fast Fou-
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rier Transform algorithm, as shown in Eqs. (2.2) and (2.3}, the power spectrum method is 
in general preferred over the autocorrelation method. 
(3). The autocorrelation function can also be computed from the co-occurrence matrix, 
G G 
C(ni, n2) = L L M(n,, n2)(i, j). i. j' 
i = Ij = I 
(3.2) 
where M(n n ) is the co-occurrence matrix for row shift n 1 and column shift n2> as defined ,, 2 
in Chapter 2. Equation (3.2) is in fact the definition of the autocorrelation function, with 
the co-occurrence matrix as the probability density function of gray-level variables i andj. 
(4). As pointed out in Chapter 2, the gray level difference statistics can be computed 
from the co-occurrence matrix as well, 
G G 
p(n,, n2)(k} = I I M(n 1, n2)(i, j) · (3.3) 
i = I j = I 
li- il = k 
(5). The gray level difference features can also be seen as statistical features of images 
filtered by a set of edge-detection filters, as shown in Figure 3.2, for the four directional 
[_:] [1 -1] 
rl ol ro -ll 
Lo -1J L1 oj 
Figure 3.2: Gray level difference method filter masks. 
43 
nearest-neighbor gray level difference statistics. So the GLDM is also a multichannel pro-
cessing method with filter banks similar to the energy filters in Figure 3.3 used by Laws 
[66], 
[1 2 1j 242 1 2 1 [
-1 0 1] [-1 2 -1j 
-2 0 2 -2 4 -2 
-1 0 1 -1 2 -1 
l-1 -2 -1j [ 1 0 -1j [ 1 -2 1j 0 0 0 0 0 0 0 0 0 1 2 1 -1 0 1 -1 2 -1 
· ttL1tft2 -1j 
2 4 2 
-1 -2 -1 ls:"1 0-1j -2 0 2 1 0 -1 [ 1 -2 1~ -2 4-2 1 -2 1 
Figure 3.3: Laws 3x3 energy filter masks. 
( 6). The design of Laws' texture energy filters is based on the observation that edge 
information is important for texture. Several directional edge filters and blob detectors are 
used to filter the image. 
The eigenfilter method is a more formal way to design such directional filters. To com-
pute the eigenfilter masks, I use the 256x256 texture image "pebble23" from Brodatz [9] 
shown in Figure 3.4. For each image pixel f(n 1, n2), we line scan the 3x3 neighborhood 
to form a 9-component feature vector f(n 1, n2), 
f(n 1, n2) = [/(n 1 - 1, n2 - 1 ), f(n 1 - 1, n2), f(n 1 - 1, n2 + 1 ), 
f(n 1, n2 - 1 ), /(n1, n2), f(n 1, n2 + 1 ), 
f(n 1 + 1, n2 - 1), /(n1 + 1, n2), f(n 1 + 1, n2 + 1 )] 
Then the covariance matrix is estimated by, 
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(3.4) 
Figure 3.4: Brodatz texture "pebble23". 
N N 
W = ~ L L (f(n 1, n 2)- Jl){f(n 1, n2)- J.L{, 
N n 1 = In2 =I 
(3.5) 
-! where Jl is the mean vector of f(n 1, n2). The ni~~ eigenvectors1~otftbuted from W form ~ j the 3x3 eigenfilter masks in Figure 3.5. Except for a scale factor, the eigenfilters are very 
similar to Laws' filters in Figure 3.3. The difference between the two approaches is that 
Laws uses a set of empirical filters based on experiments, but the eigenfilter approach lets 
the principle component analysis algorithm generate filter masks that reflect more closely 
the local texture structures [2]. 
(7). The eigenfilters are also closely related to the co-occurrence matrix [2]. For the 
3x3 neighborhood vector in Eq. (3.4), the co-occurrence matrices are the second-order 
joint-probability functions of any two pixel elements in the vector. For a Gaussian process, 
such second order statistics are fully determined by the covariance matrix Win Eq. (3.5), 
which is equivalent to the diagonalized covariance matrix with the variances of the eigen-
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Figure 3.5': Eig(?,Jfilter masks computed from the texture image in Figure 3.4. 
,,_.,r $_ 
filtered images on the diagonal. Since it is impractical to compute all possible co-occur-
rence matrices, the eigenfilter variance features are a good simplification of co-occurrence 
features for near-Gaussian texture processes. 
(8) & (9). Essentially, the texture energy method, the eigenfilter method, and the 
Gabor filter method are different filter design approaches, sharing the same basic idea of 
filtering the texture information into multiple channels. The only difference is between 
their filter design principles. 
Although the Gabor filter can be tuned to various directions and frequencies, it suffers 
the same problem as the energy and eigenfilter methods: the output is overcomplete. Fig-
ure 3.6 compares these multichannel approaches with the wavelet and Fourier transform 
for one-dimensional signals. Figure 3.6 (a) shows the time domain representation. Figure 
3.6 (b) shows the multichannel representation with the same number of signal elements as 
the original signal in every channel, which generates much redundant information. The 
wavelet representation in Figure 3.6 (c) is a compact multichannel representation with the 
same number of decomposition bases as the original signal. I choose the wavelet trans-
form as a representative for the multichannel texture classification method to conduct fur-
ther study in Chapter 4. 
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Figure 3.6: Illustration of time-space and multichannel frequency space representations of 
a one-dimensional signal. 
(10). Figure 3.6 (d) illustrates that the Fourier transform can be treated as the highest 
level of a multichannel decomposition. Instead of painstakingly designing various filters, I 
take the maximum number of filter channels that can be obtained, then use the principle 
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component analysis technique to decide which channels to keep and how much of the 
energy in those channels to keep. The resultant coefficients, which represent the magni-
tude of each frequency channel's contribution, form a designed filter. In Chapter 4, Idem-
onstrate the superiority of this novel approach. 
(11) & (12). Fractals can be computed both from the wavelet transforms and the Fou-
rier transforms. Mallat [71] proves that the ratio between wavelet detail signal energy is a 
constant related to the fractal dimension, 
22(3-D) 
2 
0'· 
_]_ 
2 
O'j+l 
(3.6) 
where cr~ and cr~ + 1 . ~e t,he energy of tke detail signal of the j and j+ 1 levels of wavelet 
decomposition, and ri is~he fractal dim~nsion. As shown in Chapter 2, the fractal dimen-
sion can also be estimated from the power spectrum. Chaudhuri and Sarkar [ 14] computed 
fractal dimensions of several filtered images. Their method is equivalent to fitting the 
piece-wise slope of a power spectrum. So, the fractal features are simply features reflect-
ing· properties of the Fourier power spectrum. 
Based on the above analysis of the interrelations of the 11 statistical texture analysis 
approaches, we can group them into three categories as shown by the dotted line in Figure 
3.1: the spatial domain method, the micro-structural method, and the frequency multichan-
nel method. The three methods capture texture information of increasing coherence length 
or correlation distance: the spatial domain features capture the interaction of the local 
neighborhood pixels; the frequency features capture the information resulting from aver-
aging the whole image over all frequency channels. The micro-structural features fit nicely 
in the middle, capturing the medium-scale interactions of pixels. 
The shaded methods in each of the three categories in the figure are the power spec-
trum method, the co-occurrence method, the run-length method, and the granulometry 
method. I conduct an in-depth study of these in the following four chapters, because they 
each offer a unique representation of textures that is not a subset of other methods. 
It is generally agreed that texture classification methods are application dependent. 
One method may be the best for a particular set of textures but may fail on others. This sit-
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uation is very similar to that described by an excellent analogy made by Meyer [77] in his 
discussion of optimal wavelet algorithms in signal processing: 
Each algorithm is presented in terms of a particular orthogonal basis. 
We can compare searching for the optimal algorithm to searching for the 
best point of view, or best perspective, to look at a statue in a museum. 
Each point of view reveals certain parts of the statue and obscures others. 
We change our point of view to find the best one by going around the 
statue. In effect, we make a rotation; we change the orthonormal basis of 
reference to find the optimal basis. 
It is important to choose the best viewpoint for different applications. However, the 
many possible applications of texture analysis in medical imaging, remote sensing, and 
computer vision make it impossible to identify the best method for every application. 
What we can do is to select a library of unique approaches and try to make improvements 
to them. The previous analysis of the interrelations of the 11 methods can serve as a start-
ing point for building such a library. I have just identified four viewing directions to 
assemble the picture of a texture "statue". In the following chapters, I describe further 
studies and improvements to the views. 
In fact, sometimes it is difficult to determine the best point of view. Why not take pic-
tures from all the good points of view and assemble them together to get the whole picture. 
In other words, since different transforms make:' explicit differJPt1 ipfprmation, we can ~ I . 
combine them together to make explicit all the information. This, of course, will generate 
overlapping information. We can then employ a decorrelation algorithm to remove the 
overlapping information. 
3.2 Feature selection 
The representation matrix after the transformation is still too large for a classifier. Fea-
ture selection must be applied to the matrix to make it a more concise description. I now 
address this second information condensing process in the texture classification system, as 
depicted in Figure 1.1. 
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For a long time, researchers have been focusing on developing ad hoc features using 
special functions, mostly based on intuitive observation of the shape and statistics of the 
matrix, such as the major peak of the power spectrum matrix [ 67], entropy of the co-occur-
renee matrix [48], or long-run emphasis of run-length matrix [42]. There are several draw-
backs to this approach. First, there is no theoretical proof that, given a certain number of 
features, maximum texture information can be extracted from the matrices. The number of 
possible features is unlimited. Second, many features are highly correlated with one 
another, thus containing redundant information. Some methods, such as the PSM and the 
GLRLM, have been shown to perform poorly on texture classification even after a large 
number of features have been extracted. Criticisms of these methods have been aimed at 
the transforms rather than the ad hoc way of feature computation. 
In this thesis, I if1~1:1 to give the P~:M and the GLRLM another chance to prove their 
relevance to texture representation. I show that the poor performance is not a result of the 
transformation itself but of the way that features are extracted from the matrix. Instead of 
developing more special functions to compute features, I apply a principle component 
analysis, also called the Karhunen-Loeve Transform (KLT), directly on the transform 
matrix to extract dominant texture features. By doing so all information in the matrix is 
optimally preserved in a small number of features. I then use the Bhattacharyya distance 
measure to sort the KLT-extracted features according to their discriminatory power. 
The difference between this new approach and the conventional feature extraction 
approach can· be described in the statue-viewing terms: the traditional method selects a 
promising viewpoint, then starts to describe the statue in words; instead, we pull out a 
camera and take pictures of the statue. 
Sometimes a picture may be too large for the KLT transform to compute. I develop a 
novel Multi-level Dominant Eigenvector Estimation (MDEE) method to compute the KLT 
transform in an efficient way. 
3.2.1 Principle-component analysis 
To compute the Karhunen-Loeve Transform, let xi be a feature vector sample. We form 
an n by m matrix 
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x 1 (1) x2 ( 1) ... xm ( 1) 
A = xl (2) x 2(2) ... xm(2) (3.7) 
where n is the feature vector length and m is the number of training texture samples. The 
eigenvalues of the sample covariance matrix are computed in two ways, depending on the 
relative size of the feature vector and on the training sample number. If the feature vector 
length n is a small number, eigenvalues are computed by a standard procedure. The sample 
covariance matrix is estimated.by 
m 
1 L T 1 T W = - (xi- J.L)(xi- Jl) = -AA , 
m m 
(3.8) 
i = 1 
where J.l is the mean vector. The eigenvalues and eigenvectors are computed directly from 
w 
3.2.2 Multi-level Dominant Eigenvector Estimation 
However, n can be a very large number in many situations. For igstance, for the feature 
vector formed by the four directional run-length ... :natrices of a1fexf.Jre sample of size 
32x32 with 32 gray levels, n can reach a maximum of 4096. This means the covariance 
matrix is of size 4096 by 4096. Direct computation of the eigenvalues and eigenvectors 
becomes impractical. Fortunately, if the sample image number m is much smaller than n, 
the rank of W will only be m-1. A more efficient way to compute the eigenvalues is the 
dominant eigenvalue estimation method [41]. Consider the eigenvectors ei of AT Aim, such 
that 
(3.9) 
By multiplying both sides by A, we have 
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1..- ... 
(3.10) 
(3.11) 
This shows that Ae; are the eigenvectors of the covariance matrix W Therefore, we can 
compute the eigenvectors of a small m by m matrix AT Aim then calculate the first m eigen-
vectors of W as Ae i· 
In the case where both m and n are large, we divide the training samples into 
g = ml k groups of vectors, 
,•{/lfll 
~ ~' 
xl(l) ... xk(l) 
x 1 (2) ... Xk(2) 
A= 
x 1(n) ... xk(n) 
AI 
., 
l. 
xk+l(l) ··· x2k(1) 
xk+I(2) ... x2k(2) 
xk+I(n) ... x2k(n) 
A2 
(3.12) 
x(g-l)k+l(l) ··· xm(l) 
x(g-l)k+l(2) ... xm(2) 
and apply the algorithm described above on each one of the g sample groups A;. Then, the 
k dominant eigenvalues and eigenvectors are computed as the average of the computed g 
groups of eigenvalues and eigenvectors. 
However, there are several practical implementation difficulties with this grouping 
approach. The number of samples in each group must be large enough and the samples 
must be uniformly selected from the whole data set to capture the dominant distribution 
directions of the original data set, so that the dominant eigenvectors in each group approx-
imate the dominant eigenvectors of the whole data set. Furthermore finding the corre-
sponding eigenvectors among all groups is a nontrivial process. 
To avoid these problems, I developed a new Multi-level Dominant Eigenvector Esti-
mation (MDEE) method. Instead of grouping column vectors as in Eq. (3.12), I group the 
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matrix in the row direction. By breaking the long feature vector into g = n/ k groups of 
small feature vectors of length k, 
A= (3.13) 
we can perform the KLT on each of the g group short feature vector set Bi. Then a new fea-
ture vector is formed by the first few selected dominant eigenfeatures of each group. The 
final eigenvectors are computed by applying the KLT to this new feature vector. To prove 
that the eigenvalues computed by MDEE are a close approximation of the standard KLT, I 
study the two-group case here. The feature vector matrix and its c~j,WJ.ce matrix are 
" 
(3.14) 
(3.15) 
The averaging coefficients are omitted in the equations for simplicity. Let the eigenvector 
matrices of the covariance matrices W1 and W2 be T1 and T2 respectively, then 
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(3.16) 
(3.17) 
where A 1 and A2 are the diagonal eigenvalue matrices. The effective rotation matrix for 
the first -step group KLT is 
T- . _ [T 1 OJ 
T is also an orthogonal matrix, since 
• l / h:/1! 
1\'Jl(' 
0 T2 
(3.18) 
(3.19) 
So, after the first-step group KLT, the covariance matrix of the rotated feature vector, 
(3.20) 
is a similar matrix of the original feature vector covariance matrix W, because of the 
orthogonality of the rotation matrix T. Since similar matrices have the same eigenvalues, 
we can use the right most term of Eq. (3.20) to discuss the impact on W of keeping only 
the first few dominant eigenvalues in each group. In Eq. (3.20), Anb and Ans represent the 
larger dominant eigenvalue section and the smaller negligible eigenvalue section of the 
eigenvalue matrix An respectively, for n = 1 or 2. Cxx, where x = b or s, represents the 
54 
cross-covariance matrix of the two groups of rotated features. By keeping only the domi-
nant eigenvalues, the new feature vector covariance matrix becomes 
(3.21) 
The terms removed from Wr are A 1 s, A 2s, C ss , Cbs and C sb . Since most energy is con-
tained in the dominant eigenvalues, the loss of information due to A 1s and A2s should be 
very small. The energy contained in the cross-covariance matrix of the two small energy 
feature vectors, C ss , should therefore be even smaller. 
We can also prove that Cbs and C sb cannot be large either. If the two group features 
B1 and B2 are fairly uncorrelated with each other, then all the cross-covariance Cxx matri-
ces in Eq. (3.20) will be very small. On the other hand, if the two group features are 
strongly correlated with each other, the dominant eigenfeatures of the two group will be 
very similar. Therefore the cross-covariance matrix Cbs of group-two large features with 
group-one small features will be similar to the cross-covariance matrix of the group-one 
large features with group-one small features, which is zero due to the decorrelation prop-
erty of the KLT transform. 
When the two group features B1 and B2 are partially correlated, the correlated part 
should be mostly signal, since noise parts of the ;,~iable B 1 and~2rrarely correlate with 
each other. The basic property of the KLT is to preserve all signal energy in the first few 
large eigenvalues. Therefore, most signal energy in B2, and especially most of the B2 sig-
nal energy that is correlated with B 1, will be preserved in the large eigenvalue section of 
B2 covariance matrix. The energy that is discarded in the small eigenvalue section of B2 
will contain little if any energy that is correlated with B 1. Therefore, Cbs and C sb should 
be very small, and we will not lose much information by removing them from the covari-
ance matrix W r 
Now that we have seen that the covariance matrix W d is a close approximation of W,., 
and Wr is a similar matrix of W, we can say that the eigenvalues from Wd, i.e., by the 
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MDEE method, are indeed a close approximation of the eigenvalues computed from W, 
i.e., by the standard KLT method. 
Significant reduction of computational time can be achieved by the MDEE over the 
standard KLT. Figure 3.7 demonstrates an example, where a feature vector of length n = 
1000 is broken into 10 vector groups of length 100. With 10% of the eigenfeatures in each 
group saved for the second-level eigenvalue computation, the computational complexity 
for the MDEE is 11 (n/ 10)3 , nearly two orders of magnitude faster than the KLT. Further-
more, the algorithm offers an excellent opportunity for parallel computation. If all individ-
ual group KLTs are computed in parallel, a near three-order-of-magnitude speed increase 
can be achieved for the above example. 
3.2.3 Statistical <Jis~ce measur~ 
It is well known that the KLT features are optimal for data representation. However, 
they are not necessarily the best for discrimination. To measure the class separability of 
each feature, some other criterion must be employed. I choose the Bhattacharyya distance 
measure in this work because it has a direct relation with the error bound of the Gaussian 
classifier and has a simple form for features with normal distributions. As indicated by 
Fukunaga [ 41], for a two-classes problem 
1 
2 
E(cl, c2) :5 [P(cl)P(c2)] exp[-~d(cl, c2)]' (3.22) 
where P(ci) is the prior probability of class ci, E is the probability of error for a Gaussian 
classifier and ~d is the Bhattacharyya distance. Because its inverse gives the upper bound 
on the probability of error, ~d can be an effective measure of class separability. For a nor-
mal distribution, ~d has the analytical form 
(3.23) 
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Figure 3.7: Multi-level Dominant Eigenvector Estimation (MDEE). 
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where J..L1, J..L2 and W1, W2 are the mean vectors and covariance matrices of the two class 
distributions. The many possible combinations of several features and the possibility of 
covariance matrix singularity make it impractical to compute the Bhattacharyya distance 
for several features at once. The one-at-a-time method is adopted instead. The formula is 
the same as Eq. (3.23), only with the covariance matrix W replaced by the variance and the 
mean vector J..l replaced by the class mean. Figure 3.8 shows the situations in which a large 
~d can be computed for two clusters. In (a), the two clusters have a large difference in 
mean values, resulting in a large value for the first term ofEq. (3.23). In (b), the two clus-
ters differentiate in variances, so the large value of the second term ofEq. (3.23) still gives 
a large output of ~d· Figure 3.8 (c) illustrates the situation in which both means and vari-
ances are different for the two classes, and ~d is at its greatest. In all three cases, a Gauss-
ian classifier is expected ,$fl give good pet;formance. 
J..lt (a) 
J..l 
(b) 
(c) 
Figure 3.8: lllustration of the three situations when the Bhattacharyya distance measures 
between two class distributions are large: (a) large mean difference, (b) large variance dif-
ference, (c) large differences in both means and variances. 
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For multi-class problems, the overall probability of error can be bounded by [41] 
M M 
E ~ I. I. E(c;, ci), 
i>jj= 1 
(3.24) 
where E and E(ci,cj) (i, j = 1,2, ... , M) are the probabilities of overall error and the pair-wise 
error between class i and j respectively. From Eqs. (3.22) and (3.24) we select features 
according to the minimum total upper error bound. Because the test data size is the same 
for all classes in our texture classification experiment, the prior probabilities P( c ;) are 
equal for all classes. Thus, we select features with small values of 
M M 
sb = I. I. exp[ -~d(c;, c)]. 
i>jj=l 
(3.25) 
Throughout the experiments in the rest of the thesis, I select the first 30 features with 
larger eigenvalues, rank these KLT-decorrelated features by their S b values, and use the 
first n features with the smallest Sb for classification. I run the feature length n from 1 to 30 
to select the one that gives the best performance as the final feature vector length. This is 
apparently not an optimal searching approach, since a combination of the first n best indi-
vidual features may not be the best length n feature vector. HoW,_ever, the experimental 
results suggest that it is a very close approximation~:~ Since all featJWeslafe tirst decorrelated 
by the KLT transform, as we increase the feature length each additional feature brings in · 
new uncorrelated information and noise. When their S b values increase to a certain point, 
the new features start to bring in more noise than information, suggesting that a subopti-
mal feature length is reached. The experiments show that most best feature lengths are 
between 10 and 20. 
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3.3 Statistical and neural network classifiers 
3.3.1 Statistical classifier 
Since our main focus in this thesis is the feature extraction algorithm instead of the 
classifier, I use a simple Gaussian classifier for most texture classification experiments. 
I assume the feature vector x for each class c; is a Gaussian distribution with mean m; 
and covariance W;. The distance measure is defined as [105] 
T -1 I I Di = (x- Jli) Wi (x- Jl;) + ln Wi - 2ln(Pi), (3.26) 
where P; is the prioqpt,iibility. The fir
1
S't term on the right of the equation is actually the 
Mahalanobis distance. The decision rule is 
X E CL when DL = min{D;}. (3.27) 
3.3.2 Neural network classifier 
For the plankton classification application, I use the learning vector quantization clas-
sifier (LVQ) [63] [64] for feature classification because it makes weaker assumptions 
about the shapes of underlying feature vector distributions than traditional statistical clas-
sifiers. For this reason, the LVQ classifier can be more robust when distributions are gener-
ated by nonlinear processes and are strongly non-Gaussian, precisely the case for the 
plankton data. 
A vector quantization process optimally allocates M codebook reference vectors, 
roi E Rn, to the space of n-dimensional feature vectors, x E Rn , so the local point density 
of the ro; can be used to approximate the probability density function p(x) [63]. Conse-
quently, the feature vector space is quantized into many subspaces around ro;, the density 
of which is highest in those areas where feature vectors are more likely to appear and more 
coarse in those areas where feature vectors are scarce. 
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To use such a vector quantization process in a supervised pattern classification applica-
tion, Kohonen [63] [64] developed the Learning Vector Quantization classifier. First, the 
codebook reference vectors roi are initialized by either M random feature vector samples 
or the mean value of the feature vectors. They are then assigned to a fixed number of 
known application-specific classes. The relative number of codebook vectors assigned to 
each class must comply with the a priori probabilities of the classes. A training algorithm 
is then used to optimize the codebook vectors. Let the input training vector x belong to 
class C1, and its closest codebook vector ror labeled as class Cs. The codebook vector roi is 
updated by the learning rules [63], 
Aror = a.(x- ror) 
Aror = -a.(x- ror) 
Aro. = 0 l 
if cs = C1 
if cs * C1 , 
fori-:/:. r 
(3.28) 
where a. is the learning rate. Only the closest of the vectors roi is updated, with the direc-
tion of the correction depending on the correctness of the classification. Effectively, these 
codebook vectors are pulled away from zones where misclassifications occur, i.e., away 
from the classification boundary region. After training, the nearest neighbor rule is used to 
classify the input test vector according to the class label of its nearest codebook vector. 
A neural network architecture to implement the LVQ is shown in Figure 3.9. The net-
work consists of two layers, a competitive layer ~nd a linear odfPQtlJ.ayer. The weights 
connecting all input neurons with the competitive layer neuron i form the codebook vector 
roi. The net input for each competitive layer neuron is the Euclidean distance between the 
input vector x and the weight vector roi. The output of each neuron is 0 except for the 
"winner" neuron, whose weight vector has the smallest distance to the input vector and 
whose output is 1. 
The second layer transforms the competitive layer's neuron class into the final output 
class. As discussed above, the competitive layer neurons, i.e., the codebook vectors, are 
assigned to the output classes according to a priori probabilities of the classes. For the 
example shown in Figure 3.9, the first three neurons are assigned to Class 1, the next two 
to Class 2, and the final two to Class 3. Only the non-zero weight connections between the 
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Figure 3.9: Learning vector quantization neural network. 
competitive layer and the linear layer are shown in the figure. If any neuron in a particular 
class wins, the corresponding neuron class in the linear output layer will have an output of 
1. 
A drawback of the LVQ algorithm is the time-consuming training process. To improve 
it, I developed a statistical initial condition and a parallel training strategy. First, I initialize 
the neuron weight vectors in the competitive layer using the means and variances of the 
training vectors in each class. With the initial weight vectors in each class computed by 
adding random vectors of the class variance to the mean vector of the same class, the train-
ing process starts from a good statistical mapping position. 
I make a second improvement by invoking a novel parallel training strategy. Tradition-
ally, training samples are randomly selected to be fed into the network one at a time. 
Therefore, only one neuron is updated at each training epoch. The process is quite slow, 
especially when there are many neurons to update. That the order in which samples are 
presented to the network is not important suggests the idea of presenting several training 
samples in parallel. The only difference this may create is that there may be more than one 
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training sample very near the same neuron. In such a case I select only one of these few 
samples to update the neuron. This guarantees that parallel processing generates only one 
update operation on each winning neuron, with results similar to a serial training strategy. 
The parallel processing can be implemented by either hardware matrix operations or mul-
tiprocessor technology. The experimental results in Chapter 7 demonstrate the effective-
ness of this method. 
3.4Summary 
In this chapter, I offer new insights for each of the three components of a texture clas-
sification system: texture image transformation, feature extraction, and classification. 
Based on the extensive survey in Chapter 2, I conduct a unique theoretical investigation of 
texture analysis and study the interrelations among 11 types of texture analysis methods. 
A novel unification of the different methods defines a framework of transformation and 
representation in which three major classes of transform matrices capture texture informa-
tion of increasing coherence length or correlation distance: the spatial domain method, the 
micro-structural method, and the frequency multichannel method. 
A more concise vector representation of a selected transform matrix is then needed for 
input to a classifier. Unlike traditional methods, which use various special functions to 
describe the properties of each transform matrix, a n~jN approach di~ctly applies a princi-
ple component analysis technique to the transform matrix. The Karh6~en-Loeve Trans-
form extracts a vector of dominant features, optimally preserving texture information in 
the matrix. This approach is made possible by the introduction of a novel Multi-level 
Dominant Eigenvector Estimation algorithm, which reduces the computational complexity 
of the standard KLT by several orders of magnitude. The statistical Bhattacharyya distance 
measure is then used to rank dominant features according to their discrimination power. 
In most classification experiments in the following chapters, a simple statistical Gaus-
sian classifier is used. The plankton object recognition experiments use a Learning Vector 
Quantization (LVQ) neural-net classifier to achieve superior performance on the highly 
nonuniform plankton database. In this chapter, by introducing a new parallel LVQ learning 
scheme, the speed of network training is dramatically increased. 
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In the next three chapters, I apply the new feature extraction algorithms developed 
here on the three types of texture transform matrices-the frequency matrix, the run-
length matrices, and the co-occurrence matrices-and improve the traditionally consid-
ered least efficient texture analysis methods, such as the power spectrum method and the 
run-length method, to be among the best. 
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Chapter 4 
Frequency transform texture classification 
In this chapter, I study the frequency transform texture classification method described 
in Chapter 3. I investigate and compare three methods here: the wavelet method, the tradi-
tional power spectrum method (PSM), and the new dominant spectrum method (DSM). 
As mentioned earlier, recent advances. in wavelet and wavelet packet theory [18] [24] 
[25] [71] [72] [77] [94] provide a promising multi-channel image processing technique. 
The texture research community is currently devoting considerable effort to wavelet appli-
cations in texture analysis and has achieved encouraging success [12] [13] [51] [65] [109]. 
However, most approaches are direct applications of existing wavelet processing algo-
rithms, which are ideal for signal representation but not necessarily best for signal classifi-
cation. To fully utilize the power of a wavelet packet transform, new techniques tailored to 
extracting features of greater discrimination ability must be developed. In this thesis, I use 
the feature selection algorithm described in Chapter 3 to combine and select frequency-
channel features that give improved classification performance. 
Since the Fourier transform can be considered as one of the highest possible level of 
multi-channel decompositions, it is reasonable to apply the same feature selection algo-
i'f/JI / / ~ 
rithms to the Fourier transform power spectrum. Jti'st as the ideal tool for nonstationary 
signal analysis is a wavelet transform, the ideal tool for stationary signal analysis is a Fou-
rier transform. Because texture signals are mostly stationary, I suspect that the Fourier 
transform power spectrum features may generate better results. I also compare the new 
Fourier features with the traditional power spectrum method and show that by using 
appropriate feature extraction algorithms, the discrimination power of the Fourier trans-
form features can be significantly improved. 
Section 4.1 of this chapter describes the texture feature extraction techniques, includ-
ing the computation of wavelet features, the Fourier transform features, and the traditional 
PSM features. The texture classification experimental results are presented in Section 4.2. 
I summarize the conclusions in Section 4.3. 
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4.1 Texture feature extraction 
4.1.1 Wavelet and wavelet packet transforms 
For simplicity, a one-dimensional discrete signalj{k) of length n = 2n° is used for dis-
cussion in this section. The standard wavelet transform can be thought of as a smooth par-
tition of the signal frequency axis. First, a lowpass filter h(m) and a highpass filter g(m), 
both of length M, are used to decompose the signal into two subbands, which are then 
downsampled by a factor of two. Let Hand G be the convolution-downsampling operators 
defined as: 
M-1 
• f I J;If(k) = ~ h(m)f(2k + m), 
PJfC • Li • 
- m=O 
(4.1) 
M-1 
Gf(k) = L g(m)f(2k + m). (4.2) 
m=O 
Hand G are called perfect reconstruction quadrature mirror filters (QMFs) if they satisfy 
the following orthogonality conditions: 
HG* = GH* = 0, (4.3) 
H*H+G*G =I, (4.4) 
where H* and G* are the adjoint (i.e., upsampling-anticonvolution) operators of Hand G, 
respectively, and I is the identity operator. 
This filtering and downsampling process is applied iteratively to the low-frequency 
subbands. At each level of the process, the high-frequency subband is preserved. When the 
process reaches the highest decomposition level, both the low- and high-frequency bands 
are kept. If the maximum processing level is L, the discrete wavelet coefficients of signal 
f(k) are then { Gf, GHJ, GH~ ... , GHLJ, HL+lf} with the same length n as the original sig-
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nal. Because of the orthogonality conditions of Hand G, each level of transformation can 
be considered as a decomposition of the vector space into two mutually orthogonal sub-
spaces. Let Vo,o denote the original vector space Rn, and V1,0 and V1,1 be the mutually 
orthogonal subspaces generated by applying Hand G to V0,0. Then, the lth level of decom-
position can be written as 
(4.5) 
for l = 0, 1, ... , L. Figure 4.1 shows such a decomposition process. Each subspace V1,b with 
n0 -l 2no-l 1 b = 0 or 1 is spanned by 2 wavelet basis vectors {'VI, b, c} c = 0 - , which can be 
derived from H, G, and their adjoint operators. From the above iterative filtering opera-
tions, we can see that the wavelet transform partitions the frequency axis finely toward the 
lower frequency region. This is appropriate for a smooth signal containing primarily low 
frequency energy but not necessarily so for other more general types of signals, such as 
textures. 
Vo,o 
00-0 00-1 00-2 00-3 00-4 00-5 00-6 00-7 
10-0 10-1 
Figure 4.1: Standard wavelet transform binary tree. 
A more generalized form of the standard wavelet transform is the wavelet packet 
transform, which decomposes both the high- and low-frequency bands at each iteration. 
Like the wavelet transform, two subbands, Hf and Gf, are generated at the first level of 
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decomposition. However, the second-level process generates four subbands, H 2J, GHJ, 
HGJ, and G2J, instead of the two bands H 2j and GHJ, as in the wavelet transform. If the 
process is repeated L times, Ln wavelet packet coefficients are obtained. In orthogonal 
subspace representation, the lth level of decomposition is 
(4.6) 
where l = 0, 1, ... , Lis the level index and b = 0, ... , i-1 is the channel block index in each 
level. Figure 4.2 illustrates the wavelet packet decomposition of the original vector space 
n0 -l nO-/ Vo,o· Again, each subspace V1,b is spanned by 2 basis vectors { W1, b, c}; = 0 -t. For 
b = 0 and 1 , W can be identified with 'I'· 
•fltJ:r 
, 
(' 
Vo,o 
00-0 00-1 00-2 00-3 00-4 00-5 00-6 00-7 
Figure 4.2: Wavelet packet transform binary tree. 
For two-dimensional images, the wavelet or wavelet packet basis function can be 
expressed as the tensor product of two one-dimensional basis functions in the horizontal 
and vertical directions. The corresponding 2-D filters are thus: 
hHH(m, n) = h(m)h(n), (4.7) 
hHc(m, n) = h(m)g(n), (4.8) 
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haH(m, n) = g(m)h(n), (4.9) 
haa(m, n) = g(m)g(n). (4.10) 
In Figure 4.3, I show three sample textures and their wavelet packet coefficients for 
levels 1-4. 
// " 
Figure 4.3: Three sample textures (row 1) and their wavelet packet coefficients at decom-
position levels 1, 2, 3, and 4 (rows 2-5). 
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4.1.2 Wavelet texture feature extraction 
After the wavelet packet coefficients are computed, I develop the algorithm by 
addressing the three main issues of multi-channel texture classification: feature extraction 
within each channel, channel selection, and feature combination among channels. 
Since the wavelet coefficients are shift variant, they are not suitable for direct use as 
texture features, which must be shift-invariant. I choose to test the following shift invariant 
measures: 
M N 
J.L = ~ N L L x( i, j) ' 
i = lj =I 
. I 
• ft fl:! M N 
MNTk = ~N L L (x(i,j)-J.L/, 
i=lj=l 
M N ( . .)2 ( ( . .)2J 
ENT = - L L x l, 11 log x l, 11 ' 
i = lj = 1 llxll2 llxll2 
(4.11) 
(4.12) 
(4.13) 
where x(i, j) denotes an element of the wavelet packet coefficient matrix x in each channel. 
To make the algorithm less vulnerable to the nonuniform illumination of images, the tex-
ture sample mean is removed before a feature vector is computed. Thus, the mean feature 
in Eq. (4.11) becomes zero. The four features I use in the experiment are: 1) variance fea-
ture VAR with k = 2 in Eq. (4.12), 2) the entropy feature ENTin Eq. (4.13), 3) the third 
moment MNT3, and 4) the fourth moment MNT4. 
Because of the orthogonality condition of the wavelet transform, for the variance fea-
ture the following relation holds for any decomposition node and its four children nodes: 
1 3 
VARz,b = 4 L (VARL+1,4h+i). 
j=O 
70 
(4.14) 
The effect of this linear relationship on the classification accuracy of overcomplete wave-
let packet features is seen in later experiments. 
After the features are computed within each channel, the second issue is how to select 
good features among channels. One possible approach is to apply a statistical distance 
measure to each feature and to select those features with large distance measures. How-
ever, there are two drawbacks with this approach. The first is that neighborhood channel 
features tend to correlate with each other; thus, they contain similar information. If one 
has a large distance measure, the other will also, and both will be selected. Therefore, sim-
ilar features will usually be selected. The second problem is that for some very small 
energy channels, a small amount of unexpected noise may cause the distance measure to 
be unrealistically large and the channel to be selected. To avoid these problems, I use the 
principal component analysis and statistical distance measures to combine the channel 
selection step and the channel combination step into one feature selection step. 
The widely used Karhunen-Loeve transform is an appropriate feature reduction and 
selection procedure for the algorithm. The KLT decorrelates neighborhood channel fea-
tures, and its energy packing property removes noisy channels and compacts useful infor-
mation into a few dominant features. However, for a large feature vector, such as a vector 
comprising features of a higher level wavelet packet decomposition or a Fourier transform, 
the computation of the eigenvectors of the covariance matrix can be prohibitively expen-
sive. I use the multilevel dominant eigenvector estimation method;~~Joped in Chapter 3 
;. 
to overcome this problem then use the Bhattacharyya distance as a feature class separabil-
ity measure to select the KLT decorrelated features. 
In the following experiments, I test the algorithms on the following group of wavelet 
packet features: 
1. Levell: VAR, ENT, MNT3,MNT4, all, 
2. Level 2: V AR, ENT, MNT 3• MNT 4, all, 
3. Level3: VAR, ENT, MNT3, MNT4, all, 
4. Level4: VAR, all, 
5. Level 1&2: VAR, all, 
6. Level 1 &2&3: VAR, all, 
7. Level 1&2&3&4: VAR, 
71 
8. Wavelet: VAR, all. 
My goals are to test the discrimination power of each feature type in each individual 
level, the effects of overcomplete representation, and the classification power of the stan-
dard wavelet transform. 
Another key experiment compares the texture classification performance of different 
wavelet filter design types and filter lengths. Since first being introduced, many types of 
wavelet filters have been proposed, but most previous texture analysis studies have only 
tested one particular type of wavelet filter design without any specific justification. In this 
Chapter, I demonstrate experimentally that the wavelet filter types and lengths do not, in 
fact, significantly affect texture classification performance. 
4.1.3 Fourier tr.a~for,m features: .. Dominant spectrum method (DSM) 
/rJ: ' 
If we consider the Fourier transform as an extreme case of the wavelet packet trans-
form, i.e., the highest possible level of wavelet packet decomposition, we can treat each 
Fourier frequency component as a frequency channel. Accordingly, we can treat the Fou-
rier transform magnitude as an energy feature. Instead of painstakingly designing various 
multi-channel filters, we can take the maximum number of filter channels that can be 
obtained and then let the MDEE transform and the Bhattacharyya distance measure deter-
mine which channels to keep and how much of the energy in those channels to keep. The 
resulting coefficients, which represent the magnitude of each frequency channel's contri-
bution, form a designed filter. I call this approach the dominant spectrum method (DSM). 
Since most texture images are generally stationary processes, which decompose canoni-
cally into a linear combination of sine and cosine waves in the same way that nonstation-
ary signals decompose into linear combinations of wavelets, I expect DSM features to 
perform at least as well as the wavelet features. Only half the spectrum matrix is used 
because of the symmetric property of the Fourier transform of real functions. 
The Fourier transform DSM features should not be confused with the traditional power 
spectrum method (PSM) described in Chapter 2. Early studies of PSM by Bajcsy [3] and 
Weszka et al. [120] concentrate on features computed by the summed spectral energy 
within circular or wedge-shaped frequency regions. These have been shown to perform 
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less well than most other texture analysis methods [19] [120]. Although Jernigan, et al. 
[55] [67] proposed to use entropy, peak, and shape measures to extract more texture fea-
tures from the power spectrum, the performance improvement is limited, and the method 
is not widely accepted as an efficient texture analysis algorithm. Liu and Jernigan [67] 
gave an extensive summary of features that can be extracted by the PSM. In this chapter, I 
compare 20 features defined in [67] and listed in Appendix A. 
Criticisms of the PSM have focused on use of the Fourier transform rather than on the 
way that texture features are computed from the power spectrum [120]. I believe that the 
fundamental problem with the PSM is that the feature extraction functions are, for the 
most part, ad hoc [102] [103], based on intuitive reasoning through human observation of 
the power spectrum shape. Instead of trying to develop more ad hoc features, I use the 
MDEE transform and Bhattacharyya distance as feature extraction algorithms to compute 
texture features from the Fourier transform magnitude matrix. All information in the spec-
trum is preserved and extracted in an optimal way. An experimental comparison of this 
approach with the PSM is presented in the following experiments. 
Another problem addressed in this chapter is the so-called phase dilemma. In most 
previous research pertaining to PSM, researchers have tried to use the rich information 
contained in the Fourier transform phase [36] [67] [118]. This is mainly attributed to suc-
cesses in the study of image reconstruction from partial Fourier transform information, 
where the Fourier phase has been shown to contain more infon,1~.t~p !han the Fourier 
;. 
magnitude [21] [50] [80] [81]. So far, however, all results in texture analysis research 
reach the same conclusion that the textural content of the phase information is low. 
In fact, the answer to this contradiction is imbedded in the basic property of the Fou-
rier transform. The Fourier transform phase carries vital information representing the rela-
tive position of the harmonic basis functions essential for the image reconstruction. In 
most image reconstruction work, the images studied are all natural images with such large, 
smooth areas as sky or black background. The general shapes of their Fourier transform 
magnitudes are quite similar, with most energy concentrated in the low-frequency area. 
When only the phase information is used for reconstruction, usually an average of the 
Fourier magnitudes of many other irrelevant images is used as the initial magnitude. Thus, 
except for the small differences in the magnitude of some frequency components, most 
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overall structural information, i.e., the positions of all basis functions, are still there with 
small changes in magnitude. So the images can be mostly reconstructed with only gray 
scale changes in certain places. 
For texture classification, the situation is completely different. Phase information is a 
special property of each individual texture sample, as important as that of the natural 
images used in reconstruction studies. However, since individual texture samples are 
delineated by an arbitrary grid definition within any class of image, statistically, the phase 
signals for all texture samples are essentially random regardless of texture classes and thus 
offer no discrimination power for texture classification. As discussed in Chapter 3, the 
phase signal is exactly the kind of noise signal we try to remove. 
Although the absolute phase values are noise signals, the phase differences between 
different frequenGief !e~t?Ct the relative positions of the harmonic functions and thus may 
.3 l 
offer useful texture information. However, another important but overlooked property of 
the phase signal prevents this information from being extracted. No matter how small the 
energy of a frequency component, its phase value can be anything in a period of 21t. Even 
though this phase value may be controlled largely by random noise, it still has a value 
comparable with the phase value of the frequency component having the largest energy. 
This equal value property essentially renders the phase information useless for texture 
classification, because it makes the extraction of relative phase information impossible. 
To confirm this analysis experimentally, I extract texture features by applying the KLT 
transform directly on the original texture images. This is equivalent to using both the Fou-
rier magnitude and phase information while, at the same time, avoiding the problem of the 
equal phase value property. 
4.2 Classification experiments 
I use two data sets in the experiments. The first includes 16 types of natural optical 
images obtained from the MIT Media Lab Vistex texture database, shown in Figure 4.4. 
Table 4.1describes these 16 textures. The original512x512 color images are converted to 
the same size gray scale images with 256 gray levels. Adaptive histogram equalization is 
applied so all images have the same flat histogram and are indistinguishable from each 
74 
other in terms of first order statistics. To test the sensitivity of the algorithms to noise, I 
add several levels of white noise to the data. By flattening the histogram and adding noise, 
I try to make the classification task more difficult so relative classification performance 
differences among different texture features become more apparent. To save computa-
tional time, the first round of extensive tests is conducted on the first eight image classes, 
with three levels of noise added to the images. The signal-to-noise ratios (SNRs) are 15, 
10, and 1, respectively. 
To further validate the hypothesis, I next select the most successful methods from the 
first comparison and test them on all 16 classes of Vistex images and on a second data set 
of noisy, real-world sidescan sonar images from a survey of an Arctic under-ice canopy 
[44]. The three classes of sidescan sonar texture images used are shown in Figure 4.5. 
These are first-year young ice, multiyear undeformed ice, and multiyear deformed ice. For 
all data sets, each image class is divided into 225 half-overlapping samples of dimension 
64x64, of which 60 samples are used for training. Therefore, the total data sample number 
is 1800 for the first eight Vistex images, 3600 for all the 16 Vistex images and, 675 for the 
sidescan sonar data set, with 480, 960, and 180 samples for training, respectively. 
4.2.1 Comparison of wavelet features with Fourier transform features 
Table 4.2 shows the complete test results from thy eight classes if V~stex images. It is 
difficult to draw conclusions directly from the large I1.umber of test resu1ts (n the table, so I 
point out some apparent features and use figures to illustrate the other findings. 
First, notice that for some feature groups the differences in classification accuracy 
between training and testing data are very large, more than 50% in some cases. In fact, 
except for the level-one features, which have only four channels, most other training data 
classifications achieve more than 95% accuracy, including the SNR-1 noisy data. This is 
not the case for the test data; since only the simple Gaussian classifier is used, we might 
expect these trends be even more apparent for a more sophisticated classifier, which can 
learn a more precise feature structure of the training data. The significance of this result is 
that it shows that the widely used leave-one-out testing scheme can be rather deceiving for 
testing new algorithms, since leaving out one sample does not affect much of the training 
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Figure 4.4: Sixteen Vistex textures. Descriptions are in Table 4.1. The eight images in the 
top two rows are used in the main experiment. 
process. For the Gaussian classifier, the effect is minimal. This means that if the data set is 
too small, the results will not be conclusive. 
Also note in the table that the number of features used to achieve best results for each 
group of features is mostly around 10, which is condensed from hundreds, sometimes 
thousands of original features. This demonstrates the effectiveness of the feature selection 
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Table 4.1: Vistex texture images description. 
Image name Contents Lighting Perspective 
Bark.0008 tree bark daylight direct right frontal plane 
Brick.0004 brick daylight indirect right frontal plane 
Buildings.0009 building daylight indirect oblique 
Fabric.OOOl straw rattan artificial incandescent frontal plane 
Fabric.0005 fur artificial incandescent frontal plane 
Fabric.0013 wicker daylight indirect frontal plane 
Fabric.OO 17. carpet backing daylight indirect frontal plane 
Flowers.0007 flowers daylight direct frontal plane 
Food.OOOO lima beans artificial incandescent frontal plane 
Food.0005 coffee grounds artificial strobe frontal plane 
Grass.0002 grass straw daylight direct frontal plane 
Leaves.0002 plant leaf daylight direct frontal plane 
Metal.OOOl metal reflector sheet artificial strobe frontal plane 
Tile.0007 ceiling tile artificial strobe frontal plane 
Water.0006 water daylight direct oblique 
Wood.0002 wood daylight indirect frontal plane 
,fJI j J " / . 
Figure 4.5: Sidescan sonar images of an Arctic under-ice canopy: (a) first-year ice, (b) 
multiyear undeformed ice, and (c) multiyear deformed ice. 
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Table 4.2: Complete test results on the eight Vistex texture images. 
Data set Original images SNR 15 dB SNR5dB SNR I dB 
Ei Ei Ei Ei 
::s ::s ::s ::s Feature group tll) s::: tlll s::: tlll ·s::: tlll s::: C<l ~ C<l ~ C<l ~ C<l 0 s::: tlll !a s::: tlll !a s::: tlll !a s::: tlll !a name "E s::: "E s::: "E s::: "E s::: .... ·:::~ "'0 ·:::~ "'0 ::s ·:::~ "'0 ::s ·:::~ "'0 ::s 
·a !a ·a !a ·a ..... ·a !a 
"' ~ "' ~ "' ~ C<l "' ~ ~ ~ If ~ ~ If ~ ~ If ~ ~ If 
I VAR 95.6 95.5 95.5 4 95.2 94.8 94.9 4 89.0 89.2 89.2 4 82.3 81.3 81.6 4 
-
2 ENT 87.7 86.7 87.0 4 86.7 84.3 84.9 4 64.4 58.0 59.7 4 49.8 42.7 44.6 4 
...... 
-
3 "V MNT3 62.9 58.0 59.3 4 61.5 58.1 59.0 4 49.4 41.3 43.4 4 39.4 32.7 34.4 4 
-
~ 
4 MNT4 89.2 91.1 90.6 4 92.3 91.8 91.9 4 89.2 87.5 87.9 4 81.3 80.7 80.8 4 
-
5 ALL 98.8 96.7 97.2 8 98.5 96.7 97.2 9 97.3 92.5 93.8 11 94.8 82.5 85.8 13 
6 VAR 96.5 96.9 96.8 6 96.3 95.8 95.9 5 96.7 93.0 94.0 9 97.9 89.8 92.0 12 
-
7 ENT 94.2 90.6 91.6 8 97.7 86.5 89.5 14 97.1 66.7 74.8 20 94.2 48.9 60.9 20 
-
C'l .., 
8 "V MNT3 80.4 6i:£ 111::2 9 85.2 66.2 71.3 II 96.5 69.8 76.9 18 95.8 56.5 67.0 20 > 
- ~ 
9 MNT4 94.2 90.9 91.8 6 93.1 91.6 92.0 6 95.0 87.7 89.7 9 95.6 85.0 87.8 12 
-
10 ALL 98.8 97.8 98.1 12 99.4 97.7 98.1 12 95.8 90.5 91.9 9 97.5 84.1 87.7 16 
II VAR 97.7 98.1 98.0 6 97.5 98.0 97.9 7 95.8 95.7 95.7 6 96.7 90.3 92.0 13 
-
12 ENT 97.7 79.2 84.2 17 89.8 75.2 79.1 II 96.9 54.8 66.1 22 97.5 40.5 55.7 26 
-
~ 
13 0 MNT3 82.7 60.5 66.4 10 85.8 61.6 68.1 12 96.0 53.8 65.1 22 99.6 45.2 59.7 30 > 
-
~ 
14 MNT4 94.8 92.7 93.2 7 94.2 92.0 92.6 8 95.0 91.1 92.2 9 97.9 83.9 87.7 18 
-
15 ALL 98.5 97.8 98.0 16 97.7 97.3 97.4 6 97.5 93.2 94.3 10 96.5 90.9 92.4 13 
16 
""'" 
VAR 97.1 97.5 97.4 6 97.5 96.9 97.1 6 96.7 95.9 96.1 6 98.5 94.5 95.6 12 
- "V 
17 > ALL 97.7 97.9 97.8 8 97.9 96.4 96.8 9 99.2 93.9 95.3 18 95.4 93.0 93.6 6 ~ 
18 C'l VAR 96.5 96.9 96.8 6 96.3 95.8 95.9 5 96.7 93.0 94.0 9 97.9 89.8 92.0 12 ...... 
- 0 
19 > ALL 99.4 98.3 98.6 10 99.2 98.2 98.4 10 99.2 93.3 94.8 17 93.3 85.8 87.8 10 ~ 
20 ~ 
C'l 
VAR 98.5 98.6 98.6 7 98.3 98.6 98.6 7 96.9 95.3 95.7 9 97.9 90.5 92.4 13 
-
...... 
21 ~ ALL 99.8 98.6 98.9 20 99.2 98.2 98.4 II 98.8 94.5 95.7 13 97.7 91.7 93.3 14 
22 lev1234var 99.0 97.2 97.7 14 98.8 96.7 97.3 12 97.9 96.0 96.5 12 98.1 93.7 94.9 II 
23 ..... VAR 98.1 97.0 97.3 10 97.9 96.7 97.1 10 97.7 95.0 95.7 II 97.9 95.2 0 94.2 12 
"V 
- > 
24 C<l ALL 100 96.6 97.5 18 100. 96.4 ~ 97.4 18 97.9 93.8 94.9 14 98.1 90.2 92.3 19 
25 FFfMag. 99.8 98.4 98.8 26 99.4 97.9 98.3 15 99.0 96.4 97.1 10 99.8 95.8 96.8 17 
(DSM) 
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algorithms. A general trend is that noisier data tend to need more features to achieve best 
classification performance. 
To help focus on the classification accuracy of the overall data set, Figure 4.6 shows a 
comparison of the four types of features and their combinations in the first three decompo-
sition levels. The MNT 3 feature is the worst for all levels and for all data sets, and is 
apparently not a useful measure. Entropy also gives less satisfactory results than the vari-
ance feature, and the classification accuracy drops sharply for noisy data. This contradicts 
the conclusion given in [65], where entropy features perform about the same as variance 
measures. It is probably because they only experimented with original clean data and did 
not test with noise added to the data sets. The MNT 4 feature seems to give better results 
than the above two features but is still less successful than the variance feature. The per-
formance differences between the MNT 4 and the variance are consistent over all data sets 
and all decomposition levels, because they are very closely correlated features. 
The observation that variance features perform better than other features is consistent 
with Laws' [66] experiment with features extracted from empirical frequency channels. 
The remaining question is whether we need other measures to add new information. When 
a union operation is applied to the correct classification samples of the four types of fea-
tures, the correct classification rate increases by about 5%, nearing 100% accuracy. This 
demonstrates that each feature has its own distinct classification power. By combining all 
features together, we get improved results for the lower decomp~itj9n Jevel. Since the 
;. 
feature length is much smaller in these levels, an added dimension helps more than in the 
higher level decomposition case. This improvement is not as impressive as that for the 
union of results, because there is also more added noise, which may overwhelm the benefit 
of new information from added features. 
Now consider in detail the variance measure results shown in Figure 4.7. For the indi-
vidual levels of Figure 4.7 (a), the general trend is that the higher the decomposition level 
the better the result. This is predictable from Eq. ( 4.14 ), which shows that the lower level 
variance features are simply the average of their higher level children nodes. A KLT trans-
form will do better than such a simple average operation in terms of extracting maximum 
information. To confirm this point, compare Figures 4.7 (a) and (b), which show that the 
following pairs of results are almost identical: level1&2 vs. level2, level 1&2&3 vs. level 
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Figure 4.6: Comparison of the four types of features in the first three individual decompo-
sition levels. The index of the horizontal axis represents signal-to-noise ratio (SNR) level: 
1. original image, 2. SNR 15 dB, 3. SNR 5 dB, 4. SNR 1 dB. 
3, level 1&2&3&4 vs. level4. This means that lower level features are only a subset of 
higher level decomposition features. This is contrary to what Laine and Fan suggested in 
[65], that redundancy may provide additional discrimination power. The experiments 
show that better discrimination ability is not added by over completion. Instead, it is 
extracted by applying KLT to higher levels of finer channel decomposition, so the channel 
nodes are combined in an optimal way instead of by simple averaging. 
Continuing this thread of analysis, we should expect that the Fourier transform pro-
vides even more information, because the Fourier transform is actually the extreme case of 
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Figure 4.7: Comparison of variance features for J.;.dividual decof«p.6sition levels, over-
complete levels, standard wavelet, and Fourier transform. The index of the horizontal axis 
represents the same SNR as in Fig. 7. 
a wavelet packet transform, i.e., the wavelet packet transform at its highest possible level. 
Figure 4. 7 (c) compares the performances of three levels of wavelet packet decomposition, 
the standard wavelet transform, and the Fourier transform. The Fourier transform indeed 
gives consistently better performance over all other feature groups on all levels of noisy 
data sets. This result should not be surprising, since the wavelet transform is optimal for 
nonstationary signal analysis, whereas the Fourier transform is optimal for stationary sig-
nal analysis. Most texture images are stationary periodic signals. Because of the symmetry 
property, only half the frequency matrix is used. 
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Next, notice in Figure 4.7 (c) that the Fourier transform and other higher levels of 
wavelet packet decompositions are very insensitive to noise. It is surprising to see that 
more than 95% accuracy is achieved at a SNR level of 1 dB, compared with the results in 
[12], where the tree-structured wavelet algorithm collapses to 70% accuracy at a 5-dB 
noise level. Noise insensitivity is a particular strength of subband image processing. Noise 
usually has a fiat spectrum and, when divided into more subbands, the noise energy usu-
ally decreases. Yet, the energy of signals tends to concentrate in a few channels. Therefore, 
even when the total energy of the signal and noise are almost the same, as in the case of 
the testing data of SNR 1 dB, the signal-to-noise ratio is much higher in channels contain-
ing the most signal energy. The feature selection algorithms are designed in such a way 
that they pick up and condense the signal channels with high SNR into a compact repre-
sentation of the data, y.ri}_f the incohere~~ noisy channels neglected. 
4.2.2 Comparison of different wavelet filter types and lengths 
The wavelet filter type used in the above experiments is the Daubechies minimum-sup-
port least asymmetric wavelet of filter length four [25]. In this section I compare this par-
ticular type and length of wavelet filter with others. The Daubechies minimum-support 
least asymmetric wavelet and the Coifiets [25] of various lengths are used for the compar-
ison. Table 4.3 lists the classification results on the eight Vistex images with noise level of 
SNR 5. We see that almost all differences in classification accuracy among the different 
filter types and. lengths are within 1%. No particular trend can be observed as the filter 
length increases, and the overall performance of the two types of filters are almost the 
same. These results indicate that the conclusions drawn in the previous section are valid 
for other general types of wavelets. 
4.2.3 Experimental comparison of the KL T and MDEE 
Except for some small feature vectors in the above experiments, I use the MDEE trans-
form in place of the KLT. I did not list the specific grouping parameters in the table of 
results, because the numerical differences between the standard KLT and the MDEE trans-
form are negligibly small. I show this with an experiment described in this section. 
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Table 4.3: Comparison of different wavelet filter types and lengths. 
Data set name Eight Vistex images with SNR5 
Wavelet type Daubechies minimum-support Coiflets 
least asymmetric 
Wavelet filter length 4 8 16 6 12 18 
1 Level2 VAR 94.0 94.7 95.4 95.7 94.7 95.8 
2 Level3 VAR 95.7 96.7 96.3 96.3 95.7 95.4 
3 Level4 VAR 96.1 95.4 95.3 94.9 94.7 95.9 
4 Allleve1s VAR 96.5 95.4 95.6 95.6 95.4 96.3 
For this experiment, the data set comprises the original eight images from the previous 
experiment. The feature vector is formed by 420 frequency components in the center high-
frequency region of the Fourier transform magnitude matrix. I use a smaller feature vector 
for this experiment so the brute-force KLT can be computed within a reasonable time with 
reasonable memory requirements. For the MDEE transform, the feature vector is broken 
into seven feature vectors of length 60 each. Then, the first n = 20, 10, and 5 dominant fea-
tures in each group are selected to form the new feature vector of length 7 · n , from which 
the final dominant eigenvalues and eigenvectors are computed. Figure 4.8 (a) shows the 
results of the top 30 eigenvalues of the standard KLT and the MDEE transforms with the 
three values of n. We see that when 20 features are ~pt after the fi~~}jP ~eigenvalue com-
putation, the final MDEE eigenvalues are almost the same as the standard KLT. When only 
10 or 5 features are kept, the first 15 eigenvalues are still similar to KLT; the remaining 
eigenvalues start to lose a very small amount of energy. However, this does not affect the 
final classification results at all. Figure 4.8 (b) shows the percentage of correct classifica-
tions using the KLT and the MDEE plotted against the number of features used. All four 
groups of results overlap with each other almost completely, with the maximum classifica-
tion accuracy difference being less than 0.5%. 
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Figure 4.8: Comparison of the KLT and MDEE transforms: (a) plot of the top 30 largest 
eigenvalues; (b) plot of the correct classification rate against number of features used. In 
both plots, the square symbol is for the KLT and the other three are for MDEE: x for n=20; 
+for n=lO; o for n=5. 
4.2.4 Comparison of the DSM features with the PSM features 
A comparison of the DSM features with the PSM features is conducted on the eight 
Vistex images with noise level of SNR 5. The 20 PSM features used are described in 
Appendix A. Results are given in Table 4.4, where the DSM features show nearly 10% 
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better performance than the PSM features. The performance discrepancy is further wid-
ened when tested on a larger data set, as described in the next section. This demonstrates 
that the optimal feature selection approach using MDEE and Bhattacharyya distance is 
better than an ad hoc feature extraction method. The first row in the table gives the results 
of using the original image directly as the feature vector. Its poor performance validates 
the conclusion that the phase information is only a noise signal for texture classification. 
Table 4.4: Comparison of the DSM, PSM, and texture feat ures extracted directly 
from spatial domain images. 
Data set name Eight Vistex images with SNR5 
Feature group name Training data Testing data All data Feature 
number 
1 Original image 97.1 73.0 79.4 23 
2 PSM 91.0 85.7 87.1 7 
3 DSM 99.0 96.4 97.1 10 
4.2.5 Further experiments with other data sets 
Finally, I test the algorithms on the classification of a larger data set of 16 Vistex 
images and the noisy sidescan sonar images. Only tJ;te feature grou~s that performed best ~8'4 I I ~ 
in the above experiment are used. Table 4.5 shows tlfe classification results, which are con-
sistent with the above results. An interesting observation is that the DSM method is very 
insensitive to noise. With SNR-5 noise added to the 16 images, the classification accuracy 
drops less than 1%. For the sidescan sonar images, although the image class number is 
smaller, each class of image is noisy and nonuniform. This added difficulty increases the 
classification accuracy difference between the wavelet packet and Fourier transform fea-
tures. It again shows the superiority of the Fourier transform features over the more com-
plex wavelet features. 
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Table 4.5: Classification results of the 16 Vistex images and sidescan sonar images. 
1 
2 
3 
4 
5 
Data set name Original16 Vistex 
images 
8 bO bO cd ::I s:: Cd s:: Feature group 
·-
s:: 
s:: 
·-
"0 ~ ..... 
·-
en 
-
name cd ~ :;c ::I ~ Cd J> 
Level3 VAR 97.6 97.3 97.4 8 
Level4 VAR 97.8 97.2 97.3 10 
[Ail levels V AR 98.3 97.3 97.6 10 
PSM 
DSM 
83.5 81.4 
99.1 96.8 
" f/ h:IP 
!'I/![' 
81.9 5 
97.4 13 
l, 
16 Vistex images of Sidescan sonar images 
SNR5 
8 bO 8 bO bO cd ::I bO cd ::I s:: ..... s:: s:: Cd s:: 
·-
s:: cd 
·-
s:: 
s:: 
·-
"0 Q) s:: 
·-
"0 Q) ..... ..... 
·-
en 
-
1-< 
·-
en 
-
1-< 
cd ~ ::I cd ~ ::I ~ -< Cd ~ -< Cd ~ __ct 
97.2 94.0 94.8 11 93.3 83.2 85.9 12 
99.1 92.8 94.5 19 96.1 81.4 85.3 20 
98.9 93.1 94.6 19 98.3 85.3 88.7 23 
72.9 71.6 71.9 4 93.9 89.1 90.4 8 
99.2 95.8 96.7 16 98.9 92.5 94.2 9 
4.3 Conclusions 
Based on the above experiments, the following conclusions are drawn: 
1). Variance (energy) measures are much better than entropy and higher order 
moments, but there may exist additional information in such features that is distinct from 
the energy information. 
2). For variance features, overcomplete representation does not add more information 
than individual level features. Higher levels of decomposition perform better than lower 
levels. This leads to the conclusion that the Fourier transform magnitude features are bet-
ter than the more complicated wavelet packet features. 
3). Wavelet packet features are very insensitive to noise. Features from higher levels 
are less sensitive than the lower level features. Again, Fourier transform features are the 
best in terms of noise insensitivity. 
4). The MDEE is an extremely close approximation of the KLT. MDEE plus Bhatta-
charyya distance measure are shown to be very effective in extracting texture features 
from both wavelet packet transforms and the Fourier transform. 
5). Finally, the Fourier phase information is a noise signal for texture classification. 
However, the superior performance of DSM over the conventional PSM shows that the 
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Fourier transform magnitudes contain enough texture information for classification, if the 
right feature extraction algorithm is used. 
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Chapter 5 
Run-length transform texture classification 
Comparative studies suggest that run-length features are inefficient features for texture 
discrimination [19] [120]. Since first introduced by Galloway [42], their application has 
been very limited compared to other approaches. 
In this chapter, I reinvestigate the run-length features from a new approach. By using 
the new multi-level dominant eigenvector estimation algorithm and the Bhattacharyya dis-
tance measure described in Chapter 3, I demonstrate that texture features extracted from 
the run-length matrix can give superb classification results. Experimental comparisons 
with the widely used co-occurrence features and the recently proposed wavelet features 
are also made. 
This chapter is organized into three sections. Section 5.1 introduces the original defini-
tion of the run-length matrix and several of its variations, then reviews the traditional run-
length features and describes the new run-length feature extraction algorithm. Section 5.2 
presents the texture classification experimental results. The conclusions are summarized in 
Section 5.3. 
5.1 Texture feature extraction 
5.1.1 Definition of the run-length matrices 
With the observation that, in a coarse texture, relatively long gray-level runs would 
occur more often and that a fine texture should contain primarily short runs, Galloway [42] 
proposes the use of a run-length matrix for texture features. For a given image, a run-
length matrix p(i, j) is defined as the number of runs with pixels of gray level i and run-
lengthj. An example of the run-length matrices is shown in Figure 5.1, where four direc-
tional run-length matrices are computed from the original image. Various texture features 
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can be derived from these matrices. Section 5.1.2lists some texture features developed in 
previous studies. 
Original Four directions 
1 1 1 2 2 90 
3 4 2 2 3 135 45 
4 4 4 4 4 
5 5 3 3 3 
0 
1 1 3 4 5 
Run length Run length 
0 1 2 3 4 5 45 1 2 3 4 5 
G 1 
~ f f ((If' 
0 111!.(1 0 0 1 5 0 0 0 0 
r 
a 2 0 2 0 0 0 2 0 2 0 0 0 
y 
I 3 3 0 1 0 0 3 4 0 1 0 0 
e 
v 4 2 0 0 0 1 4 5 1 0 0 0 
e 
l 5 1 1 0 0 0 5 3 0 0 0 0 
90 1 2 3 4 5 135 1 2 3 4 5 
G 1 5 0 0 0 0 1 5 0 0 0 0 
r 
a 2 2 1 0 0 0 2 4 0 0 0 0 
y 
I 3 4 1 0 0 0 3 6 0 0 0 0 
e 
v 4 5 1 0 0 0 4 5 1 0 0 0 
e 
I 5 3 0 0 0 0 5 3 3 0 0 0 
Figure 5.1: Four directional gray-level run-length matrices. 
In this chapter, I design several new run-length matrices, which are slight but unique 
variations of the traditional run-length matrix. For a run-length matrix p(i, j), let M be the 
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number of gray levels and N be the maximum run length. The four new matrices are 
defined as follows. 
Gray Level Run Length Pixel Number Matrix - GLRLPNM: 
Pp(i, j) = p(i, j) · j. (5.1) 
Each element of the matrix represents the number of pixels of run-length j and gray-level 
i. Compared to the original matrix, the new matrix gives equal emphasis to all lengths of 
runs in an image. 
Gray Level Run Number Vector- GLRNV: 
N 
Pg(i) = L p(i, j). 
j= I 
(5.2) 
This vector represents the marginal distribution of the number of runs with gray-level i. 
Run Length Run Number Vector- RLRNV: 
M 
PrCn = :L p(i, i>. (5.3) 
i = I 
This vector represents the marginal distribution of tHe number ofruls tv)tl} run-lengthj. 
" 
Gray Level Run-Length-One Vector- GLRLOV: 
p 0 (i) = p(i, 1). (5.4) 
Figure 5.2 shows the four directional run-length matrices of several natural texture 
samples. Notice that the first column of each of the four directional run-length matrices is 
overwhelmingly larger than the other columns. This may mean that most texture informa-
tion is contained in the run-length-one vector. The advantages of using this vector are that 
it offers significant feature length reduction and that a fast parallel run-length matrix com-
putation can replace the conventional serial searching algorithm. For example, the posi-
tions of pixels with run length one in the horizontal direction can be found by a logical 
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Figure 5.2: The four directional run-length matrices of several Brodatz texture samples. 
Each image sample is of size 32x32 with 32 gray levels. The four directional (0, 45, 90, 
and 135 degree directions) run-length matrices are combined into a single matrix. The 
leftmost column of each directional matrix is the run-length-one vector, which has much 
larger values than the other columns. 
"and" operation on the outputs of the forward and backward derivative of the original 
image: 
f(i,j) = x(i,j)-x(i,j-1), (5.5) 
b(i,j) = x(i,j-1)-x(i,j), (5.6) 
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o(i, j) = j(i, j) r'l b(i, j), (5.7) 
where x(i, j) is the texture image whose pixels outside the image boundary are set to zero, 
and r'l represents the logical "and" operation. Then p0 (i) can be obtained by computing 
the histogram of x( i, j) o(i, j) = 1 • To find the starting pixel position for runs with length 
two, a similar scheme can be employed, 
f 2(i, j) = (j(i, j) ::1= 0)- o(i, j), (5.8) 
b2(i, j) = (b(i, j) ::1= 0)- o(i, j), (5.9) 
(5.10) 
In fact, the gray level run number vector p g( i) can also be obtained with the above 
approach by computing the histogram of x( i, j) f(i, j) * 0 . 
The matrix and vectors defined above are not designed for the extraction of traditional 
features. Along with the original run-length matrix, they are used in the new feature 
extraction approach I developed in Chapter 3. The next section gives a review of the tradi-
tional feature extraction method. 
5.1.2 Traditional run-length features ·111.1 ,fpj j J • I . 
From the original run-length matrix p(i, j), many numerical texture measures can be 
computed. The five original features of run-length statistics derived by Galloway [42] are: 
Short Run Emphasis (SRE) 
M N N 
SRE = _!_ ~ ~ p(i, 1")/1·2 = _!_ ~ ( ")/ .2 L.J L.J L.J Pr 1 1 ' n n (5.11) 
ri=lj=l rj=l 
Long Run Emphasis (SRE) 
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M N N 
LRE = _!_ L ~ p(i,j) · j 2 = _!_ L Pr(j) · j 2 , 
n ~ n 
r· · r · l=l]=l ]=I 
(5.12) 
Gray Level Nonuniformity (GLN) 
(5.13) 
Run Length Nonuniformity (RLN) 
(5.14) 
Run Percentage 
n 
Rp - r 
--, 
nP 
(5.15) 
where nr is the total number of runs and np is the number of pixels in the image. Based on 
the observation that most features are only functions of p,(j), without considering the gray 
level information contained in Pg(i), Chu et al. [16] proposed two new texture features, 
Low Gray-level Run Emphasis (LGRE) 
M N M 
LGRE = : L L p(i, j)l? = ~ L Pg(i)IP' 
ri= 1j= 1 ri=I 
(5.16) 
High Gray-level Run Emphasis (HGRE) 
M N M 
HGRE = n
1 L L p(i, j) ·? = : L Pg(i) · i 2 , 
ri=1j=1 'i=l 
(5.17) 
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to extract gray level information in the matrix. In a more recent study, Dasarathy and 
Holder [23] described another four feature-extraction functions following the idea of joint 
statistical measure of gray level and run length, 
Short Run Low Gray-level Emphasis (SRLGE) 
M N 
SRLGE = _!_ L L p(i, j)/(i2 ·/)' 
n 
ri=1j=1 
Short Run High Gray-level Emphasis (SRHGE) 
M N 
SRHGE = _!_ L L p(i,j)·P!/, 
n 
ri=1j=1 
Long Run Low Gray-level Emphasis (LRLGE) 
M N 
LRLGE = n
1 L L p(i,j)·/1/, 
ri=1j=1 
Long Run High Gray-level Emphasis (LRHGE) 
M N 
LRHGE = _!_ L L p(i, j). i2 ·l. 
n 
ri=1}=1 
·WJI 
,p;:, I j " I. 
(5.18) 
(5.19) 
(5.20) 
(5.21) 
Dasarathy and Holder [23] tested all eleven features on the classification of a set of cell 
images and showed that the last four features gave much better performance. However, the 
data set they used was fairly small, with only 20 samples in each of the four image classes. 
In Section 5.2, I test these features on a much larger data set with 225 samples in each of 
eight image classes. An extensive comparison between these features and the features 
extracted by the new algorithm is also carried out. 
These features are all based on intuitive reasoning, in an attempt to capture some 
apparent properties of the run-length distribution. For example, the eight features illus-
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trated in Figure 5.3 are weighted-sum measures of the run-length concentration in the 
eight directions, i.e., the positive and negative 0-, 90-, 45-, and 135-degree directions. 
Similar to the way in which these texture features are derived, we could define more ad 
hoc features. The drawbacks of this approach would be the same as the traditional PSM 
discussed in Chapter 4: there is no theoretical proof that, given a certain number of fea-
tures, maximum texture information can be extracted from the run-length matrix, and 
many of these features are highly correlated with each other. For example, for an image 
with high long-run emphasis, the short-run emphasis must be relatively small, so the long-
run-emphasis features and the short-run-emphasis features essentially measure the same 
texture property. In the experiments of Section 5.2, I demonstrate that this overlapping 
information does more harm than good for classification. 
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Figure 5.3: Run-emphasis regions of several traditional run-length texture features. 
5.1.3 Dominant run-length features 
Instead of developing new functions to extract texture information, I use the run-length 
matrix as the texture feature vector directly; this preserves all information in the matrix. 
However, this again introduces two problems. One is the high dimensionality of the fea-
ture vector. The other is the same as the traditional approach, i.e., that the neighborhood 
dimensions of the feature vector are highly correlated. 
To alleviate the first problem, consider the run-length matrix more closely. Figure 5.2 
shows that most nonzero values concentrate in the first few columns of the matrix. More-
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over, the information in these first few columns, i.e., the short-run section, is correlated 
with that of the rest of the matrix, i.e., the long-run section, because for each row of the 
run-length matrix an image with a high long-run value has a smaller short-run value. By 
using only the first few columns as the feature vector, the information in the long-run sec-
tion is not simply discarded but is mostly preserved in the feature vector. Another advan-
tage of using only the first few columns is that the fast parallel run-length matrix 
computation algorithm described in section 5.1.1 can be employed. In the extreme case, 
only the first column of the matrix, the run-length-one vector, is used. 
To further reduce the feature-vector dimension and to decorrelate neighboring element 
values in the matrices, I use the MDEE method and the Bhattacharyya distance measure 
described in Chapter 3. I call this new method the dominant run-length method (DRM). 
5.2 Classification experiments 
In this section, two separate data sets are used for the texture classification experiment. 
First, the traditional run-length features and the new run-length features are compared 
with each other, then with the co-occurrence features and the wavelet texture features on 
the classification of eight Brodatz images. Next, the best run-length features are tested on 
the Vistex data set used in Chapter 4. 
The first data set comprises the eight Brodatz images [9], wh~ P-9e .shown in Figure 
;. I 
5.4. Each image is of size 256x256 with 256 gray levels. The images are first quantized 
into 32 gray levels using equal-probability quantization. Each class is divided into 225 
sample images of dimension 32x32 with 50% overlap. Sixty samples of each class are 
used as training data, so the training data size is 480 samples and the testing data size is 
1320. 
I did not use the Brodatz data set in the wavelet feature experiments in Chapter 4, 
because we only have the Brodatz images of size 256x256. They are relatively small if we 
need to cut a large number of image samples of size 64x64 for the 4-level wavelet packet 
decomposition. For other feature extraction methods, the sample image size can be 32x32. 
Given the great popularity of the Brodatz images in the texture research community, I 
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Figure 5.4: Eight Brodatz textures. Row 1: burlap, seafan, ricepaper, pebbles23; Row2: 
tree, mica, straw, raffia. 
compare texture classification algorithms in the rest of the thesis on the Brodatz images, 
including the dominant power spectrum method proposed in Chapter 4. 
As these results show, most of the new algorithms give perfect classification. To fur-
ther compare the performance of these new algorithms and their consistency when applied 
to a larger natural image set, I conducted a second experiment on the 16 Vistex texture 
images used in Chapter 4. Unlike Brodatz images, which were mostly obtained in well 
controlled studio conditions, the Vistex images were taken under natural lighting condi-
tions. They pose a more realistic challenge for texture classification algorithms. Each orig-
inal color image is converted to a 256x256 gray-scale image with 256 gray levels. The 
same 32-gray-level quantization is applied to each image. This quantization gives all 
image classes the same fiat histogram, indistinguishable by mean and variance features. 
However, no adaptive histogram equalization is applied to the images to compensate the 
nonuniform lighting. This makes the classification more difficult. Each class is again 
divided into 225 samples of dimension 32x32 with 50% overlap. Sixty samples of each 
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class are used as training data. So the training data has 960 samples and the testing data 
2640 samples. 
5.2.1 Classification using the traditional run-length features 
Table 5.1 shows the classification results using the traditional run-length features 
directly on the Brodatz images. Similar to [23], the feature groups tested are the original 
five features of Galloway [42], the two features of Chu et al. [16], and the four new fea-
tures of Dasarathy and Holder [22]. All four-direction features are used. Contrary to the 
good classification results on only four classes of 80 samples in [22], all groups of features 
performed poorly here. With only 35% classification accuracy, the result of using all three 
feature groups together is much worse than any single feature group. Howev~r, by apply-
ing the feature selection algorithms, i.e., KLT plus Bhattacharyya distance measure, to the 
feature vector before classification, improved results are shown in Table 5.2. In this case, 
the feature vector containing all three group features achieves 88% accuracy, far better 
than any single group features. This is mainly because of the close correlation of the three 
groups of features. 
Table 5.1: Brodatz texture classification results using the traditional run-length 
features. 
Original Number of •t Correct cla~jfi9,ti?n rate Feature feature selected Training Testing data All data name length features data 
G5 20 20 64.6 60.7 61.7 
C2 8 8 61.2 41.8 47.0 
D4 16 16 84.4 59.1 65.8 
ALL 44 44 35.6 35.4 35.4 
To see the degree of correlation, I compute the auto-correlation coefficient matrix of 
the complete run-length feature vector shown in Figure 5.5. Many coefficient values in the 
matrix are close to one and the high correlations can also be seen in the scatter plots of 
several strongly correlated features, as illustrated in Figure 5.6. The poor classification 
99 
Table 5.2: Brodatz texture classification results using the new feature selection 
method on the traditional run-length features. 
Original Number of Correct classification rate Feature feature selected Training Testing data All data name length features data 
G5 20 12 88.5 74.9 78.6 
C2 8 8 61.2 41.8 47.0 
D4 16 16 84.4 59.1 65.8 
ALL 44 24 99.4 83.7 87.9 
performance of correlated features indicates that additional features bring in a great deal 
of ~oise, which ·o~tf~elms any marginal benefit of mostly redundant information con-
tained in the added features. This shows the importance of using the KLT transform to 
extract decorrelated information. 
5.2.2 Classification using the dominant run-length features. 
Figures 5.7 and 5.8 show the scatter plots of the top eight features obtained by apply-
ing the MDEE transform on the original run-length matrix and on the run-length-one vec-
tor, respectively. Almost perfectly separable clustering can be seen for most of the eight 
image classes in both cases, in sharp contrast to the overlapping clusters in Figure 5.6 
using the traditional feature vector. 
The classification results with the DRM described in Section 5.1.3 are summarized in 
Table 5.3. Notice the dramatic reduction of feature length from several hundred to around 
ten, comparable with the traditional feature vector length. The results indicate that a com-
pact, optimal run-length feature vector can be extracted by the MDEE method, without 
resort to ad hoc functions. 
With only such a small number of features, perfect classification is achieved with the 
original matrix and with most of the new matrices and vectors. The only exceptions are the 
RLRN vector and the long-run region of the run-length matrix. The poor performance of 
the long-run region matrix and the good performance of the short-run region matrix indi-
cate that most texture information is indeed concentrated in the short-run region. This also 
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Figure 5.5: Auto-correlation coefficient matrix of the traditional run-length features. 
helps to explain the poor performance of the RLRN vector. Since most information is 
"I YiJ! 
stored in the first few columns of the run-length. matrix, the o~ Important features in 
RLRN are the first few feat9res, which are the summation of the first few columns. The 
gray-level information is totally lost. 
5.2.3 Comparison with co-occurrence method 
Since the co-occurrence features are one of the most popular and powerful sources of 
features for texture characterization and have been ranked among the best by several com-
parative studies [19] [120], I compare these with the new run-length features. (Further 
studies of the co-occurrence features using the new feature extraction approach are 
described in Chapter 6.) 
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Figure 5.6: Scatter plots of several highly correlated traditional run-length texture fea-
tures of the eight Brodatz textures. Due to overlap, not all eight class symbols can be dis-
cerned. 
In this next experiment, I compare the performance of the traditional co-occurrence 
features with the run-length features using the Brodatz data set. Thirteen co-occurrence 
features are computed for each of the four directions--Contrast, Correlation, Entropy, 
Variance, etc.-as described in [48]. The KLT and Bhattacharyya distance feature selec-
tion method is applied to the feature vector. The classification results are shown in the first 
row of Table 5.4. Comparing this with the results in Table 5.2, we see that the co-occur-
rence features are better than the traditional run-length features. This is consistent with the 
conclusions in [19] and [120]. However, by comparing the result to Table 5.3, I draw a 
completely different conclusion: the new run-length matrix approaches give much better 
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Figure 5.7: Scatter plots of the top eight features :extracted by ~tlJ>lf'ipg a MDEE trans-
form on the original run-length matrices of the Brodatz textures. Linearly separable clus-
tering is observed for most of the eight texture classes. 
classification performance than the co-occurrence method. This demonstrates that there is 
rich texture information contained in the run-length matrices and that a method of extract-
ing such information is of paramount importance to successful classification. 
5.2.4 Comparison with wavelet method 
I now compare the wavelet features described in Chapter 4 with the run-length features 
on the same eight classes of Brodatz textures. The texture feature used for each wavelet 
decomposition channel is the energy feature. 
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Figure 5.8: Scatter plots of the top eight features extracted by applying a MDEE trans-
form on the run-length-one vector of the Brodatz textures. Linearly separable clustering is 
observed for most of the eight texture classes. 
I apply the feature selection algorithm on both the standard wavelet features and the 
three levels of wavelet packet decomposition features. Classification results are shown in 
Table 5.4. The best classification rate is only 83% for the second-level wavelet packet fea-
tures, which is less tlian that for the co-occurrence and run-length features. This is largely 
due to the small texture sample size, 32x32, which is not large enough to estimate a stable 
energy/frequency distribution. Still, it is important for any texture classification algorithm 
to give good performance on small images, so that they can be used for the more difficult 
image-segmentation applications. 
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Table 5.3: Brodatz texture classification results using the new dominant run-length 
matrix features. 
Number Correct classification rate Original 
Feature name feature of Training Testing All data 
length selected data data features 
p: columns 1 :4 512 11 100.0 100.0 100.0 
p: columns 5:32 3584 8 53.3 41.3 44.5 
p: whole matrix 4096 11 100.0 100.0 100.0 
Pp: columns 1 :4 512 7 100.0 100.0 100.0 
Pp: columns 5:32 3584 17 69.6 41.4 48.9 
Pp: whole matrix 4096 10 100.0 100.0 100.0 
Pg:GLRNV 128 8 100.0 100.0 100.0 
Pr: RLRNV 128 20 95.2 63.9 72.3 
p0 : GLRLOV 128 11 100.0 100.0 100.0 
Table 5.4: Brodatz Texture classification results using co-occurrence and wavelet 
features. 
Original Number of Correct classification rate 
Feature name feature selected Training T!tin7 All data length features 
"data ' at' • 
co-occurrence 52 25 100.0 95.8 96.9 
ALL 84 28 98.3 70.4 77.8 
..... ] LE1 4 4 67.5 65.3 65.9 g 
0.. 
..... LE2 16 14 95.4 78.6 83.1 Q) 
......... 
~ ~ LE3 64 27 98.8 69.8 77.6 
Standard 10 10 87.3 78.4 80.8 
To summarize classification results discussed so far, the new DRM features signifi-
cantly improve classification performance over the traditional run-length features. The 
new run-length features perform even better than the traditionally superior co-occurrence 
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features and the recently proposed wavelet features. Several of the proposed run-length 
matrices and vectors achieve perfect classification for the eight texture classes. To further 
compare these matrices and to test the hypothesis that only the first column of the run-
length matrix is an effective feature vector, I apply the algorithms to the larger and more 
difficult Vistex data set. 
5.2.5 Results on a larger data set 
Sixteen images from the Vistex texture image database are used in this section. As 
described earlier, all image classes have the same flat histogram and no adaptive histogram 
equalization is applied to the images to compensate the nonuniform lighting. This makes 
the classification more difficult and the result a closer reflection of real-world applications. 
Even for sucli afdifJ!tult data set, aPout 97% classification accuracy is achieved with 
the run-length matrices, as shown in Table 5.5. An especially interesting result is that the 
run-length-one vector gives excellent performance, similar to that of the original full 
matrix. This confirms that the proposed fast parallel processing algorithm can be used to 
extract useful run-length texture features. The overall good performance of all the run-
length matrices indicates that the new feature extraction and selection scheme is success-
ful. 
Table 5.5: Vistex texture classification results using the new dominant run-length 
matrix features. 
Original Number of Correct classification rate 
Feature name feature selected Training Testing All data 
length features data data 
p: columns 1 :4 512 17 99.9 96.8 97.6 
p: whole matrix · 4096 18 99.9 98.0 98.5 
Pp: columns 1 :4 512 19 100.0 96.8 97.6 
Pp: whole matrix 4096 24 100.0 97.5 98.1 
Pg: GLRNV 128 23 100.0 93.9 95.6 
p0 : GLRLOV 128 18 99.8 97.0 97.8 
l06 
5.3 Conclusion 
In this chapter, I extract a new set of run-length texture features that significantly 
improve image classification accuracy over traditional run-length features. By directly 
using part or all of the run-length matrix as a feature vector, much of the texture informa-
tion is preserved. This approach is made possible by the new multi-level dominant eigen-
vector estimation method introduced in Chapter 3. Combined with the Bhattacharyya 
distance measure, they form an efficient feature selection algorithm. 
The advantage of this approach is demonstrated experimentally by the classification of 
two independent texture data sets. Perfect classification is achieved on the eight Brodatz 
images. The 97% classification accuracy on the 16 Vistex images further confirms the 
effectiveness of the algorithm. Experimentally, I observe that most texture information is 
stored in the first few columns of the run-length matrix, especially in the first column. This 
observation justifies development of a new fast, parallel run-length matrix computational 
algorithm. 
Comparisons of this new approach with the co-occurrence and wavelet methods dem-
onstrate that texture information contained in the run-length matrices possesses greater 
discriminatory power than conventional texture features. I hope this work will renew inter-
est in run-length texture features and promote the success of more applications. 
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Chapter 6 
Multi-view texture classification 
In this chapter, I extend the multi-level dominant eigenfeature analysis one level fur-
ther to a multi-view texture analysis approach. Using the same MDEE algorithm, I com-
bine the feature vectors extracted from several different transform matrices-including the 
Fourier spectrum matrix, the run-length matrices, and the co-occurrence matrices-to 
form a more complete description of texture images. Although similar to many previous 
studies using combined texture feature vectors, this approach is a logical extension of the 
MDEE algorithm, which serves to combine new information and remove overlapping 
information from different texture matrices. 
Before studying the multi-view analysis, I first conduct an experiment on the co-occur-
rence matrices using the MDEE and Bhattacharyya distance to extract texture features 
directly from the transform matrices. As discussed in Chapter 3, co-occurrence features 
offer a unique view of texture images that cannot be replaced by other methods, so I incor-
porate them into the multi-view feature vectors. 
6.1 Texture feature extraction )llJI 1/FI ! J " 
6.1.1 Co-occurrence features 
To restate the definition of a co-occurrence matrix, it is an estimate of the joint proba-
bility density function of texture image pixels separated by a particular row and column 
shift. Figure 6.1 shows an example of the four directional nearest neighbor co-occurrence 
matrices of an image sample. 
The number of co-occurrence matrices that can be computed from an image is very 
large, because the row and column shift can vary from one to almost the window size. 
However, as the shift value increases, the information content of the co-occurrence matrix 
decreases, because the correlation between pixels separated by a large distance drops sig-
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Figure 6.1: Four directional gray-level co-occurrence matrices. 
nificantly in natural imagery. Weszka et al. [120] reported that small row- and column-
shift values yield the best results in practice, so I test only the four directional nearest 
neighbor co-occurrence matrices. 
The size of each co-occurrence matrix is also a problem, since it is the same as the 
image gray level number. An image quantization is necessary before the matrix computa-
110 
tion. In the experiments, I use the same 32-level quantization as in the run-length experi-
ments of Chapter 5. 
From the co-occurrence matrices many features can be computed. Since Haralick et al. 
[48] developed the first 14 texture functions, there have been many studies of co-occur-
rence features. Most concentrate on analyzing the relative discriminatory power of indi-
vidual features and how each individual feature performs for various applications. It is 
even suggested that the drawback to co-occurrence features is the huge number of poten-
tial features and the lack of any compelling underlying theory that would guide studies of 
any particular set of features [79]. 
Similar to the previous two chapters, I apply the new feature extraction method devel-
oped in Chapter 3 directly on the co-occurrence matrices to extract maximum texture 
information in an optimal way. In the experimental section, I compare the new features 
with the traditional features proposed by Haralick [46] on the Brodatz textures used in 
Chapter 5. 
6.1.2 Combining feature vectors: multi-view classification 
In the studies of extracting maximum texture information directly from transform tex-
ture matrices I have applied the MDEE method on the frequency, run-length, and co-
occurrence matrices. By breaking each matrix into pieces, extracting useful information, 
then reassembling the information into a final repm~entation, we t.l!w! dxtracted very con-
cise and highly informative texture features. To carry this approach one step further, I not 
only use the MDEE to assemble texture information from sections of a single texture 
matrix but also to combine information from different texture matrices. 
To see the advantage of this approach, consider Meyer's analogy, as discussed in Sec-
tion 3.1: choosing the right algorithm is like choosing the best view point of a statue in a 
museum; the orthogonal base rotation is like walking around a statue to look at its differ-
ent sides. 
However, sometimes we walk around the statue and find many good points of view. 
Each point of view reflects different characteristics of the art work, making it very hard to 
choose the best point of view. So we take several pictures from all the good viewing direc-
Ill 
tions and put them in an album together to get the whole picture. For the texture classifica-
tion study, the situation is similar: since different transforms make explicit different 
information, we can mosaic them together to make explicit all the texture information. The 
MDEE method is an excellent tool to conduct such a mosaicking task. 
Figure 6.2 illustrates the structure of the multi-view processing scheme. Using MDEE 
we first extract texture information from each individual transform matrix then combine 
them into a more complete description of a texture image. The three transform texture 
matrices each offer a unique view of the texture image: the co-occurrence features capture 
the interaction of the local neighborhood pixels; the frequency features yield global infor-
mation from averaging the whole image in the frequency channel; while the run-length 
features fit in the middle, capturing the medium-scale pixel interactions. These three fea-
tures complement ~acifther; togethef they expose texture information at all scales. Of 
course, they also offer overlapping and spurious information. The MDEE method serves to 
decorrelate this information and to compact it into a concise, complete description of tex-
ture. 
There are apparent drawbacks of the multi-view analysis, most notably, the increased 
computational complexity. In previous chapters, to partially compensate for the speed 
loss, I use such faster methods as the FFf and parallel run-length algorithms. These trans-
forms also can be carried out in parallel. Depending on different applications, we have to 
balance the trade-off between performance and computational complexity. 
6.2 Classification experiments 
The data sets used in this section are the same as those used for run-length features in 
Chapter 5. First, the co-occurrence features are compared on the eight Brodatz images, 
then all the new features extracted directly from the spectrum matrix, the run-length matri-
ces, and the co-occurrence matrices, are compared on the 16 Vistex images. The sample 
image size and quantization levels are all the same as in Chapter 5. The classifier is also 
the same Gaussian classifier described in Section 3.3.1. 
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Figure 6.2: Combining three transform matrices of texture images. 
6.2.1 Comparison of the traditional and the new co-occurrence features 
In this experiment, I compare the performance of the traditional co-occurrence fea-
tures with the new features on the eight Brodatz images shown in Figure 5.4. For the tradi-
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tional approach, the first 13 co-occurrence features are computed for each of the four 
directions, namely, Contrast, Correlation, Entropy, Variance, etc., as described in [48]. The 
KLT and the Bhattacharyya distance feature selection methods are applied to the feature 
vector. The classification results are shown in Table 6.1. The combination of the four-
direction features gives the best result, which is much better than the traditional run-length 
features in Table 5.2. This is consistent with previous comparative studies [19] [120]. 
Table 6.1: Brodatz texture classification results using the traditional co-occurrence 
features. 
Original Number of Correct classification rate Feature feature selected 
name length features 
Training Testing data All data data 
.., 
Dir-0 1f11t 13 '" 94.2 87.0 88.9 
Dir-45 13 13 90.4 83.6 85.4 
Dir-90 13 13 92.1 83.0 85.4 
Dir-135 13 13 92.9 83.5 86.0 
All 52 25 100.0 95.8 96.9 
Table 6.2 shows the Brodatz texture classification results using the texture features 
extracted directly from the co-occurrence matrices by the MDEE and Bhattacharyya dis-
tance feature selection algorithm. Since the co-occurrence matrix is symmetric, only the 
upper triangle of the matrix including the diagonal is used. Comparing this to Table 6.1, 
the near-perfect classification again shows the success of this new approach. The new fea-
tures are then applied to the more difficult Vistex data set. Good results are observed in 
Table 6.3. 
6.2.2 Comparison of individual features with combined features 
I now summarize the performances of all three new transform texture features I have 
studied so far, namely, the DSM features, the DRM features, and the new co-occurrence 
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Table 6.2: Brodatz texture classification results using the new co-occurrence matrix 
features. 
Original Number of Correct classification rate Feature feature selected 
name length features 
Training Testing data All data data 
Dir-0 528 27 100.0 99.1 99.3 
Dir-45 528 26 100.0 99.0 99.3 
Dir-90 528 28 100.0 99.3 99.5 
Dir-135 528 29 100.0 99.0 99.3 
All 2112 26 100.0 99.6 99.7 
Table 6.3: Vistex texture classification results using the new co-occurrence matrix 
features. 
Original Number of Correct classification rate Feature feature selected 
name 
, length features 
Training Testing data All data data 
Dir-0 528 25 98.4 78.7 84.0 
Dir-45 528 28 98.8 70.7 78.2 
'•-
Dir-90 528 28 99.5 8~//. 85.8 
Dir-135 528 29 99.1 75.8 82.0 
All 2112 30 100.0 90.4 93.0 
features. Table 6.4 shows the classification accuracies of the three transform matrix fea-
tures on the 16 Vistex textures. All three methods give very good results. Notice that the 
DSM features give good results even on the 32x32 texture sample size, much better than 
the 83% classification accuracy of the wavelet features in Table 5.4. 
To further improve the classification accuracy, I combine the three feature vectors 
using the MDEE algorithm. When combining the feature vectors, a normalization of the 
feature vectors is applied first so that all three feature vectors have similar absolute magni-
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Table 6.4: VIStex texture classification results using the individual transform matrix 
features. 
Original Number of Correct classification rate Feature feature selected Training name length features Testing data All data data 
DSM 528 17 99.2 95.2 96.2 
DRM 512 17 99.9 96.8 97.6 
CO-OC 2112 30 100.0 90.4 93.0 
tudes. Table 6.5 shows the improved results. The combination of any two feature vectors 
gives an impressive 99% classification accuracy. All three vectors together give near-per-
fect classification.. Nptic~ also that the selected feature vector length is similar to the 
' tl.! l 
selected feature vectoriength of each individual method in Table 6.4. This indicates that 
the overlapping information is mostly removed by the MDEE, demonstrating the advan-
tage of the multi-view classification strategy. 
Table 6.5: Vistex texture classification results using the combined transform matrix 
features. 
Original Number Correct classification rate 
Feature name feature of selected Training Testing 
length features All data data data 
CO-OC&DSM 2640 20 100.0 98.6 99.0 
CO-OC&DRM 2624 22 100.0 98.9 99.2 
DSM&DRM 1040 17 99.9 98.8 99.1 
ALL THREE 3152 22 100.0 99.5 99.6 
6.3 Conclusions 
Through experiments on the co-occurrence matrix, I have again demonstrated the 
effectiveness of the feature extraction algorithm developed in Chapter 3. I carry the multi-
level dominant feature extraction approach one step further to a multi-view analysis 
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approach. The near-perfect classification rate shows that by combining features from dif-
ferent viewpoints, we can extract more information with greater discriminating power . 
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Chapter7 
Multi-view analysis for textured object recog-
nition 
An ultimate goal of image analysis by computer-including texture analysis, image 
segmentation, or shape analysis-is to automatically recognize objects in the image. In 
this chapter, I apply the multi-view texture analysis approach to multi-view object recog-
nition. For object recognition, the viewing points are not required to come from various 
texture transformations but may include any descriptions of the object. We can then use 
the multi-view analysis method to combine the description features to form a more com-
plete representation of the object. Again, I use the name "multi-view" not to present a sig-
nificantly new algorithm; rather, it is another logical extension of the MDEE analysis 
approach. It is a convenient word to express an object recognition approach analogous 
with "viewing a statue in a museum," as introduced in Chapter 3. 
In the following experiments, I show a successful application of this approach to 
underwater plankton image recognition. I integrate such popular shape descriptors as 
moment invariants and Fourier boundary descriptors with the granulometric texture fea-
tures to compose a very effective feature vector for tile plankton im~e~./fhen, using the 
" 
improved Learning Vector Quantization (LVQ) neural network classifier developed in 
Chapter 3, I classify the plankton images into several taxonomic categories. 
This chapter is organized as follows. An introduction to plankton image recognition is 
given in Section 7 .1. The three feature extraction methods-moment invariants, Fourier 
boundary descriptors, and granulometric features-are described in Section 7 .2. Section 
7.3 describes real-time data acquisition and preprocessing and reports experimental results 
from the classification of the six plankton taxa. Section 7.4 summarizes the conclusions. 
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I. 
7.1 Introduction to plankton recognition 
At the base of the food chain in the ocean, plankton have a large impact on marine eco-
system dynamics, and it is important to study how changing climate and human activities 
impact plankton populations. Such studies require large-scale mapping at high spatial and 
temporal resolutions of plankton distribution and abundance together with taxonomic and 
size composition. The surveys also should be repeated at regular intervals so seasonal 
growth, population cycles, and productivity of the surveyed areas can be studied on a 
quantitative basis. Until recently, however, it has been very difficult or impossible to con-
duct such extensive experiments, because most plankton move continuously in three 
dimensions and are affected by varying small- and large-scale physical phenomena [83]. 
Traditionally, pl~tjp surveys are londucted with such equipment as towed nets, 
pumps, and Niskin bottles. Because of the laborious deployment process and limited sam-
ple storage space on ship, the spatial sampling rate is extremely low. The painstaking and 
error-prone post-processing (manual counting of samples through a microscope and data 
entry) may take months or years, which effectively prohibits large-scale, high-resolution, 
three-dimensional surveys over periods of time. Some previous models of production and 
growth that are based on feeding or environmental conditions may be flawed if the interac-
tions of organisms with one another and with the local environment are estimated from 
samples drawn at inappropriate intervals of space or time [82]. 
To overcome the limitations of traditional plankton sampling instruments, a new Video 
Plankton Recorder (VPR) was developed [26]. As the VPR is towed through the water, it 
continuously captures magnified plankton images, providing a spatial resolution of plank-
ton distributions that cannot be obtained with other equipment. For large-area survey, the 
amount of image data can be overwhelming, necessitating an automated approach to 
plankton recognition if all data are to be processed. This would not only save a great deal 
of man power but also make the real-time sorting of plankton possible. Real-time abun-
dance and distribution data on zooplankton and accompanying environmental variables 
are needed to guide researchers during field studies on population and community pro-
cesses, just as physical oceanographers have for decades used real-time measurements of 
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temperature and conductivity to adjust their survey strategy according to observed phe-
nomena [83]. 
Now that high-quality images of individual plankton can be obtained with the VPR, 
our approach to the full automation of at-sea analysis of plankton size and taxonomic 
composition focuses on the development of an image analysis and pattern recognition sys-
tem for real-time processing of the large volume of image data being acquired. The devel-
opment approach includes three parts: 1) a hardware/software system for preprocessing of 
the images (including real-time image capture, object detection, and in-focus analysis) and 
digital storage of detected object images; 2) pattern recognition algorithms for automated 
identification and classification of planktonic taxa; 3) incorporation of the pattern recogni-
tion algorithms into a high-performance image analysis system to achieve a real-time pro-
cessing capability. Development of a preprocessing and acquisition system as described in 
Step 1 has been completed and used to detect and save subimages of planktonic taxa in 
real-time while at sea [27]. 
In this chapter, I mainly address Step 2 and demonstrate an automated approach to 
plankton image classification. The experimental data sets differ from those used for most 
previous object recognition research in four aspects: 1) the underwater images are much 
noisier, 2) many objects are in partial occlusion, 3) the objects are deformable, and 4) 
images are projection variant, i.e., the images are video records of three-dimensional 
objects in arbitrary positions and orientations. Figure 7.1 shovil e;c.~D)ple subimages 
1'. 
extracted from the larger video fields, illustrating the diversity of images within individual 
taxa. 
7.2 Feature Extraction 
Classification of two-dimensional shapes regardless of position, size, and orientation is 
an important problem in pattern recognition. Applications range from industrial inspection 
and scene analysis to optical character recognition. The two most widely used features are 
moment invariants and Fourier boundary descriptors. Classification of three-dimensional 
projection-variant objects is even more difficult. 
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(b). DIAT .. CENTR 
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(c) .. DIAT·CHABT 
(d). DIATOM 
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(e). DIATOMCOLO 
(f). PTEROPOD 
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I 
Figure 7.1: Twenty sample images for each of the six types of plankton. 
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In this section, I use gray-scale granulometric features as a powerful pattern descriptor, 
which captures both shape and texture signatures, as a step toward addressing the three-
dimensional problem. I also use the multi-view analysis technique to combine the three 
types of feature vectors to form a more complete description of the plankton patterns. I 
briefly review the three feature types here. 
7.2.1 Moment Invariants 
The concept of moments as invariant image features was first introduced by Hu [53] 
and later revised by Reiss [91]. Moments and functions of moments have been used as pat-
tern features in many applications. Some examples and comparisons of different features 
are found in [45] [90] [104]. In the experiments, I use the seven invariant moments 
described by Hu [53] and Gonzalez [45]. 
A (p+q)th order moment of a continuous image functionj(x, y) is defined as 
p, q = 0, I, 2, .... (7.1) 
-00-00 
For digital images the integrals are replaced by summations and m pq becomes 
mpq = LL/lf<~:y). (7.2) 
X y 
The central moments of a digital image can be expressed as 
Jlpq = LL(x-x/(y- y)q f(x, y), (7.3) 
X y 
where 
- mol y=-. 
moo 
The normalized central moments are derived from these central moments as 
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J.Lpq 
llpq = -1-, 
J.Loo 
'll=p+q+l 
I 2 ' p +q = 2, 3, .... (7.4) 
Based on methods of algebraic invariants, Hu [53] derived seven invariant moments, 
cl>i> i = 1... 7, using nonlinear combinations of the second and third normalized central 
moments. These invariant moments possess the desirable properties of being translation, 
rotation, and scale invariant. For the analytical definition of the seven invariant moments, 
refer to [53] or [45]. 
7 .2.2 Fourier Descriptor 
The first in depth study of the Fourier descriptor was given by Zahn and Roskies [ 121] 
~ 
and later refined by Pe;sMln and Fu [87]i Recently, more research effort has been devoted 
to shape classification based on Fourier descriptors [90] [60] [92]. The most common 
boundary models include the curvature function, centroidal radius, and complex contour 
coordinates. Kauppinen et al. [60] give a detailed experimental comparison of different 
models. I use the radius Fourier Descriptor (FD) and complex contour Fourier descriptor, 
which were shown to be the best among FDs tested in [60]. 
Consider a closed boundary defined by a closed sequence of successive boundary-
pixel coordinates (xi, Yi). The centroidal radius function expresses the distance of bound-
ary points from the centroid (xc, y c) of the object, 
(7.5) 
A complex contour coordinate function is simply the coordinates of the boundary pix-
els in an object-centered coordinate system represented_ as complex numbers, 
(7.6) 
Since both functions are computed around the center of the object, they are automati-
cally translation invariant. To achieve rotation and scale invariance, a Fourier transforma-
tion of the boundary signature is generally used. For digital images I use the discrete 
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Fourier transform (OFf). The shift-invariant OFf magnitude gives a rotation-invariant 
feature vector. Scale invariance is achieved by normalizing all OFf magnitudes by a non-
zero OFf magnitude value, because of the linear property of the OFT, 
F(nf(x)) = nF(f(x)). (7.7) 
Usually, the first non-zero frequency component is used. 
The feature vector for a radius Fourier descriptor is 
(7.8) 
where N is the boundary-function length and F; denotes the ith component of the Fourier 
spectrum. Notice that only half the spectrum need be used because of the symmetric prop-
erty of the Fourier transform of real functions. This Fourier descriptor is very similar to 
the dominant spectrum method I developed for texture classification. In fact, we can think 
of the object boundary as a one-dimensional texture and use the OSM to extract texture 
features. 
The contour Fourier method transforms the complex coordinate function in Eq. (7.6) 
directly. The feature vector is 
(7.9) 
In this case, both positive and negative halves of the complex spectrum are retained. 
Because the complex function is centered around the coordinate origin, F 0 has zero value 
and F 1 is used for the normalization. 
7 .2.3 Definition of granulometric features 
The above traditional features are mostly developed in a well controlled pattern envi-
ronment. Test images are usually shifted, scaled, and rotated versions of a very small set of 
perfect images of such simple objects as hammers, scissors, airplane silhouettes, and let-
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ters. However, most boundary features do not perform well when a small amount of noise 
is added to the original images [60]. As mentioned earlier, the experimental data sets are 
not only much noisier but the plankton are non-rigid, projection-variant, and often in par-
tial occlusion. 
To overcome or, at least, partially alleviate these difficulties, I turn to features based on 
mathematical morphology [76] [98] known as granulometries. Granulometries are intro-
duced in the sixties by Matheron as tools to extract size distributions from binary images 
[76]. The approach is to perform a series of morphological openings of increasing size and 
to map each opening size to the number of image pixels whose value goes from 1 to 0 at 
this size. The resulting curve, often called the pattern spectrum [74], maps each size to a 
measure of the image parts with this size. Typically, the peak of this curve provides the 
dominant object sireiin tJr image. For e~amples of the application of granulometries, refer 
to [111] [112]. 
Beyond pure size information, granulometries actually provide a "pattern signature" of 
the image to which they are applied and can be used successfully as elements of a feature 
vector for shape classification problems [97]. Furthermore, the concept of granulometries 
can easily be extended to gray-scale images. In this context, granulometric curves capture 
information on object texture as well as shape. Additionally, various types of gray-scale 
granulometric curves can be computed, depending on the underlying family of openings 
or closings used. For example, curves based on openings with line segments capture infor-
mation on bright, linear image features, whereas curves based on closings with disk-
shaped elements capture information on dark, "blobby" image parts (see [112] for other 
applications of gray-scale granulometries). 
To capture information both on linear, elongated and "blobby" image parts, whether 
dark or bright, I use four types of gray-scale granulometries. The curves are normalized 
for invariance to average background gray level. For example, Figure 7.2 shows an image 
of copepod oithona together with the corresponding pattern spectrum characterizing 
bright, blobby image parts. The peak of this curve characterizes the size and contrast of 
the body of the organism. Figure 7.3 shows a similar curve for an organism known as a 
pteropod. The corresponding granulometric curve is distinctly different from the previous 
one, reflecting the more complex body configuration of the pteropod. 
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Figure 7.2: Copepod oithona image and its corresponding granulometric curve. 
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Figure 7.3: Pteropod image and its corresponding granulometric curve. 
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However, traditional granulometry algorithms involve sequential opening and closing 
operations with structuring elements of increasing size and are therefore extremely com-
putationally intensive. This has limited the application of granulometry in image analysis. 
It also poses a problem for the experiments in this thesis, since eventually we would like to 
incorporate the granulometry algorithm into a real-time processing system. To overcome 
this problem, I use several novel gray-scale granulometry algorithms developed by Vin-
cent [112] to compute the granulometric curves, which are several orders of magnitude 
faster than traditional techniques. This will allow these algorithms to be incorporated in a 
complete system implementation for real-time plankton classification. 
Similar to the way I handle the DSM and the DRM, I use the gray-scale granulometric 
curves directly as feature vectors, instead of the moments of the curves as used by previ-
ous researchers [3 LJ [3!2~, ,_" 
7.2.4 View combination 
I now apply the multi-view texture analysis approach to multi-view object recognition. 
The "statue in the museum" described in Chapter 3 now becomes the plankton image. For 
object recognition, we don't have to limit our viewpoint only to texture transformations. 
To describe the plankton images, we can choose the three points of view described above: 
body moments, object boundary, and object texture and shape. We stand a much better 
chance of recognizing the object if we collect all types of information available, combine 
them, and make selections. Exactlythe same multi-view analysis algorithms developed in 
Chapter 6 can be used here. By replacing the three texture transformations in Figure 6.2 
with the three feature vectors described above, we have the processing structure for this 
object recognition work. In the following section, I demonstrate the advantage of this 
approach experimentally. 
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7.3 Classification experiments 
7.3.1 Data acquisition and preprocessing 
Data acquisition and processing for the current implementation are carried out in two 
phases. First, a real-time hardware/software system detects in-focus objects, defines a sub-
image around each detected object, then saves the much lower bandwidth data stream to 
disk. Digital storage requirements are reduced by more than two orders of magnitude and 
the time required to manually identify training images is accelerated by a similar factor, 
when compared with manually jogging a videotape editing machine to search for organ-
isms. In a second phase, more computationally expensive algorithms are applied to the 
condensed data set for segmentation, feature extraction, and classification. 
Real-time data acquisition and focused-object detection 
The VPR uses a video camera with telephoto lens and a red strobe to obtain magnified 
images of plankton. The strobe is synchronized with the camera at 60 fields per second. 
Together, the camera's high resolution (570x485 pixels) and the strobe's short pulse dura-
tion allow detailed imaging of the plankton (10-J.Lm resolution for the 0.5-cm field of view) 
[26]. The goal of the VPR's real-time video processing system is to archive to tape digital 
images of all sufficiently large, bright, and in-focus objects as th~ ~p'pear in the video 
A . 
stream. 
Live or recorded video and time-code data are sent to the video processing system, 
which currently consists of a Sun SPARCstation 20n2 connected to an Imaging Technolo-
gies 151 pipelined image processor and a Horita time-code reader. The image processor 
can perform real-time (60 field per second) digitization, 3x3 convolutions, rank value fil-
tering, and frame buffer data exchanges with the host workstation. A multi-threaded algo-
rithm on the host is used to supervise the image processor, collect time-code data, compute 
edge strength, and transfer in-focus subimages to disk. 
A simple but effective algorithm has been devised to detect and record objects in real-
time. First, bright large blobs are located in a median-filtered image by finding the con-
nected components from run-length lists computed in hardware. For each large blob, the 
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first derivative of the Sobel edge intensity (basically a second derivative of intensity) along 
the blob's perimeter is used to reject objects that are out of focus. A gray-scale subimage 
surrounding any in.,.focus targets is immediately passed to the workstation for archival and 
taxonomic classification. 
The three main parameters of these algorithms are image intensity threshold, edge 
strength threshold, and minimum object area in pixels. These are adjusted empirically 
before data collection based on various factors including lens magnification, transmissiv-
ity of the water, and lighting characteristics. The objective is to achieve a very high proba-
bility of detection with a reasonable probability of false alarm, since more intensive 
processing can be applied to the much smaller data set that results. 
On average, about 3 out of 60 video fields contain an in-focus object, and only a sub-
image surrounding< etlebfPject is saved t~ disk as an individual file. These object files are 
time-stamped using the corresponding video time code for precise correlation with ancil-
lary hydrographic and position data. This culling process typically reduces the amount of 
image data to be stored and classified by a factor of 100 or more, thus making the remain-
ing processing computationally feasible. 
Data description and preliminary processing 
In this experiment, six classes obtained from nearly 2,000 plankton subimages cap-
tured by the VPR are used to test the pattern classification algorithms. They include 133 
Calanus, 269 Diat-centr, 658 Diat-chaet, 126 Diatom, 641 Diatomcolo, and 42 Pteropod 
images. Figure 7.1 shows 20 sample images for each of the six plankton taxa. Half of the 
images are used as training data and half for testing. 
Each gray-scale image is first segmented into a binary image using a simple mean-
shift method. I use the mean value of the image to threshold the image, then the mean val-
ues of the object and the background are computed. The average of the two mean values is 
used as a new threshold to segment the image again. The process iterates until a stable 
threshold is reached. Since the images are mostly bimodal, only two iterations give a very 
good segmentation result, as shown in Figure 7 .4. We are currently developing a more 
robust connectivity-based thresholding technique and will compare the two methods in 
future work. 
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Figure 7.4: Illustration of the intermediate results of the image processing steps. 
Next, the largest binary object is used to compute the boundary descriptors. This 
binary image is also used to mask the original grey-scale image to obtain the region of 
interest (Ron image, from which moment features are computed. Figure 7.4 illustrates 
the results for each of these processing steps. Granulometric features are computed 
directly from the gray-scale images. 
A suite of experiments was conducted to study the performance of the three types of 
feature vectors, their combinations, and the improved LVQ classifier described in Chapter 
3. All classification results shown in the following tables are obtained from the data set 
described above. Since there seems to be no simple solution for determining the best net-
133 
work configuration, no exhaustive search was conducted to determine the best network 
parameters. However, I investigated several network configurations and selected the one 
that appears to be most appropriate for the application. Throughout the experiment, I use 
the following parameters: 200 competitive layer neurons, learning rate 0.1, parallel train-
ing sample number 120 per epoch, i.e., 120 training samples are feed into the classifier at 
each training epoch. 
7.3.2 Classification results using individual feature vectors 
Table 7.1 summarizes classification results using the three individual feature vectors. 
Only 65% classification accuracy is achieved using moment features. This may be attrib-
uted in part to the relatively short featur~ vector (seven moment invariants), but the many 
images of the s~e,~~a~' are also very'different in shape because of variations in projec-
tion direction, organism body motion, and image occlusions. This shape inhomogeneity 
also affects the performance of the FD features. For the testing data, only 69% classifica-
tion accuracy is achieved by the contour FDs. The radius FD features outperform the con-
tour FD features by 10%. This contrasts with [60], where contour FDs give better results 
than the radius FDs. Such a discrepancy in results may be caused by the differences in the 
data sets. The sampling number I use for the boundary function is 360 points, much higher 
than for many previous studies, because plankton have noisier, more irregular boundaries 
requiring a higher sampling rate to capture high-frequency information. The granulometry 
features give the best performance, better than 90% accuracy. This demonstrates the fea-
tures' insensitivity to occlusion, image projection direction, and body motion because of 
the rich three-dimensional texture and shape information captured. 
7.3.3 Classification results using combined feature vectors 
The confusion matrices of the classification results using the three individual feature 
types are given in Table 7.2, 7.3, and 7.4. Notice that the shapes of these matrices are quite 
different. The moments are good at distinguishing Diat-centr and Diatom; the radius FD 
generates good results on Diat -centr and Diat-chaet; the granulometry features perform 
well on all classes except the Diat -centr. All these suggest that the discrimination abilities 
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Table 7.1: Classification results of the six classes of plankton images using individual 
feature vectors. 
Feature types Training Testing All data Feature length 
Moment invariants 67.74 63.13 65.44 7 
ContourFD 83.7 69.2 76.5 28 
Radius FD 94.6 78.0 86.3 21 
Granulometry 97.8 86.4 92.1 29 
of the three feature types are distinct. They make explicit different information regarding 
the plankton images. To form a more complete description of the plankton patterns, I use 
the multi-view analysis technique to combine all three feature types into a single feature 
vector. The combined vector yields 95% classification accuracy as shown in Table 7.5, 
which is comparable to what a human observer can achieve by rapid visual inspection. 
Notice also that the feature length is condensed to around 20 from more than 300, demon-
strating the efficiency of the feature selection approach. 
Table 7.2: Confusion matrix of the moment invariant features 
Names Cal anus Diat-centr Diat-chaet Diatom Diatomcolo Pteropod 
Cal anus 41 0 71 0 20 I 4 
"I 
,J)IJ65/ Diat-centr 3 241 3 0 • ! 8 " 
Diat-chaet 67 3 446 8 180 l 11 i 
Diatom 0 0 10 116 0 
I 
l 0 
Diatomcol<J 21 23 127 2 373 13 
Pteropod 1 2 1 0 3 l 6 
Not all combinations show an improvement in results, for example, the combined con-
tour and radius FDs. Adding moment features to the granulometry feature vector only 
improves results slightly. The short moment feature vector seems to contain only a subset 
of the information contained in the granulometry features. 
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Table 7.3: Confusion matrix of the radius Fourier descriptors 
Names Cal anus Diat-centr Diat-chaet Diatom Diatomcolo I Pteropod 
Cal anus 71 0 9 3 26 I 4 
Diat-centr 0 262 2 0 4 1 
Diat-chaet 22 6 602 5 66 3 
Diatom 2 0 3 117 1 3 
IDiatomcolc 34 1 42 1 539 9 
Pteropod 4 0 0 0 5 l 22 
' 
Table 7.4: Confusion matrix of the granulometry features 
Names Cala;t~s1 Diat-centr Di,at -chaet Diatom I Diatomcolo Pteropod 
Calanus 117 r 2 l. 15 2 I 7 0 -
i 
Diat-centr 0 239 7 0 i 0 0 
Diat-chaet 15 27 600 5 25 0 
Diatom 1 I 0 16 116 2 0 
! 
' Diatomcolo 0 l 1 20 3 607 0 l i I 
j 
Pteropod 0 ! 0 0 0 0 42 i 
' 
Table 7.5: Classification results of the six classes of plankton images using combined 
feature vectors 
Feature types Training Testing All data Feature length 
Contour FD & Radius FD 90.4 76.8 83.6 29 
Moments & Granulometry 97.5 87.5 92.5 29 
Granulometry & Radius FD. 98.7 91.5 95.1 24 
Moments & Granulometry 98.0 92.2 95.1 19 
&Radius FD 
From the combined feature vector confusion matrix in Table 7.6, we see that the Diat-
chaet images are misclassified more than any other type, probably because the images 
have structures similar to those of other image classes. For example, the second Diat -chaet 
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image in the second row of Figure 7.1 (c) is quite similar to DIATOM, and some small 
samples of Diat-chaet maybe confused with DIAT-CENTR. All images are hand picked 
by a highly trained biologist and sometimes only very subtle characteristics are used to 
judge the occluded plankton images. Given the data quality, the overall classification rate 
is very encouraging. 
Table 7.6: Confusion matrix of the combined moments, radius FDs, and 
granulometries features 
Names Cal anus Diat-centr Diat-chaet Diatom Diatomcolo Pteropod 
Calanus 120 0 9 1 8 1 
Diat-centr 0 262 7 0 1 2 
Diat-chaet 13 6 627 2 23 0 
Diatom 0 0 5 120 0 0 
Diatomcolo 0 1 10 3 609 0 
Pteropod 0 0 0 0 0 39 
7.3.4 Comparison of the L VQ training methods 
Figure 7.5 compares a traditional serial training LVQ method to the new parallel algo-
rithm described in Section 3.3.2. The three lines show the progJ;~s~o,n pf classification 
" 
accuracy with increasing numbers of training epochs using three training methods. The 
dashed line represents the traditional training method with all neurons initialized with the 
mean value of the training samples; the dotted line shows the traditional training method 
with the statistical initial condition; the solid line gives the result of the new parallel train-
ing method. The new method reaches 98% training accuracy within 100 epochs, while the 
traditional methods achieve 95% accuracy using nearly 10,000 epochs. 
Figure 7.6 compares the traditional method with the new parallel training method 
using scatter plots of the first two dimensions of the feature vectors and their correspond-
ing neuron weight vectors at several training stages. The "+" markers represent the six 
classes of training samples and the 'o' markers represent the competitive layer neurons. As 
the training progresses, the neuron weight vectors gradually start to match the topology of 
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Figure 7.5: Comparison of the three training methods. The dashed line represents the 
classification accuracy progression with training epochs using the traditional training 
method and the mean value initial condition. The dotted line is for the traditional training 
method with the statistical initial condition. The solid line is the result of the new parallel 
training method. The epoch numbers on the horizontal axis for the two traditional training 
methods should be multiplied by 120. 
the feature vector space. Comparing Figure 7.6 (a) and (b), we see that the new method 
apparently maps the density of the feature vector space much better and more quickly. 
7.4 Conclusions 
Among the three individual feature types, the granulometry vector contains more 
information than conventional shape descriptors and is much more insensitive to occlu-
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Figure 7.6: Comparison of the traditional and the new parallel training methods using 
scatter plots of the first two feature dimensions and their corresponding neuron weights 
vector at several training stages. The "+" markers represent the six classes of training sam-· 
pies and the 'o' markers represent the hidden layer neurons. 
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sion, body motion, and projection direction variation. By directly using the granulometry 
feature curves, we preserve all the textural and shape information in the vector. 
The experimental results demonstrate that the combined feature vector is better than 
. any single feature type, which again validates the multi-view analysis approach. Together 
with the improved LVQ classifier, 95% classification accuracy is achieved. 
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Chapter 8 
Conclusions and future work 
The goal of this thesis is to construct an efficient texture classification system by 
addressing the three main system components: texture transformation, feature extraction 
and selection, and classifier design. My main focus has been on developing algorithms to 
extract the maximum texture information available. In Section 8.1, I summarize what has 
been discovered and established. 
A successful research project will not only conclude many leads, but also open many 
new doors for future work. In the second section of this chapter, I point out some things I 
consider worthy of further exploration. 
8.1 Summary of major contributions 
I have developed new algorithms for each of the three major components of the texture 
classification system depicted in Figure 1.1. 
Texture transformation 
I first give an extensive review of existing texture analysis methods. Based on my 
understanding of these methods, I conduct a unique theoretical study of the interrelations 
of 11 types of statistical texture analysis approaches and unify them into three major cate-
gories: the spatial domain method, the micro-structural method, and the frequency multi-
channel method. Within each category, I identify a method that extracts texture informa-
tion nearly a superset of other methods in that category. These are the co-occurrence 
method, the run-length method, and the Fourier spectrum method. 
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Feature extraction and selection 
After choosing a transform for texture representation or description, the next step is to 
make it a more concise description that the classifier can use directly. I have developed a 
novel approach using the principle component analysis technique directly on the transform 
matrix to extract dominant texture features. This guarantees that all texture information in 
the matrix is optimally preserved in a small number of features. The approach is made 
possible by the introduction of a novel multi-level dominant eigenvector estimation algo-
rithm, which reduces the computational complexity of the standard KLT by several orders 
of magnitude. The Bhattacharyya distance measure is then used to rank the KLT extracted 
features according to their discriminatory power. 
To fully utilize the power of a wave!et packet transform, I use the feature selection 
algorithm described fa~JI~ to combine iand select frequency-channel features that give 
improved classification performance. The Fourier transform is then considered as one of 
the highest level of multi-channel decomposition, and the MDEE algorithm is used to 
extract texture features directly from the Fourier spectrum matrix. For the first time, I 
demonstrate that the Fourier transform spectrum features generate better results than the 
more complicated wavelet method. 
I then compare the new dominant spectrum features (DSM) with the traditional power 
spectrum method, and show that using appropriate feature extraction algorithms the dis-
crimination power of the Fourier transform features can be significantly improved. 
The novel dominant run-length method (DRM) also demonstrates that, by using the 
new MDEE algorithm and the Bhattacharyya distance measure for texture feature extrac-
tion from the run-length matrices directly, much of the run-length texture information is 
preserved. Perfect classification is achieved on the eight Brodatz textures using DRM, 
compared to the upper 80% accuracy of the conventional run-length features traditionally 
considered least efficient. Based on the observation that most texture information is con-
tained in the first few columns of the run-length matrix, especially the first column of the 
run-length matrix, I develop a new, fast, parallel run-length matrix computation scheme. 
Next, I extend the multi-level dominant eigenfeature analysis approach one level fur-
ther to a multi-view texture analysis approach. Using the same MDEE algorithm, I com-
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bine the feature vectors extracted from several different transform matrices-including the 
Fourier transform matrix, the run-length matrices, and the co-occurrence matrices-to 
form a more complete description of texture images. Although similar to many previous 
studies using combined texture feature vectors, this approach is a logical extension of the 
MDEE algorithm. A 99.6% classification accuracy on the 16 Vistex images is achieved 
with the combined feature vector. 
Finally, the multi-view texture analysis approach is applied to an object recognition 
application. For object recognition, the viewing points do not have to be from various tex-
ture transformations, they can be any descriptions of the object. The multi-view analysis 
· method can then be used to combine the description features to form a more complete rep-
resentation of the object. Again, I use the name "multi-view" not to present a significantly 
new algorithm but to demonstrate another logical extension of the MDEE analysis strat-
egy. 
A successful application of this approach to underwater plankton image recognition is 
then presented. I integrate such popular shape descriptors as moment invariants and Fou-
rier boundary descriptors with the granulometric texture features to compose a very effec-
tive feature vector for the plankton images. 
Classifier design. 
In most texture classification experiments, a simple statisticS Gaussian classifier is 
" 
used. The plankton object recognition experiments use a Learning Vector Quantization 
(LVQ) neural-net classifier to achieve superior performance on the highly non-uniform 
plankton database. By introducing a new parallel LVQ learning scheme and a statistical 
initial condition, the speed of network training is dramatically increased. Experiments 
show a 95% classification accuracy on six plankton taxa taken from nearly 2,000 images. 
This result is comparable with what a trained biologist can accomplish by traditional man-
ual techniques, making possible for the first time a fully automated, at-sea approach to 
real-time mapping of plankton populations. 
143 
8.2 Future research directions 
RefineMDEE 
In my thesis experiments I use a simple uniform grouping of the large feature vector 
and select the same number of large eigenvalue features in each group. In fact, there are 
several ways to improve the grouping process. 
We can perform non-uniform grouping to keep high-SNR vector sections in one larger 
sub-vector, while breaking the low-SNR vector section into smaller pieces. In most situa-
tions the low-SNR section of the texture matrix is much longer in length, for example, the 
high-frequency section of the ~pectrum matrix. 
When deciding how many dominant ~igenvalues in each group to keep for the next 
. I 
level computation ;..erdarllf;reset certain energy thresholds-for example, keeping 95% of 
the energy in important groups and 60% in noisier groups-then use those energy thresh-
olds to decide the number of eigenvalues to keep in each group. We can also compute the 
energy in the cross-covariance matrices (discarded in the first step computation). If it is 
above a certain level, we can reset the number of discarded eigenvalues to a smaller num-
ber. 
I did not implement any of the above techniques because the current algorithm has 
been working very well for our applications so far, but these modifications may benefit 
other applications. The MDEE can certainly be applied to several other pattern recognition 
research areas, such as face recognition, optical character recognition, and medical image 
analysis. 
Transform texture segmentation 
Although I showed that the Fourier transform features give better texture classification 
performance than the wavelet features, wavelets may be more appropriate for texture 
image segmentation. Texture segmentation is usually much more involved than classifica-
tion, since boundaries between two classes of textures are difficult to characterize. A 
major concern for segmentation is the size of the spatial window over which the texture 
features are extracted. For classification, the choice is mainly a trade-off between compu-
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tation and performance. In the context of segmentation there is also the constraint of 
boundary localization, since the ambiguity of the boundary location increases with win-
dow size. 
We may also use different window sizes for different frequency channels. Figure 8.1 
shows the wavelet space-frequency tiling for texture segmentation. For low frequency 
channels, a large window size is needed to capture the distinct frequency signature of dif-
ference texture classes; for high frequency channels, a small neighborhood window is suf-
ficient. In comparison, Figure 8.2 shows the space-frequency tiling of a regular block 
processing method using the Fourier transform. It is similar to the texture classification 
problem, where each sample image size is fixed. The uniform window size for all fre-
quency channels introduces more segmentation boundary ambiguities. 
f 
X 
Figure 8.1: Wavelet transform segmentation. 
A drawback for wavelet space-frequency tiling is its emphasis on lower frequency 
channels, even though the most significant information in many textured images often 
appears in the middle-frequency channels. A more efficient technique, better suited to tex-
tures with different energy distributions among frequency channels, is the wavelet packet 
transform. As demonstrated in Figure 8.3, the channel selection and window size selection 
are considered simultaneously. 
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~ l ~il"ure 8.2: Fouri~~ transform segmentation. 
f 
X 
Figure 8.3: Wavelet packet transform segmentation. 
More features and better classifiers for plankton research 
With the VPR and the pattern classification system developed in this thesis, the real-
time automatic sorting of plankton into taxonomic categories becomes possible for the 
first time. This will allow rapid acquisition of size-dependent taxonomic data over a range 
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of scales in a dynamic oceanographic environment and provide new insights into the bio-
logical and physical processes controlling plankton populations [28]. 
To achieve this goal, though, much work remains. First, biologists are interested in 
classifying many more plankton species than are tested in this thesis, many of which are 
quite similar. To maintain a high degree of classification accuracy, we must develop more 
distinct pattern features. A hierarchical classification system may also be necessary to 
classify major species and sub-species in several steps. We also intend to integrate the 
classification algorithms with the current VPR processing system to carry out real-time 
taxonomic identification at sea. 
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Appendix A 
Power spectrum features 
Let P(u, v) be the power spectrum and let 
( ) P(u, v) p u, v = L P(u, v) 
u, v;t:O 
be the normalized power spectrum. The 20 frequency domain features are defined as 
1) Energy in the major peak: 
where ( u 1, v 1 ) is the position of the maximum peak of P( u, v) in the frequency domain. 
2) Laplacian of the major peak: 
3) Spread of the major peak. 
f3 = number of adjacent neighbors of (u I> v 1) 
P(u1, v1) 
with P(u, v) ~ 
2 
, 
4) Squared major-peak frequency: 
j 4 = u[+ v[, 
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5) Isotropy of the power spectrum: 
where 
au = LLu2p(u, v)' 
u v 
av = LLv2p(u, v), 
u v 
• ( / b.f/t 
Krrc 
auv = I:Luvp(u, v). 
u v 
6) Major peak horizontal frequency: 
7) Major peak vertical frequency: 
8) Secondary peak horizontal frequency: 
9) Secondary peak vertical frequency: 
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10) Squared distance between major and secondary peak: 
where (u2,v2) is the position of the secondary maximum peak of P(u, v) in the frequency 
domain. 
11) Moment of inertia in quadrant 1: 
fu = L :L<u2+v2)112p(u,v), 
u>Ov>O 
12) Moment of inertia in quadrant II: 
13) Moment ratio: 
f l2 = L L (u2 + v2)ll2p(u, v)' 
u<Ov>O 
ft2 
ft3 = -, fn 
14) Percentage of energy in quadrant 1: 
ft4 = L L p(u, v), 
u>Ov>O 
15) Percentage of energy in quadrant II: 
ft5 = L L p(u, v), 
u<Ov>O 
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16) Ratio of nonzero components in quadrant I and IT: 
where n; is the number of nonzero frequency components in quadrant i. 
17) Relative entropy, Rl: 
where 
!11 = [- L p 1(u,v)logp 1(u,v)]llogK 1 , 
u, VE Rl 
• (! kfl' 
It~( 
Pi = P(u, v)l L P(u, v), i = 1, 2, 3, 4, 
U,VE R; 
Ki is the number of distinct frequencies in Ri, 
{ [
(i-1) i J Ri = u, vi - 4-um <lui < 4um 
and um, vm are maximum frequency components for the local spectrum. 
18) Relative entropy, R2: 
f 18 = [- L p2(u, v)logp2(u, v)J/logK2 , 
u, VE R2 
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19) Relative entropy, R3: 
/ 19 = [- L p3(u, v)logp3(u, v)]/IogK3 , 
u, VE R3 
20) Relative entropy, R4: 
f 20 = [- L p4(u, v)Iogp4(u, v)]/logK4 • 
u, v E R4 
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