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A major challenge in developing quantum computing technologies is to accomplish high precision
tasks by utilizing multiplex optimization approaches, on both the physical system and algorithm lev-
els. Loss functions assessing the overall performance of quantum circuits can provide the foundation
for many optimization techniques. In this paper, we use the quadratic error loss and the final-state
fidelity loss to characterize quantum circuits. We find that the distribution of computation error is
approximately Gaussian, which in turn justifies the quadratic error loss. It is shown that these loss
functions can be efficiently evaluated in a scalable way by sampling from Clifford-dominated cir-
cuits. We demonstrate the results by numerically simulating ten-qubit noisy quantum circuits with
various error models as well as executing four-qubit circuits with up to ten layers of two-qubit gates
on a superconducting quantum processor. Our results pave the way towards the optimization-based
quantum device and algorithm design in the intermediate-scale quantum regime.
I. INTRODUCTION
In quantum computation, errors caused by decoher-
ence and imperfect controls form the main obstacle to
meaningful applications, such as solving integer factor-
ization and quantum chemistry problems [1–4]. Evaluat-
ing the error severity in quantum computation is essen-
tial for improving the design of device [5–7], optimizing
control parameters [8], and minimizing errors with mit-
igation protocols [9–11]. Various schemes of quantum
system characterization have been developed. Random-
ized benchmarking [12–21] and quantum process tomog-
raphy (QPT) [22–27] can measure the average gate fi-
delity and full information of a noisy quantum channel,
respectively. These two methods are efficient in systems
with a few qubits. Cross-entropy benchmarking is used
to verify a multi-qubit system but cannot be directly ap-
plied to quantum-supremacy circuits that are unsimulat-
able on classical computers [28, 29]. We can infer the per-
formance of a large system by dividing it into tractable
subsystems and characterizing each subsystem individu-
ally [11, 29–33]. However, this approach only works when
the crosstalk is insignificant. The temporal correlation of
noise is another factor that usually limits the effective-
ness of characterization techniques [27, 34–40].
Many quantum algorithms utilize multi-qubit and deep
quantum circuits. Even for variational quantum com-
putation, which is promising for near-term applications,
we need to implement hundreds of gates on tens of
qubits [41–45]. In this paper, we propose an intuitive
method that can efficiently characterize large quantum
circuits, in the presence of both spatial and temporal er-
ror correlations. The resource cost of our method scales
polynomially with the circuit size.
We take the quadratic loss function of computation
error [46] as the measure of error severity, which is
LR(F ) ≡ 1|R|
∑
R∈R
Error(F ,R)2. (1)
Here Error(F ,R) ≡ com(F ,R) − comef(F ,R) is the
computation error, com(F ,R) and comef(F ,R) are re-
spectively results (means of an observable) in the ac-
tual noisy computation and error-free computation, and
(F ,R) specifies a quantum circuit. This loss function
characterizes errors in a set of circuits with the same
frame operations F as shown in Fig. 1(a): Frame opera-
tions include the qubit initialization, measurement and
multi-qubit entangling gates (e.g. controlled-NOT and
controlled-phase gates), which are usually error-prone
compared with single-qubit gates. We focus on the case
that entangling gates are all Clifford. Single-qubit gates
denoted by R are different in the set of circuits. R is
the set of single-qubit gate configurations. When R = U,
single-qubit gates can be any unitary transformations,
and the summation should be taken as integration with
respect to Haar measure; when R = C, single-qubit gates
are all Clifford. Taking single-qubit gates as variables
is a natural way to construct ansatz circuits in varia-
tional quantum algorithms [3, 47, 48]. Loss functions in
this form can be used to determine parameters in the
learning-based quantum error mitigation [46, 49, 50].
In this paper, we demonstrate that the quadratic er-
ror loss LU(F ) (i.e. R = U) is a good objective function
and can be efficiently evaluated when the circuit is large.
By sampling random circuits, we study the statistics of
Error(F ,R) in experiments on a quantum device with
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FIG. 1. (a) A quantum circuit. The circuit (F ,R) consists of
frame operations F and single-qubit unitary gates R. Single-
qubit gates are the green dashed squares, and all other oper-
ations are frame operations. In the random circuit sampling
for evaluating LR(F ), frame operations are always the same,
but we alter single-qubit gates to different configurations. (b)
The noise model. The system (Sys.) formed by qubits and the
environment (Env.) are initialized in the state ρi. Following
the initialization, there is a sequence of completely-positive
maps applied. The map Mτ describes the evolution applied
at the time τ to realize a layer (column) of quantum gates,
which actually acts on the system and environment because
of imperfections. Finally, we implement the measurement on
each qubit. The operator of observable is Ef , which acts on
both the system and environment because of imperfections.
four superconducting qubits and numerical simulations
with up to ten qubits using various error models. We
find that the error distribution is approximately Gaus-
sian with zero mean when general unitary circuits are
uniformly sampled from R ∈ U according to Haar mea-
sure, i.e. LU(F ) is the only value that we need for char-
acterizing the error statistics [51]. Computing the error-
free result comef(F ,R) is impractical for large general
unitary circuits but efficient for Clifford circuits, accord-
ing to the Gottesman-Knill theorem [1, 52]. We prove
LU(F ) = LC(F ), i.e. we can obtain LU(F ) by only sam-
pling Clifford circuits, under the assumption that errors
in single-qubit gates are gate-independent. Note that we
do not need any assumptions on frame-operation errors.
The equivalence between error losses of unitary sampling
and Clifford sampling is verified in both experiments and
numerical simulations.
II. FIDELITY LOSS AND HYBRID SAMPLING
In addition to the quadratic error loss, the final-state
fidelity loss EU(F ) can also be efficiently evaluated us-
ing Clifford sampling. The fidelity loss reads (see Ap-
pendix C)
ER(F ) ≡ 1|R|
∑
R∈R
[1− Fidelity(F ,R)]. (2)
The fidelity loss measures the overall quality of final
states, compared with the quadratic error loss defined
for specific computation tasks (observables).
In the fully-Clifford sampling, we assume single-qubit-
gate errors are gate-independent. The weak gate depen-
dence can be accounted for by hybridizing Clifford cir-
cuits with a few general unitary single-qubit gates. We
remark that Clifford-dominated circuits can be efficiently
simulated using classical computer [53]. The fidelity loss
and hybrid sampling are studied analytically and numer-
ically in Appendix C and D. In the following, we focus
on the quadratic error loss and fully-Clifford sampling.
III. FORMALISM AND CLIFFORD SAMPLING
In a quantum circuit, we can draw gates applied in
parallel in the same layer (column), see Fig. 1(a). For
example, the gray box is the fourth layer, which contains
a T gate and a controlled-phase gate. When gates are
error-free, the overall map of the fourth layer is Mef4 =
[T ⊗ΛZ ⊗ I], where [U ](ρ) = UρU†, and I is the identity
operator of a qubit. The gates are realized through time
evolution. Because of the noise, the actual time evolu-
tion leads to a different mapM4, which acts on not only
qubits but also the environment. This is a general formal-
ism of errors in the quantum computation, including both
spatial and temporal correlations. The temporal corre-
lation is caused by the environment. According to this
formalism, we can express the actual computation result
with error as com(F ,R) = Tr[EfMN · · ·M2M1(ρi)] for
an N -layer circuit [see Fig. 1(b)]. Here, ρi, Ef and Mτ
depend on F and R (Temporal correlations can cause
the dependence). Qubits are measured in the computa-
tional basis, and the outcome is a binary vector µ. The
corresponding measurement operator is Eµ. We consider
the case that the computation result is the mean of a real
function f(µ), then Ef =
∑
µ f(µ)Eµ.
We can express the error-free map Mefτ as a product
of frame gates Gefτ and single-qubit gates Refτ , i.e.Mefτ =
Gefτ Refτ . For example, we have Gef4 = [I ⊗ ΛZ ⊗ I] and
Ref4 = [T ⊗ I⊗3]. The actual map can always be ex-
pressed in the form Mτ = Jτ
(Refτ ⊗ [1 E])Kτ . Here,
1 E is the identity operator of the environment, and Jτ
and Kτ are maps on both the system and environment.
Mτ in this form is a linear map for matrix entries of
Refτ . Therefore, we have the tensor form of the quan-
tum computation com(F ,R) = Tr[(R ⊗ R∗)F ], where
R is the tensor product of error-free single-qubit gates
[e.g. R = H⊗3 ⊗ T ⊗ RZ(θ) ⊗ · · · in Fig. 1(a), in which
gates are listed from top to bottom then left to right],
and F is a tensor describing the effect of frame oper-
ations (see Appendix A). Errors are single-qubit-gate-
independent (i.e. R-independent) if ρi, Ef , Jτ and Kτ
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FIG. 2. Numerical results. (a) The unitary sampling of
Error(F ,R). The red curve denotes the Gaussian distribu-
tion N (0, LU). (b) The Clifford sampling of Error(F ,R). A
ten-qubit circuit with a hundred two-qubit gates is used to
compute the mean of a Pauli operator.
(for all τ) are constants. Then Error(F ,R)2 is a homo-
geneous polynomial of degree 2 in both matrix elements
of single-qubit gates and their Hermitian conjugates. The
Clifford group is a unitary 2-design [14, 54, 55], and there-
fore LU(F ) = LC(F ). We remark that, not only the
second- but also the first- and third-order moments of
the error distribution in unitary sampling can be eval-
uated using the Clifford sampling, because the Clifford
group is also a 1-design and 3-design [56, 57].
In the Clifford sampling, we uniformly sample each
single-qubit gate in the circuit from the Clifford group.
We compute the error loss using the Monte Carlo sum-
mation method. There are two approaches. In the mean-
value approach, we run each random circuit for multiple
times on the actual quantum computer and in the sim-
ulation on a classical computer to estimate com(F ,R)
and comef(F ,R), respectively. Then, we can compute
the error loss directly according to its definition. This
approach is used in our experiments and numerical simu-
lations. In the single-run approach, each random circuit
only runs for once or twice. Then, the variance (due to
finite sampling) of the LC(F ) estimator is upper bounded
by 4‖Ef‖4/Ns, and 4Ns circuit runs are implemented on
both quantum and classical computers (see Appendix B).
Our method is scalable since the variance is independent
of the circuit depth and the number of qubits.
IV. NUMERICAL RESULTS
We implement numerical simulations of quantum cir-
cuits using the library QuESTlink [58, 59] for various
error models, frame operation configurations and up to
ten qubits. Error models include the depolarizing, de-
phasing, amplitude damping, correlated coherent, gate-
dependent depolarizing, composite and experimentally-
measured models. Here, we only show the results of ten
qubits with the depolarizing model and a specific frame
operation configuration. See Appendix E for details and
results of other error models.
In Fig. 2(a), we plot the distribution of Error(F ,R) in
the unitary sampling, and we can find that the distribu-
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FIG. 3. Experiment setup. (a) Diagram of the supercon-
ducting qubit device. We use four Xmon qubits in the experi-
ment. All of them are coupled to a central bus resonator. (b)
A single-qubit gate is realized using a Rxy gate followed by a
Rz gate. The Rxy gate has two parameters θxy and φxy, which
are controlled by the amplitude and phase of XY pulse (red).
The pulse length is 40 ns. The Rz gate has only one parameter
θz, which is controlled by the amplitude of the Z pulse (blue),
whose length is 10 ns. (c) A two-qubit gate Uphase is gener-
ated by tuning two qubits into near resonance (long square
Z pulse in blue) with sinusoidal microwave driving field (red)
being applied on each qubit dynamically. A short Z pulse be-
fore the long Z pulse is applied on one of the qubits to align
the x-axes of their Bloch spheres. We note that the driving
field (Ωi on the qubit Qi) is different in Uphase gates on differ-
ent qubits. The length of Uphase is around 300 ns. Phases of
driving fields are inverted at the middle of the gate. (d) The
quantum circuit used to demonstrate the Clifford sampling,
in which we fix two-qubit gates and left single-qubit gates as
variables.
tion is approximately Gaussian. This conclusion holds in
all our numerical simulations and experiments, for vari-
ous circuit sizes, error models and frame operation con-
figurations. See Appendix E for a comparison between
moments of Error(F ,R) and the Gaussian distribution.
The error distribution is non-Gaussian in the Clifford
sampling, as shown in Fig. 2(b). In all simple error mod-
els (i.e. depolarizing, dephasing, amplitude damping, and
coherent models), the distribution is discretized and con-
centrated at several values of the error, and most of the
probability is concentrated at zero. We can understand
this result as follows [46]. For Clifford circuits, if the
observable to be measured Ef is a Pauli operator as in
our case, comef(F ,R) takes three values 0 or ±1. For
most of the cases, comef(F ,R) = 0, and we always have
com(F ,R) = 0 if errors are Pauli, i.e. Error(F ,R) = 0.
Therefore, for Pauli and Pauli-like errors, many Clifford
circuits are error-insensitive. We can improve the effi-
ciency of evaluating LC(F ) using the importance sam-
pling by selecting error-sensitive Clifford circuits.
4V. EXPERIMENTAL RESULTS
To demonstrate the feasibility and usefulness of Clif-
ford sampling in an actual quantum computer, we im-
plement it on a superconducting quantum device, which
is illustrated in Fig. 3(a). Four frequency-tunable Xmon
qubits (Q1 ∼ Q4) are coupled to a central bus resonator,
which mediates the effective interaction between qubits
for implementing two-qubit gates. For every single-qubit
gate R ∈ U(2), we can decompose it into two exper-
imentally feasible gates R = eiαRz(θz)Rxy(θxy, φxy), as
shown in Fig. 3(b), where α, θz, θxy and φxy are real num-
bers. For two-qubit gates, we use the Clifford dressed-
state gate Uphase, which is essentially the controlled-
phase gate but in the X basis [see Fig. 3(c)] [60]. We can
implement the gate Uphase between any pair of qubits,
therefore we have six gate setups for four qubits. See
Appendix F for device parameters and detailed imple-
mentation of gates.
Before applying Clifford sampling, we benchmarked fi-
delities of single-qubit gates and two-qubit gates. Fi-
delities of six Uphase setups measured using QPT are
95% ∼ 97%. In some circuits, two Uphase are applied in
parallel. Because of crosstalk, gate fidelities are changed
slightly in parallel operations. We use randomized bench-
marking to measure gate fidelities of Rxy and Rz, which
is implemented on each qubit individually as well as si-
multaneously on all qubits. Both approaches yield no
less than 99.3% fidelities for X, Y , X/2 and Z gates.
The average error rate of single-qubit gates is at least an
order of magnitude lower than two-qubit gates, thus we
can safely infer that most of the noise is introduced by
Uphase. The gate performance can be improved by op-
timization based on Clifford sampling. See Appendix F
for benchmarking and optimization data.
We use the circuit in Fig. 3(d) as an example to imple-
ment the Clifford sampling. The observable to be mea-
sured is the probability of Q1 being in |0〉, i.e. Ef =
|0〉〈0|1 = (I1 + Z1)/2. Given a specific circuit (F ,R),
we run the circuit for 1000 times in order to estimate the
probability in |0〉. The probability obtained in the exper-
iment is P exp0 , and its error-free value computed using the
classical computer is P ef0 . We note that P
exp
0 has been
corrected for readout errors (see Appendix F). Then, the
computation error is Error = P exp0 − P ef0 .
Both unitary sampling and Clifford sampling are im-
plemented in the experiment. For each case, 20000 ran-
dom configurations of single-qubit gates R are gener-
ated. In the unitary sampling, the error distribution is
Gaussian as shown in Fig. 4(a), the same as in numeri-
cal simulations. However, in the Clifford sampling, the
error distribution is continuous as shown in Fig. 4(b),
which is obviously different from the numerical results
of simple error models. In Appendix E, we give nu-
merical results of a composite error model (a combina-
tion of coherent and amplitude damping errors) and the
experimentally-measured model (from QPT). The error
distribution in Clifford sampling for these two models are
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FIG. 4. Experimental results. (a) The unitary sampling of
Error(F ,R). The red curve denotes the Gaussian distribu-
tion N (0, LU). (b) The Clifford sampling of Error(F ,R). (c)
Moments of two sampling approaches. µn = E[Errorn] is the
nth-order moment, and µGn is the moment of N (0, LU). The
quantum circuit used to generate data in (a), (b) and (c) is in
Fig. 3(d). (d) Error losses of unitary sampling versus Clifford
sampling for 50 randomly generated frame operation configu-
rations with one to ten layers of two-qubit gates. Each layer
has one or two Uphase gates. When only one gate is applied,
we protect the other two qubits from dephasing by applying
dynamically drive fields [60]. The observable is |0〉〈0| for one
of four qubits. See Appendix F for details. The error bar
denotes the standard deviation due to finite sampling.
continuous and in qualitative agreement with the exper-
imental result. We plot moments up to the 14th-order in
Fig. 4(c): Moments of the unitary sampling are consis-
tent with the Gaussian distribution, and moments of the
Clifford sampling converge more slowly than Gaussian.
Although two distributions are different, their 2nd-order
moments, i.e. the loss function values LU = 0.0037(2±4)
and LC = 0.0037(6±5), are the same up to the sampling
noise.
In addition to the circuit in Fig. 3(d), we implemented
the experiment for 50 randomly generated frame opera-
tion configurations F . The error loss (LU or LC) is esti-
mated by sampling 500 single-qubit gate configurations
R for each frame operation configuration. The result is
plotted in Fig. 4(d). Almost all data points are within 2σ
from the diagonal line, which represents LU = LC. R-
dependent errors can cause the difference between two
error losses (which is observed in numerical simulations
of the gate-dependent error model), however, this effect
is not significant in the experimental result.
VI. DISCUSSION
We propose to characterize quantum circuits executed
on a noisy device by evaluating the quadratic error loss
5and fidelity loss using the Clifford sampling method. In
these two loss functions, all the temporal and spatial cor-
relations are automatically taken into account by treat-
ing the entire circuit as a whole. We demonstrate the
Clifford sampling method with both numerical simula-
tions and experiments on a superconducting device. We
prove that fully-Clifford sampling is sufficient as long as
the noise is independent of single-qubit gates. Weak gate
dependence can be tackled using hybrid sampling. Ex-
perimental results do not show the significant effect of
gate dependence. We observe a continuous distribution of
the computation error in Clifford sampling in the exper-
iment, whereas some simple error models such as Pauli
error models predict a discretized distribution. This re-
sult suggests that these models cannot correctly describe
the noise in our experiment. One can verify an error
model and determine its parameters by constructing loss
functions to compare the actual device with the error
model.
In addition to characterizing quantum circuits, our
method can find application in optimizing their perfor-
mance. We experimentally implemented the optimiza-
tion of a Rabi frequency driving two-qubit gates in a set
of four-qubit four-depth circuits. The error losses de-
crease by more than 10% by using Clifford sampling (see
Appendix F). In the single-run approach, the sampling
cost does not scale with the circuit size. Therefore, our
method is promising in the multi-parameter optimiza-
tion for large-scale quantum circuits. Other than opti-
mizing parameters, our method can provide ground for
choosing circuits. The circuit for a computation task
may not be unique. Given a noisy quantum device, one
can select a working circuit among theoretically equiv-
alent circuits based on our loss functions. A similar
idea was proposed in Ref. [50]. Compared to assess-
ing the general performance of the device, our scheme is
more application-oriented, i.e. each characterization ex-
periment reflects the likelihood that the device performs
well in solving a particular problem. Consequently, the
optimization based on our characterization is tailored for
specific problems and corresponding circuits.
ACKNOWLEDGMENTS
We thank Wuxing Liu and Xu Zhang for discussions
and technical support. YC thanks Tzu-Chieh Wei and
Jason P. Kestner for insightful discussions. We are grate-
ful to the authors of QuESTlink for making their package
public. We acknowledge the support of the National Nat-
ural Science Foundation of China (No. 11725419 and No.
11875050), the National Key Research and Development
Program of China (Grants No. 2017YFA0304300, No.
2019YFA0308100), the Zhejiang Province Key Research
and Development Program (Grant No. 2020C01019) and
the Basic Research Funding of Zhejiang University. YC
is supported by the National Science Foundation (Grant
No. PHY 1915165) and BNL LDRD #19-002. DYQ and
YL are also supported by NSAF (Grant No. U1930403).
Appendix A: Tensor representation of quantum
circuits
Let R = (R1, R2, . . . , RNR) be the list of single-qubit
gates, where Ri ∈ U(2) is a single-qubit unitary gate.
The ith single-qubit gate is applied on the lith qubit in
the tith layer. The overall map of error-free single-qubit
gates in the τth layer isRefτ = [Rτ,1]⊗[Rτ,2]⊗· · ·⊗[Rτ,n],
where n is the number of qubits, and Rτ,m is the single-
qubit gate on the mth qubit in the τth column, which
is either one of Ri’s in R or identity. We have Rτ,m =∏NR
i=1R
δτ,tiδm,li
i . The tensor product of all single-qubit
gates is R = R1 ⊗R2 ⊗ · · · ⊗RNR .
We express the quantum computation result as
com(F ,R) = Tr[EfMN · · ·M2M1(ρi)]. (A1)
We can always write the τth-column map as Mτ =
Jτ
(Refτ ⊗ [1 E])Kτ . Because Refτ is invertible, we can
take Kτ = I, which is the identity map, and Jτ =
Mτ
(
(Refτ )−1 ⊗ [1 E]
)
. Then, we have
com(F ; [R1], [R2], . . . , [RNR ])
= Tr[EfJNRefNKN · · · J2Ref2 K2J1Ref1 K1(ρi)], (A2)
in which we have replaced R with ([R1], [R2], . . . , [RNR ]),
and they are equivalent.
A single-qubit map can be decomposed as
[Ri] =
∑
a,b,c,d=0,1
Ri;a,bR
∗
i;c,dBc,da,b, (A3)
where Ri =
∑
a,b=0,1Ri;a,b|a〉〈b|i is a single-qubit uni-
tary operator, and Bc,da,b(•) = |a〉〈b| • |d〉〈c| is the natural
basis of single-qubit maps. Because of the linearity of
com(F ; [R1], [R2], . . . , [RNR ]), we have
com(F ; [R1], [R2], . . . , [RNR ])
=
∑
a,b,c,d
(
NR∏
i=1
Ri;ai,biR
∗
i;ci,di
)
F c,da,b , (A4)
where
F c,da,b = com(F ;Bc1,d1a1,b1 ,B
c2,d2
a2,b2
, . . . ,BcNR ,dNRaNR ,bNR ). (A5)
Here, a = (a1, a2, . . . , aNR), b = (b1, b2, . . . , bNR), c =
(c1, c2, . . . , cNR) and d = (d1, d2, . . . , dNR) are binary vec-
tors. Taking
F =
∑
a,b,c,d
F c,da,b |b,d〉〈a, c|, (A6)
we have
com(F ; [R1], [R2], . . . , [RNR ]) = Tr[(R⊗R
∗)F ],(A7)
where
R⊗R∗ =
∑
a,b,c,d
(
NR∏
i=1
Ri;ai,biR
∗
i;ci,di
)
|a, c〉〈b,d|.(A8)
6Appendix B: Monte Carlo method
Let f be the measurement outcome of the quan-
tum circuit specified by (F ,R), and its distribution is
Pro(f |F ,R). Then, the computing result, i.e. the mean
value of f , reads
com(F ,R) =
∑
f
Pro(f |F ,R)f. (B1)
Similarly, the error-free computing result can be ex-
pressed as
comef(F ,R) =
∑
f
Proef(f |F ,R)f. (B2)
In the Monte Carlo summation, the distribution
Pro(f |F ,R) is realized using the actual quantum
computer, and all other distributions, including
Proef(f |F ,R), are realized on the classical computer.
We express the loss function as
LC(F ) =
1
|C|
∑
R,f,f ′
[Pro(f |F ,R)Pro(f ′|F ,R)ff ′
−2Pro(f |F ,R)Proef(f ′|F ,R)ff ′
+Proef(f |F ,R)Proef(f ′|F ,R)ff ′]. (B3)
To compute the first term, we generate Ns indepen-
dent and identically distributed samples {(Ri, fi, f ′i)|i =
1, 2, . . . , Ns} according to the distribution
Pro(R)Pro(f |F ,R)Pro(f ′|F ,R),
where
Pro(R) = 1|C| . (B4)
The estimator of the first term is
Lˆ1 =
1
Ns
Ns∑
i=1
fif
′
i , (B5)
where fi and f ′i are two independent experimental out-
comes obtained for the i-th sampled circuit. The variance
of the estimator is
Var
(
Lˆ1
)
= 1
Ns
Var (ff ′) . (B6)
Let |f |max be the maximum value of |f(µ)|, we have
ff ′ ≤ |f |2max. Therefore,
Var
(
Lˆ1
)
≤ 1
Ns
|f |4max. (B7)
To compute the second term, we generate 2Ns indepen-
dent and identically distributed samples {(Ri, fi, f ′i)|i =
1, 2, . . . , 2Ns} according to the distribution
Pro(R)Pro(f |F ,R)Proef(f ′|F ,R).
The estimator of the second term is
Lˆ2 =
1
2Ns
2Ns∑
i=1
fif
′
i , (B8)
where fi and f ′i are one experimental outcome and one
simulated outcome for the i-th sampled circuit respec-
tively. The variance of the estimator is
Var
(
Lˆ2
)
= 12Ns
Var (ff ′) ≤ 12Ns |f |
4
max. (B9)
To compute the third term, we generate Ns indepen-
dent and identically distributed samples {(Ri, fi, f ′i)|i =
1, 2, . . . , Ns} according to the distribution
Pro(R)Proef(f |F ,R)Proef(f ′|F ,R).
The estimator of the third term is
Lˆ3 =
1
Ns
Ns∑
i=1
fif
′
i , (B10)
where fi and f ′i are two independent simulated outcomes
obtained for the i-th sampled circuit. The variance of
the estimator is
Var
(
Lˆ3
)
= 1
Ns
Var (ff ′) ≤ 1
Ns
|f |4max. (B11)
The estimator of the error loss is
LˆC = Lˆ1 − 2Lˆ2 + Lˆ3. (B12)
The variance of the estimator is
Var
(
LˆC
)
= Var
(
Lˆ1
)
+ 4Var
(
Lˆ2
)
+ Var
(
Lˆ3
)
≤ 4
Ns
|f |4max. (B13)
Appendix C: Fidelity loss
The fidelity loss function is
ER(F ) ≡ 1|R|
∑
R∈R
[1− Fidelity(F ,R)], (C1)
where for R = U the summation is understood as inte-
gration with respect to Haar measure. Given the final
state of the quantum circuit ρ(F ,R) and the error-free
final state ρef(F ,R) = |Ψ(F ,R)〉〈Ψ(F ,R)|, the fidelity
is
Fidelity(F ,R) = Tr[ρef(F ,R)ρ(F ,R)]. (C2)
Since we have
ρ(F ,R) = TrE[MN · · ·M2M1(ρi)]
= TrE[JNRefNKN · · · J2Ref2 K2J1Ref1 K1(ρi)], (C3)
ρ(F ,R) is a linear map for each Ri;ai,biR∗i;ci,di . It is the
same for ρef(F ,R). When the noise is independent of R,
7Fidelity(F ,R) is Hom(2, 2), where we adopt the nota-
tion of homogeneous polynomials from Ref. [55]. There-
fore, EU(F ) = EC(F ) and Clifford sampling is sufficient
to produce the result for unitary sampling. Compared
with the fidelity loss proposed in Ref. [46], which has a
Hom(4, 4) term, the application of ER(F ) in the learning-
based quantum error mitigation may have problem, be-
cause the error-mitigated state ρ may not be positive
semi-definite.
When the circuit is Clifford, i.e. R ∈ C, the final state
|Ψ(F ,R)〉 is a stabiliser state [52]. Suppose SF ,R is
the stabiliser group of the state |Ψ(F ,R)〉, we have (see
Ref. [46])
Fidelity(F ,R) = 12n
∑
g∈SF ,R
Tr [gρ(F ,R)] . (C4)
By measuring the group elements g, which are Pauli op-
erators with ± signs, we can evaluate the fidelity and
then the loss function using the Monte Carlo method. In
the practical implementation the measurement error may
contribute to the result, which is discussed below.
Measurement error in fidelity loss
To evaluate the fidelity, we need to measure the group
elements g, which is realized by using an additional
layer of single-qubit gates MN+1 = JN+1(RefN+1;g ⊗
[1 E])KN+1 to change the effective measurement basis and
then measuring all qubits in the Z basis. Here, RefN+1;g
depends on the element g to be measured, and JN+1 and
KN+1 are constants when errors are R-independent. We
consider the case that single-qubit gates are error-free,
i.e. MN+1 = RefN+1;g ⊗ [1 E].
For uncorrelated and balanced measurement errors,
the measurement outcome is incorrect with a probabil-
ity p, which is the same for both measurement outcome
0 and 1, and the event of measurement error is uncor-
related with other operations. Such measurement errors
can be expressed as bit-flip errors occurring before the
measurement with the probability p. Now, we introduce
the single-qubit depolarising map
N1() = (1− )[I] + 3([X] + [Y ] + [Z]). (C5)
Because phase-flip errors do not change measurement
outcomes in the Z basis, the uncorrelated and balanced
measurement errors with the probability p is equiva-
lent to applying N1(3p/2) before the measurement. Let
p1, p2, . . . , pN be measurement error rates of n qubits,
the overall measurement-error map is NM = N1(3p1/2)⊗
N1(3p2/2)⊗ · · · ⊗ N1(3pn/2)⊗ [1 E]. Then, the mean of
g measured in the experiment is actually
〈g〉actual = Tr
[
gZNMRefN+1;g (ρ(F ,R))
]
. (C6)
Here, gZ = RefN+1;g(g) is a tensor product of Z opera-
tors, which is directly measured at the end of the circuit.
The single-qubit depolarising map commutes with single-
qubit unitary maps, then
〈g〉actual = Tr
[
gZRefN+1;gNM (ρ(F ,R))
]
= Tr [gNM (ρ(F ,R))] . (C7)
Therefore, the Clifford sampling measures the fidelity in
the state NM (ρ(F ,R)), which includes the effect of mea-
surement errors. We remark that the conditions are i)
measurement errors are uncorrelated and balanced, and
ii) single-qubit-gate errors are negligible.
Appendix D: Hybrid sampling
When the noise in the circuit depends on single-qubit
gates R, Clifford sampling may become insufficient for
evaluating the loss functions LU and EU. We show that
the hybrid sampling method provides an estimator that
can tolerate weak R-dependence. Let F ef be the error-
free frame-operation tensor, then
LR =
1
|R|
∑
R∈R
Tr[(R⊗R∗)(F − F ef)]2. (D1)
For circuits with NR single-qubit gates, we can expand
F as
F = F (0) +
NR∑
i=1
F
(1)
i (Ri) + ∆F, (D2)
where F (0) is a constant, F (1)i (Ri) only depends on the
ith single-qubit gate Ri, and ∆F is small when the gate-
dependence is weak.The expansion of error loss is
LR = L(0)R + 2
NR∑
i=1
L
(1)
R;i +O(‖F (1)i ‖2, ‖∆F‖), (D3)
where
L
(0)
R =
1
|R|
∑
R∈R
W (0), (D4)
and
L
(1)
R;i =
1
|R|
∑
R∈R
W
(1)
i . (D5)
Here,
W (0) = Tr[(R⊗R∗)(F (0) − F ef)]2 (D6)
is Hom(2, 2) for all Rj , and
W
(1)
i = Tr[(R⊗R
∗)(F (0) − F ef)]
×Tr[(R⊗R∗)F (1)i (Ri)] (D7)
is Hom(2, 2) for all Rj 6=i but not for Ri. We denote the
hybrid sampling set by Hi ≡ {Rj 6=i ∈ C(2), Ri ∈ U(2)}.
Therefore, we have L(0)U = L
(0)
C = L
(0)
Hi , L
(1)
U;i = L
(1)
Hi;i and
L
(1)
Hj ;i 6=j = L
(1)
C;i.
8For the hybrid sampling Hj , we have
LHj = L
(0)
C + 2
L(1)U;j +∑
i 6=j
L
(1)
C;i

+O(‖F (1)i ‖2, ‖∆F‖). (D8)
Then, the average of hybrid sampling is
Lhybrid ≡ 1
NR
NR∑
i=1
LHi
= L(0)C + 2
1
NR
NR∑
i=1
[
(NR − 1)L(1)C;i + L(1)U;i
]
+O(‖F (1)i ‖2, ‖∆F‖). (D9)
Note that the Clifford sampling gives
LC = L(0)C + 2
NR∑
i=1
L
(1)
C;i +O(‖F (1)i ‖2, ‖∆F‖). (D10)
We finally obtain the combined estimator of the error loss
Lcombined ≡ NRLhybrid − (NR − 1)LC
= L(0)C + 2
NR∑
i=1
L
(1)
U;i +O(‖F (1)i ‖2, ‖∆F‖)
= L(0)U + 2
NR∑
i=1
L
(1)
U;i +O(‖F (1)i ‖2, ‖∆F‖)
= LU +O(‖F (1)i ‖2, ‖∆F‖). (D11)
This strategy can be readily generalized to higher orders,
where stronger and higher-order correlated gate depen-
dence can be tolerated by including more unitary single-
qubit gates in the sampled circuits. In the discussion
above we focus on the quadratic error loss function, but
the same logic applies to the fidelity loss function as well.
Simulation of hybrid circuits
To compute LHj , we need to simulate error-free cir-
cuits with one non-Clifford single-qubit gate on a classi-
cal computer, which is efficient as discussed in Ref. [53].
A straightforward approach is to decompose a general
unitary gate as a linear combination of ten linearly-
independent Clifford gates [11], i.e. [R] =
∑10
k=1 αk[Bk],
where Bk is a Clifford gate. Then, the error-free fi-
nal state is a linear combination of ten stabiliser states,
i.e. ρef =
∑10
k=1 αkρ
ef
k . Here, ρefk is the final state of
the Clifford circuit in which R is replaced with Bk, and
this circuit can be efficiently simulated using the classi-
cal computer. For the fidelity loss, we need to measure
stabiliser operators of these ten stabiliser states in order
to evaluate the fidelity in the non-stabiliser state ρef .
|0〉
|0〉
|0〉
|0〉
|0〉
|0〉
MZ
FIG. S1. Circuit used in the numerical simulation. For
a circuit of n qubits, a layer of single-qubit gates contains
one single-qubit gate on each qubit, and a layer of two-qubit
gates has n/2 controlled-phase gates (n is even). These n
qubits form a ring, i.e. the nth qubit and the first qubit
are coupled. Controlled-phase gates are applied on nearest-
neighboring qubits. After the qubit initialization, a layer of
single-qubit gates is applied. Then the circuit in the gray box
is repeated for n times, i.e. the total number of controlled-
phase gates is n2. After the nth gray box, the first qubit is
measured in the Z basis.
Appendix E: Numerical simulation
Three categories of circuits are simulated using
QuESTlink [58, 59]. The first category includes circuits
shown in Fig. S1, and we call them standard circuits.
The second category are randomly generated circuits, in
which the observable is a tensor product of Z operators
on randomly selected qubits. The third category is the
four-qubit circuit used in the experiment, see Fig. 3(d)
in the main text.
For the depolarizing, dephasing, amplitude damping,
correlated coherent and gate-dependent depolarizing er-
ror models, we implement the simulation for the standard
and randomly generated circuits with the qubit number
four, six and ten. For each error model and qubit number,
we take two different error rates. Given the error model,
qubit number and error rate, we generate the standard
circuit and three random circuits. Therefore, the total
number of circuits is 5 × 3 × 2 × 4 = 120. In the pa-
per, we only show results of the standard circuit with 10
qubits and one error rate for each error model. The com-
plete data and codes for generating them are available at
https://github.com/yzchen-phy/clifford-sampling.
For the composite error model and the experimentally-
measured error model, we only implement the simulation
for the four-qubit circuit used in the experiment. The hy-
brid sampling is demonstrated using the four-qubit stan-
dard circuit.
In all the simulations, we assume qubit initialization
and measurement are error-free. In the gate-dependent
depolarizing error model (which is used in the hybrid
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FIG. S2. Numerical results of the depolarizing error model.
sampling simulation), single-qubit gates are noisy. How-
ever, in all other error models, we assume single-qubit
gates are also error-free.
1. Depolarizing model
We introduce the noise by adding the two-qubit depo-
larizing map after each two-qubit gate. The two-qubit
depolarizing map reads
N2() = (1− )[I] + 15
∑
σ∈{I,X,Y,Z}⊗2\I⊗2
[σ]. (E1)
The numerical results of the ten-qubit standard circuit
with the error rate  = 0.002 are shown in Fig. S2 (and
Fig. 2 in the main text). Numbers of single-qubit-gate
configurations are both 10000 in unitary sampling and
Clifford sampling.
2. Dephasing model
We introduce the noise by adding the two-qubit de-
phasing map after each two-qubit gate. The two-qubit
dephasing map reads
D2() = (1− )[I] + 3
∑
σ∈{I,Z}⊗2\I⊗2
[σ]. (E2)
The numerical results of the ten-qubit standard circuit
with the error rate  = 0.002 are shown in Fig. S3. Num-
bers of single-qubit-gate configurations are both 10000 in
unitary sampling and Clifford sampling.
3. Amplitude damping model
After each two-qubit gate, we introduce the noise by
adding the one-qubit amplitude damping map on each
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FIG. S3. Numerical results of the dephasing error model.
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FIG. S4. Numerical results of the amplitude damping error
model.
qubit. The one-qubit amplitude damping map reads
A1() =
[
I + Z
2 +
√
1− I − Z2
]
+
[√

X + iY
2
]
. (E3)
The numerical results of the ten-qubit standard circuit
with the error rate  = 0.002 are shown in Fig. S4. Num-
bers of single-qubit-gate configurations are both 10000 in
unitary sampling and Clifford sampling.
4. Correlated coherent model
After each two-qubit gate, we introduce the noise by
adding the one-qubit coherent-error map [e±ipiZ ] on each
qubit. In one run of the circuit, the sign is the same
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FIG. S6. Numerical results of the gate-dependent depolariz-
ing error model.
in all coherent-error maps, which is + or − with the
probability of 1/2. The numerical results of the ten-qubit
standard circuit with the error rate  = 0.01 are shown in
Fig. S5. Numbers of single-qubit-gate configurations are
both 10000 in unitary sampling and Clifford sampling.
We can find that the high-order moments of the error
distribution slowly deviate from those of the Gaussian
distribution.
5. Gate-dependent depolarizing model
The gate-dependent error model is based on the de-
polarizing error model. In addition to two-qubit de-
polarizing maps, we also introduce single-qubit depo-
larizing maps after each single-qubit gate. We decom-
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FIG. S7. Numerical results of the composite error model.
pose each single-qubit gate as R = e−i
θ3
2 Ze−i
θ3
2 Xe−i
θ1
2 Z .
The single-qubit depolarizing map after the gate R is
N1(γ(θ1 +θ2 +θ3)/2pi). The numerical results of the ten-
qubit standard circuit with error rates  = 0.002 (two-
qubit error rate) and γ = /10 are shown in Fig. S6.
Numbers of single-qubit-gate configurations are both
10000 in unitary sampling and Clifford sampling.
6. Composite model
The composite error model consists of coherent single-
qubit rotations and the amplitude damping map. After
each two-qubit gate we introduce the single-qubit map
[e−ipiXX ][e−ipiZZ ], followed by a single-qubit amplitude
damping A1(D). We set D = 0.02 in the entire cir-
cuit while the values of X and Z are different for each
two-qubit gate and drawn from the uniform distribution
between 0 and 0.04. The noise parameters for the two
qubits in a two-qubit gate are the same. The numerical
results of the four-qubit experimental circuit are shown in
Fig. S7. Numbers of single-qubit-gate configurations are
both 10000 in unitary sampling and Clifford sampling.
7. Experimentally-measured model
We simulate the four-qubit experimental circuit with
the two-qubit gates replaced by the two-qubit maps ob-
tained in the quantum process tomography (QPT). Other
operations are assumed to be error-free. We note that
the maps from QPT are not exactly trace-preserving
and completely positive, as a result of sampling noise
and state preparation and measurement error. Because
QuESTlink validates maps, we prepared our own code
to implement the numerical simulation without requir-
ing the trace-preserving and completely positive condi-
tion. The numerical results are shown in Fig. S8. Num-
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bers of single-qubit-gate configurations are both 20000 in
unitary sampling and Clifford sampling.
8. Hybrid sampling
We implement the simulation of the gate-dependent
depolarizing model on the four-qubit standard circuit.
We take  = 0.01 (two-qubit error rate) and γ =
/10. The number of single-qubit-gate configurations in
the unitary sampling is 10000. The number of single-
qubit-gate configurations in the Clifford sampling is
10000 × 2(NR − 1)2 = 4500000. The number of single-
qubit-gate configurations in the sampling of each Hi is
10000 × 2NR = 320000. Results are shown in Fig. S9.
We can find that the combined estimator is closer to the
result of unitary sampling than fully-Clifford sampling.
Appendix F: Experimental details
1. Device parameters
The quantum device consists of 20 frequency-tunable
Xmon qubits, where four qubits labeled as Q1 ∼ Q4 are
used in this experiment to illustrate the idea of Clif-
ford sampling. Each qubit has a Z line for tuning the
qubit frequency, an XY line for exciting the qubit and a
readout resonator coupled to a common readout line for
the qubit-state measurement. With regard to connec-
tivity, each qubit is capacitively coupled to the central
bus resonator B, which has a fixed resonance frequency
of ωB/2pi ≈ 5.248 GHz, with the coupling strength (gj)
listed in Tab. S1. In the experiment, Q1 ∼ Q4 are initial-
ized in the ground state |0〉 at their respective idle fre-
quencies ωj as listed in Tab. S1, while all the other qubits
are left at their respective maximum frequencies, i.e., the
sweetpoints insensitive to flux noises, which are at least
1 GHz higher than the idle frequencies of Q1 ∼ Q4. The
energy relaxation time (T1,j) and the Ramsey dephasing
time (T ∗2,j) are listed in Tab. S1. It was observed that the
dressed states of the qubits under coherent microwave
fields are less sensitive to external dephasing noises [60].
Therefore the effective dephasing times of these qubits
should be much longer than T ∗2,j , as we frequently apply
theXY microwave driving fields on these qubits to imple-
ment the single-qubit rotations, the single-qubit dynam-
ical decoupling schemes and the two-qubit Uphase gates
within the Clifford sampling circuit.
2. Readout correction
The experimental scheme to directly measure the mul-
tiqubit occupation probabilities and the subsequent pro-
cedure to eliminate the readout errors were detailed in
Ref. [61, 62]. To initialize the qubit in its ground state
|0〉, we idle it for about 200 µs, during which the residue
thermal excitation is estimated to be small via a posts-
election procedure. The produced |0〉 state of the qubit
has a state fidelity above 0.99 on average, following which
we can apply a high-fidelity X gate (pi rotation around
x-axis of the Bloch sphere) to reliably prepare the qubit
in |1〉.
However, due to the existence of readout errors, the
directly measured occupation probability Pm0 (Pm1 ) af-
ter we reliably prepare Qj in |0〉 (|1〉) may still be away
from ideal (actual), which is noted as Qj ’s measurement
fidelity in |0〉 (|1〉), F0,j (F1,j). For any experimental
measurement, we label the directly measured probabil-
ity vector as Pm = (Pm0 , Pm1 )T and the actual one as
P = (P0, P1)T , which map as
P j =
(
F0,j 1− F1,j
1− F0,j F1,j
)−1
Pmj = F−1j Pmj . (F1)
To eliminate the readout errors of the directly measured
probability column vector PmQ1Q2Q3Q4 for the 4-qubit
joint states, we obtain the actual probability column vec-
tor by
PQ1Q2Q3Q4 = (⊗4j=1F j)−1PmQ1Q2Q3Q4 . (F2)
Table S1 lists the simultaneously obtained measurement
fidelity values F0,j and F1,j for all four qubits.
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TABLE S1. Quantum device parameters. ωj is the idle frequency where we initialize the state of Qj , apply single-qubit gates
and perform quantum measurement. gj is the coupling strength between Qj and B. T1,j is the energy relaxation time and T ∗2,j
is the Ramsey (Gaussian) depahsing time of Qj . F0,j (F1,j) is the readout fidelity for Qj in |0〉 (|1〉), which is used to eliminate
the readout errors. F indivR,j is the RB gate fidelity of the R gate, where R ∈ {X,Y, Z,X/2}, characterized individually for Qj
at its idle frequency, whereas F simulR,j is the simultaneous RB gate fidelity obtained by running RBs characterizing the same R
gate on all four qubits simultaneously [61].
Qubit Q1 Q2 Q3 Q4
ωj/2pi (GHz) 4.904 4.955 4.999 5.043
gj/2pi (MHz) 18.9 17.5 16.1 18.9
T1,j (µs) 38.7 54.4 34.3 37.4
T ∗2,j (µs) 2.2 2.3 2.2 2.5
F0,j 0.957 0.981 0.977 0.973
F1,j 0.920 0.922 0.919 0.951
F indivX,j 0.9983(2) 0.9967(4) 0.9993(1) 0.9991(1)
F simulX,j 0.9986(6) 0.9966(17) 0.9936(15) 0.9995(7)
F indivY,j 0.9987(2) 0.9978(3) 0.9993(1) 0.9994(1)
F simulY,j 0.9984(5) 0.9964(13) 0.9937(9) 0.9993(5)
F indivZ,j 0.9981(2) 0.9939(6) 0.9979(2) 0.9982(2)
F simulZ,j 0.9982(8) 0.9975(12) 0.9954(11) 0.9984(5)
F indivX/2,j 0.9989(1) 0.9990(2) 0.9988(1) 0.9990(1)
F simulX/2,j 0.9992(8) 0.9993(11) 0.9987(7) 0.9996(7)
TABLE S2. Two-qubit gate parameters. ωI,jj′ is the interaction frequency at which we tune Qj and Qj′ on resonance to
obtain Uphase,jj′ . λjj′ is the effective coupling strength between Qj and Qj′ . By applying continuous driving fields with driving
strengths of Ωj and Ω′j on Qj and Qj′ , respectively, for a fixed duration of Tgate,jj′ , we realize Uphase,jj′ . The individual
(simultaneous) gate fidelity F of Uphase,jj′ is obtained by QPT on Qj-Qj′ , while no action (Uphase,kk′ in parallel) is applied on
the other two qubits Qk-Qk′ at the idle frequencies (ωI,kk′).
Qubit pair Q1Q2 Q1Q3 Q1Q4 Q2Q3 Q2Q4 Q3Q4
ωI,jj′/2pi (GHz) 4.905 4.905 4.955 4.955 5.043 5.043
λjj′/2pi (MHz) 0.90 0.95 0.85 0.70 1.1 0.80
Ωj(j′)/2pi (MHz) 10.93(2.96) 3.61(12.74) 2.96(9.09) 2.96(13.39) 10.13(4.26) 7.52(12.74)
Tgate,jj′ (ns) 277 274 297 356 231 326
F (Uphase,jj′) (Individual) 0.967(2) 0.968(3) 0.968(3) 0.944(3) 0.951(4) 0.960(2)
F (Uphase,jj′) (Simultaneous) 0.956(2) 0.961(4) 0.941(3) 0.941(3) 0.947(5) 0.962(2)
3. Single-qubit gate
Single-qubit gates include unitary single-qubit gates
and Clifford single-qubit gates. For a unitary single-qubit
gate, we randomly generate a unitary matrix MU ∈ U(2),
which is distributed with Haar measure [63]. For a
Clifford single-qubit gate, we randomly choose a ma-
trix MC ∈ C(2). Here, C(2) denotes the Clifford
group of one qubit. Then we convert the matrix to
eiαRxy(θxy, φxy)Rz(θz), where Rz(θz) represents a rota-
tion by θz around z-axis and Rxy(θxy, φxy) represents a
rotation by θxy around the axis in the equator plane,
which has an angle φxy with respect to x-axis. Here the
global phase factor eiα can be ignored. To characterize
the gate performance, we perform individual and simulta-
neous randomized benchmarkings (RBs) on respresenta-
tive single-qubit gates such as the X (θxy = pi, φxy = 0),
X/2 (θxy = pi/2, φxy = 0), Y (θxy = pi, φxy = pi/2) and Z
(θz = pi) gates, yielding gate fidelities no less than 0.993
for all four qubits (see Tab. S1).
4. Two-qubit Uphase gate
The Uphase gate implemented on a pair of qubits was
detailed in Ref. [60]. Here we discuss the case of exe-
cuting parallel Uphase gates on four qubits. The original
Hamiltonian with four qubits is
H/~ = ωBa†a+
4∑
j=1
ωj |1j〉〈1j |
+
4∑
j=1
[
gj(σ+j a+ σ−j a†)
]
, (F3)
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(a) Four layers of two-qubit gates
(b) Eight layers of two-qubit gates
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FIG. S10. Exemplary frame operation configurations. (a) Configuration with four layers of two-qubit gates. (b) Configuration
with eight layers of two-qubit gates.
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FIG. S11. Parameter optimization of the Uphase gate on Q2-
Q3 based on Clifford sampling.
where σ+j (σ−j ) is the raising (lowering) operator of Qj
and a† (a) is the creation (annihilation) operator of B.
Now we divide the four qubits into two pairs, Qk-Qk′
and Ql-Ql′ , and position Qk-Qk′ (Ql-Ql′ ) at the interac-
tion frequency ωI,kk′ (ωI,ll′). Under the assumption that
ωI,kk′ and ωI,ll′ are largely detuned and B is in its ground
state, we have
H1/~ =
∑
j∈{k,l}
λjj′(σ−j σ+j′ + σ
+
j σ
−
j′ )
+
∑
j∈{k,l}
(
g2j
∆jj′
|1j〉〈1j |+
g2j′
∆jj′
|1j′〉〈1j′ |),(F4)
where ∆jj′ = ωI,jj′ − ωB and λjj′ is effective cou-
pling strength between Qj and Qj′ . Therefore the intra-
pair qubits interact with each other, while the inter-pair
qubits are effectively decoupled. By applying appropriate
microwave driving fields on all four qubits, the Hamilto-
nian in the double-rotating frames can be written as:
Heff/~ =
∑
j∈{k,l}
(λjj′σ+j σ−j′ + Ωje−iφjσ
+
j + Ωj′e−iφj′σ+j′)
+H.c., (F5)
where Ωj (φj) is the Rabi frequency (phase) of the driving
field on Qj . The Hamiltonian for the two qubits (Qj-Qj′)
in a pair takes exactly the form as described in Eq. (4)
of Ref. [60], based on which a controlled pi-phase gate
in the dressed-state basis can be realized by choosing
appropriate driving strengths and evolving the system
for a fixed amount of time Tgate,jj′ , during which the
phases of the driving fields are reversed at Tgate,jj′/2.
The unitary matrix in the two-qubit computational basis
{|00〉, |01〉, |10〉, |11〉} describing the evolution is
Uphase =
1√
2
1 0 0 i0 1 i 00 i 1 0
i 0 0 1
 . (F6)
The resulting Uphase gates on various qubit combinations
are characterized by QPT and summarized in Tab. S2.
5. Randomly generated frame operation
configurations
As mentioned in the main text, we randomly generate
50 frame operation configurations to validate LU= LC.
Here we plot two examples in Fig. S10: one with four
layers and a total of six Uphase gates [Fig. S10(a)], and the
other with eight layers and a total of fourteen Uphase gates
[Fig. S10(b)]. For the four-layer example, there are two
Uphase gates in each of the middle layers and one Uphase
gate in each of the beginning and ending layers. For any
layer with only one Uphase gate, during the Uphase gate
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FIG. S12. Infidelity of the Uphase gate on Q2-Q3 character-
ized by QPT as a function of ∆Ω3.
on two qubits for a time of about 300 ns (see Tab. S2),
we apply continuous microwave fields, with the driving
strengths Ω/2pi ≈ 3 MHz, on the other two qubits which
are left at their idle frequencies to protect them from
dephasing [60].
6. Clifford sampling optimization
Usually, pulse parameters of a gate are predetermined
by benchmarking qubits individually. Nonetheless, the
gate performance may decline, or the optimal parame-
ters may drift when we implement multiple gates in par-
allel, because of correlations such as crosstalk. The more
qubits are involved, the more significant the impact of
correlations may become. Clifford sampling provides a
convenient and scalable way to optimize parameters in
the large-circuit quantum computation. As a demon-
stration, we detect the optimal parameter of the gate
Uphase on qubits Q2 and Q3 in the experiment. An im-
portant parameter of Uphase is the strength of driving
field, e.g. Rabi frequency Ω2 (Ω3) applied on Q2 (Q3).
In the experiment, we find the optimal Ω3 in the four-
qubit circuit shown in Fig. 3(d) in the main text. The
observable is Ef = |0〉〈0|i, i.e. the probability in |0〉 for
one of four qubits. We change Ω3 from its initial value
Ωini3 = 2pi × 13.39 MHz to Ωini3 + ∆Ω3. For each value of
Ω3, we implement 1500 random single-qubit gate config-
urations R to estimate the Clifford error loss LC. The
result is shown in Fig. S11. We can find that error losses
of Q2 and Q3 decrease by more than 10% when ∆Ω3
changes from 0 to −2pi × 1.5 MHz.
To demonstrate the effectiveness of the LC approach,
we measure the infidelity of the Q2-Q3 Uphase gate,
1− FU , as a function of ∆Ω3, while we apply the Uphase
gates on Q2-Q3 and Q1-Q4 simultaneously. As shown in
Fig. S12, the infidelity approaches the minimum around
∆Ω3 = −2pi × 1.5 MHz, agreeing well with the Clifford
sampling optimization, proving the effectiveness of opti-
mizing with LC as the loss function.
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