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Uncertainty Propagation in Hypersonic Vehicle Aerothermoelastic Analysis
by
Nicolas Etienne Lamorte
Chair: Professor Peretz P. Friedmann
Hypersonic vehicles face a challenging flight environment. The aerothermoelastic anal-
ysis of its components requires numerous simplifying approximations. Identifying and
quantifying the effect of uncertainties pushes the limits of the existing deterministic mod-
els, and is pursued in this work. An uncertainty quantification framework is used to prop-
agate the effects of identified uncertainties on the stability margins and performance of the
different systems considered.
First, the aeroelastic stability of a typical section representative of a control surface
on a hypersonic vehicle is examined. Variability in the uncoupled natural frequencies of
the system is modeled to mimic the effect of aerodynamic heating. Next, the stability
of an aerodynamically heated panel representing a component of the skin of a generic
hypersonic vehicle is considered. Uncertainty in the location of transition from laminar to
turbulent flow and the heat flux prediction is quantified using CFD. In both cases significant
reductions of the stability margins are observed.
xxii
A loosely coupled airframe–integrated scramjet engine is considered next. The elon-
gated body and cowl of the engine flow path are subject to harsh aerothermodynamic load-
ing which causes it to deform. Uncertainty associated with deformation prediction is prop-
agated to the engine performance analysis. The cowl deformation is the main contributor
to the sensitivity of the propulsion system performance.
Finally, a framework for aerothermoelastic stability boundary calculation for hyper-
sonic vehicles using CFD is developed. The usage of CFD enables one to consider differ-
ent turbulence conditions, laminar or turbulent, and different models of the air mixture, in
particular real gas model which accounts for dissociation of molecules at high temperature.
The system is found to be sensitive to turbulence modeling as well as the location of the
transition from laminar to turbulent flow. Real gas effects play a minor role in the flight
conditions considered.
These studies demonstrate the advantages of accounting for uncertainty at an early stage
of the analysis. They emphasize the important relation between heat flux modeling, thermal





1.1 The Hypersonic Environment
Hypersonic flight is an active area of research motivated by interest in unmanned rapid re-
sponse to threats and reusable launch vehicles for affordable access to space [1–6]. Such
vehicles are based on lifting body designs which tightly integrate the airframe and propul-
sion system. For hypersonic cruise applications, the propulsion system is expected to con-
sist of air–breathing engines that operate for sustained periods in atmospheric flight. [6–8]
The hypersonic environment is depicted in terms of altitude and Mach number in
Fig. 1.1. Two iso–dynamic pressure curves corresponding to q∞ = 0.5 atm and q∞ = 1.0
atm, respectively are depicted in Fig. 1.1. The lower dynamic pressure corresponds to
a limit under which the Scramjet engine cannot function efficiently. The higher limit of
1 atm is the structural limit. Exceeding this limit results in extreme static pressure and
thermal loading that practical configurations cannot withstand. The two curves define the
hypersonic corridor and illustrate the fact that air–breathing hypersonic vehicles are tightly
constrained in their operating environment [9]. Furthermore, the shaded areas correspond
to real gas effects that occur at high speeds corresponding to high static temperatures [7].
The perfect gas model is sufficient for the air flow for Mach numbers less than 3, vibration
of the biatomic molecules becomes important above this speed. For higher flight Mach
1
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Figure 1.1: Flight envelops of existing and potential hypersonic vehicles, and correspond-
ing flow regimes with respect to vehicle’s speed and altitude
Flight envelopes of several previous and prospective hypersonic vehicles are depicted
in Fig. 1.1. Only few air–breathing hypersonic vehicles have flown. The X–15 was the
first experimental aircraft capable of reaching hypersonic speeds for a limited time ow-
ing to its rocket engine [10]. As preliminary steps towards reaching hypersonic speeds,
sustained air-breathing supersonic flights were demonstrated with the F–104 and SR–71,
Blackbird [11]. The later flew at supersonic speeds for extended periods of time in the
atmosphere [11]. For the X–15 and SR–71, the structure had to be made of titanium to
withstand the thermal loads. The National Aerospace Plane (NASP) was intended to be
an air-breathing hypersonic vehicle capable of long duration flight at hypersonic speeds
at the edge of the atmosphere [12, 13]. However, the program was canceled due to nu-
merous unresolved technological challenges connected to structural and material reliability
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(a) F–104 (b) X–15 (c) SR–71
(d) X–43 (e) X–51
Figure 1.2: Previous and current supersonic and hypersonic aircrafts
at elevated temperatures. More recent scramjet engine demonstrators are represented by
the X–43 and the X–51 vehicles. These experimental vehicles were designed to test and
advance the scramjet propulsion technology. Both of them are dropped from the B–52
bomber. A rocket booster accelerates them to approximately Mach 4 to 5. After separation
from the booster, the scramjet engine is turned on. The flights were intended to last for a
few hundred seconds. In the case of the X–51, 2 out of 4 flights faced early termination
due to engine’s unstart, thermal management issues and loss of control.
In the case of the SR–71, several challenges were faced during the development of this
program. When cruising at Mach 3, aerothermoloads are significant and resulted in the
selection of titanium as the structural material, despite its weight penalty. Flight after flight
the structure changed and became stronger over time because of both the high aerodynamic
heat and pressure loads. Furthermore, the panels on the wing surface were corrugated
to handle the heating and cooling cycles from one mission to another. The two Ramjet
engines would unstart unexpectedly in flight due to large airflow disturbances or improper
inlet control. This phenomena occurred frequently and illustrates the sensitivity of the
3
propulsion system to small changes in its environment. [14]
The unstart condition is not a gradual thing; it happens immediately with a
bang. When the inlet unstarts and loses its smooth flow, there is a large direc-
tional input to the aircraft and also some pitch-up moment. At certain Mach
numbers around 2.3 to 2.6, the input to the aircraft is so violent that it can snap
the pilots head and helmet against the inside of the canopy.
Don Mallick, research pilot [14]
Thus, it is apparent that the flight environment of air–breathing hypersonic vehicles
is replate with challenges that prevent sustained flight. An illustration of the interactions
between various disciplines relevant to hypersonic flight is represented by an octahedron,
shown in Fig. 1.3. At the bottom, propulsion (P) refers to the air–breathing propulsion
system consisting of a Ram or scramjet engine, combustion, internal flows, boundary
layer–shock interactions. This discipline poses several challenges which are a barrier in
the development of air breathing vehicles. At the top, the control (C) discipline poses chal-
lenges. Studying the interactions between aerodynamics, propulsion, and control systems
is not sufficient for the design of safe flight. Aerothermoelastic interactions are significant
and are represented by the shaded surface which highlights the mutual interaction between
aerodynamic loads (A), elastic deformations (E), inertia loads (I) and effect of temperature
(T).
Hypersonic flows are inherently complex and involve phenomena that are not present in
supersonic conditions, such as: dissociations, chemically reacting flow, viscous interactions
and higher levels of aerodynamic heat flux [7, 8, 15]. The development of hypersonic sys-
tems requires reliable design data that cannot be fully validated in ground test facilities [5].
Primarily because there are no suitable high speed, high enthalpy wind tunnels capable of
testing scaled models of hypersonic vehicles. Furthermore, hypersonic aerothermoelastic














Figure 1.3: The aerothermoelastic propulsion and control interactions
Flight tests are very expensive and require reliable analysis tools. High fidelity numer-
ical simulations of the complex hypersonic flow environment are computationally expen-
sive. The state of the art is at a relatively early stage of development where the precise
role of important factors such as real gas effects, chemically reacting flows and complex
viscous interactions are not well understood. Current analysis tools employ computation-
ally efficient models based on simplifying assumptions on the physics and/or reduced order
models (ROM). Therefore, the development of accurate aerothermoelastic simulation ca-
pabilities is critical for the design and analysis of hypersonic vehicles. Compensating for
shortcomings in modeling requires the use of uncertainty propagation techniques in hyper-
sonic aerothermoelastic analyses.
This work focuses on hypersonic aeroelastic and aerothermoelastic studies for struc-
tures representative of prospective air–breathing hypersonic vehicle components. The ob-




Approaches to aerothermoelastic analysis of hypersonic vehicles and applying uncertainty
quantification approaches require various tools. A review of previous study is given in this
section. First uncertainty quantification approaches are listed. Then accomplishment in
aerothermoelastic analysis for hypersonic vehicles are briefly described. Finally airframe–
integrated scramjet engine studies are presented.
1.2.1 Uncertainty Quantification
The uncertainty quantification (UQ) analysis encompasses numerous approaches which
share the common goal of identifying uncertainty and quantifying its effect on a given pre-
diction. The main motivation is to design under uncertainty and provide a robust analysis
tool [17]. Uncertainty can arise from input variables, model parameters, choice of com-
peting models, experimental data, and approximations or usage of surrogate models. Two
types of uncertainty have been defined in the literature [18, 19]: epistemic and aleatory
uncertainty.
Epistemic uncertainty encompasses uncertainty inherent to the modeling assumptions
pertaining to a given analysis. For instance, several models or codes can be considered
for a given analysis, where each model is accurate to a certain degree of confidence [20].
Bayesian averaging is the most popular method to combine the probabilities associated
with the multiple predictions coming from the various model. [21, 22]. In addition, it can
be used iteratively for calibration and to locate areas of high uncertainty and improve a
given model [23, 24]. Experimental data and high fidelity simulations can be combined to
calibrate model parameters iteratively and decrease their uncertainty for a specific range of
application [21]. These considerations go beyond the scope of this study which is focused
on identifying and propagating uncertainties in hypersonic vehicle computational analyses.
Aleatory uncertainty refers to variability inherent to input variables, e.g. atmospheric
6
properties, change in materials properties due to manufacturing and defects. This uncer-
tainty cannot be eliminated and is modeled using probability distributions, often arbitrarily
assumed to be Gaussian. Once sources of uncertainty have been identified and quantified
by probability distributions, the effect of uncertainty can be studied using two methods:
intrusive, using polynomial chaos expansion and a Galerkin approach [25–28], and non–
intrusive [18, 19, 29, 30].
Intrusive methods require the modification of the code to account for the uncertain pa-
rameter dependency. Also, they often limit the number of uncertain variables that can be
considered simultaneously due to the curse of dimensionality. Hypersonic aerothermoe-
lastic problems require the use of non-intrusive methods due to the complexity of analysis
codes which are difficult to modify.
Direct Monte Carlo simulation (MCS) is a non–intrusive approach widely used in rela-
tively simple aeroelasticity studies, such as: aeroelastic failure risk assessment of compos-
ite structures with more than 20 uncertain variables [31], panel flutter with uncertainty in
the material properties [32, 33] or boundary conditions [34], robust design of a wing under
material and geometric uncertainty [35], robust flutter calculation with uncertainty in the
aerodynamic influence coefficients [36] or mass properties [37], helicopter performance
evaluations with uncertainty in the composite materials properties [30] or aerodynamic
coefficients and geometric parameters of the airfoil [38]. In the case of hypersonic vehi-
cles, thermal protection system (TPS) margin estimation [39] and scramjet performance
under inflow uncertainty [40,41] were also studied using MCS. The MCS approach allows
consideration of cases with a large number of uncertain variables. It can be enhanced by
using gradient information [41]. However, the method requires numerous evaluations of
the function of interest (e.g. flutter Mach number), at values of the uncertain inputs dic-
tated by their probability distributions. This approach is computationally prohibitive in the
context of complex hypersonic aerothermoelastic analyses. Therefore, response surface
based methods have been developed and are employed in this study as a computationally
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efficient alternative to direct MCS [42].
An extended list of non–intrusive alternative approaches is implemented in the DAKOTA
code [42], a multilevel parallel object-oriented framework for design optimization, param-
eter estimation, uncertainty quantification, and sensitivity analysis (developed at Sandia
National Laboratories). In response surface based methods, the expensive analysis f is
replaced by a computationally inexpensive approximation f̂ . Various approximations can
be considered. Two approaches to generating an inexpensive response surface in wide use
are: polynomial chaos expansion (PCE) which is developed from the intrusive method
approaches [43–45] and stochastic collocation (SC) [18, 46]. Both rely on polynomial ex-
pansions. In Ref [47], the aeroelastic stability of a transonic wing is studied introducing
variability in the inflow conditions using PCE compared to MCS. Stochastic collocation
is shown to be an efficient response surface method in Ref. [18]. This computationally
efficient approach is applied for the first time, in this thesis, to study uncertainty quantifi-
cation (UQ) in hypersonic aeroelastic and aerothermoelastic problems.
The choice of the response surface is problem dependent. Alternatively other interpo-
lation techniques have been considered such as regressions [48], Padé–Legendre approxi-
mants [49], radial basis function networks (RBFN) [50], or multi-variable splines [51, 52].
Model reduction is also a computationally efficient approach to UQ: in Ref. [53], a proper
orthogonal decomposition reduced order model is used to reduce the cost of an expensive
CFD analysis and is subsequently used in a parameter identification study.
In the case of a high number of uncertain variables, adaptive sampling is the only ap-
proach to alleviate the curse of dimensionality. Several adaptive sampling approaches exist.
Adaptive sparse grid interpolation [54–56] is also based on a polynomial fit of the expen-
sive analysis but uses its error prediction to adaptively refine the response surface. Kriging
surrogates [57] are used as a goal–oriented method with adaptive sampling which focuses
only on accurately capturing the probability of failure, thus reducing the cost of the UQ
analysis [57, 58]. A combination of response surfaces is also an efficient way of exploring
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a design space [59]. More recently, in Ref. [60], simplex based interpolation combined
with adjoint solutions is used to improve the accuracy of the response surface. Error esti-
mates for the functional are used to adaptively sample the solution in uncertain parameter
space leading to an efficient goal–oriented adaptive approach to UQ.
Finally, note that UQ requires that the analysis is valid for the uncertain variable space
considered which adds requirements on the development of the analysis tool. This con-
straint is also one of the benefits of UQ analysis as will be shown in this work. For example,
in Ref. [61], a CFD mesh is optimized to be used for a wide range of cases determined by
the distribution of the uncertain input variables.
1.2.2 Hypersonic Aeroelasticity and Aerothermoelasticity
The complex aerodynamic environment in which a hypersonic vehicle operates makes the
structural design challenging necessitating high performance materials [62]. A detailed
survey of aeroelastic and aerothermoelastic studies of hypersonic vehicles was presented in
Ref. [1]. Early studies were based on simple models for both fluid and structure and later
became more complicated.
1.2.2.1 Thermal Structures
As mentioned in the introduction, designing structures and materials suitable for long en-
durance hypersonic flight is still challenging, despite numerous developments in structural
layout [63, 64] and innovative materials technology [65, 66].
Thermal management is the main issue for hypersonic vehicles. During the National
Space Plane (NASP) program, two main strategies were considered: actively cooled struc-
tures and hot structures. Several studies have been conducted to investigate the temper-
atures in the load carrying structure for various structural layouts and missions [67, 68].
Material performances were found to be the main limiting factor [69]. Thermal protec-
tion systems are required. In Ref. [64], the structure is designed under thermal and fuel
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capacity constraints. A finite element model (FEM) analysis is combined with three anal-
ysis codes that predict the pressure distribution, heat distribution and fuel requirements.
The TPS protected cold–skin integrated–tank structure performs better than a hot structure.
In Refs. [70, 71] a simple one dimensional (1D) FEM analysis is used to investigate the
performance of various TPS layouts. Corrugated panels allow for light–weight load car-
rying structure capable of sustaining thermal expansion without developing high thermal
stresses [69, 72–75].
In a recent joint effort initiated by the Air Force and DARPA, Goodrich Aerostructures
Group [76], Lockheed Martins [77], and Boeing [78,79], critical milestones to advance the
structural design for sustained hypersonic flight were identified. In Ref. [76], the impor-
tance of thermal and acoustic loading on stresses that develop in the panel is presented. In
Ref. [77], four hypersonics programs (SR-71/YF-12, DARPA HTV–3X, NASP, NASA X–
33) are reviewed to identify the gaps that were faced. Hypersonic vehicles require coupled
aerothermal and structural design methodologies for detailed hypersonic vehicle design,
eventual reusable flight capability, and service life predictability. In Ref. [78], a generic
hypersonic vehicle is investigated. Integration of thermal analysis and structural design as
well as CFD based load predictions are identified as one of the limitations to the current
analysis. Finally, in Ref. [79], a nonlinear reduced order model methodology is utilized to
investigate vibrations of heated panels under acoustic loads.
1.2.2.2 Hypersonic Aeroelasticity
A review of aeroelastic and aerothermoelastic issues during the National Space Plane
(NASP) program is given in Ref. [80]. Three areas are emphasized: experimental re-
sults, unsteady aerodynamics and integrated analysis methodology. For the development
of NASP, extensive aeroelastic and experimental studies were compared in Ref. [81]. The
calculations relied on approximate methods such as piston theory and also CFD–based
calculation using the CFL3D code.
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Piston theory was developed by Lighthill [82], based on the observation of supersonic
flow past an airfoil at high Mach number. It became a popular unsteady aerodynamic ap-
proximate model for aeroelastic studies at high Mach numbers as the result of the work of
Ashley and Zartaria [83]. Third order piston theory (PT) was successfully used in flutter
prediction of a typical supersonic control surface in hypersonic flow [84] and it outper-
formed other approximate approaches when compared with CFD. [2]
The CFL3D Code is a powerful aeroelastic solver developed by NASA Langley which
has been recently used in hypersonic aeroelastic studies of a hypersonic vehicle and a low
aspect ratio wing [85].
A computational fluid dynamics approach is the only alternative that allows increased
complexity of the unsteady aerodynamic loading and heating. Coupling of a CFD code
with a computational structural dynamics (CSD) model is considered in this study. A CFD
code provides the aerodynamic pressure distribution at the structural interface, while the
structural dynamics are represented using the finite element method. Aeroelasticity using
CFD can be formulated as the three–fields problem [86]: the structure, the fluid and the
dynamic mesh.
Due to the classical Eulerian representation of the CFD approach and the Lagrangian
formulation of the CSD, a key component of these simulations is the fluid/structure cou-
pling scheme [87–90]. For the CFD approach, the arbitrary Lagrangian–Eulerian formula-
tion accommodates for the moving boundaries and grid deformation [87, 91]. Monolithic
schemes which solve the fluid, structure and dynamic mesh equations simultaneously are
not appropriate for hypersonic aeroelasticity and aerothermoelasticity.
The deformation of the fluid domain is induced by the deformation of the structure at
the wetted interface. Common mesh deformation methods include automatic remeshing,
which is computationally expensive, or spring analogy which was used in Ref. [2] for
hypersonic aeroelasticity and aerothermoelasticity studies. The latter is used as a reference
to verify the results presented in this thesis. The radial basis function (RBF) interpolation
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is an efficient method for mesh deformation and has been successfully used to compute
large mesh deformations in several aeroelastic applications; [50, 92–100], however it has
not been applied to hypersonic problems.
The stability of an aeroelastic system is determined by looking at its damping as a
function of the flight condition. When simple aerodynamic models were used, the p–
method was the method of choice [101]. In the case of CFD–based aerodynamics, a
least–square fit approach is more natural [102]. More recently, the auto regressive mov-
ing average (ARMA) method was shown to be an efficient method to identify frequency
and damping in the transient aeroelastic response [103, 104] and successfully used in the
context of hypersonic aeroelasticity problems [84]. Other system identifications (SIs) meth-
ods focused on looking at the relationship between the generalized loads and generalized
degree of freedom (DOF)’s have also been developed [105–107].
1.2.2.3 Aerothermoelasticity
The importance of thermal effects has been recognized at a very early stage of the devel-
opment of high speed flight using analytical and experimental results [108–110]. Torsional
stiffness of the wings under chordwise varying heat flux was investigated [111]. Leading
edge buckling was also identified to be critical in hypersonic flight [112]. In early studies,
panel buckling was studied experimentally and analytically using beam theory to predict
fatigue and failure under thermal loads [113]. Actively cooled honeycomb panels built of
Aluminium alloy were initially designed using analytical methods and tests [67, 68].
Panel flutter investigations allowed for tremendous research on aero–thermo–structural
coupling. An extensive review is given in Ref. [114]. Early studies relied on analytical
methods [115]: von Karman plate theory combined with Galerkin methods for the struc-
ture, piston theory or potential flow for the pressure loading. Thermal effects were included
later. More complex formulation of the structure using FEM allowed to account for arbi-
trary temperature distributions, as well as composite materials [116]. In parallel, the ef-
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fect of arbitrary flow direction [117], or curvature [118, 119] were also investigated using
Galerkin approaches. In Ref. [120], the influence of imperfections in the shape of the panel
is considered.
Two common simplifying assumptions used in aerothermoelastic analysis of hyper-
sonic vehicles are piston theory for computing the aerodynamic loading [2,83], and Eckert’s
reference temperature or enthalpy method for calculating aerodynamic heat flux [7, 121],
especially for tightly coupled analyses. In Refs. [122, 123], coupling strategies are inves-
tigated using a FEM model. The importance of the coupling between deformation and
aerodynamic heat flux for the aerothermoelastic response of a panel is demonstrated. Re-
cent studies on panel flutter include acoustic loading [124] and developing CFD–based
ROM of the heat load [125]. The use of ROM’s currently under development for hyper-
sonic vehicles are significant steps towards investigating the fine interactions that occurs in
tightly integrated aerothermoelastic studies. [125–130].
The use of approximate or reduced order models yield computationally efficient calcu-
lations and can benefit from the introduction of uncertainty, since several important effects
are neglected. For instance, the influence of transition has not been investigated.
1.2.3 Airframe Integrated Scramjet Engine Analysis
A review of the development of ram and scramjet engine propulsion is given in Ref. [9].
Propulsion/airframe integration, materials, and thermal management as well as CFD code
analysis and validation methodologies were identified as part of the 10 enabling technolo-
gies for sustained hypersonic flight.
A scramjet engine is a highly integrated propulsion system composed of various com-
ponents: inlet, combustor, nozzle [131]. The structure of the flow in the inlet can be exper-
imentally studied only for short durations for a given flight condition [132, 133]. Shocks,
expansion fans, boundary layers, detachment and reattachment regions and their interac-
tions at the inlet are complex and computationally expensive to predict. Therefore, com-
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prehensive analysis codes must employ models based on simplifying assumptions of the
physics and/or reduced-order modeling of full order computations. Due to the critical
role of simulation codes in hypersonic vehicle analysis, the importance of quantifying the
risk/reliability in such computational simulations is particularly important. For instance,
the inlet can be sensitive to change in the free stream properties, unstart corresponds to
choking of the flow [128]. This choking is normally induced by an increase in the contrac-
tion ratio, turning angle, overfueling or mass flow blockage.
Simplified models are computationally efficient and enable comprehensive analysis of
a hypersonic vehicle in a control–oriented or optimization–oriented framework. One such
code is the Michigan/Air Force scramjet in vehicle code (MASIV) developed at the uni-
versity of Michigan. It relies on approximate models to provide an efficient tool to in-
vestigate design and performance of airframe integrated ramjet/scramjet engine propul-
sion [134,135]. Its latest version includes transition from ram to scramjet but is not used in
this work [136]. In this study, a UQ approach will be used to quantify the effect of thermal
deformations to the propulsion system performance using the code MASIV.
Majority of studies concerning propulsion systems neglect aerothermoelastic deforma-
tions. A few studies showed that aeroelastic deformations of the inlet have a significant
impact on the performance of the engine [137]. In Ref. [137], the airframe is modeled
using a FEM approach. The propulsion model uses a 2D inlet and nozzle inviscid solution
with a 1D combustor. The impact of aeroelastic deformations on the propulsion system are
given as error bars and emphasizes the importance of small deformations on engine per-
formance. More integrated control–oriented studies have focused on simple beam models
to account for flexibility [6, 138]. Simple 1D models are used for the propulsion system
analysis. Heat is neglected.
To compensate for unmodeled physics and simplifications, an uncertainty propagation
approach can be used. In Ref. [40], each component of the flow path, inlet–engine–nozzle,
is investigated with its own method. The analyses are combined to predict the thrust of a
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scramjet. The uncertainty associated with the use of each model that compose the propul-
sion system analysis is calibrated using experiments and propagated to the net thrust as
a function of fuel inflow rate for two fixed configurations using MCS. Error associated
with the approximate models have a significant impact on the prediction of the thrust. In
Ref. [139], a combination of epistemic and aleatory uncertainties is used to highlight the
importance of the Reynolds-averaged Navier-Stokes (RANS) turbulence model in scramjet
simulations. Similarly, UQ emphasizes the importance of uncertain operating conditions in
predicting the unstart probability of a scramjet engine [41].
1.3 Objectives
As evident from this literature review, hypersonic aeroelasticity, aerothermoelasticity and
interaction models for integrated airframe propulsion interactions are based on numerous
simplifying assumptions. Furthermore model uncertainties in the representation of hyper-
sonic flows and their impact on aerothermoelastic stability have not been considered. In
particular, the effect of turbulence modeling and real gas on aeroelastic stability have not
been investigated.
Thus, the overall objectives of this dissertation are to (1) identify uncertainties relevant
to specific hypersonic aerothermoelastic problems, and (2) propagate uncertainty in this
class of problems and determine their effect on stability boundaries and integrated vehicle–
propulsion system behavior. The specific objectives of this research are to:
1. Examine the influence of uncertainty propagation on the aeroelastic stability of a
representative hypersonic problem consisting of a typical section.
2. Examine the effect of uncertainty propagation on the behavior of a representative
aerothermoelastic problem consisting of a panel mounted on the surface of a hyper-
sonic vehicle.
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3. Investigate the potential effects of coupling vehicle aerothermoelastic deformation
with the propulsion system as represented by a simple scramjet engine model.
4. Assess the influence of real gas effect and turbulence modeling on the aeroelastic
and aerothermoelastic behavior of a low aspect ratio wing that represents a control
surface on a hypersonic vehicle.
1.4 Key Novel Contributions
Accomplishing the stated objective requires several contributions toward developing aerother-
moelastic analyses of hypersonic components and uncertainty propagation analysis. The
following contributions are unique to this study:
1. Use of stochastic collocation (SC), a powerful method for uncertainty propagation,
for the aeroelastic and aerothermoelastic studies considered in this thesis. The SC
method replaces conventional MCS when the number of uncertain variables is lim-
ited. Thus it is ideally suited for this class of problems, and has never been used for
such problems in the literature of the field.
2. Development of a framework combining conjugate heat transfer (CHT) with the
structural model of hypersonic vehicle/engine combination, so as to evaluate the ef-
fect of aerothermoelastic deformation on inlet, cowl and nozzle of a scramjet engine
on engine performance.
3. Uncertainty propagation in the integrated vehicle/propulsion system so as to assess
the variations in performance associated with the predicted aerothermoelastic defor-
mations in a probabilistic manner.
4. Development of a computational framework for CFD/CSD coupling using RBF and
its application to aeroelastic and aerothermoelastic studies on a low aspect ratio wing.
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It includes a new system identification method verified for a three-dimensional low
aspect ratio wing, representative of a control surface of a hypersonic vehicle.
1.5 Outline of the Document
This thesis is divided into 9 chapters. The motivations, including a literature review, and
objectives are given in Chapter 1. An extensive description of the uncertainty propagation
methods considered in this study is given next in Chapter 2 with illustrative analytical
examples. Chapter 3 describes the framework for hypersonic aerothermoelastic studies
using CFD and a mesh deformation based on RBF combined with a CSD model.
Next, the uncertainty propagation approach results are presented for increasingly more
complex systems. The UQ framework is applied to four different analyses, each of them is
described concisely before the UQ results are discussed. The importance of non–deterministic
approaches for hypersonic vehicle analysis is characterized by comparing the results with
those obtained from deterministic analyses.
In Chapter 4, the aeroelastic analysis of a hypersonic control surface section is consid-
ered. Uncertainty is incorporated in the natural frequencies to account for changes due to
thermal effects. Next, the aerothermoelastic stability of a panel located on the surface of a
hypersonic vehicle is examined in Chapter 5. For this case, uncertainties due to modeling
assumptions associated with the aerodynamic heat flux and laminar to turbulent transition
predictions are quantified, and their effects on flight time before the onset of flutter are
examined. In Chapter 6, aerothermal deformations of a generic hypersonic vehicle are es-
timated. The code MASIV is used to quantify the sensitivity of the propulsion system to
the identified aerothermoelastic deformations.
Aeroelastic results using CFD are given next in Chapter 7. The effect of turbulence
and gas models on stability boundaries are investigated. In Chapter 8, the effect of heat
is incorporated. The effect of transition from laminar to turbulent and the importance of
17
thermal stresses are emphasized.





The uncertainty propagation framework developed for this study is schematically illus-
trated in Fig. 2.1. The effects of uncertain inputs x are propagated through a computational
analysis symbolically represented by the function f in order to quantify the effects of un-
certainty on the output of interest y = f(x). The function f can represent an aeroelastic
or an aerothermoelastic stability analysis and x are the uncertain input parameters. Once
the outputs of interest have been defined and the relevant uncertain inputs have been iden-
tified, probabilistic approaches are applied to quantify the effects of uncertainty. The curve
on the left illustrates a given probability density function for the inputs. The vertical line
indicates the deterministic value. The blue curve on the right represents the results from
the probability propagation framework, ie. the probability distribution of the output. The
probability of failure is represented by the shaded area. The probabilistic approach to un-
certainty quantification consists of the following steps:
1. Each uncertain input is treated as a random variable characterized by a probability
distribution, px(x).
2. A response surface method is used to approximate the computationally expensive
functional dependence f(x) of the output of interest on the uncertain inputs.
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3. Conventional Monte Carlo simulation (MCS) is applied to the computationally effi-
cient approximate representation and the effects of the uncertain inputs on the output
of interest are quantified in terms of probability distributions py(y).
Expensive Analysis












Figure 2.1: Uncertainty propagation approach
Detailed descriptions of the probabilistic characterization of the uncertain inputs and the
function approximations are provided in this section. The different metrics of sensitivity
used to identify important variables are presented first. Next, various response surfaces are
described. Finally analytical examples, used as test cases, are presented before applying
the framework to more complicated problems.
2.2 The Probabilistic Framework
The probabilistic framework is used to quantify the uncertainty in the variables: inputs as
well as outputs. Randomness associated with an uncertain input, x taking values in Ωx,
is modeled by a probability density function (PDF), px(x), which describes the relative
likelihood for this random variable to take a given value. The cumulative density function
(CDF), Px(x), describes the probability that a random variable is less than a particular






Several metrics for uncertainties are defined next. The mean or expected value is de-
fined in Eq. (2.2). Equation (2.3) defines the variance and standard deviation which char-
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px(x) (x− 〈x〉)2 dx (2.3)
Subsequently, the same metrics are applied to any quantity y that depends on x. The








px(x) (f(x)− 〈y〉)2 dx (2.5)
As a useful measure of the uncertainty in the output variable is an interval that contains
y = f (x) with a likehood of 95% is defined by Eqs. (2.6) and referred to as the 95%
confidence interval (95%CI). It is uniquely characterized by two bounds denoted yCImin
and yCImax, which satisfy Eqs. (2.7) and (2.8) respectively. The 95%CI is illustrated in
Fig. 2.2.
Py(y ∈ 95%CI) = 0.95 (2.6)
Py(y < yCImin) = 0.025 (2.7)
Py(yCImax < y) = 0.025 (2.8)
The probability of failure is the probability that the output cannot exceed a certain value
ylim as defined by Eq. (2.9) and illustrated in Fig. 2.3.
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Py (Y < y)
Figure 2.2: Illustration of the 95% CI
pf = Py(y > ylim) =
∫
y>ylim
px (x) dx (2.9)




Py (Y < y)
ymin 〈y〉 ymax
0
Figure 2.3: Probability of failure
The uncertainty in the inputs are quantified by describing their PDF’s. Commonly used
PDF’s include normal, log-normal, exponential or Cauchy distributions which are defined
on unbounded domains given in Table 2.1 and illustrated by Fig. 2.4. Using such PDF’s
may require evaluating the output of interest at input combinations that have no physical
significance and lead to unfeasible computations.
In contrast, the beta distributions, also given in Table 2.1, represent a family of bounded
probability distributions in which the range of the random input variables can be controlled
by prescribing bounds. Moreover, the choice of both parameters A and B permits one to
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Figure 2.4: Typical probability distribution functions
control the shape of the PDF as illustrated in Fig. 2.5. The parameters A and B control
the shape of the tail of the PDF at the bounds ξ = −1 and ξ = 1, respectively. The
values A=1 and B=1 yield a non-zero PDF at the two edges. A value for A, B greater
than 1 produces a flat tail as illustrated in Fig. 2.5. Thus high values of A and B produce
a PDF that assigns small probabilities to uncertain parameters at the outer edges, while
emphasizing the central portion. Thus, uniform, symmetric or non-symmetric PDF’s can
be accommodated by using beta distributions [17]. A beta distribution corresponding to
particular values of A and B will be denoted by Beta(A,B).
These definitions can easily be extended to a multidimensional input vector x. Once
the probabilistic framework is defined and the uncertainty in the inputs is quantified, un-











Figure 2.5: Examples of beta PDF for different combinations of A and B
2.3 Sensitivity Analysis
Sensitivity analysis is often required in multidimensional complex analyses to highlight
the importance of particular input variables and the effect of their interactions. Several
approaches exist. Gradients are a good indication of the local sensitivity of the output with
respect to each input. However this sensitivity is only local. In a multidimensional input
space, it is common to study the variation of the output of interest with respect to only
a small set of variables (1 or 2) at a time and fix the others. This approach allows the
assessment of the sensitivity of the output in one or more direction(s) of the input space.
Gradients The gradient of a function f at a given point x gives the local sensitivity.
For a given output of interest f (x), the derivative of f at a point (x) with respect to a
given input variable xi can be estimated using a finite difference scheme. For example, the
forward difference scheme is given in Eq. (2.10), where hi is small compared to xi. Other
approaches for efficient computation of gradients exist such as complex step or the adjoint
method but are beyond the scope of the current study. Automatic differentiation is another






f(x0 + hi{δij}j)− f(x0)
hi
(2.10)
In order to compare the importance of different input variables, gradients can be nor-
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malized with respect to the baseline value of f , f(x0) and the range of variation of the
input variable xi, in the case of a bounded variable, as given in Eq. (2.11). In the case of














To study global sensitivities, the effect of varying only one variable at a time while
keeping the others fixed in their baseline values can be investigated. Similarly to highlight
interactions, one can vary two variables simultaneously, while the remaining variables are
fixed to their baseline values. For Nv variables, this analysis can result to up to
Nv(Nv−1)
2
combinations of two variables and is computationally expensive.
Sobol’s Approach This approach defines a global sensitivity metric for a design variable
by calculating the contribution of each variable to the total variance of a function. A high
Sobol’s index is an indication of the importance of one variable or group of variables in
the uncertainty of the output of interest. It separates the total variability in the objective
function into contributions from main effects, i.e. variability due to each design variable
alone, and contributions from interactions between all of the design variables. This is based
on analysis of variance (ANOVA) developed by Sobol and described in Ref. [141, 142].
This methodology developed initially for optimization problems can be easily extended to
uncertainty quantification (UQ). A brief overview is this approach is given next.
The ANOVA decomposition states that an N-dimensional function f can be decom-
posed into a sum of functions of different dimensions given in Eq. (2.12) where f0 = 〈f〉 is
a constant, fj1,...,jk are functions of increasing dimensionality which depends on indepen-
dent groups of variables.
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fj1,j2 (xj1 , xj2) +
∑
1≤j1<j2<j3≤Nv
fj1,j2,j3 (xj1 , xj2 , xj3) + . . .+ f1,...,Nv (x1, . . . , xNv)
It was shown in Ref. [141], that by enforcing the condition in Eq. (2.13), the decompo-
sition given by Eq. (2.12) is unique.
∫
fj1,...,jkdxj1 . . . dxjk = 0 for 1 ≤ j1 < . . . < jk ≤ Nv (2.13)
The total variance of f(x), Df , given in Eq. (2.14), is decomposed in a similar fashion














Dj1,j2,j3 + . . .+D1,...,Nv (2.15)
The contribution of xj alone to the total variance is accounted for with Dj , while
Dj1,...,jk accounts for the variance due to interactions among xj1 , . . . , xjk . The total vari-
ance due to xj is defined by Eq. (2.16). It accounts for the contribution due to main effects
as well as those due to the interactions with the other variables.
26






Dj1,j2,j3 + . . .+D1,...,Nv (2.16)
For sake of clarity, x1 denotes the set of variables (xj1 , . . . , xjk) and x2 denotes the
remaining variables such that x = {x1,x2}. Correspondingly, dx1 and dx2 denotes
dxj1 , . . . , dxjk and
dx1...dxNv
dxj1 ...dxjk













2 − f 20 (2.17)
The important contribution of Ref. [141] is a computational algorithm that allows a
direct estimation of global sensitivity indices using Eq. (2.17). The algorithm relies on a
Monte Carlo algorithm. In this dissertation, the implementation of the algorithm is done
through numerical integration using the tensor product of the Gauss points. Furthermore,
the definition of the Sobol’s indices, Dj1,...,jk , is extended to include the probability dis-
tribution of the inputs, as given in Eqs. (2.18) and (2.19). Calculation of Sobol’s indices
can take advantage of the UQ framework described in the following section by utilizing
the same numerical scheme to compute the various integrations required for the calcula-
tion of Dj1,...,jk’s. The numerical quadrature approach is accurate and does not require any
additional evaluation of the analysis f .
f0 = 〈f〉 =
∫
x








px1 (x1) px2 (x2) px′2 (x
′




2 − f 20
(2.19)
Finally, variances are normalized to define sensitivity indices. For example, the first
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The relative significance of each design variable is obtained by ranking each variable
according to its respective total sensitivity index, with the most significant variables corre-
sponding to higher indices. The index also quantifies the contribution of each variable and
groups of variables to the uncertainty in the output. It accounts for the range of variation of
each variable x, and its probability distribution.
Once the uncertain inputs have been identified, their uncertainty is propagated through
the analysis. The uncertainty of the output is quantified. Various approaches considered in
this study are described next.
2.4 Direct Monte Carlo Simulations
Direct Monte Carlo simulation (MCS) has been a widely used approach in relatively simple
studies. This method is guaranteed to converge to the correct probability distribution for
the output of interest as the number of analysis is increased. It can be applied to any output
of interest, even discontinuous ones. Mean and standard deviation, probability of failure,
as well as probability distribution of the output, are obtained directly from the results of


















The selection of the sampling points is important. A random number generator rou-
tine is usually employed. Alternatively, the choice of the sampling points can be enhanced
using latin hypercube sampling (LHS) [143]. The latin hypercube sampling explores the
uncertain variables space more efficiently than a uniform cartesian grid (UNIF) and sam-
pling points do not cluster as much as for random number generator (RAND), as illustrated
in Fig. 2.6(a) where each cell of the grid has the same probability. The LHS, which is
usually encountered in space filling sampling, can accommodate any common probability










   
  















   
  




(b) Sampling points for PDF (x) = 6x(1 − x)
for x1 and x2
Figure 2.6: Illustration of different sampling approach for two random variables x1 and x2
in [0, 1]
In MCS, depending on the number of input variables and the degree of nonlinearity
between x and f (x), the computational cost associated with the numerous analysis evalu-
ations for complex problems can be prohibitive. Response surface methods are an efficient
alternative for reducing the computational cost of the uncertainty propagation analyses.
2.5 Response Surface Methods
The computational cost associated with numerous analysis evaluations is prohibitive for
complex problems such as hypersonic aeroelastic and aerothermoelastic analysis. There-
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fore, a response surface based method is employed in this study as a computationally effi-
cient alternative to direct MCS.
In response surface methods, the expensive analysis f is replaced by a computationally
inexpensive approximation of f , denoted f̂ . Various approximation can be considered. A
comparison between direct MCS and response surface based method is given Fig. 2.7. The
approximation, f̂ , is constructed based on evaluating the expensive analysis, f , at a limited
number of sampling points. Next, MCS is applied to the computationally inexpensive
polynomial response surfaces in order to obtain the probability distributions associated















Probability distribution function of the y = f (x)
Direct MCS IMCS
Figure 2.7: Direct Monte Carlo simulations v.s. Response surface based methods
Two approaches for generating an inexpensive response surface are commonly used:
polynomial chaos expansion (PCE) and stochastic collocation (SC) [18]. Both rely on
polynomials expansion. Alternatively kriging surrogate (KG) or radial basis function net-
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works (RBFN) have been also considered. The usage of one response surface compared to
another is problem dependent. Therefore it is useful to know the strengths and advantages
of various methods. In addition, comparing the predictions of several response surfaces
allows to assess the accuracy of the fit without the computational cost of an expensive
convergence study.
2.5.1 Stochastic Collocation
In stochastic collocation (SC), computationally efficient polynomial response surfaces are
used to approximate the functional relationship between uncertain inputs x, and the output
of interest f(x).




The response surface f̂ given by Eq. (2.24) consists of an expansion in terms of poly-
nomial basis functions (φj(x))1<j<NP , in which Aj’s are fitting coefficients, and NP rep-
resents the number of basis functions. Once the approximate representation is constructed,
MCS can be applied to the computationally inexpensive polynomial response surface in or-
der to obtain an approximate probability distribution associated with the output of interest.
In SC, the expensive analysis is evaluated at a set of inputs xi, called collocation points.
The collocation points are chosen such that mean mf , given by Eq. (2.25), and variance
σf
2, given by Eq. (2.26), are estimated numerically using an integration scheme defined
by NI integration points, (xk)k=1,NI and their corresponding weights (wk)k=1,NI . Thus the
collocation points correspond to numerical integration points.
mf ≡ 〈f〉 =
∫
Ωx













px (x) (f (x)− 〈f〉)2dx '
NI∑
k=1
wk(f (xk)− 〈f〉)2 (2.26)
For a one dimensional case, the polynomial response surface, given by Eq. (2.24), is
generated using Lagrange polynomials (φj)j=1,NI , Eq. (2.27) associated with the colloca-
tions points (xk)k=1,NI , Eq. (2.28). The degree of the polynomial approximation P , in






j = 1, NI (2.27)
φj(xk) = δjk j, k = 1, NI (2.28)
The coefficients of the expansion are the output evaluated at the collocation points, Eq. (2.29).
Aj = f(xj) j, k = 1, NI (2.29)
For a multidimensional random input space, x = (xiv)iv=1,Nv , in which Nv is the num-
ber of uncertain inputs, the multi–variate extension of Eq. (2.27) is given by considering
the tensor–product of the one dimensional cases as given in Eqs. (2.30) and (2.31). The co-








j = 1, NI (2.30)
Aj = f (xj) j = 1, NI (2.31)
The corresponding numerical integration scheme is computed using Gaussian quadra-
ture developed by Golub [144]. For a single beta–distributed random variable, the numeri-
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cal integration points are the roots of the Legendre polynomial function of degree NI asso-
ciated with the beta probability distribution of the input. The numerical integration scheme
is exact for polynomial functions of order less than 2NI − 1. In the two-dimensional case,
the collocation points are depicted in Fig. 2.8 for beta distributions corresponding to vari-
ous combinations of A and B for NI = 72. This method tends to concentrate collocation
points in the regions of higher probability. For instance, integration points associated with
theBeta(3, 3) PDF have a higher concentration at the center of the domain compared to the
grid associated with Beta(1, 1). Additional details about alternative numerical integration









     
    
        
  











     
    
        
  











     
    
        
  
      
  
(c) Beta(3,3)
Figure 2.8: Collocation points for 2 random variable for different beta distributions, NI =
72
Since there is strong evidence that the SC approach has outperformed PCE [18], an-
other widely used technique, SC is the method chosen for the main part of this study. It
should be noted that this method suffers from the curse of dimensionality which implies
that increasing the number of random inputs exponentially increases the number of analysis
runs and the computational cost of the method. The number of analyses required for the
implementation of the SC approach is (P + 1)Nv due to the tensor–product interpolation.
Furthermore the collocation points associated with most integration schemes are located
strictly within the domain of the input variable. Therefore, extrapolation is required for
response surface evaluations close to the domain boundaries which may adversely affect
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accuracy.
To prevent extrapolation, the bounds of the interval can be added to the set of the inte-
gration points with weight wk = 0. They do not improve the accuracy of the integration
scheme but ensure that the boundary of the uncertain parameter space is discretized and that
there is no extrapolation. It will be referred to as extended stochastic collocation (SCE).
2.5.2 Polynomial Chaos Expansion
An alternative method to SC is the so-called polynomial chaos expansion (PCE) method.
In this method, a polynomial response surface replaces the actual expensive analysis of
interest as given in Eq. (2.24) where (φi (x))0<i<NP are polynomial basis functions cho-
sen based on the probability distribution of the inputs: the polynomial basis functions are
orthogonal with respect to the scalar product defined by the probability distribution of the




px (x)φi (x)φj (x) dx = ‖φi‖2δij (2.32)










For common PDFs, the family of polynomials are given in Table 2.2.
In Eq. (2.24), two methods exist to determine the coefficients, (Aj)1<j<NP : a linear
least-square fit, or a spectral projection.
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Least Square Fit method The expensive analysis is evaluated at Ns sampling points,
(xi, f (xk))k=1,Ns . These samplings points are chosen to ”uniformly” sample the input
space, using LHS for instance. Based on this information, the coefficientsAj are calculated
to minimize the error between the function of interest and the polynomial expansion as












This yields a linear system which is inverted in a least square sense [145] as given in





[φ]T {F} where (2.36)
[φ] =

φ1 (x1) . . . φP+1 (x1)
... . . .
...













There are NP coefficients. Therefore, a minimum of Ns = NP properly distributed
points is required. It has been shown that using Ns = 2NP or larger improves the fit
significantly.
Quadrature Method In this approach, the polynomial basis functions are chosen to be
orthogonal with respect to the scalar product defined by the probability distribution of the
35
inputs as given in Eq. (2.32). For this choice of polynomial basis, the coefficientsAj satisfy
Eq. (2.38).




In a computational framework, numerical integration is used to evaluate Eq. (2.38) as






wif (xi)φj (xi) (2.39)
In this case, the expensive analysis is evaluated at the numerical integration points.
Thus, Ns = NI evaluations of the function of interest are required. In the one dimensional
case, quadrature methods require NI = P + 1 points to approximate f as a polynomial
function of degree P .
2.5.3 Kriging surrogate
In kriging, the unknown function f (x) is assumed to be of the form [57, 146]:
f (x) = fx (x)
T β + Z (x) (2.40)
where fx(x) is an assumed family of functions (usually polynomials of order of 0, 1 or 2,
e.g. {1, x1, x2, x21, x1x2, x22, ...}), β are fitting coefficients, and Z(x) is a realization of a
stochastic (random) process which is assumed to be a Gaussian process with zero mean and
variance σ2var. The function fx(x)
Tβ represents global approximation of f(x), while the
error, Z(x), accounts for local deviations which ensure that the kriging model interpolates
the data points exactly. This interpolation method is based on the assumption that errors,
Z(x), are spatially correlated, which is in contrast to the assumption of independent or
uncorrelated errors made in polynomial approximation. This implies that the errors at
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two points close to each other will be close. In fact, the assumption that the errors are
uncorrelated is only appropriate when the sources of error are random, such as in the case
of measurement error or noise. In the case of deterministic computer simulations, there is
no source of random error.
The covariance matrix of Z(x), which is a measure of how strongly correlated two
points are, is given by
Cov[Z(xi), Z(xj)] = σ
2
varRkrg (2.41)
where each element of the Ns x Ns correlation matrix,Rkrg is given by
(Rkrg)ij = Rkrg(xi,xj) (2.42)
andRkrg(xi,xj) is a correlation function which accounts for the effect of each interpolation
point on every other interpolation point. This function is called the spatial correlation
function (SCF). The most commonly used SCF is the Gaussian correlation function, which







∣∣xki − xkj ∣∣pk
]
(2.43)
The gaussian SCF is dependent on the distance between two points. As two points
move closer to each other,
∣∣xki − xkj ∣∣ → 0 and Eq. (2.43) approaches its maximum value
1 and goes to 0 as two points are far from each other. In other words, the Gaussian SCF
recovers the intuitive property that the closer two points are to each other, the greater the
correlation between the points. The fitting parameters θk and pk are unknown correlation
parameters which need to be determined and depend on the form of fx. Previous studies
have found that modeling with the SCF is so effective, that using a constant for the global
behavior results in little loss of fidelity. In order to find θk and pk, the generalized least
square estimates of β and σ2var, denoted β̂ and σ̂
2

















where F is a vector populated by fx(xi) and y is a vector of observed function outputs
at the interpolation points; both vectors are of length Ns. With β̂ and σ̂2var known, θk
and pk are found such that a likelihood function is maximized. The likelihood function,
given in Eq. (2.46), is a measure of the probability of the sample data being drawn from
a probability density function associated with a Gaussian process. Since the stochastic
process associated with kriging has been assumed to be Gaussian, one seeks the set of θk
and pk that maximize the probability that the interpolation points have been drawn from
such a process. The most common choice for fx(x)T β̂ is a constant β.
− Ns ln (σ̂
2
var) + ln (Rkrg)
2
(2.46)
The maximum likelihood estimates (MLEs) of θk and pk represent the ’best guesses’
of the fitting parameters. Any values of θk and pk would result in a surrogate which inter-
polates the sample points exactly, but the ’best’ kriging surrogate is found by optimizing
the likelihood function. This auxiliary optimization process can result in significant fit-
ting time depending on the size of the system. Due to the optimization process needed to
create the kriging surrogate, kriging is only appropriate when the time needed to generate
the interpolation points is much larger than the time to interpolate the data which is the
case in hypersonic aerothermoelastic problems. With all parameters known, the kriging
approximation to a function f(x) can be written as
fkrg (x) = fx (x)





















The column vector rkrg(x) of length Ns is the correlation vector between an arbitrary
point x and the interpolation points, x1, ... , xNs .
The main advantage of kriging surrogates is the fact that they provide an approximation
of the function of interest and an estimate of the error made in the interpolation. This
estimate is used in optimization studies to explore the design space where the fit of the KG
response surface is not good. In uncertainty propagation studies, this error can be utilized
to add sampling points in regions of interest. Depending on whether one is interested in
determining a probability of failure only, or creating an accurate surrogate over the entire
design space, different approach can be considered. The first one is an extension of the
efficient global optimization approach (EGO) presented in Ref. [147] and refereed to as
efficient global reliability analysis (EGRA).
Expected feasibility function The analysis f is approximated using a kriging surrogate.
The expected feasibility function (EFF) is defined to provide an indication of how well the
true value of the response is expected to satisfy the equality constraint f (x) = ylim .
This expectation is obtained from Eq. (2.49) by integrating over a region in the immediate




[∣∣∣f̂ (x)− ylim∣∣∣− εG] pfdf (2.49)
where f̂ denotes the kriging approximation of f . Define y+ = ylim+εG and y− = ylim−εG.
This integral can be expressed analytically as:
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where εG is proportional to the standard deviation of the kriging predictor, σG. In this case,
ylim, y+, y−, µG = f̂ , σG and εG are all functions of the location x. The functions N and
N represent the normal distribution CDF and PDF respectively, which is consistent with
the choice of correlation function used to built the kriging surrogate.
The EFF provides a balance between exploitation of the response surface and explo-
ration of the design space. Points where the response surface has a large uncertainty, in the
kriging sense, will have large EFF values. Similarly, points close to ylim will also. Using
the points that maximizes the EFF for future function evaluations increases the accuracy of
the kriging surrogate in estimating the limit state.
The algorithm that describes the adaptive sampling approach based on the EFF is as
follow:
1. Generate a small number of sampling points, using LHS.
2. Build the kriging surrogate and the EFF function with εG = 2σG
3. Find the point(s) that maximizes the EFF using the DIRECT global optimization
algorithm [148].
4. If the EFF is smaller than 10−6, go to 5. Otherwise, evaluate the expensive analysis
at the new point(s) and go to 2.
5. The surrogate is used to calculate the probability of failure using IMCS.
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Note that this method is not guaranted to provide a response surface that is accurate over
the entire design space. Therefore quantities such as expected value, standard deviation, or
95% confidence interval (CI) may be inaccurate.
This framework can be adapted by using a modified expected feasibility function which
represents the error of the response surface weighted by the probability of the input as given
in Eq. (2.50). This approach populates regions of high probability distribution and high
surrogate error by producing a response surface that estimates mean and variance more
accurately. However, the computational costs are greatly increased since more sampling
points may be required.
ẼFF = σG (x) px (x) (2.52)
2.5.4 Radial Basis Function Networks
The radial basis function networks (RBFN) are an effective approach for multivariate in-
terpolation of both scattered and gridded data [50]. A radial function (RF), φ, is a scalar
function whose value depends only on the distance from the origin, r = ‖x‖. Given a
set of Ns sampling points, xj , at which a quantity of interest f (x) has been evaluated:
(xj, fj)j=1,Ns , the radial basis function (RBF) interpolant of f , f̂ , is constructed in the
form given in Eq. (2.53). The interpolated value at a new point, x, depends only on the




αjφ (‖x− xj‖) + p(x) (2.53)
In Eq. (2.53), the polynomial p(x) and the fitting coefficients αj are determined such
that the interpolant, f̂ , is equal to the actual value of f at the sampling points as given in
Eq 2.54.
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fi = f̂(xi) =
Ns∑
j=1
αjφ (‖xi − xj‖) + p(xi) 1 ≤ k ≤ Ns (2.54)
Introducing (pn(x)) a polynomial basis, p (x) is written as
∑P
n=0 βnpn(x). The coeffi-
cients βn uniquely determine p. To ensure uniqueness of the form given in Eq. (2.53), i.e.




αjpn (xj) = 0 (2.55)
Combining Eqs. (2.54) and (2.55), αj and the coefficients βn are uniquely defined by
solving the linear system written in the form of Eq. (2.56), whereMbb (x)) = [φ (‖x− xj‖)],










The choice of the RBF is an important component in the method. Classical RBF, φ,
used in engineering applications [50] are presented in Table 2.3 and illustrated in Fig. 2.9.
In the cases of volume spline, Duchon’s thin plate spline, and Hardy’s multiquadratics, the
amplitude of the radial function increases with the distance from the origin. Consequently
the value of the RBF interpolant at a given location is influenced by all the sampling points
even those that are far from the interpolated point. For Hardy’s inverse multiquadratics
and Gaussian cases, the radial function decreases monotonically to zero with increasing
distance from the origin. Therefore the contribution of a sampling point in the interpolant
diminishes as the interpolated point is located further away from this sampling point. Fi-
nally in the cases of Euclid’s hat, and Wedland functions, the radial function is non-zero
only at the vicinity of the origin. Thus a sampling point influences only a limited region of
the space. Similarly the value of the RBF at a given point depends only on the sampling
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points located in its vicinity. In addition, the matrix of the linear equations which deter-
mine the RBF coefficients, Mbb (xd) in Eq. (2.56), is sparse which limits computational
cost in the case of larger systems. Finally, note that the radial functions presented here can






where r0 is a reference distance.
Table 2.3: Classical radial basis functions
RBF Support φ(r)
Volume spline r
Duchon’s thin plate spline r2log(r)
Hardy’s multiquadratics (1 + r2)1/2
Hardy’s inverse multiquadratics (1 + r2)−1/2






− r + 4
3
)








(1− r)4 (4r + 1) if r < 1
0 otherwise
Gaussian exp(−r2)
       
  
      
  




















Figure 2.9: Examples of radial basis functions
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2.6 Summary
A brief summary of the response surface methods presented in this chapter is given in
Table 2.4. The SC and PCE require that the sampling points to be the numerical integration
points (Quad) in the form of Gaussian quadrature. Other methods such as kriging or RBFN
are more flexible and can use different sampling approach such as a uniform grid (Unif.)
or a LHS method. The number of evaluations is given as function of P , the order of the
polynomial approximation andNv the number of uncertain variables. For kriging, an initial
LHS hypercube of the order of 10Nv points can be a good starting point depending on the
nonlinearities present in f .






as many as possible Expensive
SC Quad. (P + 1)Nv Very accurate mean
PCE
Quad. (P + 1)Nv and variance








∝ 10Nv Robust, Nv < 20
The SC and PCE methods show good performance when the relationship between the
output(s) and the input(s) can be approximated by a polynomial function. They are robust,
provide a good estimation of expected value and standard deviation as well as an accurate
response surface that can be used for the statistical analysis. In addition they can accom-
modate multiple outputs using the same sampling points, at no extra computational cost.
Both approaches suffers from the curse of dimensionality. Sparse grids interpolation
is a good alternative to reduce the curse of dimensionality. In the case of a high number
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of variables, kriging combined with adaptation using the EFF metric, can be an efficient
approach. Yet, the sampling points are optimized for a specific quantity related to one
output, e.g. a probability of failure.
2.7 Analytical Examples
Four analytical examples are given to verify the implementation of the UQ framework. In
addition, the strength and weaknesses of the response surfaces are investigated. It also
illustrates the results that are obtained from the acUQ approach.
2.7.1 Description of the examples
Four examples are considered. For the first two the uncertain variables are uniformly dis-
tributed. In the last two, Gaussian distribution is considered. For each example, the analyt-
ical form of the function, the input variables and their PDF are given in a table along with
a contour plot of the function; the limit state, ylim = 0 is given by the black thick line.
Example 1 A nonlinear example is presented in Table 2.5 and illustrated by Fig. 2.10.
Both uncertain variables are uniformly distributed. The convergence of a global polynomial
fit is investigated with this example.
Table 2.5: Summary of Ex.1
f1 (x) ln (1 + x
2
1) sin (5x2)
x1 Uniform [1.3072 2.6928]
x2 Uniform [1.3072 2.6928]
pf p [f (x) < 0]
     
      
        
  
        
      
 
 



















Figure 2.10: Contour plot of f1 (x)
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Example 2 The second example is the Rosenbrock function taken from Ref. [46], pre-
sented in Table 2.6 and illustrated by Fig. 2.11. It is a polynomial function often used as
a challenging problem for optimization purposes as it presents a ”flat” region close to the
global minimum. For this reason, it is also a challenging problem for UQ.
Table 2.6: Summary of Ex.2
f2 (x) 100 (x2 − x21)
2
+ (1− x1)2
x1 Uniform [−2 2]
x2 Uniform [−1 3]
pf p [f (x) < 0]
     





















Figure 2.11: Contour plot of f2 (x)
Example 3 This example is presented in Table 2.7 and illustrated by Fig. 2.12 [58].
It is a highly non–linear problem with a wide range of variation for the output yielding
conditioning issues. The distributions of the inputs are normal.










x1 N [1.5, 1]
x2 N [2.5, 1]
pf p [f (x) < 0]
      
        
        
      
      
      
      
 
 



















Figure 2.12: Contour plot of f3 (x)
Example 4 This example is presented in Table 2.8 and illustrated by Fig. 2.13. The
inputs are normally distributed, the function is polynomial. Similarly to example 3, the
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limit state ylim = 0 is also located near a flat region of the uncertain parameters space. It
makes this problem difficult for non–polynomial approaches.






x1 N [10, 5]
x2 N [9.9, 5]
pf P [f (x) < 0]
     
          
        
      
        


















Figure 2.13: Contour plot of f4 (x)
2.7.2 Results and Discussion
First, the Sobol’s sensitivities are given with the convergence study in Figs. 2.14, 2.15,
2.16, and 2.17 for Exs. 1 to 4, respectively. Good convergence is observed as the number
of integration points increases for all cases. In Exs. 2 and 4, the estimation of the Sobol’s
indices is exact as expected for those two polynomials. The Ex. 3 is the harder to converge
due to two facts: the nonlinear behavior of the function, and the Gaussian distribution of
the input variables which requires to explore a large design space. In Ex.2, the converged
sensitivities showed the importance of the interaction between the two variables as S12 =
54%.
Next, for each example, the uncertainty propagation studies using SC are given and
closely investigated. The contours of the converged response surface generated with SC
are given in Figs. 2.18(a), 2.19(a), 2.20(a), and 2.21(a) for Exs. 1 to 4 respectively. The
contours of the relative error of the response surface are depicted in Figs. 2.18(b), 2.19(b),
2.20(b), and 2.21(b) for Exs. 1 to 4 respectively. The black dots referred to sampling
points.The L∞ and L2 errors compare the exact value to the response surface prediction
at 1212 uniformly distributed points. In cases 3 and 4, test points cover the domain given
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by mx ± 5σx. As expected, for the polynomial cases, the response surfaces are exact and
the error is close to machine precision. Example 4 has the highest error, located on the
edges of the tested domain. In fact for gaussian distribution, the numerical integration
points are spreads away from the mean as the order of the numerical integration scheme is
increased. Therefore, the accuracy of the response surface is not significantly increased in
those regions of low probability.
The PDFs are depicted in addition to the CDFs in Figs. 2.18(c), 2.19(c), 2.20(c), and
2.21(c) for Exs. 1 to 4, respectively. These figures illustrates the complete results that the
UQ analysis gives. In addition to PDF and CDF, a vertical line indicates the deterministic
prediction. A dashed line indicates the limit value ylim = 0. In all examples, the IMCS are
performed using a set of 50000 points generated using LHS. The probability distributions
show some discrepancies due to the statistical results associated with the MCS.
The convergence of the stochastic collocation method is given for the 4 different met-
rics: L∞, L2, errors in 〈f〉, and σf in Figs. 2.18(d), 2.19(d), 2.20(d), and 2.21(d) for Exs.
1 to 4, respectively. Mean and standard deviation have the same convergence behavior as
the Sobol’s indices. This is expected since the same integration scheme is used to compute
these quantities. Note that the first quantity to converge is the mean value which is the
integration of f . The standard deviation and Sobol’s indices require a higher integration
scheme as they require the integration of f 2.
In addition, for each example, two additional figures show the convergence of the UQ
results for other approaches. In Figs. 2.18(e), 2.19(e), 2.20(e), and 2.21(e) for Exs.1 to 4,
respectively, the convergence of the expected value is compared for different approaches:
SC, SCE, and PCE with quadrature is compared to PCE using a least square fit for three
different numbers of sampling points obtained with LHS: n=1.3, 2, and 4 times the required
minimum number of points as detailed in the presentation of PCE. In all examples, the
numerical integration scheme associated with SC and PCE shows superior convergence
than the PCE with least–square fit.
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In Figs. 2.18(f), 2.19(f), 2.20(f), and 2.21(f), the performance of the response surface
prediction is verified for Exs. 1 to 4, respectively. Kriging surrogates (KG) as well as
RBF are added. The KG label refers to kriging using the integration points as sampling
points, KG1 uses LHS points. The RBF is presented using Duchon thin plate spline with
either SCE–type or LHS sampling. The methods that use LHS sampling show poor per-
formance especially PCE when the order of the expansion is higher than the order of the
exact function in Exs. 2 and 4. The error L∞ does not converge for the PCE due to the
ill–conditioning issue. In Ex.3, the better response surfaces are obtained for KG and RBF.
In the other cases, note the strong convergence of the SC and PCE combined with Gaussian
quadrature approaches, closely followed by kriging surrogate approximation.
The UQ results are quantitatively given for the converged response surfaces in Ta-
bles 2.9, 2.10, 2.11, and 2.12 for Exs. 1 to 4, respectively. The expected values and standard
deviations are converged. discrepancies occur first in the estimation of the minimum and
maximum values, and also in the CI and probability of failure pf .
The results using adaptive sampling are illustrated for Exs. 1, 3, and 4 in Figs 2.22(a)
to 2.22(f). The sampling points are shown on top of the contours of the response surface. In
the three cases, when using the EFF approach, the points are located around the contours of
the limit state. When using the ẼFF approach, the points are distributed in the region(s) of
higher probability as expected. The second approach ensures that mean, variance, 95%CI
are accurately predicted by focusing on the higher probability regions of the design space.
The first approach focuses on the probability of failure only and uses therefore fewer sam-
pling points. Both methods alleviate the curse of dimensionality by focusing on specific
regions of interest, especially in the case of normally distributed variables.
2.7.3 Conclusions
These simple examples highlight the strengths and weaknesses of the UQ methods and
justify the primary usage of SC in the next studies. The SC approach shows superior per-
49
formance in examples 1, 2 and 4. It compares well to PCE and kriging surrogate when
using the same collocation points. Therefore SC is the method of choice in the rest of the
studies. The PCE and kriging approaches are also considered for comparison and conver-
gence assessment.
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(a) Sobol Normalized Sensitivities
     
   



























(b) Convergence of Sobol Normalized Sensitivities
Figure 2.14: Sobol sensitivities analysis, Ex.1
   
  
        
      


























(a) Sobol Normalized Sensitivities
     


























(b) Convergence of Sobol Normalized Sensitivities
Figure 2.15: Sobol sensitivities analysis, Ex.2
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(a) Sobol Normalized Sensitivities

























(b) Convergence of Sobol Normalized Sensitivities
Figure 2.16: Sobol sensitivities analysis, Ex.3
   
  
        
      

























(a) Sobol Normalized Sensitivities
     
   


























(b) Convergence of Sobol Normalized Sensitivities
Figure 2.17: Sobol sensitivities analysis, Ex.4
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(a) SC, p = 8
     
      
        
  
        





















     
  
            
          
            





















        
      






(c) CDF and PDF SC, p = 11
     
   



















SC, NIMCS = 50000
 
 









Error on < f >
Error on σf
(d) Convergence of SC
           
   



















Error on < f >










PCE, n = 1.3
PCE,n = 2
PCE, n = 4
(e) Convergence of 〈f〉
           
   

































PCE, n = 1.3
PCE, n = 2
PCE, n = 4
(f) Convergence of L∞
Figure 2.18: Uncertainty propagation results for Ex.1
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(a) SC, p = 3
     























     
  
          
          
          






















        
      






(c) CDF and PDF SC, p = 3
     
   



















SC, NIMCS = 50000
 
 









Error on < f >
Error on σf
(d) Convergence of SC
           
   



















Error on < f >











PCE, n = 1.3
PCE, n = 2
PCE, n = 4
(e) Convergence of 〈f〉
           
   


































PCE, n = 2
PCE, n = 4
(f) Convergence of L∞
Figure 2.19: Uncertainty propagation results for Ex.2
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(a) SC, p = 15
      
        
        
      
      
      






















     
  
            
          
            



















        
      
        
  
(c) CDF and PDF SC, p = 15



















SC, NIMCS = 50000
 
 







Error on < f >
Error on σf
(d) Convergence of SC s



















Error on < f >








PCE,n =1.3 PCE,n = 2
PCE,n = 4
(e) Convergence of 〈f〉




























PCE, n = 1.3




PCE, n = 4SC
PCE
(f) Convergence of L∞
Figure 2.20: Uncertainty propagation results for Ex.3
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(a) SC, p = 11
     
          
        
      
        




















     
  
                
              
                





















        
      






(c) CDF and PDF SC, p = 11
     
   



















SC, NIMCS = 50000
 
 








Error on < f >
Error on σf
(d) Convergence of SC
           
   


















Error on < f >







PCE, n = 1.3
PCE, n = 4
PCE, n = 2
(e) Convergence of 〈f〉
           
   































PCE, n = 1.3
PCE, n = 2
PCE, n = 4
(f) Convergence of L∞
Figure 2.21: Uncertainty propagation results for Ex.4
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Figure 2.22: Uncertainty propagation results for two adaptive sampling strategies
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Table 2.9: Uncertainty propagation results, Ex.1
Method Sampling Ns 〈y〉 σy [ymin ymax] 95% CI pf
MCS LHS 50000 0.0798 1.12 [−2.11 2.11] [−1.87 1.87] 0.453
SC Qu 64 0.0798 1.12 [−2.11 2.11] [−1.87 1.87] 0.453
PCE Qu 64 0.0798 1.12 [−2.11 2.11] [−1.87 1.87] 0.453
KG Qu 64 0.0798 1.12 [−2.11 2.11] [−1.87 1.87] 0.453
SCE Qu 100 0.0798 1.12 [−2.11 2.11] [−1.87 1.87] 0.453
RBF Qu 100 0.08 1.12 [−2.11 2.11] [−1.86 1.86] 0.453
RBF LHS n=2 128 0.0839 1.12 [−2.11 2.11] [−1.85 1.86] 0.454
PCE LHS n=1.3 83 0.189 1.56 [−2.11 30.1] [−1.87 2.01] 0.453
PCE LHS n=2 128 0.0828 1.13 [−2.11 2.11] [−1.87 1.87] 0.453
PCE LHS n=4 256 0.0802 1.12 [−2.11 2.11] [−1.87 1.87] 0.453
KG EFF 22 0.0771 1.13 [−2.11 2.11] [−1.87 1.89] 0.457
KGN ẼFF 52 0.0799 1.12 [−2.11 2.11] [−1.87 1.87] 0.453
Table 2.10: Uncertainty propagation results, Ex.2
Method Sampling Ns 〈y〉 σy [ymin ymax] 103 95% CI pf
MCS LHS 50000 288 373 [0 2.51] [1.54 1420] 0
SC Qu 25 288 373 [0 2.51] [1.54 1420] 0
PCE Qu 25 288 373 [0 2.51] [1.54 1420] 0
KG Qu 81 288 373 [0 2.51] [1.54 1420] 0
SCE Qu 36 288 373 [0 2.51] [1.54 1420] 0
RBF Qu 576 288 373 [−0.1 2.51] [1.49 1420] 0.001
RBF LHS 576 288 373 [−0.1 2.51] [1.49 1420] 0.001
PCE LHS n=1.3 32 288 373 [0 2.51] [1.54 1420] 0
PCE LHS n=2 50 288 373 [0 2.51] [1.54 1420] 0
PCE LHS n=4 100 288 373 [0 2.51] [1.54 1420] 0
KG EFF 37 288 373 [0 2.51] [1.57 1420] 0.001
KG ẼFF 75 288 373 [0 2.51] [1.54 1420] 0
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Table 2.11: Uncertainty propagation results, Ex.3
Method Sampling Ns 〈y〉 σy [ymin ymax] 95% CI pf
MCS LHS 50000 -1.43 0.858 [−11.6 17.5] [−2.86 0.0656] 0.968
SC Qu 256 -1.43 0.858 [−11.6 17.5] [−2.86 0.0693] 0.968
PCE Qu 256 -1.43 0.858 [−11.6 17.5] [−2.86 0.0693] 0.968
KG Qu 256 -1.43 0.858 [−11.6 17.5] [−2.86 0.0658] 0.968
SCE Qu 324 -1.43 0.858 [−11.6 17.5] [−2.86 0.0656] 0.968
RBF Qu 324 -1.43 0.833 [−11.6 17.5] [−2.83 0.0364] 0.971
RBF LHS 512 -1.43 0.838 [−11.6 17.5] [−2.82 0.0502] 0.971
PCE LHS n=1.3 332 -1.43 0.858 [−11.6 17.5] [−2.87 0.0612] 0.969
PCE LHS n=2 512 -1.43 0.853 [−11.6 17.5] [−2.86 0.0605] 0.969
PCE LHS n=4 1024 -1.43 0.855 [−11.6 17.5] [−2.85 0.0591] 0.969
KG EFF 94 -1.43 0.813 [−11.6 17.5] [−2.71 0.0543] 0.97
KG ẼFF 102 -1.43 0.858 [−11.6 17.5] [−2.86 0.0648] 0.968







5 95% CI · /104 pf %
MCS LHS 50000 3.44 3.06 [−0.108 1.05] [0.0127 1.16] 0.51
SC Qu 16 3.44 3.06 [−0.108 1.05] [0.0127 1.16] 0.51
PCE Qu 16 3.44 3.06 [−0.108 1.05] [0.0127 1.16] 0.51
KG Qu 16 3.44 3.06 [−0.108 1.05] [0.0205 1.16] 0.23
SC Qu 36 3.44 3.06 [−0.108 1.05] [0.0127 1.16] 0.51
RBF Qu 36 3.47 3.05 [−0.108 1.05] [0.0149 1.16] 0.178
RBF LHS 32 3.45 3.08 [−0.108 1.05] [0.0024 1.16] 2.25
PCE LHS n=1.3 20 3.44 3.06 [−0.108 1.05] [0.0127; 1.16] 0.51
PCE LHS n=2 32 3.44 3.06 [−0.108 1.05] [0.0127 1.16] 0.51
PCES LHS n=4 64 3.44 3.06 [−0.108 1.05] [0.0127 1.16] 0.51
KG EFF 32 3.45 3.06 [−0.108 1.05] [0.0127 1.16] 0.51





3.1 Overview of the Aerothermoelastic Framework
Computational costs for a tightly coupled analysis of the entire trajectory of a hypersonic
vehicle structure subject to aerodynamic heating and pressure loading are excessive. There-
fore various approximations are introduced to reduce the computational costs to manage-
able levels. One of these approximations is a loosely coupled aerothermoelastic analysis.
The complete aerothermoelastic analysis is illustrated by the flow chart in Fig. 3.1. It com-
bines a loosely coupled thermo–elastic analysis with an aeroelastic solver. In both anal-
yses, the solution of the Navier–Stokes (NS) equations is obtained using the commercial
software CFD++, capable of accounting for dynamic mesh deformation and different gas
models. The various components of this framework are described next.
3.2 Thermal Analysis
The heat transfer problem is treated using computational fluid dynamics (CFD) to evaluate
the aerodynamic heat flux combined with a finite element model (FEM) solver for deter-
mining the temperature distribution. The heat transfer problem is governed by Eq. (3.1)




























Figure 3.1: Aerothermoelastic Framework
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ture is protected by a thermal protection system composed of two layers: the thermal insu-
lation and the radiation shield. At the surface of the thermal protection system (TPS), the
aerodynamic heat flux, q̇aero, and the radiation heat flux, q̇rad, are in equilibrium with the





















q̇aero = q̇rad + q̇cond + q̇st where q̇aero = hw (TAW − T ) (3.2)
In the steady state, the flux equilibrium yields an algebraic equation, Eq. (3.3), for
the radiation equilibrium temperature TR which gives an indication of maximum surface
temperatures.
h (TAW − TR) = σεT 4R (3.3)
Since thermal degradation, thermal stresses and heat transfer are highly dependent on
each other, heat flux prediction is a key component of the analysis. The aerodynamic heat
flux, q̇aero, is obtained using CFD++. The calculation of the heat flux coefficient hw and
the adiabatic wall temperature are obtained by using CFD++ twice for a particular flight
condition: once with adiabatic wall boundary condition (BC) to determine TAW and once
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with constant wall temperature BC to calculate hw. Both of these quantities are used to
define the boundary conditions of the heat transfer problem in the FEM solver. The heat
flux is calculated with a CFD mesh that is finer that the FEM mesh. When applying the
aerodynamic heat load at the surface of the FEM mesh, the total heat flux applied to the
structure is equal to that given by the fluid solver.
As illustrated in Fig. 3.1, the heated modes are obtained in two steps. First, the tempera-
ture distributions in the structure and the TPS layer are calculated with the MSC.NASTRAN
(Sol.159) solving the heat transfer problem with appropriate boundary conditions as given
in Eqs. (3.1) and (3.2). The temperature distribution of the undeformed structure is calcu-
lated as a function of time for the entire trajectory. Next, the heated modes are obtained
from the temperature distribution in the wing. The nonlinear solver MSC.NASTRAN
(Sol.106) is used to calculate the normal modes of the heated structure. Material prop-
erties are functions of temperature and thermal stresses are included. The thermal coupling
is a one way coupling that implies that the heat flux is not affected by deformation or by
the wall temperature. The heated modes and modal frequencies are used in the aeroelastic
solver described next.
3.3 Aeroelastic Analysis
The aeroelastic simulation is represented in the lower portion of Fig. 3.1, and enclosed
by a box having dashed lines. The structure is represented by a limited number of mode
shapes, Ψ, computed using a FEM obtained with MCS.NATRAN. The equations of motion
are integrated using a predictor/corrector explicit scheme which requires the evaluation of
the generalized loads only once per time step. At each time step, the deformation of the
structure is passed to the mesh deformation routine. The fluid mesh is deformed using
RBF and the updated nodal positions and velocities are passed to the fluid solver. The
CFD solution is marched in time for the deformed configuration using a point–implicit
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scheme. The generalized loads, Q, are calculated based on the pressure distribution at
the wetted interface. Finally the structural deformation is advanced to the next time step.
Eventually the transient aeroelastic response is obtained. The stability of the aeroelastic
system is determined using a system identification approach that extracts the damping from
the response.
3.3.1 Formulation of the Equations of Motion
The formulation of the equations of motions is presented for the heated structure. There-
fore, the mode shapes and modal frequencies are function of the temperature distribution
in the structure. For conciseness, this dependency is kept implicit.
Hypersonic vehicle structures undergo small deformations and the structure is repre-
sented by a limited number of its natural modes [84]. The in–plane displacements of the
wing, u and v, are assumed to be negligible. The out–of–plane displacement, w(t,x), at




qi (t)ψi (x) (3.4)
The equations of motion (EOM) of the aeroelastic system obtained from Lagrange












= Qi i = 1, . . . , Nm (3.5)
From Eq. (3.5), the final EOM can be written as in Eq. (3.6).
Mq̈+ Kq = Q (t, q, q̇, q̈) (3.6)
The coupling algorithm between the CFD solver and the structural solver employed in
solving the EOM is described next.
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3.3.1.1 Time Integration and Fluid–Structure Coupling
The fluid and the structure are coupled through the generalized loads. The EOM in the





















The transition matrix in the time domain, [A], is constant. The solution of the EOM is






= e−[A]t [B] {Q} (3.10)
The exact solution of the EOM is obtained by integrating Eq. (3.10) in time and given
by Eq. (3.11). The first term corresponds to the homogeneous solution and the second term







e[A](tn+1−τ) [B]Q (τ,X) dτ︸ ︷︷ ︸
forced response
(3.11)
The transient response of the aeroelastic system is integrated in time using an explicit
method which combines a second order Adams-Bashforth predictor [149] and a trapezoidal
corrector as given in Eqs. (3.12) and (3.13), respectively.
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X̃n+1 = ΦXn +
Θ
2
(3Q (Xn, tn)−Q (Xn−1, tn−1)) (3.12)











In Eqs. (3.12) and (3.13), the state–transition matrix, Φ, and the integral of the state–
transition matrix, Θ, are given in Eqs. (3.14) and (3.15), respectively.




e[A](tn+1−τ) [B] dτ = [A]−1 (Φ− I) [B] (3.15)
The state transition matrix, Φ, is calculated using the Padé approximation with scaling
and squaring [150] implemented in MATLAB’s expm function. This method scales the
matrix by a power of 2 to reduce its norm to order 1, computes a Padé approximant to
the matrix exponential, and then repeatedly squares to undo the effect of the scaling. This
process ensures robustness and accuracy of the calculation of the exponential of the matrix.
Details of the implementation can be found in Ref. [150].
The time marching is illustrated in Fig. 3.3. At the beginning of each time step, the
structural deformation at time tn+1 is estimated using the generalized loads at the previ-
ous and current time step as given by the predictor step, Eq. (3.12), and represented by
the dashed arrows in Fig. 3.3. Next, the fluid mesh is deformed based on the predicted
structure deformation, shown by the arrow indicated by q̃n+1. The pressure distribution is
updated by multiple sub iterations within a time step of the CFD solver to march the Navier
Stokes solution to the next time step, as represented by the dotted arrow. The small circles
symbolically represent the subiterations of the CFD solver within the time step. Finally, the
generalized loads are transferred to the structural solver and the deformation of the struc-
ture at time tn + ∆t is updated using the corrector step given by Eq. (3.13) based on the
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Figure 3.3: Time marching and coupling approach
The coupling between the fluid and the structure depends on both the mesh deformation
method and the calculation of the generalized loads.
3.3.1.2 Computation of the Generalized Aerodynamic Loads
The generalized loads are defined by Eq. (3.16). The loads depends on the deformation
(q, q̇, q̈) through the pressure distribution on the deformed wing. This dependency is ex-
plicitly stated in Eq. (3.16), but is implied in the rest of the document for sake of concise-
ness.
Qi (t, q, q̇, q̈) =
∫
∂Ω
−ψi (x)P (x, q, q̇, q̈)nzdS 1 ≤ i ≤ Nm (3.16)
As illustrated in Figs 3.4(a) and 3.4(b), the wing is defined by the faces of the cells of
the fluid mesh which are on the boundary. The entire wing is depicted in Fig 3.4(a) where
the dots correspond to the face centroid. Figure 3.4(b) is a close-up view of the face of one
cell and its centroid.
The CFD++ code cannot calculate the generalized forces. Therefore the integration of
the generalized loads is implemented externally to CFD++ and consists of the following:
The calculation of the generalized aerodynamic loads is performed using the CFD mesh.
The integration over the surface of the wing, ∂Ω, is replaced by the summation of the
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(a) CFD mesh at the surface of the wing.





















(b) Zoom on a face of one cell.
Figure 3.4: CFD mesh of the wing boundary
contribution of the faces of the fluid cells, ∂Ωk, that define the wing. The modal shape
function, ψi is evaluated at the centroid of each face, xk, to express the generalized loads











−P (x)nzdS is the contribution of one face to the force in the
z−direction. It is extracted from the CFD++ code by the mean of an output file after
each time step.
The CFD++ code cannot calculate the Qi’s therefore verification of this calculation is
infeasible. However, for a sanity check, the resultant forces and moments can be calculated
in a similar manner and compared to the ones calculated by CFD++. To calculate the
resultant forces in the vertical direction ψi (xk) = 1 is used, and ψi (xk) = xk−xea for the
moment in the y–direction.
The results showed perfect agreement with the present approach. This integration, in
Eq. (3.17), is consistent with the pressure discretization (second order multi–dimensional
Total Variation Diminishing (TVD) scheme) that pertains to the CFD algorithm imple-
mented in CFD++. Consequently the only approximation made in this approach comes
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from the calculation of the shape function at the centroid of the fluid cell faces, ψi (xk).
For consistency, this value is given by the mesh deformation method.
Remark An alternative approach for calculating the generalized loads has been consid-
ered and found to be inaccurate, and it was discarded. For completeness, this method is
briefly presented in this paragraph. The consistent generalized loads calculation requires
that pressure is interpolated at the integration points of the FEM cells. In this case, the






Akwkψi (xk)P (xk)nz (3.18)
In this work, the CFD++ solver is used as a black box and the calculation of Q given
by Eq. 3.18 requires extensive postprocessing at each time step: calculation of the normals,
cells areas, locations of the integration points of the FEM mesh at the wetted interface, and
interpolation of pressure which is known at the CFD nodes only. It generates numerical
errors and ignores the pressure discretization that pertains to the CFD solution (2nd order
in space). The errors in the resultant forces and moments are of the order of 3% and up
to 10% respectively. Because of these reasons, this approach is not suitable and has been
discarded.
3.3.2 Approximate Aerodynamic Loading Using Piston Theory
Piston theory (PT) has been used extensively in studies on hypersonic aeroelasticity [1].
Third order piston theory (PT) was used successfully in flutter prediction of a typical su-
personic control surface in hypersonic flow. The PT was shown to outperform other approx-
imate approaches when compared against CFD calculation [1]. Due to its computational
efficiency PT is used to bracket the flutter Mach number before performing expensive CFD
simulations. Piston theory gives a point–wise relationship between local deformation and























The pressure depends on the free stream conditions and vn, the velocity of the air at the
boundary normal to the mean surface of the wing, given in Eq. (3.20), where Zs accounts
for the thickness of the airfoil and w for the aeroelastic deformation.





















Note that piston theory gives a quasi–steady representation of the aerodynamic load-
ing, additional details are given in Appendix C. The PT approximate model yields a quasi–
steady representation of the aerodynamic loading and the resulting generalized loads are
linear with respect to small deformations which justify the usage of the system identifica-
tion (SI) considered.
3.4 Mesh Deformation Using RBF
A RBF, φ, is a scalar function whose value depends only on the distance from the origin,
r = ‖x‖. The RBFN are an effective tool for multivariate interpolation of both scattered
and gridded data [50], as presented in Section 2.5.4. In aeroelastic applications, the dis-
placement, w, is the quantity being interpolated from the fluid–structure interface to the
rest of the CFD mesh. Given a set of Ns sampling points, also called driving points, xj ,
at which the deformation is known: (xj, wj)j=1,Ns , the RBF interpolant of w, ŵ, is con-
structed in the form given by Eq. (3.21). The interpolated value at a new point, x, depends




αjφ (‖x− xdj‖) + p(x) (3.21)
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In Eq. (3.21), the polynomial p(x) and the fitting coefficients αj are determined such
that the interpolant, ŵ, is equal to the structural deformation w at the sampling points, as
given in Eq (3.22).
wi = ŵ(xdi) =
Ns∑
j=1
αjφ (‖xdi − xdj‖) + p(xdi) 1 ≤ k ≤ Ns (3.22)
Introducing (pn(x))n as a polynomial basis, p (x) is written as
∑P
n=0 βnpn(x). The
coefficients βn uniquely determine p. To ensure uniqueness of the form given in Eq. (3.21),
i.e. the uniqueness of the coefficients αj and βn, additional conditions given in Eq. (2.55)
have to be satisfied.
Ns∑
j=1
αjpn (xdj) = 0 n = 0, P (3.23)
Combining Eqs. (3.22) and (3.23), αj and the coefficients βn are uniquely defined by
solving the linear system written in the form of Eq. (3.24), whereMbb (x)) = [φ (‖x− xdj‖)],










The displacement at any other point is given by Eq. (3.25).
wF (x) =
⌊
Mbb (x) Qb (x)
⌋ αβ
 (3.25)
The computational cost of the mesh deformation is reduced when assuming small defor-
mations and using a modal representation of the structure. Combining the RBF interpolant




Mbb (x) Qb (x)




−1  {ψ1(xd)} . . . {ψNm(xd)}
0 . . . 0

︸ ︷︷ ︸
ψF =bψF1 (x)...ψFNm (x)c
{q}
(3.26)
In Eq. (3.26), each column of the matrix ψF corresponds to the deformation of the
fluid mesh for a given structural mode shape, calculated before the start of the aeroelastic
simulation. Subsequently, at each time step the deformation of the fluid mesh is calcu-
lated directly from the modal degree of freedom, q, by a matrix multiplication as given by
Eq. (3.27). It increases the memory requirement but reduces the computational cost of each
time step since no matrix inversion is needed.
wF (x) =
⌊





In the RBF approach several components are chosen to obtain the best fit possible, such
as the the polynomial order, the choice of RF and the set of driver points. In aeroelastic
simulations, a polynomial of order 1 is considered such that rigid body motions are captured
by the polynomial component of the expansion. The radial function, Volume spline, is
chosen: φ (‖x− xdj‖) = ‖x− xdj‖.
The choice of the driving points is important. The deformation of the fluid–structure
interface is known at the FEM nodes. Several alternative approaches are used to deform
the fluid mesh based on this information. One approach interpolates the deformation from
the FEM nodes to the fluid mesh. In this case the driving points are the FEM nodes on
the interface between the structure and the fluid. Due to the global form of the RBF inter-
polant, the deformed interface defined by the fluid mesh does not coincide perfectly with
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the structural one for fluid points located between adjacent FEM nodes. The FEM mesh is
usually coarse when compared to the fluid mesh, as illustrated schematically in Fig. 3.5. A
simplified CFD mesh is deformed using the FEM nodes at the interface as driving points.
The FEM deformed interface is represented by the thick dotted line in Fig. 3.5, and the






Figure 3.5: Illustration of the usage of RBF for mesh deformation
To ensure that the structure and fluid boundaries match, the set of FEM nodes is aug-
mented with additional driving points at which the deformation is calculated based on the
FEM model. If necessary, every fluid node of the interface can be used as driving points
and a RBF interpolation based on these points is generated for interior points. This sec-
ond approach is used in this study. The deformation of the interface at the fluid mesh is
calculated using a piecewise bilinear interpolation between the FEM nodes.
To quantify the error at the fluid–structure interface due to RBF interpolation, different
error metrics given in Eqs. (3.28) through (3.30) are used. The reference deformation wref
is either the analytical form of the deformation, when available, or a piecewise interpolation
between the FEM points; ŵ is the deformation predicted by the RBF interpolation. The

















max (‖ŵ − wref‖)
max (‖wref‖)
(3.30)
3.5 Stability Boundary Calculation
The stability boundary is obtained by identifying the damping in the system using a system
identification (SI) method described in this section. It is assumed that the aeroelastic system
can be treated as a linear dynamic system, so that frequencies and damping coefficients of
the aeroelastic system can be determined and its stability boundary obtained.
3.5.1 ARMA
The auto regressive moving average (ARMA) method is an effective system identifica-
tion method used to extract the frequencies and corresponding damping from the transient
response of an aeroelastic system. It has been used for flutter prediction of hypersonic
problems in Refs. [84] and [103]. A detailed description of the ARMA method is given in
Appendix B. A brief overview is presented here.
The general formulation is given by Eq. (3.31). The aeroelastic response of the structure
at a given point, w, is modeled by Eq. (3.31), where wk is the displacement of a given point
of the structure and ek is the excitation at time kTs.
wk + a1wk−1 + a2wk−2 + . . .+ anwk−n = b1ek−1 + b2ek−2 + . . .+ bmek−m (3.31)
In flutter studies, n = 2Nm and m = 1 are typical values. The choice of m = 1 com-
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bined with ek−1 = 1 is only required to account for a non–zero static offset. Based on the
aeroelastic transient response, the coefficients (ai) are calculated. From those coefficients,
the frequencies and damping of the system are calculated.
It assumes that at each time step the response of the system is a linear combination of the
response at the n previous time steps and a linear combination of the input e at current and
previous time steps k to k −m. For this reason, ARMA approach is applicable to systems
which behavior is identified as linear combination of damped harmonic oscillations [84].
The ARMA method only requires the transient response at one point to estimate fre-
quencies and damping. In order to accurately identify the modal response of the aeroelastic
system, all modes need to be excited. The sampling time Ts is a parameter in this method,
chosen to be Ts ' π2ωn,max . [84]
3.5.2 Least Squares Curve Fit
The least–squares curve fit method (LSCF) is another approach that has been used to iden-
tify the frequencies and damping coefficients of an aeroelastic response. It is assumed that
the transient response of the system consists of a linear combination of damped harmonic
responses given by Eq. (3.32).
w̃(t) = a0 +
Nm∑
i=1
eζiωit [ai cos (ωdit) + bi sin (ωdit)] (3.32)
The frequencies and damping are calculated by minimizing the squared error between
the aeroelastic transient response and the expression in Eq. (3.32). The resulting minimiza-








In the current implementation, it is solved using two to five iterations of the FMINCON
function available in MATLAB. The solution of this highly nonlinear optimization problem
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is expensive and sensitive to the initial guess of the different variables. However error
estimates of the approximation are available and convergence of the fit can be assessed.
3.5.3 p–Method
The p–method is a well–known approach for determining the stability of a linear aeroelastic
system [101, 151]. It requires that the generalized loads to be a known function of the
generalized degrees of freedom and their time derivatives, as given in Eq. (3.34).
Q (t, q, q̇, q̈) = MAq̈+ CAq̇+ KAq (3.34)
To determine the stability of the system, the EOM given in Eq. (3.6) are combined with
Eq. (3.34). The solution is assumed in the form of q = q0ept, which yields the flutter
equation, Eq. (3.35).
{
(M − MA) p2 −CAp+ K − KA
}
q0 = 0 (3.35)
Solutions of the flutter equation are obtained for values of p that satisfy the characteris-
tic equation of the aeroelastic system given by Eq. (3.36).
det
[
(M − MA) p2 −CAp+ K − KA
]
= 0 (3.36)
The frequencies and damping of the aeroelastic system are given by the roots, pi, of
Eq. (3.36). The frequencies and corresponding damping coefficients are uniquely identified
by the real and imaginary parts of pi, Eq. (3.37).
pi = ζiωi + iωdi (3.37)
When the aerodynamic loads are computed using unsteady CFD, the analytical form
given by Eq.(3.34) is not available. However, at each time step the generalized degrees of
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Therefore the relation between the Q and the q, q̇, q̈ can be approximated in the form
given by Eq.(3.34).
At this point, note that PT is a quasi static formulation of the relation between the defor-
mation and unsteady pressure loading as presented briefly in Section. 3.3.2 and in details
in Appendix C. In addition it agrees well with CFD in previous studies. Therefore, it is as-
sumed that MA is negligible in the relation between aerodynamic loading and deformation.
It yields Eq. (3.39).
Q (t, q, q̇, q̈) ' CAq̇+ KAq (3.39)
A linear least squares fit is used to estimate the aerodynamic influence matrices. The
estimates of the aerodynamic stiffness and damping matrices are given by solving the least





‖Qk − CAq̇k − KAqk‖2
)
(3.40)









XTQ where X =
 q1 . . . qNt










This method uses the generalized loads and takes full advantage of all the information
available in the computational framework. Both previous methods used only the deforma-
tion at one or several points. Note that for a perfectly linear system, the frequencies and
damping coefficients are recovered.
3.6 The CFD++ Code, its Description and Application
3.6.1 Overview of the CFD++ Code
The CFD++ code is a modern and effective commercially available for solution of the
compressible unsteady Reynolds-averaged Navier-Stokes (RANS) equations [152].
It uses a unified grid methodology that can handle a variety of grids including struc-
tured, unstructured, multi-block meshes and cell types, including patched and overset grid
features. It treats all meshes as unstructured.
Spatial discretization of the Navier-Stokes equations is based on a second order multi–
dimensional Total Variation Diminishing (TVD) scheme. For temporal discretization a
point–implicit algorithm with dual time-stepping and multigrid acceleration is used. Dual
time–stepping schemes are constructed by appending a pseudo time-derivative term to the
Navier–Stokes equations. The pseudo time-derivative term is solved using sub–iterations
for improved accuracy. The CFD code is Message Passing Interface (MPI) compatible,
allowing the user to perform computations on multiple CPU clusters.
The multigrid acceleration scheme uses levels of grid coarsening to increase the speed
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of the simulation. Several turbulence models are available in CFD++, ranging from 1-
equation to 3-equation transport models.
The CFD++ code is capable of accounting for different gas models. The simpler one are
perfect gas and ideal gas. Chemistry can be incorporated by providing the list of species and
reaction rates of the chemical reactions. Therefore the CFD++ code is a suitable candidate
for this study.
3.6.2 Turbulence Modeling with Spalart–Allmaras Turbulence Model
The Spalart Allmaras turbulence model (SA) is viewed as reasonable one–equation model
for hypersonic flows [153, 154] and is the one used for the aeroelastic calculations pre-
sented in this work. It was also the one used in the previous work performed using the
NASA Langley CFL3D computational aeroelastic code (CFL3D) [84, 149], which is used
as comparison. Details of the implementation are given here to highlight the main differ-
ences between CFD++ and CFL3D.
It is implementation in CFD++ can be found in Ref. [152] and described in details in
this section. The dependent variable is the eddy viscosity, νt, which is related directly to
Reynolds stress as given by Eq. (3.42).














The eddy viscosity is formulated using ν̃ defined by:
νt = ν̃fv1 where fv1 =
χ3
χ3 + c3v1










+ (u · ∇) ν̃























where ρ is the density, ν = µ
ρ
is the kinematic viscosity. In addition:
S̃ ≡ S + ν
κ2d2








































fr1 is a complicated function of the Reynolds stresses and vorticity to account for rota-
tion and curvature effects. This term is given in Eq. 3.52 but is not present in the CFL3D
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implementation of the SA model.








Table 3.1: Constants and BCs for the Spalart–Allmaras turbulence model




CFL3D v.5 0.1355 2/3 0.622 0.41 0.3 2 7.1 1.2 0.5 ' 0.009 0
CFL3D v.6 0.1355 2/3 0.622 0.41 0.3 2 7.1 1.2 0.5 user input 0
CFD++ 0.1355 2/3 0.622 0.41 0.3 2 7.1 1.1 2 [3, 5] 0
Comparing CFL3D and CFD++, most of the constants are equals except ct3 and ct4.
The main difference between both implementations is in the treatment of the free stream
boundary. In CFL3D, the dependent variable is set to a much lower value compared to
the range to be considered in CFD++. Therefore, the boundary layer is different and the
pressure distribution at the surface of the wing is affected. This difference can affect the
aeroelastic and aerothermoelastic predictions.
3.6.3 The Algebraic Transition Prediction Model
Transition prediction is an active area of research. Modeling the mechanism of transition is
under development. In addition, predicting the exact location of transition requires infor-
mation that is often assumed in a computational framework such as fluctuations in the free
stream or surface properties ( temperature, roughness, ... ) [152]. In particular, transition
prediction models [155] are sensitive to free–stream/inflow turbulence levels. If the lev-
els of turbulence are too low, the flow remains laminar, if they are high, transition occurs
further upstream. Unfortunately, these quantities are rarely known, making it difficult to
predict deterministically transition.
In CFD++, several transition models exist. The simplest model is an extension of the
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k–ε model by modifying the source terms in both the k– and ε– transport equations. It is
based on modifying the generation term, applied to both k− and ε− transport equations.
The modification is based on a correlation using the parameter k⊗
νS2
where k is turbulence
kinetic energy, ⊗ is mean vorticity magnitude, ν is molecular kinematic viscosity and S is
mean strain magnitude. It provides a measure for the magnitude of the turbulence in the
flow and serves as a trigger for generating turbulent flows.
3.6.4 Perfect Gas and Real Gas Modeling
Solving the Navier–Stokes equations for hypersonic flow is computationally expensive.
However, the benefit is that the computed flow over the structure can account for high
temperature effects. Two convenient models of the fluid are available: perfect (PG) and
thermally imperfect or ideal (IG) gas, and provided in Table 3.2. Chemical reactions can
also be incorporated to account for the dissociation of molecules at high temperatures, for
this case the model is referred to as real gas (RG).
Perfect Gas (PG) Ideal Gas (IG)
Equation of state P = ρRT
Internal energy ∂ea = cv∂T ∂ea = cv (T ) ∂T
Enthalpy ∂ha = cP∂T ∂ha = cP (T ) ∂T
γ γ = constant γ (T )
Table 3.2: Perfect and Ideal gas models
For both perfect gas (PG) and ideal gas (IG) gas models, the fluid is modeled by a single
specie and there is no chemical reaction. Pressure, temperature, and density are related by
the same equation of state. In the perfect gas model, the specific heats are constant. There-
fore internal energy, ea, and enthalpy, ha, are linear functions of temperature. The specific
heat ratio, γ = cp
cv
is constant and assumed to be equal to 1.4. Under these assumptions,
limitations of the model manifest themselves at high speed. The compression ratio ρ0
ρ∞
is
artificially limited to be below 6 and stagnation temperature is unrealistically high. Thus,
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this model is often deemed to be inadequate for hypersonic high altitude flight or reentry
problems where high gas temperatures are accompanied by non–equilibrium flows [7].
For ideal gas, specific heats are not constant with temperature, as shown by the expres-
sion of internal energy and enthalpy in Table 3.2. Similarly γ is a function of temperature.
Polynomial fitting using experimental data can estimate the internal energy and enthalpy
of air as functions of temperature. In ideal gas, the compression ratio can increase up to 20
and produce a significant reduction in the stagnation temperature when compared to perfect
gas prediction.
Real gas effects are incorporated by considering a multi–species gas. The Navier Stokes
(NS) equations are complemented by the transport equations of each additional species.
The user provides the list of species and the reaction rates of the chemical reactions that
need to be accounted for. The reaction properties are a user input and allows to account
for increased complexity of the fluid: one specie to multiple species, equilibrium or non–
equilibrium flow.
The real gas (RG) model considered is taken from Ref. [156], and is given in Table 3.3.
It contains 5 species and 8 reactions to account for the dissociation of O2, N2, and NO.
Chemical equilibrium is assumed and there is no ionization. For each reaction, the reaction







Reactions η Ar (cm3/mol) EaR (K)
O2 +M → 2O +M -1.50 2.0× 1021 59500 M = N2, O2, NO
O2 +M → 2O +M -1.50 1.0× 1022 59500 M = N, O
N2 +M → 2N +M -1.60 7.0× 1021 113200 M = N2, O2, NO
N2 +M → 2N +M -1.60 3.0× 1022 113200 M = N, O
NO +M → N +O +M 0.00 5.0× 1015 75500 M = N2, O2, NO
NO +M → N +O +M 0.00 1.1× 1017 75500 M = N, O
N2 +O → NO +N -1.00 6.4× 1017 38400
NO +O → O2 +N 0.00 8.4× 1012 19450
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3.6.5 Meshing strategy
The computational grids used in this study are generated using the ANSYS ICEM CFD
meshing software. The software produces as output the grid files in the plot3D format
which is compatible with the CFD++ code. However, for the three dimensional (3D)
meshes, significant rounding error and discrepancies were present close to the leading and
trailing edges, and wing tips. Therefore the meshes had to be pre–processed using a MAT-
LAB script to realigned the nodes at the surface of the wing and ensure that the grid are
perfectly symmetric with respect to the (x,y) plane.
Hypersonic flows require a small computational domain compared to subsonic flows.
The information in air travels in the fluid at the speed of sound. Consequently, informa-
tion coming from the outer boundary of the fluid domain only affects a limited portion of
the flow, called the zone of influence determined by the local Mach number. Therefore,
the inflow boundary of the computational domain can be close to the leading edge of the
structure. The outflow boundary is located close to the structure as well. However the
boundary layer should have sufficient time to return to supersonic flow before exiting the
fluid domain. Finally shocks, such as leading edges shock, should be allowed to exit the
computational domain without being perturbed. Therefore, characteristic–based boundary
conditions are used for any boundary that is not the inflow.
As a result of these constrains, the computational domain is relatively small when com-
pared to subsonic calculations and extends about 10 cells in front of the structure and about
2 chord length between the surface of the structure and the outflow and far field boundaries.
The grids are clustered at the airfoil wall boundaries such that the dimensionless distance






, is maintained below 1 and
the turbulence equations are directly solved at the wall without assuming any wall func-
tions. The dimension of the first cell normal to the surface of the structure is of the order of
10−6 to 10−5 m and the expansion rate is between 1.1 and 1.2. Close to the discontinuities
present in the flow due to shocks or expansion fans, the aspect ratio of the cells is kept close
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to 1. In the case of the low aspect ratio wing, the mesh is very fine at the vicinity of the
leading and trailing edges, wing tip and mid–chord.
When considering deforming meshes, two strategies are considered: fixed outer bound-
ary or fully moving mesh. In both cases, cell entanglement can occur. Yet it less likely
when there is no constraint on the outer boundary of the fluid domain. The CFD++ code
allows for moving outer boundaries. Constraining the outer boundary to be fixed may be
required by the solver such as in CFL3D. In this case, the fluid domain is extended by about
a chord length or two in front of the leading edge to allow for a smooth mesh deformation.
In this work, different strategies are investigated in the aeroelastic stability of a two dimen-
sional (2D) typical section. For the 3D low aspect ratio wing, an extended mesh provided
also better mesh quality than a triangular mesh when using ICEM CFD.
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CHAPTER 4
UNCERTAINTY PROPAGATION IN THE
AEROELASTIC STABILITY OF A TYPICAL
SECTION
The aeroelastic stability of a typical section in hypersonic flow is studied using the uncer-
tainty quantification (UQ) framework. This represents the first example for propagating
uncertainty in hypersonic aeroelasticity. Uncertainty is incorporated in the uncoupled nat-
ural frequencies. The performance of several response surface methods are compared.
4.1 Description of the Aeroelastic Problem
The flutter Mach number for a double wedge typical section representative of a control
surface of a hypersonic vehicle is examined to illustrate the usage and performance of
various UQ approaches. The typical section, shown in Fig. 4.1, is characterized by pitch
(α) and plunge (h) degrees of freedom. This problem was treated deterministically in
Ref. [2].
For this problem, the equations of motion given in Eq. (4.1), are obtained using La-
grange’s equations assuming small deflections and no structural damping. The aerody-

























As the free stream Mach number increases, flutter ensues and the flutter Mach number
Mf corresponds to zero damping in one of the two modes of the aeroelastic system. The
output of interest is the flutter Mach number, Mf . In the probabilistic approach, the proba-
bility that the flutter Mach number is less than some fraction of the deterministic prediction
as given by Eq. (4.2), is quantified. In this example, the value of β = 85% is assumed to
be an acceptable limit for flutter Mach number. It corresponds to an aeroelastic stability
margin of 15%.
pf (β) = p (Mf < βMfd) (4.2)
The variability is introduced in the uncoupled natural frequencies, ωα and ωh, to ac-
count for uncertainty due to potential changes in frequencies due to aerodynamic heating.
Therefore, the output of interest for this problem is a function of two uncertain inputs, de-
noted ∆ωh and ∆ωα, which correspond to the variations in natural frequencies. The aeroe-
lastic stability is determined using a damping identification method known as the ARMA
model [84]. Damping is extracted from the transient response of the system. The flutter
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Mach number Mf depends also on the offset a between the elastic axis and the mid-chord.
For the results presented, it is important to note that the altitude (H = 12 km) at which
the aeroelastic studies are conducted is not realistic of hypersonic flight. However more re-
alistic altitudes of 25–30 km would yield very high Mach numbers. Therefore the altitude
is artificially reduced in order to obtain more practical values. However, as pointed out in
Ref. [2], incorporation of aerodynamic heating leads to a reduction of the flutter Mach num-
ber, and thus aerothermoelastic studies which account for the effects of heat transfer will
produce operating altitudes and Mach numbers more representative of hypersonic vehicle
operating regime; this approach is implemented in the later sections of this study.
4.2 Uncertainty Propagation Results
The system is represented by the parameters given in Table 4.1, taken from Ref. [2]. As
indicated in Ref. [157], changes in frequencies are considered to be representative of the
combined effects of material degradation and thermal stresses that occur in a heated struc-
ture. The bending frequency increases as the structure heats up, the torsional frequency
decreases [157]. The range of variation of the bending and torsional frequencies ob-
served for typical trajectories of a airbreathing hypersonic vehicle are [−3%, +14%] and
[−30%, +0%] respectively [157]; and these where selected as representative values. The
respective probability distribution is chosen to be uniform as summarized in Table. 4.2.
In all results, the 95% confidence interval for the flutter Mach number and minimum and
maximum values are obtained by conducting 50000 Monte Carlo simulations on the ap-
proximate problem represented by the response surface.
The selection of the degree of the polynomial required for the SC expansion is based
on a convergence study. In the convergence study, a and H are fixed at 0.0 and 12 km
respectively. The mean and the variance associated with the flutter Mach number obtained
from polynomial expansion up to 10th order are compared to results obtained from a 15th
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Table 4.1: Baseline configuration for the typical section
Parameter Value Units
H [12 30] km






Table 4.2: Uncertain parameters associated with the 2D typical section
Parameter Range Distribution
ωh [-3% +14%] Uniform
ωα [-30% +0%] Uniform
order expansion based on (15 + 1)2 = 256 analysis evaluations. The relative errors as-
sociated with the mean and standard deviation are shown in Fig. 4.2. Furthermore, the
accuracy of the various polynomial expansions is quantified by comparing the response
surface predictions with the exact values obtained for a 16 by 16 cartesian uniform grid
spanning the uncertain variables space. For the corresponding 256-points set, maximum
and sum of squares (L2) relative errors between the computed value and the response sur-
face prediction is shown in Fig. 4.3. The maximum error is close to the expected accuracy
of the analysis for a response surface based on a 6th order expansion (i.e. 49 collocation
points). The converged response surface is depicted in Fig. 4.3(a). The local error of the
response surface is of the order of 10−5 % and its distribution is given in Fig. 4.3(b). In both
figures, the black dots indicate the collocation points and the black line shows the value of
0.85Mfd.
For comparison, other response surface approximations are considered: polynomial
chaos expansion (PCE) and kriging surrogate (KG). The convergence of the different meth-
ods are compared in Figs 4.4(a) and 4.4(b) for theL∞ andL2 norms, respectively. The three
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Error on σMf
Code Precision
Figure 4.2: Convergence study for SC method, a = 0, H = 12 km
response surfaces are constructed using the same collocation points. Note that PCE agrees
perfectly with SC, which is expected since both correspond to polynomial approximations
of the function. The KG gives a good approximation to the analysis but is outperformed by
SC and PCE in this case.
Detailed results are given in Table 4.3 for SC, PCE and KG using numerical quadra-
ture points as collocation points. It shows perfect agreement between the three different
response surfaces. Note that the same 50000 LHS points are used to perform the IMCS
for the three approaches. If it were not the case, small differences (∼ .1%) would be
present in the estimation of the 95% CI and probability of failure. Such differences would
be explained by the difficulty associated with the estimation of statistical quantities using
random point generators, even for a very large number of random points.
The expected feasibility function (EFF) approaches are also considered to compare the
performance of adaptive methods to SC, PCE and KG for this aeroelastic study. Adaptive
sampling is based on either the EFF (KG-EFF ) or the proposed ẼFF (KG-ẼFF ). The
first one stops after 10–11 function evaluations but yields errors in the approximation of
the CI or maximum and minimum values of the flutter Mach number. The second approach
converges after 35 evaluations and compares well with the first three methods considered.
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(a) SC, p = 6
     
      
      

























Figure 4.3: SC response surface, a = 0, H = 12 km
Both response surfaces and sampling points distributions are illustrated in Figs. 4.5(a)
and 4.5(b) respectively, together with their errors shown in Figs. 4.5(c) and 4.5(d). In
both cases, the limit ylim is accurately captured. Note that the errors are of the order of
0.1 and 10−4% for the KG-EFF and KG-ẼFF response surfaces, respectively. The KG-
EFF response surface is accurate only at the vicinity of the limit state. In comparison, the
KG-ẼFF response surface is accurate over the entire range of the uncertain variables and
the sampling points are evenly distributed as dictated by their uniform PDF.
Similar convergence is found for all the combinations of altitude and elastic axis off-
set considered in this study. Therefore, the 6th order polynomial expansions are used for
generating the results corresponding to various values for the elastic axis offset a and the
altitude H . Note that certain parameters associated with the analysis had to be modified in
order to obtain reliable results when propagating uncertainty: the time step is divided by 2
and the simulated time is increased by a factor of 5 compared to that used in the determinis-
tic calculations. These modifications are necessary to allow the ARMA method to identify
both frequencies and damping coefficients in the transient response, particularly when ωh
and ωα are close to each other.
Uncertainties associated with the pitch and plunge natural frequencies are propagated
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(a) Convergence of L2






























(b) Convergence of L∞
Figure 4.4: Convergence study for different UQ methods, a = 0, H = 12 km
to the flutter Mach number using a 6th order polynomial response surface generated by
stochastic collocation. The results are depicted in Figs. 4.6(a) and 4.6(b) and summarized
in Table. 4.4. In both figures, the deterministic flutter Mach number, represented by a thick
line and diamond symbols, is compared to the mean in flutter Mach numbers due to the
uncertainties. The expected value of flutter Mach number is depicted using the crosses.
Furthermore, an interval likely to include the flutter Mach number with 95% confidence
(95% CI) is represented by a shaded area. The dashed and dash–dot lines corresponds to
the minimum and maximum values, respectively. The 15% margin in flutter Mach number
is represented by the plain line with the dots.
In Fig. 4.6(a), the elastic axis offset, a, varies from -0.4 to 0.4 and the altitude is constant
at 12 km. The results show that the maximum flutter Mach number is close to the deter-
ministic value. Recall that the baseline analysis does not correspond to the mean values of
the uncertain parameters but to ∆ωh = 0 and ∆ωα = 0 which are close to the bounds of
the uncertain parameters interval. The mean of ∆ωh and ∆ωα correspond to a modification
of ωh and ωα by +11.5% and -15% respectively. As a result of uncertainty modeling for the
probabilistic case, the natural frequencies are closer to each other for 99.7% of the cases
when compared to the deterministic analysis; ωh increases and ωα decreases. It yields a
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Table 4.3: Flutter Mach number variability predicted by 3 different response surfaces, H =
12 km
Method Ns 〈Mf〉 σMf [Mfmin Mfmax] 95% CI pf
a = −0.4
SC 49 18.2 2.6 [12.5 23] [13.6 22.4] 0.623
PCE 49 18.2 2.6 [12.5 23] [13.6 22.4] 0.623
KG 49 18.2 2.6 [12.5 23] [13.6 22.4] 0.623
KG-EFF 9 18.2 2.57 [12.5 23] [13.8 22.4] 0.622
KG-ẼFF 35 18.2 2.6 [12.5 23] [13.6 22.4] 0.623
a = 0
SC 49 9.75 1.93 [5.97 13.4] [6.52 12.9] 0.726
PCE 49 9.75 1.93 [5.97 13.4] [6.52 12.9] 0.726
KG 49 9.75 1.93 [5.97 13.4] [6.52 12.9] 0.726
KG-EFF 10 9.75 1.93 [5.97 13.4] [6.51 12.9] 0.726
KG-ẼFF 34 9.75 1.93 [5.97 13.4] [6.52 12.9] 0.726
a = 0.4
SC 49 6.41 1.5 [3.61 9.32] [3.98 8.93] 0.776
PCE 49 6.41 1.5 [3.61 9.32] [3.98 8.93] 0.776
KG 49 6.41 1.5 [3.61 9.32] [3.98 8.93] 0.776
KG-EFF 11 6.41 1.5 [3.54 9.32] [3.94 8.93] 0.776
KG-ẼFF 33 6.41 1.5 [3.61 9.32] [3.98 8.93] 0.776
lower flutter Mach number in most cases. The standard deviation varies from 11% to 16%
of the deterministic value. The 95% CI’s interval varies from -61%, to +1% of the deter-
ministic value. Similarly, the variation of the flutter Mach number with altitude is depicted
in Fig. 4.6(b), the elastic axis offset is equal to 0.1. Finally, in both cases the 15% margin
lies inside the interval given by the expected value and the standard deviation as well as the
95% CI which corresponds to high probability of that the flutter Mach number is less than
this limit.
The probability distributions of the flutter Mach number are given in Figs. 4.7(a) to 4.7(c)
for various elastic axis offsets. The bars represent the PDF and the line represents the cu-
mulative density function (CDF) for the flutter Mach number. The deterministic value and
its probability is indicated on the CDF curve by a diamond. The 15% margin is indicated
by a the left–pointing triangle. It shows that there is a significant probability that the system
will flutter before the value predicted based on the baseline parameters and the margin se-
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(a) Response surface using Kg-EFF
     
      
      

























(b) Response surface using Kg-ẼFF
     
      
      























(c) Error using Kg-EFF
     
      
      

























(d) Error using Kg-ẼFF
Figure 4.5: Response surface predicted using EFF, a = 0,H = 12 km
lected. This illustrates the significance of using non–deterministic approaches to properly
quantify the uncertainty in the aeroelastic stability boundary.
Additional information is extracted from the uncertainty quantification analysis. In
Fig. 4.8(a), the probability that the flutter Mach number is less than some fraction of the
deterministic prediction given by Eq. (4.2) is depicted. For example, depending on the
value of the elastic offset, there is a 63–78% probability that the control surface will flutter
at a Mach number that is 15% less than the deterministic prediction, when assuming a PDF
corresponding to Beta(1,1).
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(a) H = 12 km




















(b) a = 0
Figure 4.6: Uncertainty propagation results for varying elastic axis (a) or altitude (b)
Table 4.4: Flutter Mach number variability, H = 12 km
Elastic offset a = −0.4 a = 0 a = 0.4
Mf 22.84 13.25 9.22
〈Mf〉 18.23 (-20.17%) 9.75 (-26.38%) 6.41 (-30.46%)
σMf 2.60 (11.40%) 1.93 (14.59%) 1.50 (16.26%)
95 CI [ 13.47 , 22.28 ] [ 6.44 , 12.84 ] [ 3.92 , 8.88 ]
95 CI (%) [ -41.09 , -2.48 ] [ -51.47 , -3.15 ] [ -57.54 , -3.76 ]
Range [ 12.52 , 23.03 ] [ 5.97 , 13.36 ] [ 3.61 , 9.32 ]
Range (%) [ -45.18 , 0.86 ] [ -54.92 , 0.85 ] [ -60.89 , 1.06 ]
These results demonstrate that uncertain inputs can produce significant levels of vari-
ability in predicted flutter Mach numbers. By treating the problem in a probabilistic man-
ner, more information about the flutter margin is obtained. In this particular case the deter-
ministic analysis is inadequate since large variations in the flutter Mach number due to the
assumed uncertainties are evident.
The effect of the input probability distribution shape of the random inputs on the stochas-
tic output probability distribution is also considered. The range for the frequencies is un-
changed. Both ∆ωh and ∆ωα have the identical probability distributions for all cases shown
in Figs. 4.8 and 4.9. The results illustrate the effect of the probability distribution in the in-
put, as illustrated by Figs. 4.8(b) through 4.8(d) and Figs. 4.9(b) through 4.9(a). The choice
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(a) a = −0.4
        
  
          
        
          




















        
      
        
  
(b) a = 0
      
  
            
          
            




















        
      
        
  
(c) a = 0.4
Figure 4.7: Flutter Mach number PDF prediction using a 6th order polynomial expansion
in SC, H = 12 km
of input probability distribution affects all the stochastic analysis quantities i.e. mean or ex-
pected value, standard deviation, 95% CI and probability of failure. As expected, maximum
and minimum are not modified since the ranges of the uncertain inputs are the same. In all
cases, the CI is reduced. This behavior is a result of the monotonic relation between the
inputs and output as well as the shape of the probability distributions chosen for the inputs.
All three distributions give more probability to the interior of the domain. Therefore the
CI of the inputs is smaller resulting in a smaller CI for the output. In addition, the CI of
the flutter Mach number moves closer to the maximum in the case of Beta(3,2) and closer
to the minimum in the case of Beta(2,3). In fact, the Beta(2,3) distribution gives more
probability to the lower values of the frequencies compared to Beta(3,2). Therefore there
is more probability given to the lower Mach numbers. This behavior illustrates that the
statistical results should be interpreted in the context of the assumptions made regarding
the uncertainty of the inputs. [158]
4.3 Sobol’s Sensitivities results
The sensitivity analysis presented in Section 2.3 illustrates the effect of the probability dis-
tributions. The results are shown in Table. 4.5. The variances associated with the frequency
alone, Dωα and Dωh are smaller by a factor of 2 for beta distributions than that for the uni-
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Figure 4.8: pf (β) for different inputs probability distributions, H = 12 km
form distribution. This is due to the fact that non–uniform beta distributions have smaller
variances than uniform PDF, and propagate through the analysis accordingly. In all cases,
the stronger dependencies are observed for the pitching frequency. Two effects add up: the
flutter Mach number is more sensitive to ωα and the range of variation of ωα is larger than
that of ωh. The effect of the interaction between the two variables is negligible. The effect
of the elastic axis location is also negligible as shown in Figs. 4.10 and 4.11. The effect of
altitude is also negligible, as illustrated in Fig. 4.12.
This simple problem illustrates the results that can be obtained using the UQ frame-
work. Next a more complex problem is considered.
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Figure 4.9: Uncertainty propagation results for different input probability distribution, H
= 12 km
Table 4.5: Sobol Sensitivities , a = 0, H = 12 km
PDF
D S [%]
ωh ωα ωhωα ωh ωα ωhωα
Uniform 0.05 3.66 0.00 1.43 98.56 0.01
Beta(3,3) 0.02 1.58 0.00 1.45 98.55 0.00
Beta(3,2) 0.02 1.76 0.00 1.39 98.61 0.01































































































































































































































































































































































































































































































































































Figure 4.12: Sobol Sensitivities as function of H , uniform PDF, a = 0
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CHAPTER 5
UNCERTAINTY PROPAGATION IN THE
AEROTHERMOELASTIC BEHAVIOR OF A
PANEL
The second problem considered in this study is the aerothermoelastic stability of a panel
located on the surface of a hypersonic vehicle. Uncertainty in the heat flux prediction is
quantified and propagated so as to demonstrate its effect on the aerothermoelastic stability
of the panel.
5.1 Description of the Aerothermoelastic Analysis
The panel, depicted in Fig. 5.1, is located on the surface of a hypersonic vehicle. It is
assumed that the panel is covered by a thermal protection system consisting of a radia-
tion shield and thermal insulation, shown in Fig. 5.2. The radiation shield is a PM–2000
honeycomb sandwich and the thermal insulation is Internal Multiscreen Insulation (IMI).
The plate structure is composed of high-temperature grade of titanium (Ti-6Al-2Sn-4Zr-
2Mo). The material properties are given at 300oK in Table 5.1. Specific heat and thermal
conductivity are temperature–dependent. [63, 65, 159]
A detailed deterministic study was performed in Ref. [159]. The aerothermoelastic
model for this problem is obtained by combining the two-dimensional, moderate deflection
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Table 5.1: Properties of the thermal structure at 300oK
ρ [kg/m3] c [J/kg/K] k [W/m/K] hi [mm]
Radiation shield 359 465 0.250 7.4
Thermal insulation 73.0 729 0.0258 10.0








Figure 5.1: Panel located on an inclined surface of a wedge-shaped forebody
von Karman plate theory, given in Eq. (5.1), with unsteady aerodynamic loading qa, based
on 3rd order piston theory. It accounts for thermal stresses as well as change in material
properties due to effect of temperature. The effects of thermal loading due to arbitrary,
in–plane and through–thickness temperature distributions are included in Nx and MT , re-














The panel is simply supported at its ends. The nonlinear equations of motion are solved
using a Galerkin approach to discretize the spatial dependance. The panel response in the












Figure 5.2: Two-dimensional model of the thermal structure
placement w(x, t), Eq. (5.2), is expressed as a combination of sine modes and a third order
polynomial function uniquely defined to satisfy non–homogeneous boundary conditions







) + C1(t) + C2(t)x+ C3(t)x
2 + C4(t)x
3 (5.2)
The heat transfer problem is treated using Eckert’s reference enthalpy model for eval-
uating the aerodynamic heat flux [121]. The temperature distribution in the structure is











In the structural analysis of the heated structure, the temperature distribution along the
length of the panel is fitted using a second order polynomial function. It allows one to
integrate the equation of motion required for this Galerkin approach. The temperature
distribution, and the heat flux distribution at the surface of the panel, are assumed to be
continuous and smooth. This analysis cannot account for the presence of transition from
laminar to turbulent at the surface of the panel.
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The vehicle is in straight and level flight, at a constant altitude and Mach number. Since
the edges of the panel are fixed at its end points, thermal stresses develop as the panel
is heated, leading to buckling and eventual aerothermoelastic instability. The through–
the–thickness temperature gradients bend the panel upwards before it flutters. The instant
when the panel starts to flutter determines the flight time, Tf , that characterizes the stability
boundary of the system and it represents the time to failure. This flight time corresponds to
the instant when the out of plane panel displacement at the mid-chord point reaches −10%
of the panel thickness. This metric is chosen as a value useful for identifying the onset
of flutter from the transient response of the panel. This metric for the onset of flutter is
accurate to within ±1 second of flight time, based on the results generated.
Since aerodynamic loading, elastic deformation, inertial loads and heat transfer are
tightly coupled [159], heat flux prediction is a key component of the analysis. The use
of Eckert’s reference enthalpy model implies several assumptions about the modeling of
the heating problem which introduce sources of uncertainty and affect the stability of the
system. Therefore, uncertainty in the heat flux prediction has to be quantified. A scaling
factor αq for the heat flux is introduced and treated as the first random variable, ξ1. The
location of the transition from laminar to turbulent flow, xt, is treated as the second random
variable, ξ2. First the deterministic results are presented, followed by the probabilistic
results.
5.2 Deterministic Results
The input parameters are provided in Table 5.2 for the baseline configuration. The altitude
is 30 km (98,500 feet) and the free stream Mach number varies between 8 and 12. The
forebody inclination is 5 degrees, the panel is assumed to be 1.5 meters long and is located
at a distance of 1.0 meter from the leading edge of the vehicle. The flow over the panel is
assumed to be fully turbulent since transition is assumed to start at the leading edge of the
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vehicle and to end before the leading edge of the panel.










The transient response of the panel at mid–chord is given for 5 different Mach numbers.
First, the full response is given for Mach 9 in Fig. 5.3. The panel is initially flat, buckles
upward and eventually starts to flutter which determines the flight time, Tf , indicated by a
vertical line.
     
      
  
    










   
      
  
    







Figure 5.3: Transient response of the panel for turbulent flow, M∞ = 9
A closer view of the response of the panel is given for Mach 8 to 12 in Figs. 5.4(a)
to 5.4(d). At lower Mach number, the flutter onset is gradual. Therefore the flight time can
only be determined to a certain degree as explained in the previous section.
In the deterministic analysis, it is assumed that the panel is exposed to fully developed
turbulent flows. For fully laminar flows, the aerodynamic heat flux on the panel is approx-
imately one fifth of the heat flux due to turbulent flows. It results in longer flight times. In
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(a) M∞ = 8
    








(b) M∞ = 10
   
    
  
  







(c) M∞ = 11
    
    
  
  







(d) M∞ = 12
Figure 5.4: Transient response of the panel for turbulent flow
Table 5.3, the flight times are given for both turbulent and laminar cases. Turbulent flow
allows one to fly for twice as long before flutter occurs. Therefore, turbulent flow appears
to represent a conservative assumption. The UQ results presented next reveal that it is not
the case.
Table 5.3: Deterministic flight times
M∞ 8 9 10 11 12
Tf [s]
Laminar > 1500 672.0 133.2 62.3 55.5





[%] – 128.3 61.0 63.9 67.0
5.3 Uncertainty Propagation Results
Appropriate modeling of turbulence and gas properties is a key factor for accurate predic-
tion of the aerodynamic heat flux on the structure. In Ref. [159], two sources of uncertainty
have been identified. The first is associated with uncertainty in turbulence modeling, and
the second pertains to uncertainty in the transition from laminar to turbulent flow. Both
influence the heat flux, and thus have a direct impact on the aerothermoelastic stability of
the panel.
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Turbulence Modeling The uncertainty due to turbulence modeling was quantified by
comparing Eckert’s reference enthalpy model [121] with CFD results based on two turbu-
lence models. This comparison is depicted in Fig. 5.5. The CFD results were generated
with the CFL3D code [160] for a flight Mach number of 8.0, and a surface temperature on
the panel of 900 K. For the panel deflections shown in Figs. 5.5(a) and 5.5(c), the predicted
heat flux distributions along the panel computed using the various models are illustrated
in Figs. 5.5(b) and 5.5(d). It is evident that the results depend on the model used to com-
pute the convective heat flux. Four different predictions are compared: two based on CFD
computations with different turbulence models, namely Menter and Wilcox available in
CFL3D [160], and two based on Eckert’s reference enthalpy and reference temperature
models [159, 161]. The models considered in Fig. 5.5 result in similar spatial distribution
shapes for the heat flux and differ only in magnitude of the heat flux.
Based on these results, uncertainty due to turbulence modeling is characterized by the
variation in heat flux predictions based on the differences between Eckert’s reference mod-
els, and the CFD results based on different turbulence models, is accounted for by using
a scaling factor αq that modifies the Eckert’s reference enthalpy heat flux Qaero to yield
αqQaero. The range for αq is chosen to be 0.95 < αq < 1.25 in order to encompass the dif-
ference between Eckert’s reference enthalpy and both the CFD results shown in Figs. 5.5(b)
and 5.5(d). A value of αq = 1 corresponds to the baseline value employed in Ref. [161].
The probability distribution for αq is assumed to be uniform, i.e. Beta(1,1).
Transition Location Prediction In addition to the uncertainty associated with the turbu-
lence model, the uncertainty associated with the location of the onset of transition is also
modeled. In Ref. [159], the location at which the flow transitions from laminar to turbu-
lent was arbitrarily selected to correspond to the distance between the leading edge of the
vehicle and the leading edge of the panel. Transition modeling in hypersonic flow is a com-











A1 / hp = 2.0
A2 / h  = 0.0
(a) Deformed panel shape 1.
x / lp





A1 / hp = 2.0
A2 / hp = -1.0
(c) Deformed panel shape 2.
x / lp
(d) Aerodynamic heat flux 2.
Figure 5.5: Comparison of aerodynamic heating predictions over two deformed panel
shapes, Twall = 900K, M = 8
flight conditions, wall temperature, surface roughness or disturbances levels present in the
flow [7].
Uncertainty in transition is quantified by using CFD++ a commercially available CFD
solver. The CFD++ code contains several turbulence models. A turbulence model recom-
mended for external hypersonic aerodynamic predictions is the k − ε model. To model the
transition location, an algebraic transition (AT) model is used in conjunction with the k− ε
model [152]. It triggers transition based on detection of local flow curvature by augmenting
local shear stress.
For each of the additional turbulence equations, boundary conditions are needed. The
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dependent variable associated with each freestream boundary condition is computed given
two freestream turbulence characteristic parameters: the turbulent kinetic energy intensity,
Tu, and the turbulent to laminar viscosity ratio, µT/µL. The quantity Tu varies from 0.1
to 1% and µT/µL varies from 2 to 5 for external flows according to ’CFD++ Best Prac-
tices’ [152]. The combination of both parameters characterizes the level of turbulence
in the freestream flow. However, these parameters are rarely known [152] and therefore
should be treated as uncertain parameters. To estimate their impact on the heat flux pre-
diction that depends on laminar to turbulent transition region location on the vehicle, four
simulations were conducted for different cases that correspond to the extreme values of
both parameters. For level flight at Mach 8 and a constant wall temperature of 900 K,
the location of the turbulence transition region is determined from the heat flux distribu-
tions shown in Fig. 5.6. The sharp vertical increases in heat flux indicate transition from
laminar to turbulent flow. Turbulence transition location for different values of kinetic en-
ergy intensity varies from close to the leading edge of the vehicle, which corresponds to






















AT, (1%,5) AT, (1%,2)
AT, (0.1%,5) AT, (0.1%,2)
Eckert Turbulent Eckert Laminar
Figure 5.6: Heat flux prediction using CFD++ k − ε augmented with algebraic transition
model (AT), Twall = 900K, M = 8
Furthermore, there is uncertainty associated with the location of the transition due to
variability in the turbulence level of the freestream flows. In order to quantify the effects of
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uncertainty associated with the turbulence onset location, xti, the distance of the onset lo-
cation from the leading edge of the panel is varied from 0.2 meter to 1 meter corresponding
to −0.67 ≤ xti/lp ≤ −0.1. The distance of 1 meter corresponds to an onset of turbulent
flow at the leading edge of the vehicle, which represents the baseline value assumed in
Ref. [159]. The turbulence onset location is assumed to be uniformly distributed between
0.2 and 1m.
Table 5.4: Uncertain Parameters
Parameter Baseline value Range Distribution
αq 1 [0.95 1.25] Uniform
xti[m] 1 [0.2 1] Uniform
Both uncertainties associated with the turbulence model and the transition location,
summarized in Table 5.4, are propagated through the analysis and their impact on the flight
time is determined. Recall that flight time is used as a metric for onset of instability. A
6th order polynomial response surface is constructed based on 49 analysis runs; i.e. 7 col-
location points for the two random variables. Uncertainty propagation results for different
Mach numbers are shown Figs. 5.7(a) and. 5.7(b). In both figures, the lines correspond to
the deterministic values. The thick bars correspond to the expected values +/- the standard
deviation and the error bars correspond to the 95% CI. The downward and upward pointing
triangles correspond to the maximum and minimum values respectively. In Fig. 5.7(b), the
same results as depicted in Fig. 5.7(a) are given in terms of variation of flight time, ∆Tf ,
and are normalized with respect to the deterministic value, Tfd.
At Mach 8 the mean value of the flight time is 922 sec, compared to the deterministic
value of 1003 sec. The standard deviation and range are 45.1 sec (4.5%) and 820–1032
sec ([-18%, +3%]) respectively, where percentages are in terms of the deterministic value.
The results indicate that the expected flight time is less than the deterministic value which
is close to the maximum flight time at each specified Mach number. This trend is to be
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expected considering the choice of the uncertain variables and their respective ranges. The
range of the coefficient αq leads to increased heat flux amplitude in 83% of the cases. When
transition is located closer to the leading-edge of the panel, the heat flux on the panel is also
increased. These effects reduce the flight time.
     
  
      
      
      





















     
      
      
      




















(b) Normalized flight time
Figure 5.7: Flight time as a function of flight Mach number using SC
The PCE and KG response surfaces are generated using the information of the col-
location points used in the SC approach. The uncertainty propagation results are given in
Figs. 5.8(a) and 5.8(b) for PCE and KG respectively. The results obtained with SC and PCE
agree well, indicating a converged response surface. The kriging response surface predicts
the same 95% CI but over predicts the maximum value of Tf for M∞=11 and 12. This
behavior is due to the fact that kriging does not perform well when extrapolating outside
the range covered by the collocation points.
Additional details are gleaned from the probability distribution shown in Fig. 5.9. The
bars represent the PDF and the curved line corresponds to the CDF. The deterministic
value is identified by the vertical line and the diamond symbol. The output probability
distribution indicates a significant probability that the flight time will be much less than
its deterministic value at Mach 8. These results illustrate the importance of incorporating
uncertainty in a more complicated aerothermoelastic problem.
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Figure 5.8: Normalized flight time as a function of flight Mach number using PCE and KG
     
  
          
          
          






















        
      





Figure 5.9: PDF for the flight time at Mach 8, H = 30 km
112
The same uncertainty is also propagated at different Mach numbers, and a concise sum-
mary of the probabilistic results is presented in Table 5.5. The probability distributions for
the additional Mach numbers are given in Fig. 5.10. The ranges for αq and the transition
location determined from Mach 8 results are used in these computations. The trends ob-
served for Mach 9 and 10 depicted in Figs. 5.10(a) and. 5.10(b) are similar. However, dis-
crepancies are observed for Mach number 11 and 12, as shown in Figs. 5.10(c) and 5.10(d),
respectively. The shapes of the PDF curves are not smooth despite lack for any physical
reasons that would justify strong nonlinear relation between the uncertain inputs and out-
put. Approximately±1 second errors occur in the estimations of flight time as described in
Section 5.1. For lower Mach numbers, this error is insignificant compared to the magnitude
of the deterministic value and the stochastic variability of the output. However, for higher
Mach numbers, this error grows and becomes significant compared to the estimated flight
times and significatively affects the response surface fit. These results illustrate difficulties
in performing and interpreting UQ results when the stochastic variability is close to the
error present in the deterministic analysis. [158]
Table 5.5: Flight Time variability
Mach Number M∞ = 8 M∞ = 9 M∞ = 10
Tf (sec) 1002.8 294.3 82.8
〈Tf〉 (sec) 922.4 (-8.0%) 273.9 (-6.9%) 79.7 (-3.71%)
σTf (sec) 45.1 (4.5%) 11.6 (3.9%) 1.8 ( 2.2%)
95% CI (sec) [842.5 1009.2] [253.5 296.0] [76.6 83.1]
95% CI (%) [−16.0 + 0.6] [−13.9 + 0.57] [−7.5 + 0.4]
Range (sec) [819.3 1031.5] [247.1 301.6] [75.2 83.9]
Range (%) [−18.3 + 2.9] [−16.0 + 2.5] [−9.1 + 1.3]
The effect of the assumed probability distribution is illustrated next. Two non–symmetric
probability distribution are considered next: Beta(2,3) and Beta(3,2). The results are given
for the three flight Mach numbers M∞ = 8, 9 ,10. The range of flight time is unchanged,
however its distribution is skewed towards the higher values in the case of propagating the
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(a) M∞ = 9
      
  
        
      
        




















        
      
        
  
(b) M∞ = 10
      
  
          
        
          




















        
      
        
  
(c) M∞ = 11
     
  
          
        
          




















        
      
        
  
(d) M∞ = 12
Figure 5.10: PDF of the Flight time for 9 to 12 flight Mach number
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Beta(2,3) distribution and towards the lower ones for Beta(3,2).
      
  
          
          
          




















        
      





(a) M∞ = 8
      
  
            
          
            


















        
      
        
  
(b) M∞ = 9
      
  
            
          
            


















        
      
        
  
(c) M∞ = 10
Figure 5.11: PDF of Tf assuming Beta(2,3) for the uncertain inputs
      
  
            
          
            




















        
      





(a) M∞ = 8
      
  
          
        
          


















        
      
        
  
(b) M∞ = 9
      
  
            
          
            


















        
      
        
  
(c) M∞ = 10
Figure 5.12: PDF of Tf assuming Beta(3,2) for the uncertain inputs
5.4 Sobol’s Sensitivities
To extract the importance of each variables, Sobol’s sensitivities are calculated in the case
of uniform probability distribution. The results are given in Table 5.6 and depicted in
Fig. 5.13. The variability of flight time is higher at lower Mach number as shown by
the higher D’s at M∞ = 8. In all cases, the uncertainty associated with the magnitude
of the heat flux is responsible for 80% to 85% of the variability in flight time; transition
location contributes to 15% to 20%. The effect of the interaction between both variables is
negligible.
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Table 5.6: Sobol Sensitivities for the panel
M∞
D S [%]
αq xt αqxt αq xt αqxt
8 1587.43 443.40 1.01 78.13 21.82 0.05
9 106.01 27.75 0.05 79.22 20.74 0.04
10 2.96 0.36 0.00 89.00 10.96 0.04
11 0.77 0.16 0.01 81.79 16.69 1.52








































































Air–breathing hypersonic vehicles are based on airframe integrated Scramjet engine. The
elongated forebody that serves as the inlet of the engine is subject to harsh aerothermody-
namic loading which causes it to deform. Unpredicted deformations may produce unstart,
combustor chocking or structural failure due to increased loads. In this chapter, the impact
of aerothermoelastic deformations on the prediction of the engine performance is quanti-
fied using a UQ approach. Aerothermoelastic deformations are calculated for various flight
conditions and used as bounds in the UQ analysis. First the analysis is presented. Next the
aerothermoelastic analysis results are given, and finally the results of the UQ approach are
presented.
6.1 Integrated Airframe–Propulsion System Analysis with
MASIV
The aerothermoelastic analysis and engine analysis of a generic hypersonic vehicle is illus-
trated by the flow chart in Fig. 6.1. The prediction of aerothermoelastic propulsive effects
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on the engine requires four different analysis capabilities: a propulsion model with de-
forming geometry, a structural model with temperature–dependent material properties, an
aerodynamic analysis capable of predicting heat transfer of external hypersonic flow and a
heat transfer analysis.

















Figure 6.1: Aerothermoelastic–Propulsion Framework
The vehicle is assumed to be in straight and level flight. A flight condition is deter-
mined by the altitude, H , the Mach number M∞, the angle of attack of the vehicle, α,
which determines the free stream conditions; and the equivalence ratio, ER. The external
aerodynamics and heat transfer equations are solved simultaneously. This analysis is re-
ferred to as conjugate heat transfer (CHT). A conjugate heat transfer analysis is performed
at a given flight condition, free stream and combustor conditions to predict the aerody-
namic load and temperature distribution in the load carrying structure as function of time.
Pressure and temperature are transferred to a structural FEM from which thermal elastic
deformation of the vehicle airframe is obtained. The aerothermoelastic analysis is used to
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estimate the amplitude of maximum static deformations. Due to these assumptions, the
deformation are treated as uncertainties. An uncertainty propagation analysis is performed
to evaluate the sensitivity of engine performance to the deformed configuration. Details of
each component in the analysis are given in the following subsections.
6.1.1 Geometry
The geometry of the vehicle considered in this study is inspired by the X–43 depicted in
Fig. 6.2. The (x, y, z) axes are attached to the body and corresponds to the longitudinal,










(b) side and top view
Figure 6.2: Current vehicle geometry
This generic geometry is representative of an airframe–integrated air–breathing Scram-
jet propulsion system. The inlet is a slender wedge which compresses the free stream
before it enters the isolator and the combustor. The isolator prevents inlet unstart caused by
the increase of pressure in the combustor. The combustor is the part of the engine where
the fuel is injected and burns. The nozzle ensures expansion of the flow from the combus-
tor conditions to the free stream conditions and generates thrust. The performance of the
engine is estimated using a reduced–order model, MASIV, described next.
119
6.1.2 Propulsion System Analysis with MASIV
The Michigan/Air Force scramjet in vehicle code (MASIV) code is an approximate, control–
oriented model of the propulsion system of air–breathing SCRAMjet engines [162, 163].
The geometry of the mean flowpath is depicted in Fig. 6.3. Each section corresponds to
a component of the engine. Along the axial direction, the propulsion system is divided
into three components: the inlet and isolator, the combustor, and the nozzle. The points
indicated in Fig. 6.3 define the geometry of the mean flowpath.









Figure 6.3: Engine flow path
This study focuses on the performance of the engine. The resultant of the pressure
forces in the x−direction on the engine flowpath, Fx, is representative of the engine perfor-
mance with trust as the quantity of interest in this study. The number of points defining the
compression ramp represents the number of compression shocks which compress the free
stream before it enters the cowl. There are three compression shocks in the inlet ramp as
illustrated in Fig. 6.3. The steady flow solution is calculated using the shock/expansion ap-
proach. Expansion fans are discretized into a finite number of ‘expansion shocks’. March-
ing downstream, shock–shock and shock–discrete expansion fans interactions are solved
by the solution of the local Riemann problem for perfect gas. Given a flight condition
(altitude, H , Mach number, M∞, and angle of attack, α), the mean flow properties at the
entrance of the engine in the isolator are predicted: density, static pressure, temperature
and velocity. Mean flow properties at the entrance of the engine are computed and fed to
the engine model. Enthalpy tables of a calorifically imperfect gas are used to account for
high temperature effect at the entrance of the engine. In a calorically imperfect gas IG
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model, the specific heat cp and cv of the fluid vary with temperature due to the excitation of
vibrational energy of the molecules of gas [164]. Consequently, γ = cp
cv
is also a function
of temperature. A more accurate prediction of the combustor inflow properties is achieved
with this correction. The same model as for the inlet is also used for the nozzle.











, corresponds to the ratio of the flow
mass rate of fuel over the oxygen flow mass rate divided by the same ratio at stoichiometric
condition. An ER of 1 corresponds to stoichiometric mixture of fuel and oxygen. An ER
smaller than one means that there is more oxidizer than necessary. The ER controls the
amount of fuel that is injected in the combustor.
The engine model is described in Ref. [165]. The combustor model is a one dimensional
(1D) model that solves for conservation of mass, momentum, and energy using equation of
state and additional algebraic equations marching axially through the combustion duct. An
algebraic spreading model allows transverse jet mixing which is required to model engines
which are mixing–limited. The steady Laminar Flamelet Model (SLFM) is an approximate
combustion model which considers finite–rate chemistry. The chemistry model is expect to
be valid for an equivalence ratio, ER, between 0.1 and 2. The MASIV code was recently
used in a control study of a rigid hypersonic vehicle [135]. The effect of angle of attack and
inflow rate on the forces acting on a full vehicle (lift, drag, net thrust and pitching moment)
were evaluated and used in a trim analysis.
The mass flow of the fuel is assumed to be independent of the deformation and corre-
sponds to the mass flow at the prescribed equivalence ratio for the undeformed engine. An
alternative approach assumes that the amount of fuel depends on the oxidizer mass flow at
the entrance of the engine to keep the ER constant at all time. In this case, the fuel mass
flow is affected by the deformation. The effect of the deformation on engine performance
is then amplified. If the capture area decreases due to deformation, the air mass flow rate
decreases in the combustor, the engine generates less thrust. If the equivalence ratio is kept
constant when the vehicle deforms, less fuel is injected and thrust decreases accordingly.
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The plane corresponding to the top wall of the combustor is the plane of reference for the
deformation of the vehicle, indicated in back in Fig. 6.3. The points, indicated with circles
in Fig. 6.3, allow the analysis of a deformed engine. These points are used to transfer the
deformation from the aerothermostructural model to the engine analysis.
6.1.3 Structural Model
The structure of an air–breathing hypersonic vehicle is subjected to significant non-uniform
aerodynamic heating and pressure loading. In the development of hypersonic vehicles,
structural components and design have played a important role [6, 63, 64, 69, 72, 109, 138,
166, 167]. The structure experiences high temperature gradients and intense pressure and
heat loading which can cause local buckling or flutter. These challenges require inno-
vative solutions: new high temperature materials, thermal protection system (TPS), and
possibly coated leading edges with active cooling. The maximum operating temperature of
titanium-based alloys varies between 800 to 1300 K [63,69]. Those materials were studied
for potential application in the National Space Plane (NASP) program. In Ref. [168], ma-
terials for structural components are titanium–aluminides and titanium matrix composites.
The structural model is developed to estimate the longitudinal aerothermoelastic deforma-
tion of the airframe and cowl and identify the principal contributors to aerothermoelastic
deflections. The problem of local buckling of the leading edges is ignored. Similarly issues
related with aerothermoelasticity of the wings and control surfaces are not considered.
The MSC.NASTRAN structural model of the vehicle is illustrated in Fig. 6.4. It con-
tains 540 nodes, 3240 degrees of freedom , with 208 CQUAD4 shell elements which rep-
resent the skin of the vehicle and the primary load carrying structure. The interior of the
vehicle is filled with 534 CHEXA solid elements to prevent breathing modes–type defor-
mation of the structure. A single element fills in the space between the upper and lower
surface of the airframe.








Figure 6.4: Structural Mesh
sented by corrugated panels made of high temperature titanium alloy illustrated in Fig. 6.5
and described in Ref. [169] as a potential load carrying structure for hypersonic vehicles.
The model of the corrugated panel is used to determine the longitudinal Young modulus of
the skin of the vehicle. The material properties assigned to the solid elements correspond
to an orthotropic material with high stiffness in the (y, z) plane and low stiffness in the
x–direction. This approach prevents unrealistic breathing modes and longitudinal defor-
mations of the vehicle depend only on the skin properties. The vehicle behaves similarly to






Figure 6.5: Truss–core sandwich panel
The rigid body degrees of freedom are suppressed using the inertia relief option in
MSC.Nastran. It allows one to compute the deformation of the structure with respect to a
given point in its reference frame. The forces which result from a rigid body acceleration
of the degrees of freedom at a prescribed node in the specified directions, referred to as
”SUPORT”, are calculated. Accelerations are applied to the structure in the ”SUPORT”
directions to balance the artificially applied loads. Free flight deformation is computed.
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The computed solution is relative to any rigid body motion that is occurring. It was verified
that deformation are independent of the choice of the support point where all degrees of
freedom are constrained. The point at the center of the top wall of the combustor, in Fig. 6.3,
is chosen as the reference point.
The nodal temperature and pressure are computed using a conjugate heat transfer anal-
ysis. There is no feedback mechanism to account for deformation in the aeroheating and
heat transfer analysis.
6.1.4 Conjugate Heat Transfer Analysis
The solution of a structure heated by a fluid flow at one of its boundaries is called conjugate
heat transfer (CHT) problem. In this study, it is used to estimate the temperature distribu-
tion inside the undeformed load carrying structure of the vehicle as function of time and
flight condition. Temperature distribution in the structure is calculated using CFD++, a
commercial finite volume code capable of solving heat transfer problems in solid and con-
jugate heat transfer problems [152]. Using CFD++, the Navier–Stokes equations and the
heat equation are solved simultaneously for the fluid and structural domains, respectively.
Heat flux is conserved through the fluid–TPS and TPS–structure interfaces. The gas model
corresponds to calorifically imperfect gas: specific heat, cp, is function of temperature, γ is
not a constant. Turbulence is modeled using Goldberg turbulence model which is a single
equation model for the undamped eddy viscosity, Rt, recommended for external turbulent
hypersonics flows [152].
To protect the load carrying structure from intense aerodynamic heating, a TPS bar-
rier is placed between the airflow and the structure as depicted in Fig. 6.6. The TPS is
composed of an upper layer of radiation shield made of PM2000 Honeycomb and a lower
internal multiscreen insulation (IMI) barrier which is a simplified layout used in Refs. [159]
and [64]. This TPS system is shown to be a light and efficient in Refs. [70, 71]. The IMI












Figure 6.6: TPS layout of the structure of the vehicle
thicknesses of the TPS layers are uniform. An optimization analysis is often required in
order to design the TPS distribution, such as performed in Ref. [167]. However, it was not
performed in the present study.
The mesh for the fluid domain is depicted in Fig. 6.7. The thin skin structural layout is
represented in Fig. 6.7(b). The leading edge of the vehicle experiences high aerodynamic
heating. It is a critical component of the vehicle. However the emphasis of this study is
on the body deformation. For this reason the leading edge is treated as an adiabatic wall in
the CHT analysis. This assumption is also used for the cowl boundary. The combustor is
the only part of the engine that is not represented. The MASIV model is used to estimate
the flow conditions at the exit of the combustor. The entrance of the combustor is modeled
by an outflow–only boundary condition. There is no back–pressure boundary condition in
the analysis because the engine is operating in Scram mode similarly to the assumption of
MASIV analysis.
Pressure and temperature are linearly interpolated from the entrance of the combustor to
the exit of the combustor and then transferred to the structural model. This approximation
alleviates the high thermal and pressure loading that occurs in the combustor, a region
that has the highest temperature and pressure on the vehicle. Further refinement of both






















(b) Leading edge view
Figure 6.7: CHT mesh
occur in the combustor. However, modeling these effects is outside the scope of the present
study.
Transient temperature distributions in the structure are computed for a level flight tra-
jectory characterized by a constant altitude, Mach number and angle of attack, αf . Pressure
loading is calculated based on the angle of attack, α which maybe different of αf , in the
case of manoeuver for instance.
6.1.5 The Uncertain Variables
The deformation of the engine geometry in MASIV is given by Eq. 6.1, where w̄FEM,1 and
w̄FEM,2 refer to the interpolated displacements from the FEM model for the vehicle and
the cowl respectively, at the (x, z) coordinates of the points which define the geometry of
the flowpath shown in Fig. 6.3.
wMASIVi (x, z) = ξiw̄
FEM
i (x, z; t, αf ) i = 1, 2 (6.1)
The deformed shapes of the body of the vehicle, w̄FEM1 and the cowl, w̄FEM2 deter-
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mined by a flight history characterized by αf and a flight time t, are treated as maximum
possible deformations of the vehicle. The amplitudes of the deformations of the vehicle
and the cowl, ξ1 and ξ2 respectively, are treated as variables in an uncertainty propagation
analysis for engine performance. The axial displacement, u, is treated the same way.
The efficient uncertainty analysis accounts for approximations in the calculation of the
displacement. Transferring the deformation as random variables is effective for mitigating
the effect of approximations and facilitates the introduction of deformation at an early stage
in the design.
6.2 Baseline Configuration
The vehicle is assumed to be 27.8 meters long, this length has been chosen based on the
work done on NASP and Hyper–X programs as well as previous concepts [6,138,170,171].
In Ref. [163], the performance of two different flowpath geometries of the system inlet–
combustor–nozzle are compared. The first configuration is optimized for a single flight
condition being M∞ = 8, H = 26014.5 m and α = 0o. The second configuration is de-
signed to be less sensitive to changes in free stream Mach number and angle of attack [163].
Both geometries yield three compression shocks in the inlet ramp and two compression
turns in the cowl. The more robust geometry contains an additional turn at the shoulder of
the inlet which defines the entrance of the internal inlet. This geometry is that used in this
study, as described in Fig. 6.3.
The flight condition used in this study corresponds to Mach 8 at an altitude of 26 km
(85 000 ft) with 0o angle of attack which corresponds to the average design conditions of
the inlet [162]. The free stream condition is given in Table. 6.1. Using the MASIV code,
the average flow condition at the exit of the combustor, given in Table. 6.2, are obtained.
These conditions at the exit of the combustor are used in the CHT analysis as boundary
conditions.
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Table 6.1: Free stream conditions
Parameter Value Unit
Angle of attack α rad 0
Altitude H m 26000
Mach number M∞ - 8
Static pressure p∞ Pa 2183.8
Temperature T∞ K 222.5588
Stagnation temperature T0,∞ K 3071.3
Density ρ∞ kg.m−3 0.0342
Reynolds number Re,∞ m−1 5.6245× 106
Dynamic pressure q∞ Pa 98000 ( 2000 psf )
Table 6.2: Combustor conditions
Parameter Value Unit
Mach number M4 1.95 -
Static pressure p4 3.5742 105 Pa
Temperature T4 2039.0 K
Stagnation temperature T0,4 3584.7 K
Density ρ4 0.47 kg.m−3
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6.2.1 Conjugate Heat Transfer Results
The thermal properties and thicknesses of the TPS layers are given in Table. 6.3.
Table 6.3: TPS material properties
PM 2000 IMI Structure
Thickness hi (m) 0.0074 .01 0.03
Density ρM (kg/m−3) 7196.567 72.864 4306
Emissivity ε 0.75 – –
Thermal Conductivity k (W/m/K) 18.25 0.0582 21.9
Specific Heat c (J/kg/K) 770 107 540
The CHT results are depicted in Figs. 6.8(a), 6.8(b), 6.8(c), and 6.8(d) which shows
respectively temperature, pressure, Mach and γ contours around the vehicle. At the upper
surface, the flow experiences a compressive shock at the leading edge followed by an ex-
pansion after the second edge downstream as observed in Figs. 6.8(a), 6.8(b), and 6.8(c).
At the lower surface, the free stream experiences three compression shocks due to the lower
surface of the inlet before it reaches the leading edge of the cowl and enters the internal
inlet and isolator where a series of shock occurs. At the nozzle, the flow expands creating
propulsive force for the vehicle. In the internal inlet and expansion fan as well as boundary
layers, the static temperature of the fluid is much higher and γ is reduced to 1.3 as indicated
in Fig. 6.8(d). The reduction of γ illustrates the importance of high temperature modeling
for these regions.
The temperature at the lower surface of the skin as function of time is shown in Fig. 6.9.
During flight, the load carrying structure heats up through the TPS. The aerodynamic heat-
ing rate is higher at the lower surface of the vehicle. Consequently the temperature rise
is significant at the lower surface. Note that most of the vehicle remains at a temperature
lower than 800 K for the first hour of flight. The central part of the engine: internal inlet,
isolator, and internal nozzle experience the highest temperatures and may require addi-















































































Figure 6.8: CHT results
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technology for those components is currently not well defined.
















t = 0 s
t = 720 s
t = 1440 s
t = 2160 s
t = 2880 s
t = 3600 s
(a) Upper skin

















t = 0 s
t = 720 s
t = 1440 s
t = 2160 s
t = 2880 s
t = 3600 s
(b) Lower skin
Figure 6.9: Temperature in the skin as a function of time, αf = 0o, ER = 1.0
The temperature distribution across the thickness of the vehicle is depicted in Fig. 6.10
and corresponds to four different locations of the vehicle skin. These stations corresponds
to the location of the first compression turn in the inlet ramp, Fig. 6.10(c), and the last
compression turn in the nozzle, Fig. 6.10(d), and their equivalent on the upper surface of
the vehicle, Figs 6.10(a) and 6.10(b) respectively. The temperature in the thin structure
is considered uniform across the thickness compared to the variation in the longitudinal
direction.
Temperature is linearly interpolated from the CHT results to the structural model as
illustrated in Fig. 6.11(a) where the squares and lines represent information pertaining to
the FEM model and the CHT model, respectively, for both upper and lower surface of the
vehicle body. The two dimensional (2D) CHT model is used to compute the 2D loads on
the three dimensional FEM model. The nodal pressures applied at each node are calculated
based on their longitudinal coordinate, x, such that the total pressure applied along the cen-
ter line of the vehicle is conserved. In Fig. 6.11(b), the nodal pressure is represented with
square–shaped symbols. In order to conserve pressure loading, the pressure at the nodes
may be different than the linearly interpolated value. As a first approximation, the pressure
on the side of the vehicle is interpolated from the upper surface to the lower surface. The
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Upper surface, x = 6.4 m
 
 
t = 0 s
t = 720 s
t = 1440 s
t = 2160 s
t = 2880 s







(a) upper skin, x = 6.4m





















(b) upper skin, x = 23.7m





















(c) lower skin, x = 6.4m





















(d) lower skin, x = 23.7m
Figure 6.10: Temperature across skin thickness, h = 0 corresponds to TPS / freestream
interface
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leading edges and trailing edges of the vehicle are assumed to be rigid and are not rep-
resented in the FEM model. However, the resultant aerodynamic forces and moments on
the leading edges and trailing edges computed in the CHT model are applied as distributed
forces at the respective leading edge and trailing edge of the vehicle FEM to conserve total
force from the CHT model to the FEM model.
















































Figure 6.11: CHT and structural coupling, αf = 0o, t = 1h, ER = 1.0
6.2.2 Aerothermoelastic Deformations
The skin of the vehicle is represented by an equivalent panel with homogenized proper-
ties [169] given in Table 6.4. By comparing the specific modulus i.e. the ratio E
ρM
, the
corrugated panel is identified as a lighter structure for comparable stiffness requirements.
The thickness of top and bottom sheets is 1.5 mm. The corrugated sheet, in Fig. 6.5, ob-
tained from superplastical forming and diffusion binding process, is 0.75 mm. The total
thickness of the panel, h3, is 0.03 m. The leading edges are assumed to be perfectly rigid.
The upper surface of the internal inlet, isolator, combustor and internal nozzle are assumed
to be made of titanium alloys. The high stiffness associated with this structural compo-
nent of the airframe where the engine is mounted coincides with the highest thermal and
pressure loads.
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Table 6.4: Panel Properties
Titanium alloy
ρM 4306 kg.m−3
E 112× 109 Pa



















Ey,Ez 26× 109 Pa
αT 7.74× 10−6 K−1
ν 0
The total mass of the vehicle given by the FEM model is 43 tons. For comparison
purposes, the SR–71 is 32.74 meters long and its empty weight and maximum takeoff
weight are 30 and 78 tons respectively. The natural modes shape of the vehicle are shown
in Fig. 6.12. The first two and fourth elastic modes correspond to the first longitudinal
bending modes having a natural frequency of 12.3, 19.2 and 26.7 Hz respectively. The
third mode at 25.9 Hz is a lateral bending mode. The fifth mode with natural frequency of
28.2 Hz is the first torsional mode.
The young modulus of the titanium alloy varies linearly with temperature from 100%
to 70% at 288 and 810 K respectively. The coefficient of thermal expansion varies from
to 7.74 × 10−6 K−1to 9.54 × 10−6 K−1 at 288 and 810 K respectively. These values are
representative of a high temperature titanium alloy such as Ti–6Al–2Sn–4Zr–2Mo [66].
The initial temperature for the thermal expansion of the structure is set to 288 K which is
the sea level temperature in a standard atmosphere model.




(a) f = 12.3 Hz
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(b) f = 19.2 Hz
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(c) f = 25.9 Hz
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(e) f = 28.2 Hz
Figure 6.12: First 5 natural mode shapes
shown in Fig. 6.13 and corresponds to the temperature shown in Fig. 6.11(a). The highest
temperature, 950 K, corresponds to the exit of the combustor. The lowest temperature at










Figure 6.13: Temperature contours at the lower surface of the vehicle at αf = 0o, t = 1h,
ER = 1.0
Similarly, pressure contours on the lower surface of the FEM are shown in Fig. 6.14 and
correspond to the pressure shown in Fig. 6.11(b). As expected, temperature and pressure
are dependent only on the x−coordinate on the lower surface. The variation along the span-
wise direction is due to the interpolation from the elements of the lateral skin comprising
the sides of the vehicle.
The vehicle is in a straight and level flight at constant altitude and Mach number. The











Figure 6.14: Pressure contours at αf = 0o, t = 1h, ER = 1.0
structure as function of time. As the structure heats up, material degradation and thermal
stresses decrease the natural frequencies, shown in Fig. 6.15. The different bars in the
figure correspond to different thermal loads. The variation in modal frequencies is of the
order of 10% after an hour of flight at 0o angle of attack. For a uniform temperature of
800 K, the variation in frequencies is of the order of -16% which corresponds primarily to
material degradation.






















 = 288 K
α
f
 = 0o, t = 3600 s
800 K
Figure 6.15: Natural frequencies of the heated airframe
The static deformations are computed at different times. The aerothermoelastic defor-
mation of the vehicle along its plane of symmetry, (y = 0), is shown in Fig. 6.16. The
leading edge and trailing edge of the body deflects upward due to increasing temperature
difference between the upper and lower surface at the inlet and nozzle respectively. After
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 Engine, it = 720 s
FEM, it = 720 s
Engine, it = 1440 s
FEM, it = 1440 s
Engine, it = 2160 s
FEM, it = 2160 s
Engine, it = 2880 s
FEM, it = 2880 s
Engine, it = 3600 s
FEM, it = 3600 s
Figure 6.16: FEM deformation as function of time along the centerline of the vehicle
one hour of flight, the amplitude of the deflections is approximately 8 cm which corre-
sponds to 0.6% of the length of the inlet from the leading of the vehicle to the leading edge
of the cowl. The deflections varies significantly with time: the aeroelastic deformation may
be limited initially, but as the vehicle flies and heats up, material degradation and thermal
stresses play a significant role in deforming the vehicle. At the center line , the cowl de-
flects downwards due to high pressure loading at its upper surface. It is important to note
that the cowl is modeled using a single shell element through the thickness. For this reason
the temperature gradients which may occur between the upper and lower surface of the
cowl are not accounted for. The temperature is assumed to be uniform across the thickness
of the cowl. In an actual vehicle, similar to the inlet, the temperature at the upper surface
of the cowl is higher than the temperature at the bottom of the cowl. However some active
cooling design may alleviate part of the temperature difference through the thickness. In
the model, the cowl structure has been assumed to be sufficiently flexible to account for
potential deformations as a result of high pressure and thermal loading. Deflections of the
order of 1.5 to 2 cm are obtained. It corresponds to approximately 0.9 % of the width of
the engine. At the edge of the engine, the cowl is attached to the vehicle and its defor-
mation follows the shape of the vehicle. The leading edge of the cowl deflects upwards.
The amplitude of the deflection is of the order of -0.4 times the deflection at the center line
137
at 0o angle of attack. It dictates the range of the uncertain variable, ξ2, in the uncertainty
propagation analysis.
In Fig 6.17(a), the vehicle deformations are computed for different angles of attack
from -1 o to 5 o at times t = 720 s and t = 3600 s. The temperature distribution in the
structure is due to the flight time elapsed, while the pressure loading corresponds to the
attitude of the vehicle at a particular time. In Fig 6.17(a), deformations are due to a flight
time of t = 720 s and t = 3600 s at αf = 0o angle of attack followed by a change of
angle of attack which creates a different pressure loading on the heated vehicle. The results
shows that the variation of the deformation with change in angle of attack is less than that
with change in flight time. It confirms the fact that changes in temperature distribution have
a greater effect on the deformation of the airframe than the changes in pressure loading. In
Fig. 6.17(b), results are shown for only t = 3600 s, for sake of clarity. The deformation
of the cowl does not depend significantly of the flight history. Its deformation depends
primarily on aerodynamic loading since the cowl is not subject to temperature gradients
across its thickness in this model.
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Cowl deformation, y = 0 m
 
 


















 Engine, AoA = −1
o
FEM, AoA = −1o
Engine, AoA = 0o
FEM, AoA = 0o
Engine, AoA = 1o
FEM, AoA = 1o
Engine, AoA = 2o
FEM, AoA = 2o
Engine, AoA = 3o
FEM, AoA = 3o
Engine, AoA = 4o
FEM, AoA = 4o
Engine, AoA = 5o
FEM, AoA = 5o
Figure 6.17: FEM deformation as function of angle of attack, αf = 0o
In Table 6.5, the displacements at two different flight times and two different angles
of attack are given. The axial deformations of the cowl leading edge are relatively small.
The difference between the vertical displacements between the two trajectories is 16% at
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t = 720 s and 25% at t = 3600 s. Flight history increases the deformation of the vehicle.
Table 6.5: Displacements at the leading edges of the cowl and of the vehicle, y = 0
Flight history u (m) w (m)
t = 720s
αf = 0
o Vehicle -0.0073 0.0156
Cowl -0.0039 -0.0142
αf = 1




o Vehicle 0.0114 0.0640
Cowl -0.0038 -0.0142
αf = 1
o Vehicle 0.010 0.0803
Cowl -0.0044 -0.0142
Once the aerothermoelastic deflections have been studied, the uncertainty propagation
analysis is performed for the two uncertain variables corresponding to the amplitude of the
deformations.
6.3 Uncertainty Propagation Results
The uncertainties associated with thermal deflections of the vehicle and cowl were propa-
gated through the analysis and their impact on the axial force, Fx are quantified. The 2D
MASIV code predicts a force per unit length which is multiplied by the width of the cowl,
2.1 m, to give a force Fx in N . In Table 6.6, the amplitude, ξ1, of the deformation of the
vehicle is assumed to vary between 0 and 1 and it corresponds to the deformation observed
during the first hour of the flight. The amplitude of the deformation of the cowl, ξ2, varies
between −0.4 and 1 to cover the range of variation encountered during the first hour of
flight and encompass the deformation shape which varies significantly from the centerline
to the sides of the cowl where it is bonded to the vehicle.
A convergence study is performed to determine the degree of the polynomial for the
response surface which yields to an accurate approximate the analysis. A 5th order poly-
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Table 6.6: Displacement bounds and PDF for uncertainty propagation
Variable Lower Bound Upper Bound PDF
Vehicle deformation ξ1 0 1 uniform
Cowl deformation ξ2 -0.4 1 uniform
nomial response surface was constructed based on (5 + 1)2 = 36 analysis runs; i.e. 6
collocation points for the 2 random variables. Using this information, 50000 IMCS were
performed on the polynomial response surface generated by extended stochastic colloca-
tion (SCE). The SCE approach is chosen so that to prevent extrapolation and thus captures
the boundaries of the uncertain parameters in the design space accurately, which is im-
portant since the minimum and maximum values of Fx are located at the boundary of the
uncertain design space. The accuracy of the polynomial response surface is evaluated by
comparing its prediction with the analysis at 77 uniformly–distributed reference points that
are different from the collocation points. For this case, the maximum error is less than
0.8% of the deterministic value for all equivalence ratios and angles of attack for the 81
test points. Therefore the polynomial response surface is considered to be a good approx-
imation of the MASIV analysis. Mean and standard deviation predicted by IMCS and
numerical quadrature were within 0.7%. The response surfaces are shown in Figs 6.18(a)
to 6.18(d). The relation between both uncertain variables and the force Fx is highly de-
pendent on the angle of attack and Mach number. A low angle of attack, ξ1 and ξ2 affect
significantly the engine performance. At higher angle of attack, xi2 prevails, i.e. the defor-
mation of the cowl prevails. The importance of each variable is quantified in a later section
using the Sobol’s sensitivities.
The results of the uncertainty propagation study are shown in Fig. 6.19(a). The black
line corresponds to the predicted axial force as a function of angle attack for two different
equivalence ratios, ER = 0.5 and ER = 1.0. Examining the deformed configuration (ξ1 =
1 and ξ2 = 1) indicates that the performance of the engine is affected by the deformation.
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(a) Mach 8, α = −1o
    
        
  
      
      


















(b) Mach 9, α = −1o
    
        
  
      
      


















(c) Mach 8, α = 5o
    
        
  
      
      























(d) Mach 9, α = 5o
Figure 6.18: Response surfaces and collocation points for αf = 0o, ER = 0.5
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The vehicle deforming upwards and the cowl deforming downwards increase the magnitude
of the axial force. This is due to the additional compression that occurs in the deformed
inlet as well as an increased mass flow rate in the engine. In Fig. 6.19(a), the grey areas
represent the full range of the axial force given the uncertainty in the deformation of the
geometry. The change of performance is relatively small in magnitude and varies with the
angle of attack from 4% to 28% of the value predicted for the undeformed configuration
at ER = 0.5. The mean values are indicated with the dotted line. Error bars indicate
the value of the mean plus or minus the standard deviation. The same deformation shapes
obtained for Mach 8 are used to perform the same analysis of the engine performance at
Mach number of 9. The increase in Mach number indicates whether the same level of
deformations have a different effect on engine performance at another flight condition. The
results are shown in Fig. 6.19(b). This level of deformations have a comparable impact on
the engine performance at Mach 9. This information is useful in a design process when
estimating the level of acceptable deformation.





























































Figure 6.19: Uncertainty propagation results for αf = 0o
In Fig. 6.20, the results of the uncertainty propagation analysis are normalized with
respect to the value for the undeformed configuration and compared for two different tra-
jectories. The first trajectory corresponds to a level flight for one hour at αf = 0o angle of
attack at Mach 8, and an altitude of 26 km. The second one corresponds to a flight angle
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of attack of αf = 1o. The vertical deformation at the leading of the vehicle is 25% higher
in the second case because of the additional increase of temperature due to the variation in
this specific flight condition. The difference between both cases is relatively minor. The
cowl deformations are almost equal in both cases, therefore it appears that the cowl is the
principal contributor to the effect on propulsion performance.



































(a) ER = 0.5






























(b) ER = 1
Figure 6.20: Comparison of uncertainty propagation results for two different trajectories,
M∞ = 8
The output probability distribution extracted from IMCS results are shown in Figs. 6.21,
which indicates that there is a significant probability that the magnitude of the axial force
increases due to the deformation. In each figure, the horizontal axis shows the range of the
axial force. The PDF of the output, as represented by the bars, indicates the regions with
higher probability. The CDF, depicted with the curve, gives the probability that the output
is smaller than the given value of the output f(ξ): for instance, the probability that ‖Fx‖ is
less than the deterministic value is indicated by the symbols in each figure.
The probability of failure, pf is defined as the probability that the magnitude of the
axial force is less than the deterministic value. Its value is calculated based on the IMCS
results the CDF. It varies from a few percent to 34% at 5o angle of attack as illustrated in
Fig. 6.22. These results clearly demonstrate the additional information which is obtained
by incorporating uncertainty in propulsion analysis problems [172].
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H = 26015 m, M∞ = 8, α = 0



















(a) Fx, α = 0








H = 26015 m, M∞ = 8, α = 1



















(b) Fx, α = 1
Figure 6.21: Uncertainty propagation results for Mach 8, αf = 0o, t = 1h, ER = 1



















Figure 6.22: Probability of failure
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To show the effect of keeping a constant equivalence ratio, ER, in the undeformed
configuration, a similar study is performed without prescribing constant fuel flow mass
rate. Results shown in Figs. 6.23(a) and 6.23(b) indicate that there is a significant increase
in the effect of deformation on the change in axial force for both Mach 8 and Mach 9.
The variation range increases to up to 50% at an angle of attack of α = 5o and ER =
0.5. In addition more fuel is injected in the combustor as illustrated in Fig 6.23(c). The
range of the vehicle may decrease. In Fig. 6.23(d), the change in maximum pressure is
depicted. The effect of deformation increases maximum pressure in the combustor which
may affect significantly the chemistry of the combustion process. It is important to note that
the reaction rates are interpolated from a database based on the local temperature. Currently
the database is limited and its extension to a wider range of temperature is planned for the
future.
6.4 Sobol’s Sensitivities
The sensitivity analysis is used to identify the contribution of each variable in the uncer-
tainty of the engine performance. The results are shown in Table. 6.7. The variances as-
sociated with the deformation of the airframe and the cowl alone, D1 and D2 respectively
are the main contributors. The interaction between the two deformations is negligible.
The normalized Sobol’s sensitivities are depicted in Figs. 6.24 and 6.25 for Mach 8 and
9 respectively. At Mach 8, regardless of the angle of attack, the main contributor is the
deformation of the cowl. However at Mach 9 and small angles of attack, the main contrib-
utor is the deformation of the airframe, as previously shown in Fig. 6.18. At these flight
conditions, the compression shocks due to the inlet enters in the engine behind the cowl,
making deformation of the cowl less important. At higher angle of attack, the shocks move
closer to the leading edge of the cowl. The shock structure is therefore more sensitive to its
geometry, causing it to become the main contributor to the uncertainty in Fx.
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(a) Fx, Mach 8



























(b) Fx, Mach 9



























(c) Mach 8, Fuel flow mass rate, ṁf
































(d) Mach 8, Maximum Pressure in the combustor
Figure 6.23: Uncertainty propagation results for αf = 1o, constant ER
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Table 6.7: Sobol’s Sensitivities as function of α,
α [o]
D ×105, ER = 0.5 D ×105, ER = 1
ξ1 ξ2 ξ1ξ2 ξ1 ξ2 ξ1ξ2
M∞ = 8
-1 3.35 10.96 0.00 7.24 18.70 0.01
0 3.55 19.87 0.00 6.60 25.84 0.00
1 2.47 26.13 0.06 5.40 41.62 0.10
2 1.60 47.17 0.07 4.92 71.77 0.07
3 0.62 82.98 0.04 3.41 106.36 0.00
4 0.36 146.11 0.10 0.68 142.64 0.07
5 1.55 204.56 0.01 0.02 254.57 0.17
M∞ = 9
-1 4.66 0.01 0.00 8.67 0.23 0.00
0 3.84 0.95 0.04 7.33 2.67 0.05
1 3.70 30.22 0.00 6.69 41.63 0.00
2 3.06 50.85 0.01 6.31 79.94 0.00
3 1.26 73.67 0.03 3.74 113.58 0.03
4 0.12 123.84 0.01 0.87 163.14 0.06






























































































































































































(b) ER = 1
































































































































































































(b) ER = 1




In this chapter, preliminary results are presented to illustrate the RBF mesh deformation
and then test the new system identification method. Next, the aeroelastic simulations are
performed for a double–wedge section and a low aspect ratio wing and compared with
results obtained in Ref. [84].
7.1 Mesh Deformation
A simple example is used to illustrate the effect of the radial function (RF) choice on
the shape of the fluid–structure interface. A simple two dimensional mesh composed of
uniformly distributed nodes is considered. The deformed mesh is obtained for several
RFs, presented in Table 2.3, and illustrated in Fig. 7.1(a) and Fig. 7.1(b) for volume spline
and gaussian RF respectively. The mesh covers the unit square. The lower boundary is
a moving boundary. The upper and side boundaries are fixed. Five driving points are
distributed on the outer boundary to control the mesh deformation and are represented by
the diamonds. The deformation at the moving boundary is prescribed at the drivers points,
equal to w = 0.2 sin (2πx). Note that the deformed boundary defined by the fluid mesh,
represented by empty circles, depends on the RF used and does not necessarily coincide
with the deformed boundary defined by the FEM nodes, represented with the full circles.
For instance, volume spline tends to interpolate linearly between driving points whereas
gaussian RF smoothes the interpolation.
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Figure 7.1: Illustration of a mesh deformation using two different radial functions for w =
0.2 sin (2πx)
Quantitatively, the difference between the RBF prediction and the exact value of the de-
formation at the interface is computed and given in Fig. 7.2(a) for the error metric presented
in Section 3.4, Eqs. (3.28)–(3.30). The RF are given in details in Table 2.3. Depending on
the RF considered, the error at the moving interface varies from less than 5% to 25% of the
maximum deformation. Duchon’s thin plate spline, Hardy’s multiquadratics, Wendland’s
C2 and Gaussian RF have the better accuracy. However, in a practical case, the analytical
expression of the deformed surface at the interface is not available. Therefore, the predic-
tion of the RBF is also compared to a piecewise linear interpolation between the driving
points. The results are shown in Fig. 7.2(b). The volume spline, Euclid’s hat, and Wend-
land’s C0 RF’s give a very good approximation of a piecewise linear interpolation with a
maximum error of less than 2% of the maximum deformation.
This example illustrates the effect of the choice of the RF. The driving points are
sparsely distributed on the boundary, therefore the range of error is artificially large. As
mentioned in Section 3.4, the mesh deformation in the aeroelastic studies is based on vol-
ume spline.
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(a) Error at the boundary with respect to exact
value

































(b) Error at the boundary with respect to piece-
wise linear interpolation
Figure 7.2: Error quantification at the moving boundary using different radial functions for
a deformation of w = 0.2 sin (2πx) at the z = 0 boundary
7.2 System Identification
The stability of a low aspect ratio wing combined with piston theory is used to verify the SI
methods considered in this study before integrating them into more realistic studies using
CFD based loads.
The p–method described in Section 3.5.3 has not be used before. Therefore it is neces-
sary to verify this new approach with a simple model before implementing its usage for a
more complicated aeroelastic model. The three dimensional low aspect ratio wing is con-
sidered. The aerodynamic loading is represented by the classical 3rd order piston theory.
The Mach number at which the wing flutters at a given altitude of 12 km (40000 ft) is
predicted using the three different system identification methods: ARMA, LSCF and the
p–method. Furthermore, the linearization of piston theory allows an exact calculation of
the aerodynamic influence matrices, KA and CA. It provides an additional approach for
evaluating the frequencies and damping of the system, referred to as Linearized in the rest
of this document.
Frequencies and damping coefficients as function of the Mach number are shown in
Figs. 7.3(a) and 7.3(b) respectively. The symbols correspond to the Mach number at which
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a transient simulation is performed. Each symbols and color correspond to a different
mode. The different types of lines correspond to different SI methods. Therefore to each
mode correspond 1 color, 1 symbol and 4 different line types. In this case, the lines cannot
be differentiated from each other since the predictions of each method perfectly match with
the others.
The fitting error associated with each method is small, close to machine precision,
and the small difference in the prediction of the flutter Mach number is summarized in
Table. 7.1. In the case of the p–method, the generalized loads are the quantities being
fitted. The error is relatively small and does not affect flutter boundary predictions when
compared with the exact approach. All SI methods agree.
     
  
    
    
    
    
    
    
    
    



























     
          
          
          
          
          
          
  
        
        

























Figure 7.3: Flutter analysis for the low aspect ratio wing using 3rd order Piston Theory at
an altitude of 12 km (40000 ft)
ARMA LSQCF p–method Linearized
Fitting Error, L2 (%) 10−11 10−11 10−5 N/A
Flutter Mach Number 13.4075 13.4075 13.4054 13.4054
Table 7.1: Flutter Mach number predicted using different system identification methods
with 3rd order Piston theory aerodynamics
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7.3 Two Dimensional Typical Section
7.3.1 Overview
The flutter Mach number associated with a double wedge typical section is examined first.
The typical section, shown in Fig. 7.4, and presented in Section 4.1, is characterized by












Figure 7.4: Two degree–of–freedom typical wing section geometry of a supersonic vehicle
The stability of the two–dimensional typical section is investigated using CFD. The
Navier-Stokes equations are solved with a Spalart-Allmaras turbulence model. Goldberg
turbulence model, which is an acceptable turbulence model for hypersonic flow [154], is
also considered for comparison. The boundary condition at the wall corresponds to an
adiabatic wall (AD).
7.3.2 Meshing Strategies
The guidelines for meshing for hypersonic flows are given in Section 3.6.5 and illus-
trated in this section for the case of the typical section. Different fluid domains shown
in Figs. 7.5(a), 7.5(b), and 7.5(c) have been considered based on a previous similar study
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in Ref. [84]. In hypersonic flow the domain of dependency of the pressure on the airfoil
is limited. Therefore, it is reasonable to consider only a limited region around the airfoil.
In all the domains, the leading edge shock is contained inside the mesh for all the flight
conditions considered. The boundary layer returns to supersonic speeds before it exits the
fluid mesh. The spacing close to the airfoil has to ensure that the required condition for
accurate capture of turbulent flows, y+ < 1, is satisfied. Grid symmetry is preserved by


































Figure 7.5: Possible grids for the typical section
Grid 1 and Grid 2, illustrated in Fig. 7.5(a) and Fig. 7.5(b) respectively, fit the shock
structure at the leading edge, whereas Grid 3 in Fig. 7.5(c) represents a larger fluid domain
to accommodate for fixed outer boundaries when deforming the mesh.
This example involves only rigid body displacements and thus does not require a FE
model. Two different strategies are considered to deform the mesh: (1) a moving mesh with
fixed outer boundaries and (2) a fully moving mesh. The first mesh deformation strategy
enforces fixed outer boundaries, which may be a requirement due to the imposition of
boundary conditions in the CFD solver. The driving points are uniformly spaced on the
airfoil surface and around the outer boundary of the fluid domain, as shown in Fig. 7.6(a) in
the case of 96 points, 17 on each boundary. The deformed mesh is depicted in Fig. 7.6(b)
for a large deformation corresponding to a pitch angle of α = 10o. This deformation is
not representative of the small deformation that occur in the calculation of the transient
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response of the aeroelastic system. However, it illustrates the smoothness of the RBF mesh
deformation scheme.
































(b) Grid deformation for α = 10o
Figure 7.6: Grid deformation using 96 points and fixed outer boundaries
Note that wiggles appear at the top and bottom boundaries and at the airfoil surface.
It is necessary to quantify the error introduced by the RBF mesh deformation. Since the
airfoil undergoes rigid body motions, the analytical form of the deformation is known and is
compared to that given by the RBF for different RF. For each mode, the airfoil is deformed
and both deformations are compared. The results are presented in Figs 7.7(a) and 7.7(b)
for two different sets of driving points.
In both cases, the driving points are located at the boundaries of the CFD mesh as de-
picted in Fig. 7.6(a). In Fig. 7.7(a), 96 points are used to drive the mesh. The maximum
error varies from 1% of the maximum deflection up to 3.4% depending on the RF chosen.
Volume spline, Euclid’s hat and Wendland’s C2 RF give the best approximation. It shows
that these RFs approximate a linear interpolation more accurately. In Fig. 7.7(b), 426 driv-
ing points are considered. The error is decreased by more than an order of magnitude to
less than 0.05% for most of the RF’s. It shows that in the case of constrained outer bound-
ary, the number of driving points need to be carefully chosen to preserve the shape of the
moving airfoil.
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(a) 102 drivers points






























(b) 426 drivers points
Figure 7.7: Effect of the choice of the radial basis function (Grid 3)
A fully moving mesh approach is considered next. For the 2D section, the degrees of
freedom are the rigid body motions. Thus, the number of driving points is not important
as long as there are enough points to capture each rigid body motion, pitch and plunge. In
theory, 3 non-collinear driving points are sufficient to create an accurate RBF interpolant.
In practice, a set of 10 points is considered to ensure better conditioning of the RBF system,
given by Eq. (2.56). The driving points are the leading and trailing edges, both midchord
points on the top and bottom surface of the airfoil and 6 additional points far from the
airfoil. The deformations associated with both rigid body motions of the airfoil, plunge
and pitch, are computed exactly, as depicted in Figs 7.8(a) and 7.8(b), respectively. As
mentioned in Section 3.4, a first order polynomial in the RBF interpolation ensures that
it is the case. Based on this preliminary results on mesh deformation, Volume spline is
chosen as the RF and the mesh is a fully moving mesh.
Grid refinement studies are performed first to examine the effect of grid resolution on
the CFD simulation results at M∞ = 12, H = 12 km. Four different grids with varying
levels of refinement are generated. Convergence of the resultant forces and moments is
examined for increasing number of cells. A grid with 45k cells predicts the aerodynamic





























(b) Grid deformation for α = 10o
Figure 7.8: Grid deformation using 66 points and moving outer boundaries (Grid 1)
is used for all subsequent simulations in this thesis.
7.3.3 Aeroelastic Calculations
The parameters related to the time–stepping and the computational cost for an aeroelastic
transient simulation are given in Table 7.2. The main contributor to the computational
cost associated with the aeroelastic simulations is the CFD calculation. Each aeroelastic
simulation requires 2500 initial iterations to converge the steady state solution of the N–
S equations. For each time step, several subiterations of the CFD solver are required to
march the fluid in time as explained previously. At each time step, the new node locations
are written in the mesh file and the CFD code is restarted. It generates significant amount
of additional processing time which would not be present in a fully integrated aeroelastic
solver.
Verification of the SI methods The aeroelastic simulations are performed at constant
altitude of 12 km and different Mach numbers. For each Mach number, the frequencies and
damping are computed using each SI method presented in Section 3.5. The results corre-
sponding to Euler aerodynamics are presented first in Fig. 7.9. Frequencies and damping
158
Number of time step 1000
Time step 0.125 ms
Number of subiterations per time step 30
Number of cells 45k
Number of processors 2
Processor Intel(R) Xeon(R)CPU X5650, 2.67GHz
Computational time 10 hrs
Table 7.2: Parameters and computational cost of 2D calculations using Navier–Stokes aero-
dynamics
coefficients as functions of the Mach number are shown in Figs. 7.9(a) and 7.9(b) respec-
tively. The symbols correspond to the Mach numbers at which a transient simulation is
performed. Each mode is identified by a unique color and symbol. The different types of
lines correspond to different SI methods. The thicker line corresponds to the results ob-
tained using 3rd order PT combined with ARMA. The symbols correspond to the Mach
numbers at which the aeroelastic simulations are computed using Euler aerodynamics. The
three SI methods predict identical frequencies and damping coefficients, and therefore there
is no distinction between the lines. The predicted flutter Mach number is 12.1 which is in
good agreement with that obtained using PT. This agreement is expected as PT is a good
approximate model for thin bodies oscillating in hypersonic flows.
Next, viscosity is introduced. The results obtained are presented in Fig. 7.10 for the
case of Grid 3 with moving outer boundaries and 10 driving points. The crosses refer to the
results computed using NASA Langley CFL3D computational aeroelastic code (CFL3D)
in Ref. [84]. The symbols correspond to the Mach numbers considered. The different lines
correspond to the different SI methods which are almost identical before flutter occurs at
Mach M∞ ' 11.3. The damping coefficients are more sensitive to the SI method. The
flutter Mach number predicted by each method corresponding to the different grids, and
moving mesh strategies are given in Table. 7.3. Adding more driving points ensures that
the motion of the airfoil is captured more accurately and the flutter prediction converges
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Figure 7.9: Aeroelastic stability analysis using Euler aerodynamics for the typical section,
H = 12 km
toward the fully moving mesh approach. The three SI methods agree with each other. The
flutter Mach number is predicted within less than 1% error depending on the grid or the
mesh deformation strategy. Compared to the results obtained with CFL3D, the flutter onset
occurs at a lower Mach number. The difference is approximately 6%.
       
    
    
    
    
    




















       
        
          
  
        
        
          
  
        
        
          

















Figure 7.10: Aeroelastic stability analysis using N–S aerodynamics for the typical section,
H = 12 km
This preliminary study illustrates the use of RBF in a typical aeroelastic calculation and






Grid 1 66 11.32 11.32 11.32
Grid 2 66 11.32 11.32 11.32
Grid 3 10 11.27 11.26 11.26
Grid 3 96 11.34 11.34 11.32
Grid 3 420 11.25 11.25 11.25
Grid 3, fine 12 11.31 11.31 11.32
Fixed outer Grid 3 96 11.32 11.32 11.32
boundary Grid 3 420 12.27 11.27 11.27
CFL3D 11.9 N/A
Table 7.3: Flutter Mach number for the typical section using Navier–Stokes aerodynamics
flutter onset occurs at a lower Mach number, by approximately 6%. Note that in all cases
presented, the three SI methods predict the same flutter Mach number.
Effect of Turbulence and Gas modeling The effect of turbulence on flutter boundary
prediction is investigated. Euler and laminar flow are compared to turbulent flow for low
and high values of free stream turbulence. The one equation Goldberg turbulence model
is also considered. Considering various turbulence models provides additional material for
explaining the difference between CFL3D calculations and the present framework. In both
CFL3D and CFD++, the Spalart Allmaras turbulence model (SA) is available and is used
for the flutter calculations [153]. In CFL3D v.5, the additional turbulence equation does





= 0.009 as boundary and initial condition of the turbulence equation. However, in
CFD++, this parameter is a user input.
The results are given in Table. 7.4; note that adding turbulence decreases the flutter
boundary by up to 7%. An abrupt change is observed when comparing the results for
laminar flow, which is close to Euler, to those for turbulent flow. The flutter Mach number












= 10. However the






= 1 compares well with laminar flow. This
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comparison illustrates the variability associated with turbulence modeling and its effect on
flutter boundary.
In Table. 7.4, the results are also presented for IG and RG. At this flight condition, the









EU – – 12.09 12.09 12.09
NS
Laminar – 11.82 11.83 11.83
SA 0.009 11.63 11.63 11.63
SA 3 11.47 11.50 11.43
SA 10 11.27 11.26 11.26
Goldberg
1 11.83 11.83 11.83
10 11.15 11.15 11.15
IG NS SA 3 11.53 11.52 11.52
RG NS SA 3 11.50 11.46 11.50
Table 7.4: Flutter Mach number for the typical section using different turbulence and gas
models, H = 12 km
The decrease of flutter boundary with increasing turbulence can be attributed to the
boundary layer that is thicker for the more turbulent cases. The larger effective thickness
increases the pressure and decreases the onset of flutter. To illustrate the effect of the as-
sumptions associated with turbulence modeling, steady pressure coefficients for different
models are shown in Fig. 7.11 for M∞ = 12. Euler calculations are compared with lami-






. In the case













= 1 produce the same magnitude of pres-













= 10, pressure is increased which implies increased
thickness of the boundary layer and the associated effective shape. The case labeled ’S–A
(mod.)’ refers to the Spalart–Allmaras model, the coefficients associated with this model
are modified from their default values in CFD++ to match CFL3D’s implementation. In
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= 0.009. The results indicate that for this particular case the difference did affect
the pressure distribution significantly. A numerical onset of transition occurs in the middle
of the first half of the airfoil. The Mach number contours reveal a thicker boundary layer
associated with the default settings, depicted in Fig. 7.12(a) as opposed to that predicted
using CFL3D parameters shown in Fig. 7.13(a). Similarly the turbulence equation variable
is depicted for both cases in Figs. 7.12(b) and 7.13(b) respectively and shows an increased
boundary layer thickness when using the recommended settings in CFD++.






























Figure 7.11: Steady pressure coefficient for different models for turbulence. M∞ = 12
Stability Boundaries Additional results at different altitudes are presented in Figs. 7.14.
The trends observed previously are confirmed at both higher and lower altitudes. In Fig. 7.14(a),
the effect of turbulence is considered. Both lines corresponding to PT and laminar flow co-
incide and predict the higher flutter boundary at all altitudes. Turbulence is a modeled by












= 10 (high T.). The
lowest flutter onset is predicted for highest turbulence case. The low turbulence case is
close to the high turbulence case at low altitude. For H=21km, the flutter onset for low
turbulence is close to that for laminar flow.


















































(b) Turbulence variable in S–A model



















































(b) Turbulence variable in S–A model











= 3. The three results corresponding to PG, IG, and RG
models coincide.
        
  
    






















(a) Effect of turbulence flow
        
  
    





















(b) Effect of gas model
Figure 7.14: Aeroelastic stability analysis for the typical section for different turbulent
flow, H = 12 km
7.4 Three Dimensional Low Aspect Ratio Wing
7.4.1 Overview
The three-dimensional low-aspect-ratio wing is shown in Fig. 7.15. The wing is based
on the Lockheed F–104 Starfighter wing. Its geometry is similar to the fins control sur-
faces of a prospective long–duration, airbreathing hypersonic vehicles such as the X–43
or NASP. The structural model is extracted from a finite element model (FEM) created in
MSC.NASTRAN and previously studied in Refs. [2] and [84]. For aeroelastic stability
prediction, the FEM is reduced to the first five natural modes [84] which are depicted in
Fig. 7.16. The natural modes are normalized by to their generalized mass.
The structure of the wing is represented by five natural modes depicted in Fig. 7.16.












Figure 7.15: 3D low aspect ratio wing
7.4.2 Meshing Strategies
Similarly to the 2D case, different fluid domains have been considered and are depicted in
Figs. 7.18(a), 7.18(b), and 7.18(c). The first two meshes, Grid 1 and 2, can be used in a
fully moving mesh strategy. In this case, the driving points are only located on the wing
surface and correspond to the FEM nodes. The third mesh, Grid 3, is considered to enforce
a non-moving outer boundary. However, discrepancies occurred when exporting the mesh
files from ICEM CFD, such as rounding errors in writing the mesh in a plot3d format which
result in misalignment of the nodes at the surface of the wing. Therefore, the third mesh,
Grid 3, had the best mesh quality at the surface of the wing and is used for all the cases.
The driving points are located on the wing and on the outer boundary of the mesh as
illustrated in Fig. 7.19. In this example, the set of the FEM nodes is complemented with
386 points uniformly distributed on the outer boundaries of the fluid domain.
In the 3D case, the analytical form of the mode shape is not available since they are
obtained using a FEM calculation. Inaccuracies are likely to appear when using the RBF
mesh deformation based on the FEM points. To assess this issue, the deformed wing con-
figuration using RBF is compared with that obtained with a piecewise linear interpolation
between the FEM nodes for the second mode shape, φ2. In Table. 7.5, two cases are com-
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Mode 2,  f = 37.5 Hz
 
Mode 3,   f = 49.2 Hz Mode 4,   f = 77.1 Hz
Mode 5,  f = 79.5 Hz
Figure 7.16: Structural model
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(b) Grid 2 (c) Grid 3
Figure 7.18: CFD mesh for the low aspect ratio wing
pared for mesh 3: (1) the driving points are the FEM nodes and (2) the driving points are
the CFD nodes at the wing interface.
For the first case when the FEM nodes at the surface of the wing are the driving points,
the maximum difference between the deformation obtained with RBF and that based on
piecewise linear interpolation is of 0.9% and 1.4% for a moving and fixed outer boundary,
respectively. Adding driving points to prescribe a static outer boundary significantly affects
the shape of the deformed wing.
For the second case, the fluid mesh points at the surface of the wing are the driving

























Figure 7.19: Driver Points for fixed outer boundary
eliminated. Similarly for the centroid, there is good agreement between RBF and piecewise
linear interpolation. This example demonstrates some of the issues associated with RBF
mesh deformation.
For the results presented in this report, the CFD nodes are chosen as the driving points.
Volume spline is the RF of choice and the mesh is fully moving.
Fixed outer boundaries Moving outer boundaries
L2 (%) L1 (%) L∞ (%) L2 (%) L1 (%) L∞ (%)
FEM based
Fluid Mesh 0.214 0.09 1.4 0.114 0.053 0.887
Face centroid 0.21 0.10 1.26 0.109 0.060 0.768
CFD based
Fluid Mesh 0.001 0.001 0.018 0.001 0.001 0.018
Face centroid 0.039 0.024 0.215 0.039 0.024 0.215
Table 7.5: Error due to the RBF interpolation
Grid refinement studies are performed to examine the effect of grid resolution on the
CFD simulation results at M∞ = 12, H = 12 km. Four different grids with varying levels
of refinement are used. Convergence of the resultant forces and moments is observed for
increasing number of cells. A grid with 1 million cells predict the aerodynamic resultants
169
with less than 1% error when compared to a grid with 2 millions cells. A grid with 1 million
cells is used for all subsequent simulations in this thesis.
7.4.3 Aeroelastic Results
The aeroelastic simulations are performed at constant altitude of 12 km and different Mach
numbers. The computational cost and the parameters associated with the time stepping
of the aeroelastic simulations are presented in Table. 7.6. The time step is set to ∆t =
1.25 × 10−4 s which corresponds approximately to 100 and 500 time steps per period for
the highest and lowest natural frequencies, respectively. Depending on the complexity of
the gas model ( turbulence, chemistry ) the computational time varies from 80 hours for
laminar flow to 190 hrs when chemistry and a turbulence model are included. The main
contributor to the computational cost associated with the aeroelastic simulations is the CFD
calculation. Each aeroelastic simulation requires 2500 initial iteration for the steady state
solution of the NS equations to converge. For each time step, several subiterations of the
CFD solver are required to march the fluid in time as explained previously. At each time
step, the new node locations are written in the mesh file and the CFD code is restarted. It
generates significant amount of additional processing time which could be eliminated in a
fully integrated aeroelastic solver.
Number of time step 1000
Time step 0.125 ms
Number of subiterations per time step 50
Number of cells 1M
Number of processors 6
Processor Opteron 240–254
Computational time 80–190 hrs
Table 7.6: Simulations parameters for 3D calculations
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Verification of the SI methods The aeroelastic simulations are performed at constant
altitude of 12 km and different Mach numbers. For each Mach number, the frequencies and
damping are computed using each SI method presented in Section 3.5. The results corre-
sponding to Euler aerodynamics are presented first in Fig. 7.20. Frequencies and damping
coefficients as functions of the Mach number are shown in Figs. 7.20(a) and 7.20(b) re-
spectively. The symbols correspond to the Mach numbers at which a transient simulation
is performed. Each mode is indicated with a unique color and symbol. The different types
of lines correspond to different SI methods. The three SI agree perfectly. In the case of
Euler aerodynamics, there is a good agreement with CFL3D and the present results. The
predicted flutter Mach number is 13.7.
      
  
    
    
    
    
    
    
    
    


























      
        
          
  
        
      




















Figure 7.20: Aeroelastic stability analysis using Euler aerodynamics for the low aspect
ratio wing, H = 12 km
The results corresponding to Navier–Stokes aerodynamics with laminar flow assump-
tions are presented in Fig. 7.21. Frequencies and damping coefficients as functions of the
Mach number are shown in Figs. 7.21(a) and 7.21(b) respectively. The ARMA method
does not compare well with the other two approaches. However, the other two methods
compare very well.
When considering turbulent flows, the ARMA method did not provide good results.
However the p–method is reliable and is the method of choice for generating the results.
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Figure 7.21: Aeroelastic stability analysis using laminar flows for the low aspect ratio wing,
H = 12 km
Effect of Turbulence and Gas modeling The results of the flutter analysis are shown in
Figs. 7.22 and 7.23. The effect of turbulence on flutter boundary prediction is summarized
in Table. 7.7. Euler and laminar flow are compared to turbulent flow for low and high values
of free stream turbulence. It illustrates the dependency on turbulence modeling. Adding
turbulence decreases the flutter boundary by up to 7%. An abrupt change is observed when
comparing the results for laminar flow, which is close to Euler, to the results from turbulent













= 3. The decrease of flutter boundary with increasing turbulence
may be due to the thicker boundary layer for the more turbulent cases, which in turn can
produce a higher static pressure on the airfoil due to the thicker effective shape and it
explains the decrease in onset of flutter. The effect of gas modeling is negligible for the
flight condition considered.
In Fig. 7.22, flutter analysis for various turbulence modeling assumptions is summa-
rized. Figure 7.22(a) depicts the frequencies of the aeroelastic system as function of flutter
Mach number. The different types of lines correspond to different turbulence assumptions.
In Fig. 7.22(b), only the damping coefficients corresponding for the first two modes are
shown. The frequencies of the aeroelastic system are not sensitive to the model considered.
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EU – – 13.73 13.71 13.72
NS
Laminar – 13.16 13.33 13.22
SA 0.009 12.33 12.85 12.76
SA 3 12.74 12.75 12.78
IG NS SA 3 12.75 12.78 13.0
RG NS SA 3 12.62 13.02 12.87
CFL3D [84]
EU – – 13.7 -
NS SA mod. 0.009 13.65 -
3rd order PT 13.4
Table 7.7: Flutter Mach number for the low aspect ratio wing using different turbulence
and gas models, H = 12 km
The flutter Mach number predicted using CFL3D and Navier–Stokes is smaller than the one
obtained with Euler. Adding turbulence increases the effective shape due to the presence
of the boundary layer and eventually results in an increased local pressure on the wing and
a decrease in flutter Mach number.
     
    
    
    
    
    
    
    
    


























     
          
          
          
          
          
  
        




















Figure 7.22: Aeroelastic stability analysis for the low aspect ratio wing for different turbu-
lent flow , H = 12
The results of the flutter analysis are shown in Fig. 7.23 for different gas models. Fig-
ure 7.23(a) depicts the frequencies of the aeroelastic system as function of flutter Mach
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number. The different lines correspond to different turbulence assumptions. In Fig. 7.23(b),
the damping coefficients are affected by the gas model. Going from perfect gas to real gas
affects the flutter boundary by about 3%. The difference between IG and RG is 1%.
    
    
    
    
    
    
    
    
    
























    
          
          
          
          
          
  
        



















Figure 7.23: Aeroelastic stability analysis for the low aspect ratio wing for different gas
model , H = 12 km
Stability Boundaries The flutter boundaries are calculated at the altitudes of 15 and 21
km and are presented in Figs. 7.24(a) and 7.24(b). In Fig. 7.24(a), the effect of turbulence
is considered. Laminar flow (Lam.) is compared to turbulent flows (Turb.). Note that
the flutter boundaries are very close to each other and also close to that obtained with
piston theory. The results labeled (Mod. Turb.) corresponds to a modified SA turbulence
model. The CFD++ code is used with the SA turbulence model, similar to the turbulent
case, however the coefficients of the SA model are modified to match the CFL3D code
implementation. There is a small change in flutter boundary. It seems that the CFL3D
code predicts a flow that is less turbulent than that with CFD++ which is the reason for the
difference in the flutter boundary calculations.
In Fig. 7.24(b), the effect of gas modeling is investigated. Perfect gas model (PG) is
compared to real gas (RG). The flutter boundaries are very close to each other and close to
that with piston theory. There is a small change in flutter boundary due to real gas effects.
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(a) Effect of turbulence
       
    
    
    
    























(b) Effect of gas model
Figure 7.24: Flutter boundaries for the low aspect ratio wing for different gas model and
turbulence model, H = 12 km
The change is significant at high Mach number where real gas effects are important. As in
the case of PG, adding turbulence decreases the flutter boundary.
To conclude, turbulence is the main contributor to the variability in flutter Mach number
and affect the stability boundary by 7%. Real gas effects affect the flutter boundary by
3%. [173]
Remark Note that the altitudes, 12–21 km, at which the aeroelastic studies are con-
ducted are not representative of hypersonic flight. More realistic altitudes of 20–30 km
produce very high Mach numbers, and therefore the altitude is artificially reduced in or-
der to reduce these to practical values. However, as mentioned earlier, incorporation of
aerodynamic heating leads to a reduction of the flutter Mach number, and thus aerother-
moelastic studies can be conducted at more reasonable altitudes. In the following section,




The aerothermoelastic stability of a wing in turbulent and laminar flows is studied using
both a deterministic and probabilistic approach. The effect of transition is incorporated.
The reliability associated with the assumption that turbulent flow is the worst case scenario
is quantified.
8.1 Structural Model Used
The geometry of the three–dimensional low–aspect–ratio wing is presented in Section 7.4
and shown in Fig. 7.15. A thermal protection system (TPS) prevents over–heating of the
aluminium structure of the wing from aerodynamic heating. The TPS layers are described
in Ref. [85]. The radiation shield is composed of a 0.45 mm René 41 metal. The thermal
insulation layer is made of 3.8 mm flexible Min–K layer. The René 41 heat shield can
withstand temperatures up to approximately 1500o K and is assumed to have an emissivity
of 0.85.
The aeroelastic stability of the wing is considered in Section 7.4. For the aerothermoe-
lastic study, the structure is reinforced at the leading edges to prevent early local buckling.
Reinforcements were added in the wing. Leading and trailing edges were stiffened [85],
resulting in higher natural frequencies given in Table 8.1.
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Original Wing Modified Wing Diff.
Wing Mass [kg] 350.05 377.73 8%
f1 [Hz] 13.41 14.28 7%
f2 [Hz] 37.51 40.94 9%
f3 [Hz] 49.18 60.06 22%
f4 [Hz] 77.14 81.86 6%
f5 [Hz] 79.48 97.25 22%
Table 8.1: Mass and natural frequencies of the wing
8.2 Aerothermoelastic Results
The vehicle is in straight and level flight, at a constant altitude, H , and Mach number, M∞.
The flight conditions are summarized in Table. 8.2. To investigate the effect of turbulence
on the aerothermoelastic behavior of the wing, both laminar and turbulent heat flux are
considered. In addition, transition is artificially incorporated by arbitrarily choosing the
location of transition point, xt
c
, on the wing and combining the laminar heat flux with
that corresponding to turbulent flow. For a given trajectory, the influence of the transition
location, xt
c
, is investigated by arbitrarily varying its location from the leading edge to the
trailing edge of the wing.
Flutter boundaries based on CFD are in good agreement with those based on PT. There-
fore, in order to limit the computational cost, PT was used for computing the results in this
section.







The framework presented in Section 3.1 is used to study the aeroelastic stability of the
heated structure on a straight and level trajectory. The important dependencies to consider
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are listed below:
1. H,M∞, xt : A trajectory is characterized by altitude, Mach number, and also flow
regime ( laminar, turbulent, or transition location xt ).
2. fi (t,H,M∞, xt) : The natural frequencies and modes shapes of the heated structure
are function of time along a given trajectory.
3. Mfm (t,H,M∞, xt) : To each instant of time along a trajectory corresponds a heated
structure and its flutter margin.
The aerodynamic heat flux results are presented in Figs. 8.1 and 8.2 for a level flight at
Mach 8 and 10, respectively. In each set of figures, the distribution of heat flux coefficient,
adiabatic wall temperature and equilibrium radiation temperature are given by the color
shading for three cases: fully turbulent flow, transition flow with xt
c
= 25%, and fully
laminar flow. The line crossing the wing from its root to its tip, at constant xt
c
, indicates
the transition location. From the leading edge of the wing to transition, the flow is laminar.
Downstream the transition point, the flow is turbulent.
The results show a high heat flux coefficient at the leading edge of the wing for all cases.
The enhanced heating in the front half of the wing produces higher radiation equilibrium
temperature TR on the surface of the wing. Note that the heat flux in laminar flow is an
order of magnitude smaller than its value for fully turbulent flows. Thus, incorporating
transition on the surface of the wing generates heat flux gradients producing temperature
gradients on the wing.
The thermal analysis results for a vehicle in level flight at Mach 8 and an altitude of 30
km are shown in Fig. 8.3. The different times, t = 15, 30 and 50 mins along the trajec-
tory. are considered. Temperature distributions on the wing are given for three heat fluxes
corresponding to laminar, turbulent, and transition flow. After a flight time of 15 mins of
flight, the temperatures in the load carrying structure are close to the initial temperature
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Figure 8.3: Temperature distribution in the wing for M∞ = 8 and H = 30 km
the temperature decreases smoothly from the leading edge to the trailing edge of the wing.
The maximum temperature occurs in turbulent flow and reaches 513oK after 50 min. As
expected, the wing in laminar flow has the lowest temperature increase. For a wing ex-
periencing transition on its surface, the temperature decreases up to the transition location
where a small increase occurs. From the transition location to the trailing edge, the temper-
ature decreases smoothly. The transition on the surface of the wing affects the magnitude
of the temperature in the wing as well as its distribution.
In Fig. 8.4, the results from a modal analysis for a vehicle in level flight, at a M =8
and an altitude of 30 km, are shown for 3 different times, t = 15, 30 and 50 mins along the
trajectory. At each time, the frequencies of the heated structure are provided as a function
of the flow conditions: from fully turbulent for xt
c
= 0 to fully laminar for xt
c
= 100%.
The thin lines corresponds to the natural frequencies of the cold structure, and are given
for reference. Note, that the natural frequencies decrease faster for the case of turbulent
flow, xt = 0, than for laminar flow, xt = c. The lower frequencies for the case of turbulent
flow are to be expected due to the higher heat flux. For flow with transition in the first
half of the wing, the heated frequencies are much lower for t = 30 mins and t = 50 mins.
However, the behavior of a wing with transition on its surface does not lie between that for
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either fully turbulent or fully laminar flow. Nonlinearities due to thermal stresses occur and
significantly affect the structural integrity of the wing.
It is important to relate these frequencies to their corresponding mode shapes. For each
instant in time, the first 8 mode shapes are depicted for 3 flow conditions: turbulent (Turb.),
transition located at xt
c
= 25% (Trans.), and laminar (Lam.). All the modes shapes are
normalized such that the magnitude of the maximum displacement is 1. The dark color
corresponds to a value of -1, and white to a value of +1. At t = 15 mins, the modes
shapes corresponding to the three heating conditions are similar to that of the cold structure.
However at t = 30 mins and t = 50 mins new modes shapes appear and are highlighted
by an enclosing rectangle. These mode shapes are not present in the unheated structure
nor at the beginning of the trajectory. With increased temperature and the resulting thermal
stresses changes manifest themselves in the first 8 modes. The new modes display local
buckling due to thermal stresses.
The heat transfer results are given for a vehicle in level flight at Mach 10 and an alti-
tude of 30 km, for 3 different times, t =15, 30 and 50 mins along the trajectory are given
in Fig. 8.5. The temperature distribution of the wing is given for three heat fluxes: lami-
nar, turbulent and transition flow. The maximum temperature is encountered for turbulent
flow and it reaches 632oK after 50 mins. The wing under laminar flow has the lowest
temperature increase as expected. The trends observed are similar to those observed for
M∞ = 8.
Results for a vehicle in level flight at M∞ = 10 and H = 30 km are shown in Fig. 8.6.
The trends observed are similar to the case ofM∞ = 8. Note that the changes in frequencies
and mode shapes are more important than that for the lower Mach number due to the
increased heat flux at the surface of the structure. At t=30 and 50 mins, the frequencies
for transition flow can be lower than that for turbulent flow or higher than that for laminar
flow. The nonlinear behavior is a result of thermal buckling induced by thermal stresses.
In Fig. 8.7, the flutter margins for a vehicle in level flight at M=8 and an altitude of 30
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Figure 8.5: Temperature distribution in the wing for M∞ = 10 and H = 30 km
km are provided at 3 different times, t=15, 30 and 50 min. At each time the flutter margins
are given in terms of the flutter margin Mach number Mfm as function of altitude, H , and
for 3 flow conditions: turbulent (xt
c
= 0), transition located at xt
c
= 25% (Trans.), and
laminar (xt
c
= 1). The shaded region corresponds to the range of flutter margins as the
transition location is moved from the leading edge of the wing to its trailing edge. The thin
line corresponds to the flutter margin of the cold structure and is provided for reference.
The same flutter margins are provided in the lower portion of the figure as a function of the
transition location xt for 4 different altitudes of H = 9, 12, 15 and 21 km. Note that the
flutter margin for the structure under turbulent heating always corresponds to the lowest
one. However, the margin for laminar case is not necessarily the highest one. Depending
the transition location, the flutter margin of the heated wing can vary significantly. This
highlights the importance of the thermal stresses that influence the aeroelastic stability of
the heated structure.
In Fig. 8.8, the variations of aeroelastic stability margin for an altitude of 12 km are
given as function of time for the 3 different flow conditions highlighted previously. The
behavior of the flutter margins corresponding to 9, 15 and 21 km is similar. The dashed



















































Figure 8.6: Modal analysis of the heated structure for M∞ = 10 and H = 30 km
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= 25%, no thermal stress
Figure 8.8: Variation of aeroelastic stability margin of the heated structure for M∞ = 8
and H = 30 km
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considered, the flutter margins are decreased by less than 5% after an hour of flight. The
wing under turbulent flow has the lowest margin, that under laminar flow has the highest
margin. The wing which experiences transition at its surface has an intermediate flutter
margin. When thermal stresses are accounted for, the behavior of the heated wing is not as
intuitive anymore. Note, that discontinuities start to occur after 35 minutes of flight time for
the wing under turbulent flow and after 34 minutes under transition flow. Before these flight
times, the flutter margins are, from the lowest to the highest, for the wing under laminar,
turbulent and transition flow. This order is counter intuitive and is caused by increasing
thermal stresses. Turbulent flows generate high heat flux and high temperature in the wing,
however transition at the surface of the wing causes higher temperature gradients.
In Fig. 8.9, the flutter margins for a vehicle in level flight at M∞ = 10 and H = 30 km
at 3 different times, t =15, 30 and 50 min, are shown. Note that the flutter margin for the
structure under turbulent heating does not correspond to the lowest one nor is the margin
for laminar flow the highest.
In Fig. 8.10, the variations of flutter margins for an altitude of 12 km are given as
function of time for the 3 different flow conditions mentioned previously. Two cases are
considered: with and without thermal stresses. Removing thermal stresses allows one to
identify only the effect of thermal degradation. Without thermal stresses, after an hour of
flight, the flutter margins are decreased by less than 10% due to thermal degradation. The
wing under turbulent flow has the lowest flutter margin while the one under laminar flow
has the highest. The wing under transition flow has a flutter margin that is between that for
laminar and turbulent, as for the case ofM∞ = 8. Thermal degradation affects the wing in a
smooth way. With thermal stress, the behavior of the wing is highly nonlinear. The stability
margin drops significantly after 20 mins of flight for the wing under turbulent flow, after 25
mins for transition flow, and 53 mins in the case of laminar flow. During the first 20 mins,
the flutter margins are, from the lowest to the highest, for the wing under laminar, turbulent
and transition flow. Again, this order is counter intuitive and due to thermal stresses.
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Figure 8.10: Variation of aeroelastic stability margin of the heated structure for M∞ = 10
and H = 30 km
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The aerothermoelastic results are summarized in Table 8.3. The time Tf denotes the
flight time. It corresponds to the instance of time when the first discontinuity in the
aeroelastic margins occurs. The maximum drop in aeroelastic stability margin, ∆Mfm =
Mfm (t) −Mfc, before Tf is given as well. The variation in stability margin is normal-
ized with respect to the flutter Mach number of the cold structure, Mfc. The wing under
turbulent flows is the first to buckle, reflected by its significant loss in aeroelastic stabil-
ity margin. However, in the early part of the flight, the wing under laminar flows has the
highest decrease in flutter margin.
Table 8.3: Aerothermoelastic behavior
with thermal stresses no thermal stresses
Trajectory max (∆Mfm) [%] Tf [min] max (∆Mfm) [%] Tf [min]
M∞ = 8
Laminar -12.7 > 60 -1.9 –
xt
c
= 25 % -2.2 35 -3.4 –
Turbulent -4.8 34 -4.6 –
M∞ = 10
Laminar -13.2 54 -3.4 –
xt
c
= 25% -0.9 22 -6.1 –
Turbulent -3.3 18 -8.6 –
Further details are given in Fig. 8.11. The time to buckling is given as function of
transition location and M∞ for H = 30 km. At Mach 7 and 8, the wing buckles only for
transition located before xt = 25% and 40% respectively. At Mach 10, the buckling time is
the lowest for transition located in the first half of the wing, and does not vary much, close
to 55 mins for transition located in the second half of the wing. When xt = 75%, the wing
does not buckle in the first hour of flight which explains the gap in the curve.
These results highlight the importance of nonlinearities due to transitional flow and
thermal stresses in the aerothermoelastic behavior of the structure [174]. It is not sufficient
to consider only turbulent or laminar flow conditions, since transition on the surface of the
wing can significantly alter its structural behavior.
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Figure 8.11: Time to buckling as function of transition location and flight Mach number,
H = 30 km
Flutter Boundaries The results presented in this section correspond to flutter margins
of the heated wing which are different from flutter boundaries. In Ref. [157], such a flutter
margin is referred to as a virtual flutter boundary. The exact flutter boundaries are deter-
mined by fixing a flight duration, ∆T , and by finding the flight Mach number M∞ at which
the flutter margin Mfm is M∞ after ∆T . This approach required a sequential iteration on
M∞ until convergence to a flutter margin is achieved. Eventually the Mach number defines
the flutter boundary after ∆T .
To illustrate this process, a flight condition characterized by H = 20 kms, with ∆T =
30 min is considered. The initial flight Mach number M∞ = 10 yields a flutter margin
of Mfm = 33.5 after 30 min of level flight. The Mach number is updated to M∞ =
10+33.5
2
= 21.7. At this flight condition, the wing buckles before it flutters and the flutter
margin does not converge. Similarly, at H = 30 kms, the initial M∞ = 10 yields a flutter
margin of Mfm = 59.0. The Mach number is updated to M∞ = 10+59.02 = 34.5. At this
flight condition, the wing buckles before it flutters and the flutter margin does not converge
either. The implication of this behavior is that the iterative procedure for updating the flutter
margin leads to local buckling which is the main cause of failure.
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8.3 Uncertainty Propagation Results
In this section, the UQ is used to examine the hypothesis that fully turbulent flow is a
conservative assumption. Therefore, the transition location is considered as an uncertain
variable. The output of interest is the flutter margin as a function of time.
The probability of failure, defined by Eq. (8.1), is the probability that the flutter Mach
number is less than that predicted under the hypothetical conservative assumption of fully
turbulent flow.
pf (t) = p (Mfm(t, xt) < Mfm(t, xt = 0)) =
∫
Mfm(t,xt)<Mfm(t,0)
pxt (xt) dxt (8.1)
If fully turbulent flows correspond to the worst case scenario, the probability of failure
is 0. The pf represents the degree of error associated with the assumption that turbulent
flow is a lower bound for the behavior of the heated wing.
The transition location is the uncertain variable, however, its probability distribution is
unknown. Intuitively, transition is more likely to occur closer to the leading edge. Three
different probability distributions are examined: uniform, Beta(1, 3) and Beta(2, 3).
In the case of uniform PDF, the SC approach with a 9th–order polynomial function is
used to obtained converged response surface for t < Tf . For t > Tf , the relation between
flutter margin and transition location, Mfm = f (xt), is highly non–linear, reflecting buck-
ling. Therefore polynomial response surfaces such as SC or PCE failed to converge. In
addition, Kriging and spline interpolations were considered but failed to converge as well.
Therefore, UQ results are generated for t < Tf .
The prediction of the response surface is compared to the exact value at 17 uniformly
distributed points to quantify the error of the response surface. Various response surfaces
are illustrated in Fig. 8.12. The PCE and RBF approach do not perform as well as SC.
Kriging (KG) is very oscillatory and does not provide a good fit in this case.
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Figure 8.12: Flutter margin response surfaces for uniform PDF, M∞ = 8, H = 12 km,
t = 27 mins
In the cases using Beta(2,3) and Beta(1,3), the SC indicates oscillations close the trail-
ing edge at xt = c. The response surfaces are given in Fig. 8.13(a) for the case of Beta(1,3).
Figure 8.13(b) is a closer view at xt = c. The RBF interpolation gives a better approxima-
tion than the other approaches. Note that the SC and PCE approaches predict lower values
of flutter Mach numbers at xt = c and therefore are not suitable for the UQ approaches.
The bad performance of these polynomial based approaches is explained by the fact that
the relationship between xt and Mfm is highly non-linear and cannot be approximated by
global polynomials. In addition, the polynomial response surfaces are constructed based
on a limited number of points and require extrapolation at the edges of the uncertain pa-
rameters design space which adversely affect accuracy. The RBF based response surface
using volume spline is reliable and is used for the results presented in this section. For
the cases presented next, the mean error of the response surface was less than 0.3% of the
deterministic value.
The results of the uncertainty propagation results are given in Figs. 8.14(a), 8.14(b),
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(b) closer view at xt = c
Figure 8.13: Flutter Mach number response surfaces for Beta(1,3) PDF, M∞ = 8, H = 12
km, t = 27 mins
and 8.14(c), respectively, for M∞ = 8 and H = 30 kms, and a flutter margin at H = 12
kms. In each figure, the assumed probability of the transition location is depicted. The
Beta(1,3) distribution gives more probability to the leading edge of the wing; the Beta(2,3)
emphasizes the front half of the wing.
The PDF of the variation of flutter margin is given for 6 time instants and these are su-
perimposed on the deterministic results presented in the previous section. The red shading
of the PDF corresponds to the cases when the flutter margin is less than that predicted for
fully turbulent, quantifying the probability of failure, pf .
The probability of failure, pf , gives the probability that the stability margin is less than
that for turbulent flows. This information is given in Table 8.4 and illustrated in Fig. 8.15 for
the 3 probability distributions of xt. The probability of failure is the lowest for Beta(1,3)
and the highest for Uniform PDF. It emphasizes the fact that transition located close to
the leading edge of the wing yields a higher flutter Mach number than that for turbulent
flows. Therefore the Beta(2,3) and Beta(1,3) yield less emphasis to the values of transition
location that corresponds to a lower flutter Mach number.



















































Figure 8.14: Uncertainty propagation results for the flutter margin, H = 12 km
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Table 8.4: Probability of failure pf [%], M∞ = 8
Time [min] 3.57 9.43 15.30 21.17 27.03 32.90
Uniform 65.30 60.76 63.03 65.72 68.59 70.08
Beta(2,3) 47.03 40.56 44.02 49.54 56.73 63.17
Beta(1,3) 32.53 27.67 28.60 30.36 34.44 36.50
    
  
    
    
    
















Figure 8.15: Probability of failure pf [%] as function of time for M∞ = 8 and various
probability distributions.
spectively. The transition location is assumed to be distributed according to the Beta(1, 3)
distribution. The PDF of the variation of flutter Mach number is shown for the time instants
before buckling occurs.
The probability of failure is given in Fig. 8.17. Depending on the Mach number, the
chances that the stability margin is less than the one predicted using fully turbulent flows






















































(c) M∞ = 10
Figure 8.16: Uncertainty propagation results for the flutter margin for various flight Mach
numbers, H = 12 km
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A systematic study of the effect of various uncertainties present in air–breathing hyper-
sonic aerothermoelastic vehicles was carried out. The primary goal was to explore the use
of uncertainty propagation in the context of hypersonic vehicle aeroelasticity and aerother-
moelasticity. The novel contributions consist of identifying and quantifying uncertainties,
using probability distributions, in principal variables of the problem and using stochastic
collocation to propagate it. The variability in turbulence and real gas modeling is also
considered. The results demonstrate the importance of (1) including uncertainty in the
aerodynamic quantities (heat flux, transition), (2) turbulence modeling, and (3) the high
sensitivity of hypersonic vehicles to thermal effects. Several uncertainty propagation ap-
proaches based on the response surface approach were investigated. A loosely–coupled
aerothermoelastic framework using CFD, suitable to consider several gas and turbulence
models, was developed.
9.1 Conclusions
The conclusions presented here should be considered within the assumptions made in these
studies. Stochastic collocation is an efficient approach for propagating uncertainty in aeroe-
lastic and aerothermoelastic analyses. It provides a framework which can account for a
197
wide range of cases. The results demonstrate that deterministic quantification of aeroe-
lastic and aerothermoelastic stability boundaries may be inadequate for hypersonic vehicle
analysis and hence, non–deterministic approaches are required.The principal conclusions
of this study are:
1. Stochastic collocation is an efficient approach to propagate uncertainties when the
number of variables is limited to less than 5. It provides a computationally efficient
method for computing output statistics such as: the expected value, standard devi-
ation, probability distribution and the probability of failure. However, it does not
perform well in presence of discontinuities and strong nonlinearities.
2. The effect of thermal loading on the aeroelastic stability of a typical section is es-
timated using the uncertainty propagation framework. The predicted flutter Mach
number can decrease by up to 60% from its value without thermal effect. The deter-
ministic flutter Mach number is close to the maximum flutter Mach number for each
particular flight condition and elastic offset.
3. The probability distributions of the random inputs have a significant effect on the
probabilistic results of the flutter Mach number, and thus the probability of failure.
4. For the aerothermoelastic stability of a panel, the uncertainties inherent in turbulence
modeling and transition prediction introduce additional sources of error. The uncer-
tainties associated with transition location and the heat flux prediction influence the
onset of instability. A 20% variation in the heat flux amplitude combined with the
uncertainty in transition location yields up to a 18% decrease in flight time. Note that
the transition is considered only in front of the leading edge of the panel and not on
the panel itself.
5. The complexity of high fidelity aerothermoelastic analyses requires expensive com-
putations which are not suitable for analyzing integrated airframe–propulsion effects.
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However, estimating aerothermoelastic deflections at an early stage and propagating
them through the propulsion analysis can alleviate the computational cost of the fully
coupled analysis. Thus, it provides a first step towards an improved understanding
for the effect of flexibility and thermal deformations on airframe–integrated scramjet
engine system.
6. For the complete vehicle, the aerothermoelastic deformations are small. The cowl is
identified as an important contributor to uncertainty and sensitivity of the integrated
propulsion system analysis. Accurate modeling of the thermal gradient through the
main components of the structure is required. The structural model has to account
for thermal gradients through the thickness of the vehicle airframe and cowl.
7. A framework for hypersonic aerothermoelastic calculation using CFD is presented.
The RBF approach is a robust and efficient mesh deformation scheme. However,
the exact geometrical shape is not preserved throughout the deformation unless a
sufficient number of driving points is used.
8. A robust system identification method for determining the flutter speed has been
developed. It compares well with ARMA and LSCF in the case of the typical section.
For the low aspect ratio wing, the ARMA approach did not perform well and the new
SI was the method of choice.
9. This is the first study to explore real gas effects on aeroelastic stability in a system-
atic manner. This work shows that real gas effects modify the aeroelastic stability
boundary by 3% to 6% at the flight conditions considered.
10. Turbulence modeling introduces a degree of uncertainty in the calculation of aeroe-
lastic stability margins by introducing a degree of uncertainty. A thicker boundary
layer results in an increase in aerodynamic loading, consequently viscosity reduces
the flutter margin.
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11. The behavior of the wing in high speed flight is strongly dependent on the thermal
stresses. Thermal buckling causes significant loss in aeroelastic stability margins.
Turbulent flow results in a shorter flight time when compared to that for laminar
flow.
12. Transition was found to be a key parameter for the aerothermoelastic behavior of the
wing. It significantly affects the thermal problem and the aerothermoelastic behavior
of the wing. Transition at the surface of the wing creates temperature gradients in
the load carrying structure which modify thermal stresses and structural properties.
Investigating the limiting cases of turbulent or laminar flow is not sufficient when
transition is likely to occur on the structure.
9.2 Future Work
This dissertation has considered efficient and accurate computational approaches for uncer-
tainty propagation in various aerothermoelastic analyses. This work highlights important
factors and assumption that are usually either discarded (transition) or considered as con-
servative (turbulent flows) in hypersonic vehicle analysis. Therefore, it exposes several
aspects of hypersonic flight that require further investigations.
A natural extension of this work is to consider the stability of a 3D panel with both high
fidelity and approximate fluid models coupled to a FEM–based structural model.
Transition is an important factor in determining thermal stresses. Predicting transition
is a current area of research. Accurate determination of transition location is difficult. It
is sensitive to several parameters whose exact value is unknown in a deterministic sense
(free stream turbulence levels, surface roughness,etc ). Therefore, use of a simple approxi-
mate model or a surrogate model fitted from a database obtained from experiments or high
fidelity simulation such as direct numerical simulation (DNS) may be useful. The surro-
gate model is used in a more comprehensive model where both prediction and associated
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uncertainty are propagated. This approach is suitable for aerothermoelastic studies where
transition is included, as represented by the stability of a heated three dimensional panel in
hypersonic flows with transition on its surface. The surrogate used to predict transition can
be trained using either experimental data or high fidelity computations for various shapes
of the panel and surface temperatures to capture the relation between transition location,
the surface geometry, and temperature. Wall temperature and surface roughness can also
be included.
The present work emphasizes the important role of thermal stresses in the structural
model. The structure of a hypersonic vehicle is subjected to nonlinear behavior due to the
extreme heat loads and changes over cycles of flights due to nonlinear effects (high thermal
stresses, plasticity, fatigue) [15,175]. Characterizing uncertainties due to defects, degraded
material properties or non–homogeneous material properties is important. The structural
components of the inlet, engine, or control surfaces are expected to be the most sensitive
to defects and misalignments. Thermal degradation and non–homogeneous distribution of
material properties are also important. Uncertainty propagation techniques can be used to
estimate the sensitivity of representative components of hypersonic vehicles to changes in
initial and boundary conditions as well as in material properties. The ability to identify and
quantify the uncertainty in these parameters is difficult.
In aeroelastic applications, the aerodynamic influence matrices can be obtained from
various aerodynamic theories. Using CFD is computationally expensive. In this thesis, a
system identification was implemented. It relied on estimating the aerodynamic influence
matrices. These aerodynamic influence matrices can be used with a kriging interpolation
for efficient flutter Mach number determination or control of the flexible aircraft. Creating
a surrogate or a curve fit of the aerodynamic influence matrices would reduce the cost of
determining flutter boundaries. It has been done in the past but without propagating the
error associated with the fit [48, 176].
Finally, as a natural extension of the airframe–integrated scramjet engine analysis, in-
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cluding trim and considering the tight aerothermoelastic coupling including the propulsion
system can shed light on the interactions between the control strategy and the aerothermoe-




In a computational framework, analytical integrations of quantity f (x) are replaced by
weighted sums as given in Eq. (A.1). The weight function px (x) which can be a probability
distribution for instance. The wi’s are positive scalars, called weights, which depend on the
domain of integration Ωx, and px (x). The (xi)i=1,NI are called integration points.
∫
Ωx




The number of points determines the accuracy of the scheme. Conventionally these
schemes are developed based on the assumptions that polynomials are integrated exactly
to a certain order. Gaussian quadrature is the most accurate scheme and integrates exactly
polynomials up to order 2P − 1 using NI = P points. An efficient algorithm to compute
the numerical integration points and corresponding weights for any order is presented in
Ref. [144].
Multidimensional integration is an extension of the one dimensional case by consid-
ering the cartesian product of the integration scheme in each dimension. In the case of
Nv variables, it yields to (NI)
Nv integration points. Therefore the computational cost of
multidimensional integration rises exponentially with the number of variables.
Alternatively, several methods have been considered as a computationally cheaper al-
ternative to gaussian quadrature, illustrated in Fig. A.1(a). Three additional examples are
given in Fig. A.1. Clenshaw–Curtis quadrature, illustrated in Fig. A.1(b), provides nested
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quadrature schemes making convergence studies less expensive [177]. In theory it provides
a first order convergence rate, however it has been shown in practice that it may be as ef-
ficient as Gauss quadrature [177]. Newton Cotes quadrature is illustrated in Fig. A.1(c).
It uses equally spaced quadrature points which can be an interesting feature. However
convergence properties are not guaranteed [177]. Newton Cotes can be used piecewise by
splitting the interval in several subintervals and using a low order scheme in each interval,
proving freedom for adaptability. Finally, in order to mitigate the curse of dimensionality,
sparse grid methods have been developed using Smolyaks algorithm [178–180] as illus-
trated in Fig. A.1(d). These schemes are especially efficient when the interaction between







   
  









   
  









   
  









   
  
      
  
(d) Sparse Grid
Figure A.1: Example of numerical integration points for Nv = 2
In this work, gaussian quadrature is utilized, motivated by its strong convergence, adapt-
ability to account for various probability distributions, and the Lagrange–based interpola-
tion SC framework which requires a cartesian grid.
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APPENDIX B
AUTO REGRESSIVE MOVING AVERAGE
Autoregressive Moving-Average (ARMA) method is an efficient system identification method
to compute the frequencies and corresponding damping coefficient from the transient re-
sponse of the aeroelastic system. It has been used for flutter prediction of hypersonic sys-
tems in Refs. [103] and [84]. Based on a set of transient responses at different Mach
number, the flutter boundary is interpolated.
The aeroelastic response, w of the structure at a given point due to an excitation is
modeled by Eq. (B.1), where wk is the displacement of a given point of the structure and ek
is the excitation at time kTs. It assumes that at each time step the response of the system is a
linear combination of the response at the n previous time steps and a linear combination of
the input e at current and previous time steps k to k−m. For this reason, ARMA approach
is applicable to systems which behavior can be identified as linear combination of damped
harmonic oscillations [84].
wk + a1wk−1 + a2wk−2 + . . .+ anwk−n = b1ek−1 + b2ek−2 + . . .+ bmek−m (B.1)
This approach assumes that the response (wk) and excitation (ek) are obtained either by
measurement or numerical results at constant time step.In Eq. (B.1), ai and bi coefficients
and orders, n and m are unknown. In flutter studies, n = 2Nm and m = 1 are typical
values. The choice of m = 1 is only required to account for a non–zero static offset.
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In order to identify accurately the modal response of the aeroelastic system, all modes
need to be excited. In experiments, the excitation due to turbulence can be considered as
uncorrelated to the deformation w. Therefore the excitation can be considered as a white
noise. However it needs to be sufficiently high in order to accurately identify frequencies
and damping. In a numerical approach, in order to make sure that all the modes are excited,
the initial conditions are set such that all components of the velocity, q̇, are non-zero.
Based on the aeroelastic transient response, the coefficients (ai) are calculated using a
least–square method. In a state space form, the dynamic of the system can be written as
given in Eq. (B.2).




−a1 1 0 . . . 0
−a2 0 1 . . . 0
...
...
... . . .
...
−a2Nm−1 0 0 . . . 1
−a2Nm 0 0 . . . 0

(B.3)
Cp = b 1 0 0 . . . 0 c (B.4)











wk = −a1wk−1 + h1(k − 1) (B.6)
h1(k) = −a2wk−1 + h2(k − 1) (B.7)
...
h2Nm−1(k) = −a2Nmwk−1 (B.8)
The frequencies and damping of the response are determined by the eigenvalues Λi of
the transition matrix [Ap] which are complex conjugate, Eq. (B.9).
Λi = ri ± isi 1 ≤ i ≤ Nm (B.9)





















In the sampling time, (ωn)max is the maximum natural frequency in rad/s. The sampling
time step corresponds to 4 points per period for the higher frequency mode.







2Nm−i, a0 = 1 (B.12)
For Nm = 2, Jury’s criteria provides with a metric FZ which decreases linearly with














a0 . . . aj−1
0
. . . ...
0 0 a0
 , Yj =

a2Nm . . . a2Nm+1−j
... . . . 0
a2Nm 0 0
 (B.15)
When FZ is positive, the system is stable and unstable when it becomes negative. The
flight condition at which FZ = 0 determines the flutter boundary. This method has been
tested and appears to be efficient to perform system identification of the aeroelastic re-
sponse [84]. For a number of mode greater than 2, the proposed parameter to predict flutter
boundary is FN defined in Eq. (B.16) [84, 181]. The metric FZ shows good prediction of
the stability boundary in the case of a two-degrees of freedom system but FN looses its









LINEARIZATION OF PISTON THEORY
Third order piston theory (PT) was used in flutter prediction of a typical supersonic control
surface in hypersonic flow and it outperformed other approximate approaches [2] when
compared with CFD. This appendix shows that the third order expansion of PT is required
only to capture the effect of thickness and not the effect of the aeroelastic deformations.
A new approach to piston theory is presented in this appendix. Pressure is linearized with
respect to the generalized degrees of freedom only. This approach that produces a linearized
theory compares well with third order PT. It is shown that, in the case of aeroelastic stability
studies, pressure and the generalized forces are a linear function of the generalized degrees
of freedom and their time derivatives.
First, classical piston theory and its expansions are presented. Next, the linearization
of PT is described. Finally results are given for the typical section and the low aspect ratio
wing.
C.1 Piston Theory
Piston theory was developed by Lighthill [82], and became a popular approximation for
aeroelastic analyses at high Mach numbers as the result of the work of Ashley and Zartar-
ian [83].
In piston theory, the pressure at a given location on a moving surface is function of the
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deformation and velocity of the surface at the point only. Thus PT provides a point–wise













The normal velocity of the structure, vn, given by Eq. (C.2), is function of the cross
sectional shape, or thickness distribution, Zs, the angle of attack αs, and the structural
deformation w. The quantity ∂Zs
∂x
is the thickness ratio ±τ .
vn
a∞









(Zs + w) + αs
]
(C.2)
In a modal representation of the structure, the deformation is given by Eq. (C.3), and


























C.2 Classical Piston Theory Expansions
Classical expansions of piston theory assume smallMn and the non-linear relation between
pressure and vn can be simplified using a Taylor expansion. The different orders of the
expansion yield polynomial relations between P and vn with different degrees of accuracy.
The classical first to third order piston theory are given by Eq. (C.5) where the order refers
to the highest order of Mn that is retained in the expansion.














This approaches assumes small static angle of attack, small airfoil thickness, and small
deformation. These limitations are given by Eqs. (C.6) and (C.7) in terms of the unde-
formed airfoil and the deformation, respectively.
M∞αs  1 and M∞τ  1 (C.6)
ẇ
a∞




Assuming simple harmonic oscillations with a frequency ωi, the velocity of the struc-
tural deformation, ẇ, is of the order of magnitude of ωiw̄, where ωi is a natural frequency
and w̄ is the amplitude of the structural deformation. In addition, it can be assumed that ∂w
∂x
is of the same order of magnitude as w̄
c
. Therefore, Eq. (C.7) is replaced by Eq. (C.8).






C.3 Linearized Piston Theory
In aeroelasticity, a relation between unsteady pressure (or the loads) and the generalized
degrees of freedom is important. Expanding, piston theory with respect to the generalized
degrees of freedom only is presented in this section. Note that Mn is an affine function of
the generalized degrees of freedom as given in Eq. (C.4). It combines a linear function of
the degrees of freedom and a constant term that accounts for αs and the thickness of the

























































































































The expression of pressure in Eq. (C.11) is similar to piston theory, Eq. (C.1). The dif-
ferences are 1) a correction term η and 2) a modified M̃n, defined by Eqs. (C.12) and (C.13),
respectively. The factor η accounts for the nonlinearities present in the undeformed steady
state and corresponds to the ratio between the free stream pressure and the local steady pres-
sure acting on the undeformed geometry. The M̃n term has a form similar to Mn used in
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conventional piston theory but only accounts for the structural deformation. It corresponds
to a form of local piston theory with corrected steady pressure ηP∞ and speed of sound ã.
The expression in Eq. (C.11) distinguishes between the contribution of static effects (angle
of attack and shape) and deformations, q and q̇.
Pressure, given by Eq. (C.11), is expanded with respect to small deformations q and q̇














The expression of pressure is very similar to the classical 1st to 3rd order piston theory,
and is referred to a linearized piston theory in this document. The only assumption is small




∣∣ = τ .






It is relevant to note that the various expansions of piston theory allow analytical inte-
gration of the pressure loads when using a Rayleigh–Ritz approache. When the integration
of the loads is performed numerically using Gaussian quadrature, there is no analytical nor
computational benefit in expanding Eq. (C.1). However, the expansions provide a way to
quantify the degree of non–linearity in the relation between pressure and deformation.
C.4 Aerodynamic influence matrices
Keeping only the linear part of the linearized piston theory in Eq. (C.15), the aerodynamic
influence matrices are derived by identifying the contribution of q and q̇ in the expression





ψiP (q, q̇)nzdS = KAq + CAq̇ (C.17)





































C.5 Results and Conclusion
The flutter boundary of the low aspect ration wing is computed for different altitudes.
Flutter boundaries are given in terms of flutter Mach number and dynamic pressure, and
compared to Ref. [157] results for 3rd order piston theory as presented in Figs. C.1(a)
and C.1(b), respectively. In addition, the same results are given for the two dimensional
airfoil in Figs. C.2(a) and C.2(b). Different forms of piston theory are used: classical first
order (1 PT), second order (2 PT), third order (3 PT) piston theory as well as linearized
PT (Lin. PT). Full order PT (Full PT) corresponds to the formula without any linearization
given in Eq. (C.1).
Note that 3rd order PT agrees with the results obtained in Ref. [157] which verifies
the aeroelastic calculations. Similarly, 1st and 2nd order piston theory do not give good
predictions of the flutter boundary as shown in previous studies, since they do not account
for thickness effects. The stability boundary obtained with the linearized piston theory and
full order piston theory agree with each other perfectly. These results show that it is not
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necessary to use high order terms for the deformation of the wing in piston theory as long as
the steady state (thickness and angle of attack) is captured accurately. The requirements of
using 3rd order piston theory are only due to the thickness (τ = 3%) of the wing, especially
at high Mach number for which M∞τ is large.
In conclusion, for aeroelastic stability studies, the generalized forces are linear func-
tions of the structural degrees of freedom and their time derivative when considering piston
theory. However the steady part which accounts for thickness effect and static angle of
attack is not small and needs to be captured appropriately by either considering third order
piston theory or the alternative linearization presented here.
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Figure C.1: Flutter boundary using different order of piston theory for the low aspect ratio
wing
        
  
  
    
    
    

























       
  
  
    
    
    
    


















Figure C.2: Flutter Boundary using different order of piston theory for the typical section
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