In wealthy developing countries like the Kingdom of Saudi Arabia (KSA), the adoption of cloud computing is progressing slowly compared to the developed countries. To accelerate the cloud computing adoption, this study takes place exploring and investigating the associated security factors with cloud computing that influence organisations' desire for adopting the services of cloud computing. This exploratory study has been conducted through two steps: (1) develop a framework based on security factors discussed in related studies and (2) validate the security factors' relationships within the developed security framework. In the validation study, an instrument was distributed to 217 IT experts in different Saudi government organisations. Correlation analysis is used to explore the relationship(s) among items and factors. The results suggested that the security factors were significantly correlated with each other. The internal consistency reliability analysis results were great. Worthy Cronbach's alpha results also indicated that the items used to measure each factor were independent measures, which are positivity correlated with one another. The key findings of the exploratory factor analysis revealed three main components named as security benefits, security risks, and security awareness. Overall, the implications of this exploratory study provide a significant contribution towards cloud adoption in Saudi organisations. The outcomes of this study will serve as valuable information for policymakers, practitioners, and researchers.
I. INTRODUCTION
There have been traditionally six different stages of the development of computers as illustrated in Fig. 1 [1] . The first stage was mainframe computingwhen a number of users shared a CPU using a number of terminals. The second stage was personal computing (PC) when every user used their own stand-alone PC. While in stage three, personal computers are together in a local area network. The fourth stage was the Internet, a network of networks. In the fifth stage of computing movements, several high-performance computing resources collaborate for a particular purpose; this stage is grid computing. Cloud computing is considered the sixth The associate editor coordinating the review of this manuscript and approving it for publication was Kaitai Liang . stage, which is the development of computing resources on the Internet as services [2] .
Cloud computing is a developing paradigm and involves the distribution of Internet-based IT services to its users as a utility service [3] . One of the biggest cloud computing advantage is that it dynamically allows the on-demand use of computing resources to many users in multiple locations at any time. Governments across the world are dynamiclly shiftting to cloud computing in order to achieve higher efficiency. It must also be stated that cloud adoption is considered by organisations to be an IT solution that can be used to reduce costs and recognize the scalability of data capabilities [4] . Moreover, cloud adoption may satisfy an agencyneeds for IT to varying degrees, depending on the depth of adoption. It is clear that today's ever-growing computing environment is shifting towards cloud services. According to some cloud adoption studies, the main appeals of using the cloud are falling IT costs as a result of collective productivity, availability, reliability, and flexibility, as well as reduced response times [5] .
Despite the advantages of cloud computing, adopting and integrating its services with the existing traditional systems may raise several obstacles. These challenges may occur in different domains including legislation, management strategy, and technology aspects. Security related factors are the most significant challenge [6] . This main concern has hindered the adoption progress of the cloud computing services by government organisations worldwide. However, government organisations in developed countries have started to migrate to cloud services or in the process to set up cloud roadmap initiatives. By contrast, developing countries still relatively lagging behind [5] , [7] . Therefore, a project to investigate the slowness of cloud computing adoption by government organisations in Saudi Arabia has taken place. The project has gone throgh several steps to develop a security factors framework. The current paper reports the exploration and confirmation of the security factors framework [3] , [8] . The framework comprises three categorical domains: Security benefit factors, Security social factors, and Security risk factors.
II. LITERATURE REVIEW
In this section, existing related work and approaches to security in cloud computing will be discussed and summarized. When deciding whether to use cloud-based systems, the majority of Saudi government organisations place primary emphasis on their own custom needs [5] . Like other innovations, acceptance and use of cloud computing should be carefully studied. Adopting cloud computing services by organisations may be hindered due to the security issues. Security has been identified as the main challenge for organisations to adopt cloud computing in their organisations. It has been ranked in the top list concerning organizations to adopt such technology [9] .
Zhou et al. [10] analyzed the hindrances that challenge users' decisions to use cloud computing systems. However, they encountered a lack of evidence related to the security risks and benefits tailored to the user side. Paquette et al. [11] tested the cloud adoption level, its usages by governments, and the tangible and intangible risks associated with the usages. With this said, however, the authors did not address security risks and benefits. The literature showed that security in cloud adoption in Saudi Arabia is limited, especially in government organisations. This work identified an important gap in the literature. The gap relates to security issues and their effects on the adoption of cloud computing. Hence, this study sought to investigate the security risks, as well as the security awareness and benefits factors influencing the cloud computing adoption by Saudi government organisations.
Che et al. [12] investigated the cloud computing security risks. However, this investigation focused on security strategies. Moreover, Sun et al. [13] placed emphasis on the issues of privacy, security and trust in cloud computing environments. The study guided the users to identify the all the perspective threats when using such technology. It failed, however, to provide an empirical evidence.
Along similar lines, both Alsanea and Barth [7] and Alkhater et al. [14] investigated the factors of management, technology and environment that affect cloud computing adoption in the Saudi Arabian environment. Nevertheless, they did not address the security risks or provide an in-depth analysis of said risks.
Furthermore, Subashini and Kavitha [15] suggested a few security elements related to cloud computing and its vital role as an integral part of the SaaS development and deployment process. However, the researchers failed to address the security risks, benefits and social related factors. Klems et al. [16] suggested a framework with which to evaluate the cost risks of utilizing IT infrastructure based the cloud. They associated it with predictable IT methods, like a grid computing service or the cost of setting up in-house IT infrastructure. They considered the costs in their framework as indirect and direct costs.
IT infrastructure resources are a sample of direct costs, while an indirect cost is suffered due to failure to come across business aims and nominate training courses with the new technology. However, their work was in the development stage, and consequently the outcomes are not provided. In addition, their study did not consider the aspect of security as part of the cloud implementation framework.
Gangwar et al. [17] combined the TOE framework and the TAM model to identify organizational, technological and environmental factors that have a direct influence on cloud computing adoption at the organization level. However, this study did not include any factors related to security.
Alharbi [18] proposed an extended UTAUT model to investigate the factors that influence users' intention to employ cloud services. Adding trust factor seemed the major extension of the UTAUT. There are other security factors that were not covered in this study. Furthermore, the study did not studied the intention to employ cloud services at government organisations level.
Alturki [19] proposed a conceptual framework for Small and Medium Enterprises (SMEs) to adopt and use cloud computing systems. The framework included the identification of challenges and applications in the Saudi Arabian environment. However, this research failed to provide in-depth analysis that lead to identify the security factors.
After reviewing the previous studies, it is clear, to the best knowledge of the researcher, that no formal studies have examined the security factors that influence the Saudi government organisations to adopt cloud computing systems. The current study therefore contributes in narroeing this gap. An investigation and in-depth analysis is carried out to explore how government organisations in Saudi Arabia are influenced to adopt cloud computing. The investigation covers studying the security risks, social aspects, and benefits factors. It begins with a review of the literature, the purpose of which is to paint a comprehensive picture of cloud adoption security-related factors in the global context. Following this, the synthesized factors based on the literature survey are confirmed by conducting interviews and surveys with security experts and specialists working in government organisations in KSA. The summaries and reviews of the work related to this research are presented in Table I. As consequence, the following research questions are going to be answered:
RQ: What is a suitable instrument with which to evaluate security factors in the cloud adoption framework and how can the instrument be validated?
RQ: What are the relationship(s) among the security factors identified from applying the exploratory factor analysis technique?
III. METHODOLOGY
This research involved two stages of model building: an exploratory stage, and a confirmatory stage. During the exploratory stage, Exploratory Factor Analysis (EFA) was applied in order to propose an initial model, while Confirmatory Factor Analysis (using Structural Equation Modelling) was used to validate and confirm the initial model in the confirmatory stage.
EFA is a data-driven approach that is used as a technique for relationships identifications among variables [20] . It is usually employed to discover a possible underlying factor structure of observed factors set. Subsequently, the procedures of factor analysis can be applied through the following processes [21] - [23] :
• Identifying objectives of factor analysis. • Designing a factor analysis. • Identifying assumptions in factor analysis. • Deriving factors and assessing overall fit. • Interpreting the factors.
• Validating factor analysis. The factor analysis technique seeks to determine the substantial constructs or sets which is assumed to underlie the original variables [22] . Factor analysis is conducted to identify the dimensions and significance of variables. It summarizes the relationships between datasets and groups these variables accordingly. Moreover, factor analysis is also employed to minimize large sets of variables into smaller sets of underlying variables, which are referred to as a factor or category. Reference [22] summarized the main purpose of using factor analysis, as can be seen below:
• To identify underlying dimensions called factors, which describe the correlations among sets of variables.
• To assess factors which influence responses to observed variables.
• To achieve data reduction and scale development. EFA is vital when it comes to defining underlying constructs for a set of measured variables. Another alternative in terms of identifying the appropriateness of the data for factor analysis is to examine the strength of inter-correlations among the variables. Factor analysis should not proceed with variables that correlate very highly with other variables [24] . There are certain issues which must be taken into consideration when defining the appropriateness of the data: the sample size, data screening, and the strength of the relationships between the variables (Kaiser-Meyer-Olkin (KMO) measure), interpretation correlation, factor extraction, factor rotation, and the analysis of the factors.
During the exploratory stage, exploratory factor analysis was used to examine the factors, propose the hypotheses, and build and confirm the initial model. This stage was followed by Confirmatory Factor Analysis (CFA) to evaluate the extent to which the model fits the data. This was achieved by using Structural Equation Modelling.
In factor analysis, 'factor extraction' involves defining the lowest number of factors (or categories) that can explain the interrelations of all the sets of variables. There are various approaches which can be used to extract the factors, e.g. Principal Component Analysis (PCA), principal axis factoring, and maximum likelihood factoring [22] , [23] .
In this research, during the first stage of model building, no prior relationship was assumed, and the model was built from scratch. As such, it was decided that principal component analysis (PCA) was more appropriate to use than factor analysis, in which relationships are assumed [25] .
In addition, among the advantages of PCA is the fact that it determines the total variance and can provide an explanation for the maximum portion of the overall variance characterized in the original set of variables in SPSS [15] , [27] .
Therefore, to conclude how many factors (or components) are extracted, eigenvalues (Kaiser's criterion) and scree plot are two information sets that can be referred to [28] .
Both methods were considered in this research, and the analysis process comprised of two stages: a preliminary stage and a final stage. In the preliminary stage, only factors (or components) with eigenvalues above 1 were extracted. The scree plot test from this preliminary stage was used to decide on the correct number of factors (or components) to extract. Following this, in the final stage, the whole analysis was rerun with the chosen number of factors (or components) from the preliminary stage.
A. INSTRUMENT DEVELOPMENT AND VALIDATION
A survey instrument was used for collecting data. The more attention paid to the development of the research instrument, the easier it is to ensure that the research is valid [11] , [29] , [30] . The literature was reviewed in order to develop the survey statements. These statements related to security factors that affect government organisations to adopt cloud computing. The survey aims to collect data in order to evaluate the security cloud adoption factors [3] . The main part of the survey consists of twenty constructs. Each construct is measured using a number of measurment items, a total of 67 items. These items test the extent to which the respondents agree with the effect of the security-related factors. They were evaluated using a five-point Likert scale ranging from 1 (strongly agree) to 5 (strongly disagree). Table II illustrates the model constructs, measurement items, and the sources from which these items were derived.
After finalizing the designing of the survey, reliability and validity tests were conducted. Conducting reliability and validity tests are critical to get accurate results [32] , [42] . These tests were conducted using pre-test and content validity techniques. In the present research, validity was tested beforehand and afterward of the data collection, and reliability was evaluated at the time of data collection.
B. INSTRUMENT PRE-TEST
Three computer science academics and four IT security experts pre-tested the instrument. The provided feedback was sought to verify content validity. The purpose of the pre-testing is to satisfy the requirement of clarity and understandability [32] , [41] . The pre-test aimed to ensure that (1) measurement items are applicable and sufficient in examining the under-investigation concept, (2) questions' wording, response format, guidelines, instrument size, and layout are suitable, and (3) the survey structure is easy to read and understandable.
The participants of the pre-test provided a number of comments, and the questions were edited according to the said comments. The changes made to the original survey instrument included: selecting a sufficient items number to represent a factor, adopting player-suitable terms, and using a layout that is easy to read and distribute during the experiment. The pre-test demonstrated that the survey design is suitable to investigate the study topic.
C. CONTENT VALIDITY OF THE INSTRUMENT
Content validity is to ensure how perfectly the instrument demonstrates the measurement items. This kind of validity depends on the understanding of specialists, and on the specific content filed [43] . Reference [35] recommended that using statements which have been validated in the literature is essential if they are available. However, in this research, the statements from the literature were adopted and improved to suit the existing research objectives. Two recommended steps of content validity were used in order to validate the instrument's content: (1) the development and (2) the judgment quantification [45] . The development stage starts with measuring the aim of the instrument and identifying the full content scope. This stage can be achieved through the use of a literature review and by consulting the views of experts. The second stage is judgment quantification, which comprises two conceptions: the content of all items displayed is valid, and the content of the developed instrument is valid for the research objective. Reference [45] recommended that a minimum number of five experts ought to be used; however, this number may depend on the availability of such experts.
Seven experts were requested to assess the content of the instrument. A printed copy of the questionnaire, as well as a brief background of the research, was sent to them. Some changes in the measurement items were recommended to improve the survey. For further enhancement of the content validity, the experts were asked separately to comment and give feedback. The first step of judgment quantification involved a two-hour meeting with three researchers. Each expert answered the questions and responded to each statement. Following this, the instrument new version was ready to be shown to the next four security experts. In the following judgment quantification step, it was managed using the same procedure; this involved an online face-to-face Skype video meeting with Saudi security experts. The modifications to the questions were improved. Overall, 67 measurement items were reformulated.
The validation process aimed to explore the relationship between all factors and items. The improved instrument version was distributed to a number of participants, and their responses were analyzed to establish the instrument's reliability. Statisticians have stated that a sample size of 30 is adequate, as this is the value put forth in the Central Limit Theorem [26] . A total of 30 security experts participated in the research. The goal was for the respondents to state that the survey is clear and understandable.
D. DATA COLLECTION AND ANALYSIS
The selected survey respondents to the questionnaire were the IT and security experts who work in Saudi government organisations. These experts were deemed particularly suitable given their ability to gauge the existing conditions of information technology in their organisations. All the selected participants work in different IT departments with a minimum of two years of experience in the security or cloud fields in their organisations. These organisations include the Saudi Food and Drug Authority, the Ministry of Education, the Ministry of Health, the Ministry of Labor Saudi, the Saudi Interior, and King Abdul-Aziz University.
With regard to the selection of respondents, the questionnaire was distributed online in two ways. Invitations were first sent by email to experts and certain specialists who met the requirements. Second, the link to the questionnaire was shared on Twitter and Facebook with the Saudi experts' security groups. For some organisations, authorisation had to be obtained in person at first to identify the person in charge and email him/her the participation link. The identified number of participants who had the ability to access the participation link was 226; Six cases were found Incomplete and three others were randomly answered. Therefore, the total number of the valid responses was 217.
After collecting the responses, they were made ready for analysis. SPSS software was utilised to analyse the quantitative data, while Vivo software helped the researcher to analyse the interview findings. Exploratory and confirmatory factor analyses were conducted. This results to develop a model. The initial step of factor analysis together with various statistical techniques is to address the research questions. The common goal of the factor analysis technique is to identify and summarize the information derived from a number of variables in newer multi-dimensions or various factors with a low level of information. Factor analysis is conducted to identify the dimensions and variables significance. It summarizes the relationships between datasets and groups these variables accordingly. Moreover, factor analysis is also employed to minimise large sets of variables into smaller sets of underlying variables, which are referred to as a factor or category.
IV. RESULT
The demographic profile was collected using five questions. Demographic analysis of the respondents and their organisations is presented in Table III . All respondents have involved in IT/security projects. Seventy percent of the participants have used cloud computing services at their organisation. However, almost 37% of the respondents mentioned that their organisations to some extent adopt cloud computing services at present. When requesting further informtion for the type of adopted services, they mention using services such as the google forms, docs and sheets, and Dropbox. These types of services are called as IaaS (Infrastructure as a Service) and SaaS (Software as a Service) [1] , [15] , [33] . The vast majority (84%) of the respondents agreed that security issues significantly affected the decision of cloud computing adoption by their organisations. The respondents' level of experience in the IT/security project field is as follows. Twenty-eight percent (28%) have had 6-10 years' experience, 36% of participants have had 3-5 years' experience, 18% of the respondent have had more than 10 years' experience, and the rest (18%) have had 2 years' experience. The results of the demographic analysis showed that more than 60% of organisations used the cloud, but more than 84% of them have concern about security, which strongly affected their decisions to adopt the cloud computing services.
A. THREATS TO VALIDITY
The proposed system has considered various factors that affect the adaption of cloud computing in an organization. The impact of cause-and-effect relationship needs to be validated for whether the changes in the independent variables caused the observed changes in the dependent variable. Such a study is called as internal validity. Also, whether the results of this study could be generalized for other organizations is studied under the umbrella of external validity. Both internal and external validity are part of threats to validity.
The impact among independent variables has been studied using correlation analysis. The strength of relationship among various factors is described in Table VII . Among various threats to internal validity, authors considered: Selection, Experimental Mortality and Instrumentation Validity. One important factor, selection of subjects or participants in the survey was taken care, by choosing people with adequate expertise in the area of research. Another factor, experimental mortality, when applied to our study stands good as all those who participated in the survey completed the survey completely.
Among the threats to external validity, authors considered the Population Validity. With focus on Saudi Arabia, the study is restricted to organizations in Saudi Arabia. All the participants involved in the study are from Saudi Arabia and have strong correlation to the problem concerned.
1) INSTRUMENT VALIDITY
The validity of a measurement model is gauged based on the requirements of three validity types: content, convergent, and discriminant validities. To assess the content validity, the content validity ratio (CVR) was utilised. CVR is a quantitative method used to establish the validity of the content. With the quantitative content validity method, confidence is kept in selecting the most significant and accurate content in an instrument, which is measured using the CVR [46] . The thoughts of the seven experts who participated in the judgment quantification was deployed at this stage. The statistical significance level for each factor was also assessed as recommended by reference [47] . In this way, the experts are demanded to identify whether an item is essential for operating a concept in a set of items. The items deemed 'Essential' by the experts were calculated, as presented in Table IV . The evaluation criteria of the items/scale were as follows:
• Essential: The question is necessary to define the security factors in cloud computing adoption. It must be involved and, if not involved, would affect the factors negatively.
• Useful but not essential:The question may be valuable but NOT necessary to define the factors in cloud computing adoption.
• Not Necessary:The question is NOT obligatory in terms of defining the cloud computing adoption security factors. It does NOT need to be involved, and if involved, would NOT affect the factors. Consequently, the experts' responses were gathered, and the items which the experts deemed 'Essential' were calculated using CVR formula in Equation1:
where Ne is the experts' number that deemed the item to be 'essential', and N is the total participated experts' number.
To consider CVR significant, the agreement level among experts had to be more than 50%. It provides some guarantee of content validity [31] , [46] . The results showed that, 62 out of 67 items were found statistically significant at the range of more than 0.50. The items which were found insignificant (with a CVR value lower than 0.50) were removed. Consequently, this CVR identified that the security items of the cloud computing adoption framework had acceptable content validity, thus meaning that the items are capable of measuring the model being studied [46] .
After completing the previous step for the content validity, the second convergent validity need to be achieved. Thirty (30) security experts were called for participation in this research. Slight modifications to the instrument final version were made upon receiving the feedback. To achieve the convergent validity, factor loadings must be significant from the statistical point of view and the value must be 0.5 or more. The top value is 0.7, as the square of consistent factor loading signifies how much variation in an item is clarified by the latent factor. Moreover, the Average Variance Extracted (AVE) could also prove this validity, as presented in Table V . AVE is one of the collective approaches used for assessing convergent validity. It proved that all the 62 observed items satisfied convergent validity test.
The third validity type is discriminant valid it. Table V illustrates the discriminant validity results. Discriminant validity happens when the measurement model does not have redundant items. The other requirement for discriminant validity is that the correlation between constructs should be lower than 0.85 [48] . Other than that, the square root of AVE for the construct must be bigger than the correlation concerning the corresponding constructs. Table VI clearly shows that the values of the AVE square-root of every latent construct was greater than the correlation between these constructs. Therefore, the results presented acceptable confirmation regarding the latent constructs' discriminant validity.
B. CORRELATION ANALYSIS
Correlation analysis is used to understand the relationship between factors and can be used to define the strengths and direction of a linear relationship between two variables. Moreover, correlations analysis displays the value of the correlation coefficient. This can be ranged from −1 to +1, and the sign delivers the direction of the relationship; all produce a statistic that ranges from −1.00, indicating a perfect negative correlation, to +1, indicating a good positive correlation. A value of 0 specifies no correlation at all. Reference [48] alluded to the strength of the coefficient correlation value. In this study, Pearson's correlation coefficient method was used, and the guidelines below were followed in the correlation analysis.
The correlation matrix, Table VII , displays the strength of the relationship among factors in this section. As an example, Correlation of Insecure Interfaces (II) is statistically significant and correlated with Shared Technology (ST), r(30) = .646 and Service and data integration (SDI) r(30) = .467, (both p<0.01).
C. FACTOR EXTRACTION SUMMARIZING VARIABLES
This section describes the results of the factor extraction in EFA. It includes the theoretical aspects related to factor extraction, including its uses and options. As such, in this analysis, principal component analysis (PCA) was deemed more appropriate for use than factor analysis. This is because, with the latter, relationships are assumed appropriate to sums up most of the variance of original information in a lower limit number of factors predictions. To define the number of components that should be extracted, two methods were used in this analysis: Kaiser's criterion (using eigenvalues > 1) and scree plot investigation.
1) THE FIRST METHOD, KAISER'S CRITERIO
The first method, Kaiser's criterion was put forth by Guttman and amended by Kaiser; it considers factors with an eigenvalue greater than 1.00 as common factors. The eigenvalue of a factor signifies the total variance amount described by that factor. Table VIII shows the initial eigenvalues from the factor analysis [24] .
The Eigenvalues Total column shows the eigenvalue for each component. The Eigenvalues percentage of Variance column shows how much variance each factor explains, while the Eigenvalues Cumulative percentage column shows the variance amount accounted for by all previous factors added together. As demonstrated in Table VIII , components 1, 2 and 3 had eigenvalues greater than 1. Therefore, as per Kaiser's criterion, they were extracted.
2) THE SECOND METHOD, INVESTIGATION OF THE SCREE PLOT
The second method represents another way to define the number of factors which should be extracted from the final solution. This is a plot of the eigenvalues connected with each of the factors extracted, against each factor. In this method, visual inspection is performed, during which there is a careful examination of the intersection point between virtual vertical lines; this point connects the factors with another virtual horizontal line (in which the factors should be leveling out), thus connecting the remaining factors.
The factors to be extracted should lie to the left of this intersection point. When sample size is more than 200 to 250 participants, the scree plot offers a properly reliable criterion for factor selection [26] . Moreover, the scree plot technique from this preliminary is utilised to decide on the correct number of factors (or components) to be extracted. Many recommend retaining only components above the point, as presented in Fig. 2 . It can be seen that there are three components to the left of the intersection point between the virtual vertical and horizontal lines. This suggests that the three components should be extracted. It should be noted that the results from the scree plot inspection are now always in line with Kaiser's criterion. Fortunately, this was the case in the present analysis, and thus there is more confidence in the results.
3) FACTOR ROTATION IMPROVING INTERPRETATION OF FACTORS
The results of the factor rotation are presented in this section. Factor rotation is a process used to examine the factor axes and thus gain a simpler and more significant solution [22] As suggested by Reference [25] , both orthogonal and oblique rotations were used in this analysis, with the aim of finding the most interpretable solution. In addition, given the differences between the total eigenvalues of components 3, 4 and 5, as shown in Fig. 2 .
The decision was taken to rerun the analysis for each of these components while rotating them once obliquely and again orthogonally. This means that a total of six runs were conducted. The solutions provided by using orthogonal rotation do not differ significantly from those provided by using oblique rotation, which is aligned with the literature [25] . However, these combinations made it possible to find the most interpretable solution, as orthogonal rotation was used, with three components extracted.
This solution was also found to support the theoretical framework suggested in the present research. In other words, although considered a form of exploratory analysis, EFA served as a validation tool for the framework. Table IX provides a summary of commonalities for all security factors and their correlated indicator.
The factor loading results showed that all variables had a loading value of 0.5 and above, thus indicating a good loading. A good loading, with the 200-sample size, needs to be more than 0.36 [23] . The next section presents the factor analysis results that were conducted after the factor extraction and rotation.
4) EXPLORATORY FACTOR ANALYSIS (EFA)
In this research, there were three considerations for assessing the suitability of data for EFA: the size of the sample, the relationships strength among the variables (using KMO), and the data screening. A sample size assessment must be conducted before running EFA, while KMO and data screening can be checked after running the analysis. Factor analysis helps to find the underlying factors that summarize a group of items. However, it is the researchers' role to interpret and label these factors. In order to select the items for this study, experts were requested to rate the significance of each item in the instrument.
One of the statistical measures that can identify the suitability of data is Kaiser-Meyer-Olkin (KMO). It uses a metric that ranges from 0 to 1. If the value is more than 0.5, then the correlations between the variables are acceptable and can be used to conduct factor analysis. A minimum KMO value for good factor analysis is 0.6 [25] . The KMO value for the sample collected in the current research is 0.881, which suggests that the factor analysis was suitable for this dataset, as demonstrated in Table X. D. DATA SCREENING It has been recommended to screen data prior using any statistical technique [25] , [44] . One of the considerations in data screening is checking for and handling missing variables. Fortunately, there were no missing variables in this analysis, and therefore no handling was needed. Another consideration, which is specific to EFA, is that variables should be reasonably correlated with each other. This can be checked by investigating the correlations. Fortunately, the correlation matrix showed that there were many correlations among variables which exceeded 0.3, thus suggesting that the dataset was suitable for EFA [23] .
Principle Component Analysis (PCA) was used in the factor analysis. When it comes to choosing the number of components which should be extracted, different approaches exist. Two common approaches were considered in this research: Kaiser's criterion and scree plot inspection. In this study, 62 items relate to security in cloud computing adoption were inspected by practitioners working in different departments of Saudi government organisations. This solution was also found to support the theoretical framework suggested in the present research. In other words, although considered a form of exploratory analysis, EFA served as a validation tool for the framework. The factor loading results showed that all variables had a loading value of 0.5 and above, thus indicating a good loading; for 200 sample size of, the loading value should be more than 0.36 [25] .
V. DISCUSSION
This section provides a discussion of the exploratory factor analysis findings of the exploratory factor analysis methods in the previous section. During the analysis, requesting only the factors that were introduced to the next level have values of 0.4 and higher for the factor loadings provided a significant value at the 0.01 level for each loading in the factor analysis. This significance value of the factor loading shows the essence of that component to the factor. Fig. 3 shows demonstrate the constructs retrieved from the instrument. In terms of identifying the factors or components, SPSS does not supplement the identifying or meaning of each factor or component.; in fact, SPSS only determines the grouping of variables. Therefore, it is up to the researcher to recognize the content of the loadings and their meaning regarding in alignment with the research goals.
In this factor analysis, the loaded factors were organized under three components. the components were clustered based on the questionnaire responses. In addition, it was still necessary to interpret the meanings of all the extracted components. The meanings of the components loaded on the factors are discussed as follows.
A. THE FIRST COMPONENT
The first component was loaded by nine indicators and showed the importance of security benefits in cloud computing, as agreed upon by the security experts in the government organisations. The highest loadings clarified the importance of the Smart Scalable Security Benefits factor in cloud computing adoption, which had a loaded value of 0.903. This factor is defined as the ability for extending security benefits. This was followed by the resource consideration factor, with a loading value of 0.829, which also shows the importance of security benefits in cloud computing when it comes to access control, comprehensive security policy, patch, and data management, and maintain processes.
The other indicators with high loading included Standardised security interfaces, Service Level Agreement (SLA) audit enforcement, Cloud security auditing, advanced security mechanisms, and Cutting-edge security market. This component was thought to refer to Cloud Adoption Security Benefits. Only two factors, namely Failure to Comply with Regulations, and Trust initially belonged to a different group but were regrouped after being rotated to this first component.
B. THE SECOND COMPONENT
The second component was loaded by eight indicators, and the result from the factor analysis revealed the importance of cloud security risks when implementing the cloud adoption. The highest loading showed the importance of the decision to adopt the cloud factor, with a loading value of 0.862; this was followed by the client-side encryption factor, with a loading value of 0.770. Moreover, the Malicious Insiders factor had a high loading value of 0.595, thus indicating that all organisations must be sure that their own data is protected; this also shows the importance of these factors when deciding to adopt the cloud services.
This component also included Ownership of Data, Technology Sharing, Service and Data Integration, Insecure Interfaces and Security Cultures. Only one factor, namely security culture, belonged to a different component after the rotation. All these loadings are important when adopting cloud services and are best described as Cloud Adoption Security Risks.
C. THE THIRD COMPONENT
The three loadings described the fear of leaking data and the privacy of the organisation information; this fear related to the notion that, when personal information is accessed by third-party organisations, this may raise privacy concerns and affect the decision to adopt the cloud. The highest loading in this component was the privacy factor, with a loading value of 0.827; this was followed by the account hijacking factor, with a loading value of 0.612, and the data leakage factor, with a loading value of 0.644. These loadings are best described as Cloud Adoption Security Awareness.
Based on the eigenvalue rules through exploratory factor analysis, three components were extracted and retained for additional investigation. After the rotation was implemented, the factors that were loaded on these three components were interpreted and the meanings of the three components were defined. Two indicators of the total variance showed that it could belong to the first and third components. However, it was decided that it should be grouped in the first component because the factor loading was strongly explained in the first component. The analysis of the factors made it possible to summarize that a structure for data gained from the instrument was recognized; 62 items conducted and were gathered into 20 constructs.
VI. CONCLUSION
The biggest advantages of cloud computing are that it dynamically allows on-demand to use of computing resources to multiple users in multiple locations at any time. In addition, the users are entitled to make payment only for the services that they need. The aim of the current research is to investigate and develop a security cloud model by exploring several security factors relevant to cloud computing. The significant security factors related to various organisation and technology aspects were revealed. An in-depth exploration of these aspects led to identifying security factors that influence Saudi organisation to accept and use cloud computing services. The findings were based on the response of 217 of IT specialists and security experts in different departments of the Saudi government organisations. The collected data was analyzed through Exploratory Factor Analysis (EFA) to propose an initial model since no prior models exist in the literature. The presence of correlation among different variables involved justified the selection of EFA. The study provided the results of the data analysis conducted for the instrument design and validation process. The development process and the validation process of the instrument were presented, and the instrument was given consideration in order to define the accuracy of the outcomes that the researchers were attempting to measure. Based on the security cloud computing adoption framework, twenty factors have been explored, and sixty-two measurement items have been developed for more consideration. Thus, this research validates a model associated with the important factors that contribute to adopt/not adopt cloud computing in the Saudi government organisation context. The findings pertaining to the security factors in the framework were all derived from statements made by the experts and IT security specialists in the questionnaire. All experts agreed that security is the top priority in an organisation. If an organisation does not ensure that proper security is in place, then the services will not be reliable or acceptable to the users. The results of tests exposed that the instrument delivered an influence measurement of the developed variables. The outcomes presented that the factors had a direct influence on an organization's decision to adopt the cloud. In summation, it is supposed that the outcomes of this research can help decision makers, cloud providers and researchers in formulating reputable strategies which will encourage the adoption of cloud computing. The outcomes of this study can also enhance the above-mentioned parties' awareness and considerate of why some government organisations are implementing the cloud, while some are not. ABDULWAHID AL ABDULWAHID received the B.Sc. degree in computer information systems from King Faisal University, Saudi Arabia, in 2003, and the M.Sc. degree in management of information technology from Nottingham University, U.K., in 2010, and the Ph.D. degree in cyber-security from the Centre for Security, Communications and Network Research, Plymouth University, U.K. He is currently an Assistant Professor of cyber-security with the Computer Science and Engineering Department, Jubail University College, Saudi Arabia. He is also the College Dean of student affairs. He has published a number of peer-reviewed publications at credible journals and conferences. His research interests include user authentication, biometrics, and cloud security and privacy. He is a Professional Member of the ACM.
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