Abstract. We consider a ring of identical neurons with delayed nearest neighborhood inhibitory interaction. Under general conditions, such a network has a slowly oscillatory synchronous periodic solution which is completely characterized by a scalar delay differential equation with negative feedback. Despite the fact that the slowly oscillatory periodic solution of the scalar equation is stable, we show that the associated synchronous solution is unstable if the size of the network is large.
Introduction
We consider a ring of identical neurons with delayed nearest neighborhood inhibitory interaction. The dynamics of such a network is described by the following system of delay differential equationṡ
where i (mod n) for a given positive integer n, µ and r are positive real constants and the activation function f : R → R is bounded and C 1 -smooth with f (0) = 0 and f (x) > 0 for all x ∈ R. Such a system is a special case of the well-known Hopfield's model for a network of amplifiers (neurons) which, as an electronic device, was designed as a hardware implementation of biological neural networks (Hopfield [6] ). The delay was first explicitly introduced by Marcus and Westervelt [9] to account for the finite switching speed of amplifiers. It should be mentioned that the constant r here is not the absolute size of the time lag required for the communication and response among neurons. In fact, system (1) is obtained after some rescaling and reparametrization, and the constant r represents the ratio of the absolute size of the delay over the relaxation time of the system (see, for example, Belair, Campbell and van den Driessche [1] , Marcus and Westervelt [9] and Wu [11] ). Hence, this constant can be relatively large, and in such a case the dynamics of system (1) can be significantly different from that of the corresponding ordinary differential equation model. The focus of this paper is the desynchronization of system (1) with large n. For system (1), we say that a solution ∞) , and asynchronous if otherwise. Similarly, we can speak of synchronous or asynchronous states in the phase space C n = C([−r, 0]; R n ). A synchronous solution is completely characterized by the following scalar delay differential equation with negative feedback
which has been extensively investigated in the literature. In particular, it is shown that for r in a certain range equation (2) has a slowly oscillatory periodic solution.
Here and in what follows, a slowly oscillatory periodic solution of equation (2) is a periodic solution p : R → R of (2) such that distances of consecutive zeros are larger than r, and the minimal period ω is the distance of 3 consecutive zeros. Clearly, ω > 2r. The stability of such a periodic solution of (2) was studied by Chow and Walther [3] (coupled with the technique developed in Ivanov, Lani-Wayda and Walther [7] since µ > 0) and by Xie [12, 14, 13] , to name a few. Such a stability implies the stability of the synchronized periodic solution p
of the network (1) under small synchronous perturbation. This paper, however, shows that the above periodic solution of (1) is always unstable (of course, under asynchronous perturbation) if the network is large. This shows, in terms of the aforementioned stability of the periodic solution p of (2), that the large scale and the delayed inhibitation jointly lead to desynchronization in the considered network of neurons.
Main results
Let p : R → R be a slowly oscillatory periodic solution of (2) of the minimal period ω > 2r. Let p s be the corresponding synchronous periodic solution of system (1). By linearizing system (1) around p s , we obtain the following linear periodic delay differential system:
where i (mod n). 
The proof and remarks
Let σ(M C ) be the spectrum of the monodromy operator of system (3). Our goal is to show that σ(M C ) contains a real λ > 1 if n is large. For the sake of simplicity, we let M b :
Let
We have
Therefore for t ≥ 0, we havė
we conclude that λ ∈ σ(M C ). This completes the proof. Proof. Due to the increasing property of f , it is easy to show that M −b0 | C : C = C 1 → C is a positive linear operator. Therefore, the existence of a real eigenvalue λ > 0 of M −b0 associated with an eigenvector φ ∈ C + is an immediate consequence of the Krein-Rutman theorem (see, for example, Smith [10] ). So it suffices to show that λ > 1.
We are going to use the following simple coupling technique (used in the work of Chen, Krisztin and Wu [2] ): (X, Y ) T : R → C 2 is a solution of the decoupled systemẊ
if and only if (U, V )
T : R → C 2 given by 8) is a solution of the coupled system
In particular, (ṗ, −ṗ)
T : R → R 2 is an ω-periodic solution of (9). Let F : C 2 → C 2 be the (real) monodromy operator of system (9) . Namely,
T is the solution of (9) with
It is easy to verify, due to ω > r and b 0 (t) < 0 for all t ∈ R, the following order preserving property
We have noticed that (φ, φ) T ∈ intK 2 is an eigenvector of F associated with some real λ > 0. We now follow the trick in Krisztin, Walther and Wu [8] 
for small ε > 0 and thus (10) . We now exclude the case where λ = 1 by contradiction. Assume that λ = 1. There must be τ > 0 such that (φ, φ)
, a contradiction to (10) . This shows λ > 1, completing the proof.
The following result shows the persistence of the monodromy operator under small perturbation. For a general result regarding the persistence of the spectra of Poincaré-type mappings associated with delay differential equations, see Ivanov, Lani-Wayda and Walther [7] . 
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