Motivation: Diseases normally progress through several stages. Therefore, biomarkers corresponding to each stage may exist.
INTRODUCTION
High-resolution matrix-assisted laser desorption/ionization timeof-flight (MALDI-TOF) mass spectrometry (MS) is capable of collecting proteomic biomarkers over a broad mass range (100 to <300 000 Da) in a single acquisition and has less measurement error (mass shift) compared with surface-enhanced laser desorption/ionization time-of-flight mass spectrometry (SELDI-TOF MS). The technique also results in a higher accuracy measurement in terms of signal-to-noise ratio. Therefore, high-resolution MALDI-TOF MS has increasingly been used to diagnose early disease, and to monitor disease progression and therapeutic effects of drugs. To discover and identify unique * To whom correspondence should be addressed.
biomarker patterns hidden in the complex and high-dimensional mass spectra, robust computational algorithms have to be developed.
For high-resolution MS data, traditional machine learning algorithms may break down with high-dimensional input (massto-charge ratios, features, biomarkers). Very limited research has been carried out to explore the computational challenges. Yu et al. (2005) developed two approaches using different preprocessing and classification methods to analyze high-resolution SELDI-TOF MS ovarian data (Yu and Chen, 2005; Yu et al., 2005) . In the first study , a feature dimension reduction method consisting of a four-step preprocessing was proposed followed by a standard support vector machine (SVM) for classification. In the second paper by Yu and Chen (2005) , Bayesian neural network models were used for sample classification. Sequential feature selection was carried out by using a bootstrap technique based on the two-sample Kolmogrov-Smirnov test (KS-test). Ressom et al. (2005) have designed a computational method that combines particle swarm optimization with SVM to distinguish liver cancer patients from healthy individuals in SELDI-QqTOF spectra. Recently, this group proposed to combine ant colony optimization (ACO) with SVM to distinguish hepatocellular carcinoma (HCC) patients from cirrhosis patients via MALDI-TOF mass spectra (Ressom et al., 2007) . Particle swarm optimization and ACO are interesting swarm intelligence techniques that have been successfully applied to a number of optimization problems. A comparative study of several well-known classification algorithms, such as linear discriminant analysis (LDA), k-nearest neighbor (KNN), random forest (RF), bagging, boosting and SVM, has been carried out for ovarian cancer diagnosis (Wu et al., 2003) . It was demonstrated that the RF approach leads to an overall higher accuracy rate as well as a more stable assessment in terms of classification errors. As a summary for current literature on high-resolution MS data analysis, the work, feature selection and classification, has been focused on binary class samples. However, medical datasets typically contain multiple classes. Therefore, feature selection as well as sample prediction for multi-categories are necessary.
Multi-category classification involves assigning an unknown sample to one of the k classes (k > 2) (Fei and Liu, 2006) . There are two main strategies to tackle the multi-class problems (Ie et al., 2005) . The first method considers all classes at once by constructing a decision function, which may require high cost and complexity. In the second method, the multi-class problems are broken down into a set of binary classification problems, which are more computationally tractable (Allwein et al., 2002) . There exist several methods to reduce multi-class problems to binary class problems. These include one-against-the-rest, one-against-one and error-correcting output coding (ECOC). ECOC has shown a generalization capability for multi-sample classification.
ECOC was inspired from communication theory, where classifications wrongly guessed by classifiers can be corrected. In the ECOC multi-class classification problem, there are several factors that affect the performance of the algorithm. Investigations have been carried out on the selection of coding matrix (Dietterich and Bakiri, 1995; Ie et al., 2005; Pujol et al., 2006) and optimization of the decoding function (Passerini et al., 2004; Smith and Windeatt, 2005) .
In this article, we develop an ensemble multi-class learning algorithm by integrating a new ECOC scheme and one-againstone pairwise coupling (PWC) scheme. The motivation is to take advantage of each multi-class classification strategy to achieve the most reliable sample prediction. Our contributions come from defining a performance-based weighting function for binary classifiers (dichotomies) in ECOC and a robust decoding function incorporating individual sample properties and the overall dichotomy performance. A unique set of biomarkers to distinguish each pair of categories (classes) is discovered by a new feature selection method, extended Markov blanket (EMB). Figure 1 shows the framework of the proposed biomarker selection and sample category prediction.
The MALDI-TOF dataset used in this study is from Ressom et al. (2007) . It consists of spectra from HCC patients, cirrhosis patients and healthy individuals (Ressom et al., 2007) . Among the threeclass dataset, Ressom et al. used HCC and cirrhosis spectra for two category sample classification leaving healthy spectra for peak screening and outlier detection. In this study, however, we used all three-class spectra for multi-category sample classification and biomarker selection for each class.
METHODS

Data preprocessing
The binned spectra of MALDI-TOF MS for the liver cancer study were binned with a size of 100 p.p.m. and in total yielded 23 846 bins. Preprocessing by baseline correction and normalization was applied to the binned spectra prior to the next stage pattern finding. For baseline correction, we follow the same method, spline approximation, as what was done by Ressom et al. (2007) . After that, each spectrum is normalized by dividing the baseline corrected spectrum by its total ion current (the summed intensity over all m/z values in the baseline corrected spectrum). Because of the small normalized intensity value, all the intensities are multiplied by 10 000 for computational convenience. Ressom et al. generated windows by combining bins after preprocessing. In this study, however, we used the binned data itself to find biomarker candidates in narrow mass regions. To reduce computational burden caused by using all the bins, we rank peaks by a feature ranking method based on the ratio of between-group to within-group peak differences and select the tractable size of features in our algorithm. The feature ranking method was proposed by Dudoit et al. (2002) for feature selection in multi-class problems. For a certain m/z peak j, the ratio is:
where I(·) is the indicator function, x kj denotes the average intensity of peak j across samples belonging to class k, x .j is the average intensity of peak j across all samples, x ij is the intensity of sample i at peak j, and y i is the class label for sample i. The larger the ratio, the more likely m/z peak j will be relevant to the class separation. In the next section, we will describe the basic algorithms used in our biomarker selection and classifier design.
Fundamental algorithms
2.2.1 Markov blanket feature selection Markov blanket (MB) filtering is an instance of backward feature elimination algorithms (Koller and Sahami, 1996; Pearl, 1998) . Let F be a set of features with size r defined as F = (F 1 ,...,F r ) and M ⊆ F be a set of features which does not contain F i . Feature set M is called MB for F i if F i is conditionally independent of F−M−{F i } given M. Therefore, the information contained in feature F i can be covered by its MB. However, since the full size MB may not be available, an approximate one that subsumes the feature information has to be sought. One MB M i for F i can be defined as the one having m highest Pearson correlations with F i . In general, to reduce computational overhead and to avoid fragmenting the training samples, small value m is used.
To evaluate the closeness between F i and its MB M i , the following expected cross-entropy is estimated:
where f Mi and f i are feature values to M i and F i , respectively, c is the class label, and D(.||.) represents cross-entropy. For any distributions µ and σ , the cross-
σ (x) that measures the extent of the difference which is made by using σ instead of µ. In Equation (2), (F i |M i ) = 0 means that M i is a perfect MB for F i , therefore F i does not provide any information about class labels beyond that subsumed by its MB M i . However, since this case is less likely to happen, we look for a set M i such that (F i |M i ) is small. The lower the (F i |M i ), the closer the approximated MB of F i is. Feature F i with the lowest (F i |M i ) value in the remaining features is considered to be the most redundant and should be eliminated first.
To decide the MB of each feature, the intensity values of m/z after the preprocessing are used in the calculation of Pearson correlation coefficient. The expected cross-entropy (F i |M i ) based on the discretized values can be calculated as:
where n is the number of samples (Knijnenburg et al., 2006) .
Support vector machine
SVM is a classification algorithm to solve two-class problems (Burges, 1998) . In a high dimension space formed by mapping the training data x via a function (x), an optimal hyperplane is sought to separate the binary labeled training data by maximizing the margin between the two classes:
where w is a weight vector and b is a scalar. The weight vector can be calculated by solving a quadratic programming problem formulated to find the optimal hyperplane. Equation (5) shows the weight vector obtained by using a linear SVM:
where α = (α 1 ,α 1 ,...,α l ) are Lagrange multipliers and l is the number of support vectors. 
SVM-recursive feature elimination (RFE)
The SVM-recursive feature elimination (RFE) proposed by Guyon et al. (2002) is a backward feature elimination algorithm based on SVM. At each iteration, weights for all existing features are obtained by using Equation (5) and a feature corresponding to a smallest absolute weight is eliminated. This procedure continues until only one feature remains so that in the end all features are ranked.
A redesigned ECOC scheme for multi-class classification
ECOC is a classification method that breaks a k-class prediction problem into several binary classifications. In the ECOC framework, each class is assigned a unique codeword of length h composed of 1 and −1 (Fig. 1) , forming a k ×h coding matrix. Typically, the rows of the matrix are codewords assigned to the corresponding class c i and the columns D j represent binary classifiers which partition the samples into two subsets labeled according to the coding matrix. Based on the class partitions, the matrix produces h binary classifiers called dichotomies. For a test sample, a code of length h is obtained as a result of the outputs of the h binary functions. This code is compared with each of the k codewords defined in the coding matrix, and the sample is assigned to a class with the closest codeword using certain distance measure. In doing so, the classification process can be seen as a decoding operation. In the generic ECOC multi-class classification problem, there are several factors affecting the performance of the algorithm. As previously introduced, investigations have been carried out on the designing of the coding matrix and options for the decoding function. We developed a new ECOC framework from three aspects: a weighting strategy for different dichotomies, feature dimensionality reduction and a performance-based decoding function.
Weighting strategy
In a standard ECOC framework, the influence of all the dichotomies during classification of an unknown sample is equally treated. However, the importance of each dichotomy is different in terms of generating decision boundaries for the training samples. Therefore, we define a weighting function which is similar to the one used in boosting algorithms as shown in Equation (6). The weight value of each dichotomy is computed by using the error rate estimated for the dichotomy with the validation dataset. Therefore, the weight value represents how confident the dichotomy is. In Equation (6), v i and e i are the weight value and the error rate of the i-th dichotomy. In the case where the accuracy of the dichotomy is greater than 50%, the weight value becomes positive; otherwise, a negative value is returned,
Throughout the study, we choose 10-fold cross-validation (CV) where all samples are randomly split into 10 exclusive folds. Without loss of generality, SVM is used as the dichotomy function. For each of the 10 experiments (iterations), typically 9-folds are used as train data, and the remaining one fold is applied as test data. In our implementation, to estimate the accuracy of each dichotomy function, we further divide the 9-fold train data into 10-folds, i.e. sub-10-fold. In each iteration of the sub-10-fold, 9-folds become sub-train and one fold for sub-test. An averaged error rate resulting from subtest data is put into Equation (6) to obtain the weight value. This estimation is separately performed for each dichotomy.
Feature reduction
In the training of dichotomies, due to the high dimensionality of mass profiles even after the preprocessing, irrelevant features might still exist. Therefore, using all features will degrade the ability of dichotomies and increase computational cost. Here, we employ a feature reduction algorithm based on information gain to remove irrelevant features in each dichotomy.
Let S be the set of instances from k classes, c 1 ,c 2 ,...,c k , and P(c i ,S) be the fraction of the instances in S that belong to c i . The entropy of the class distribution in S is as follows:
Suppose feature F i has m distinct values, f 1 i ,f 2 i ,...,f m i . Let S j be the set of instances whose value on attribute F i is f j i . Then, the information gain of instance set S based on attribute F i is calculated as
The information gain reflects the reduction in uncertainty about the overall class entropy when a certain feature F i is given. In other words, features with zero information gain indicate the inability to reduce such uncertainty and should be removed during the training of the dichotomy function.
Decoding function
Based on the binary class predictions from the ensemble dichotomies, an output code is generated for the test sample. To assign the final class label to the test sample, a decoding function is required. The decoding function measures the closeness between the output code and the codewords in the coding matrix M. A new decoding function reflecting the importance of individual dichotomies is defined as: 
PWC scheme
Though ECOC multi-class sample prediction performs well in most cases, the major limitation of this framework is that it is difficult to use for subspace feature selection. As a result, biomarkers contributing to certain phenotypic categories cannot be estimated within this framework. Therefore, we incorporated another binary classification scheme, the pairwise one-against-one classifier, which provides us the capability to find discriminant biomarkers to distinguish phenotypic differences between classes.
Here we are not applying one-against-the-rest binary classifiers. This selection comes from a legitimate biomedical interpretation. As an example, if we choose one-against-the-rest, we need to find biomarkers to distinguish cirrhosis patients from the rest, which is the combined samples of normal and HCC. Lumping different stage samples like HCC and normal which may be very different from each other at molecular level could obscure biomarkers that truly distinguish HCC patients from cirrhosis. On the other hand, one-against-one comparisons may point out differences between classes of patients that should not be lumped together, such as normal and HCC. Furthermore, with the number of class k in biomedicine usually less than 10, the computation issue raised by one-against-one binary classification will not be a concern.
The number of all possible binary classifiers using one-against-one classification is k(k −1)/2. A common way to determine a final class for the test sample is voting. However in many cases, it is essential that multi-class classification should be a confidence measure, such as posterior probability (Wu et al., 2004) . In this study, we use a probability measure based on a PWC scheme to leverage binary prediction results. The probability for a test sample belonging to class i is calculated from combining k(k −1)/2 two-class probabilities (Price et al., 1995) :
where µ ij = P(y = i|y = i or j,x) corresponds to the posterior probability from the binary classifier. Since standard SVM does not provide a way to measure the posterior probabilities, this is obtained using a parametric sigmoid model proposed by Platt (1999) . For a SVM binary classification, the posterior probability is obtained as:
where y = 1 is the class label for binary class sample x. The parameters A and B are determined by the maximum likelihood estimation from the training set. A test sample in a PWC scheme is assigned to a class which has the maximum probability,
EMB feature selection
To discover the discriminant biomarkers among multi-classes, we propose a new wrapper-based feature selection algorithm called EMB. This feature selection process is embedded in the PWC multi-class classification scheme. The original MB is a filter-based feature selection method. Our algorithm considers reducing redundant features while selecting the most discriminant ones. With the feature subset selected by EMB, we run a linear SVM to calculate probabilities for the pair of classes. To be more specific, for feature F i remaining after preprocessing, two feature subsets are considered: the high correlated feature subset (HCFS) and the low correlated feature subset (LCFS) composed of the least correlated d features for F i . The HCFS feature subset is used to remove redundant features as in classical MB feature selection. Our contribution comes from utilizing LCFS to estimate the classification capability of each feature during the MB process. This is derived from the fact that mutually low correlated features, in general, lead to good classification performance.
We will now describe how the EMB algorithm works out for feature selection. 10-fold CV data split is the same as previously introduced in Section 2.3.1. For each feature F i , we perform the MB algorithm with its HCFS obtained from the train data to compute the expected cross-entropy value, (F i |M i ). On the other hand, using LCFS and feature F i , we run the linear SVM algorithm where the sub-train and sub-test data are used for training and testing, respectively, to obtain a roughly estimated accuracy, denoted as β. Then, we compute the normalized weight for each feature in the LCFS using the following function:
and β is the accuracy from sub-test samples in the linear SVM, k is the index for features in LCFS including feature F i , |w k | is the absolute SVM weight obtained using Equation (5), d is the size of LCFS chosen as 10, 20 or 30, and γ is a heuristic performance threshold typically specified as 0.5 (0.4 or 0.6 is also legitimate). After computing |w k | for all features in the LCFS, each |w k | is normalized by the summed absolute SVM weights of all the features in the LCFS and that of feature F i . Similar to SVM-RFE where features with the smallest absolute weights are removed, we assume that features with large absolute SVM weights are important in terms of classification power. Not surprisingly to observe, although the normalized SVM weight of certain features in Equation (16) may be high in an LCFS, the classification accuracy of the linear SVM performed with the limited LCFS may be low due to the partial discriminant capacity of one LCFS. Therefore, not only the normalized SVM weight for each feature but also the accuracy with its LCFS are important factors to estimate feature weight. This leads to the multiplication of the normalized SVM weight by the accuracy obtained after the SVM. Through a few experiments, we found that γ = 0.5 assures a good performance. If the accuracy is greater than 50%, the proposed weight becomes positive by multiplying 1 as a value of δ. Otherwise, we treat it as a penalty using −1 as δ-value.
After computing the proposed weights and expected cross-entropy (F i |M i ) values for all features as introduced above, a certain feature with the smallest (F i |M i ) value is removed according to MB rule. Then, the HCFS and LCFS for all but the removed feature are rebuilt. In fact, only those subsets that contain the removed feature will be affected and modified. Again, we compute the (F i |M i ) values and the proposed weights for the survived features. The feature weights will be accumulated during the MB feature removal process. The whole procedure keeps going until a predefined feature number is reached.
Feature pruning by backward feature selection
After each iteration of 10-fold CV (20 times of 10-fold CV were applied, totalling 200 iterations), a mean weight value for each feature is calculated using the accumulated weight divided by the occurrence counting in all LCFS. All the features are then ranked according to the mean weights. Then, a backward feature elimination method with the top 60 features is performed by using a linear SVM to find a compact feature subset during each 10-fold CV iteration. The selection of top the 50, 60 or 70 features makes not much difference for the final results except that the computational cost is different. However, the selection of top the 40 features tends to give inferior performance from the experiment. The backward feature selection approach removes one feature at a time from the current feature set. Each time a feature without which the accuracy is improved will be excluded. This process continues until one feature remains. Features with the best accuracy form an optimal feature subset for the pair of classes. With the optimal feature subset, a one-against-one binary classifier for certain pair of classes is built. This method is performed for exhaustive pairs of classes. After finishing all the iterations of the 10-fold CV training, we count how many times a single feature is included in individual optimal feature subsets for each pair of classes. A final feature set is sorted according to the frequency. The higher the frequency, the more reliable a feature is.
Retraining
In Section 2.5 and 2.6, a method to find important features for each pair of classes was presented. The final sample prediction will be determined from the outputs of ECOC and PWC schemes. If two resultant class labels are the same (c e = c p ), the test sample is assigned to the identical class; otherwise (c e = c p ), a retraining will be performed using samples that only belong to classes c e and c p excluding other class samples. Therefore, the retraining comes to be a binary classification problem. In retraining, we use Fig. 2 ). In the graphs, color green, blue and red represent health, cirrhosis and HCC, respectively.
the feature subset which is found for the two classes c e and c p by EMB using the training dataset. As a consequence of the binary classification, the final class is determined for the test sample.
EXPERIMENTS
The liver cancer data consists of 201 spectra containing three categories, HCC (78), cirrhosis (51) and health (72). In this article, all the samples were used to find biomarkers in such a multi-category liver cancer study. We implemented the proposed algorithm based on LIBSVM (Chang and Lin, 2001 ) and the WEKA library (Witten and Frank, 2005) . A linear SVM was adopted in retraining and in both ECOC scheme and PWC scheme. For the ECOC scheme, a random coding strategy was used in which values of {+1, −1} were selected uniformly at random to generate codes. According to the BW ratios after preprocessing, we ranked the 23 846 binned peaks (features) and performed experiments with the top 100, the top 200, and so forth, up to the top 500 peaks. The performance of our method was compared with other classification algorithms including standard ECOC, RF, Naive Bayes and J48 methods. In all experiments, 10-fold CV was applied. Table 1 shows the experimental results in terms of accuracy means and SDs. The individual accuracy for each class is the ratio of correctly labeled samples over the real ones while the overall accuracy is with respect to the total correctly labeled samples for all the classes. The proposed method shows the best accuracy of 88.71% when the experiments were done with the top 300 peaks ranked by BW ratios. The corresponding accuracies for cirrhosis, HCC, and health are 86.86, 89.62 and 89.03%, respectively. As a comparison, J48 achieved the least satisfactory performance in all the trials.
In the PWC scheme, for each pair of classes (cirrhosis versus health, cirrhosis versus HCC and health versus HCC), we count how many times each peak is included in the optimal feature subset after the backward feature elimination (See Sections 2.5 and 2.6). Peaks with high frequencies are more reliable than randomly observed biomarkers. In the situation of best overall accuracy when 300 peaks were chosen, the frequencies of all optimal feature sets after backward feature elimination were counted. Among the 60 peaks, the top 20 peaks, sorted by the frequency, were listed in Figure 2a . Furthermore, we grouped the 20 peaks within 3 Da as shown in Figure 2b . Note that some peaks were commonly selected: 1796. 8241, 1961.7096, 1961.9057 Figure 3 represents the average intensity for peaks in Figure 2a . We would note that in each pair of classes, a more severe stage of the disease shows a higher intensity distribution. This may imply more protein secretion relevant to the disease or proteins from a secondary effect, such as an inflammatory response. In particular, there are a few peaks which have significant intensity difference in cirrhosis versus HCC and health versus HCC: peaks ranking 2, 9, 15 and 20 corresponding to 1797 .0038, 2390 .9874, 2373 .5976 and 1961 peaks ranking 6, 9, 10, 13 and 19 corresponding to 2536 .0392, 2535 .0250, 2535 .7856, 2535 .2785 and 2373 in health versus HCC. Note that three peaks 2535.0250, 2535.7856 and 2535.2785 among five high intensity peaks in health versus HCC were grouped as seen in Figure 2b . Also, peak 2373.5976 was commonly found in cirrhosis versus HCC (ranking 15) and health versus HCC (ranking 19) experiments, with much higher average intensity in HCC. In cirrhosis versus HCC, however, the top-ranked peak 1865.4808 not only in our algorithm but in both methods by Ressom et al. does not show a considerable difference of intensity. This further evinces that the importance of possible biomarkers is not only purely determined by its absolute volume but also by its correlation or co-regulation with other biomarkers.
CONCLUSION
Disease progresses in several stages. It is important to diagnose the exact current stage of patients in order to provide proper treatments. Therefore, diagnosing multi-category diseases and finding biomarkers corresponding to each category are imperative. The work presented in this article echoes the necessity. We proposed a new multi-class sample classification scheme with simultaneous feature selection. The classification framework is formed by the integration of a redesigned ECOC scheme and a PWC scheme with each scheme producing its best prediction. If the two predictions are the same, the identical class label is assigned for a test sample; otherwise, a retraining is carried out only with the twoclass samples excluding samples from other classes. Also, we proposed a feature selection method, EMB, within the multi-class classification framework. EMB chooses features by considering two aspects of biomarkers: redundancy and relevance. The reliability of features is also taken into consideration based on the appearance frequency. A final optimal feature set is discovered for pairwise categories. Experimental results using multi-category liver cancer data demonstrated the performance of the proposed work. A comparison study using different multi-classification approaches was also presented. Distinct biomarker patterns were found between pairwise categories.
For the next stage of biomarker identification, finding exact m/z values is critical to sequencing candidate selection, as small mass differences may lead to different protein candidates. Since our biomaker candidates fall into single bins whose size is usually less than 1 Da as opposed to a large window size spanning several Daltons, the proposed approach offers narrow range to choose the sequencing candidates. Followed by the definition of precise m/z mass, sequencing by tandem MS should be applied to identify the chemical formulae of selected biomarkers.
