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PREDICTIVE SIMULATIONS OF GAIT AND THEIR APPLICATION IN
PROSTHESIS DESIGN
ANNE D. KOELEWIJN
ABSTRACT
Predictive simulations predict human gait by solving a trajectory optimization problem
by minimizing energy expenditure. These simulations could predict the effect of a pros-
thesis on gait before its use. This dissertation has four aims, to show the application of
predictive simulations in prosthesis design and to improve the quality of predictive simula-
tions. Aim 1 was to explain joint moment asymmetry in the knee and hip in gait of persons
with a transtibial amputation (TTA gait). Predictive simulations showed that an asymmet-
ric gait required less effort. However, a small effort increase yielded a gait with increased
joint moment symmetry and reduced joint reaction forces. This suggests that gait training
could reduce the risk of developing osteoarthritis in persons with a transtibial amputation.
Aim 2 was to compare the effect of different prosthesis alignments on TTA gait. Predictive
simulations were solved using a three-dimensional musculoskeletal model with different
prosthetic alignments. A flexion alignment of the prosthesis might be favored over a neu-
tral alignment, since the metabolic cost and joint reaction forces were lower, though the
differences were small. Also, predictions indicated that a lateral translation or an external
rotation could alleviate skin problems by reducing skin-to-socket stresses. Aim 3 was to
compare the gait objective of minimizing metabolic energy to minimizing muscular effort.
Four metabolic energy expenditure models were selected after an experiment to compare
metabolic cost calculated with seven metabolic energy models to metabolic cost from pul-
monary gas exchange measurements. The minimum energy solution was more similar to
normal gait in joint angles, while the minimum effort solution was more similar in joint
moments, especially at the knee. However, neither solution could entirely explain human
gait. Aim 4 was to propose an approach to optimize in a stochastic environment and imple-
ment it to explain antagonistic muscle co-contraction in human movement. In a stochastic
v
environment, muscle co-contraction was energy optimal for certain tasks and nonzero foot
clearance was energy efficient. The approach was then applied to TTA gait to explain
co-contraction of the upper-leg muscles on the prosthesis side. The results suggested that
antagonistic co-contraction is energy optimal for human gait.
vi
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CHAPTER I
INTRODUCTION
The prevalence of limb amputation is expected to rise to one in every 95 Americans
in 2050. Most of these amputations are transtibial [1]. Generally, patients rely on a pros-
thesis to regain some of the function of their lost limb. However, health issues, such as
osteoarthritis in the joints of the intact leg and loss of bone mineral density in the intact leg,
are prevalent among persons with a transtibial amputation who walk with a prosthetic leg
for over five years [2–4]. These health issues are presumed to be caused by the change in
gait kinetics and kinematics due to the prosthetic leg.
When an individual is prescribed a prosthetic leg, a socket is fitted to the residual part
of the leg and a prosthetic ankle is connected to this socket. An appropriate prosthetic ankle
is chosen from many different available options based on the patient’s lifestyle and physical
needs [5, 6]. However, the effect of the ankle on the patient’s gait is not known before it
is fitted to the patient, while the impact to gait mechanics and long term health could be
significant.
A predictive simulation could address these issues and evaluate the prosthetic leg be-
fore the user wears the device. Such a simulation is created based on a computational
model of the patient and the prosthesis and will give a prediction of the joint angles, mo-
ments, contact forces, and many other variables during the gait cycle [7, 8]. The advantage
of a predictive simulation is its ability to predict possible health issues without requiring
prototyping and experimentation on any patient, which could create a risk to the patient’s
1
health.
In a predictive simulation of a gait cycle, the muscular controls are found that mini-
mize an objective, for example muscular effort [7, 8], metabolic cost [9], or joint contact
forces [10]. This approach could potentially replicate a human gait cycle, because it is
known that persons minimize some objective when walking [11]. To create a realistic pre-
diction, it is necessary that the same objective is minimized as when a human is walking.
Accurate predictive simulations of normal gait have been found using a forward dy-
namics approach [9, 12]. In this approach, the gait cycle is simulated from the initial state,
while the input is optimized. However, numerical difficulties exist because the control input
at the beginning of the trajectory has a much larger influence on the objective than a control
input near the end of the trajectory [13, 14]. This approach also makes it hard to create a
periodic gait cycle [9], has limited control freedom [10, 12, 15] and requires many forward
simulations, which is time-consuming [13]. Anderson and Pandy [9] required 10000 CPU
hours to solve a predictive gait simulation [9]. A data driven initial guess could alleviate
these issues [12], but this could bias the solution towards the initial guess.
However, a faster approach, without the use of a data-driven initial guess, is favored
for evaluating a prosthesis. For such predictions, an approach known as direct collocation
might be better suited. In this approach, the trajectory is split up into collocation points and
the states and muscular inputs of the gait cycle are optimized simultaneously. Instead of a
simulation, dynamics are enforced using constraints at each collocation point. Periodicity
of the gait cycle can also be achieved with a constraint. This approach creates a large
number of optimization variables and constraints, but an analytical gradient can be derived
for the objective and all constraints, so the problem can be solved fairly quickly using a
large-scale nonlinear optimization algorithm [13]. A more detailed review will be presented
in chapter II.
However, current predictive simulations which use direct collocation are not yet ac-
curate enough. Previous work showed that the main features of gait can be predicted by
2
minimizing muscle activation [16], and that predictions are improved when tracking of joint
angles, ground reaction forces and duration of able-bodied gait is added to the objective [7].
However, this approach requires tracking of normal walking data, so the simulation is not
strictly predictive.
This means that the use of strictly predictive simulations to evaluate prosthesis fitting
is not yet possible. However, one could create simulations that track able-bodied gait to
make predictions of gait of persons with a transtibial amputation (TTA gait). I aim to do
both in this dissertation: apply predictive simulations that track able-bodied gait to increase
understanding of TTA gait, and develop methods that can generate strictly predictive gait
simulations that are sufficiently accurate.
1.1 Research Goals
The following research goals are proposed:
Aim 1: Application Explain joint moment asymmetry in the knee and hip in TTA gait
using predictive simulations
This application of predictive simulations shows the effect of increased symmetry of joint
moments in the knee and hip using a simple passive prosthesis. Subject studies show that
patients have asymmetry in the joint moment distribution between the hips and the knees.
However these joints are not affected by the amputation, so it should be possible to bear
the same load in both legs. Predictive simulations can be used to find gaits with different
levels of symmetry. This problem would be hard to study in an experiment, because it is
difficult to change the level of symmetry in one’s gait.
Aim 2: Application Compare the effect of different prosthesis alignments on TTA gait
The second application of predictive simulations is to study the effect of the prosthesis
alignment on gait. Little information is available on the effect of a misaligned prosthesis
on a persons gait. It is advantageous to investigate this using predictive simulations because
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subjects do not have to walk with an alignment that is uncomfortable and possibly harm-
ful. Predictive simulations are found using a three-dimensional musculoskeletal model, so
that the alignment can be adjusted in different planes. Joint angles and moments, ground
reaction forces, joint contact forces, and metabolic energy expenditure will be compared
between the different alignments.
Aim 3: Improvement Compare the gait objective of metabolic energy minimization to
muscular effort minimization
Many studies suggest that humans minimize their metabolic energy expenditure during
locomotion. If so, predictions should be more accurate when they minimize metabolic
energy expenditure instead of an objective related to effort, which is used for aim 1 and 2.
Therefore, models of metabolic energy expenditure are compared to experimental data of
metabolic cost to select a metabolic energy expenditure model that could be an objective in
predictive gait simulations. These models are then used to find a predictive gait simulation
that minimizes metabolic cost, which are compared to a predictive gait simulation that
minimizes effort.
Aim 4: Improvement Propose an approach to solve predictive simulations in a stochastic
environment and implement it to explain certain behaviors that are seen in human
movement
A stochastic environment has some uncertainty in the dynamics. Humans always have
some uncertainty in their control and in their environment. However, current predictive
simulations assume a deterministic environment and deterministic control, without uncer-
tainty. Humans take into account uncertainty when planning their movements, and so
should predictive simulations. A solution method is proposed that can take into account
uncertainty in a predictive simulations. This method is applied to several problems, with
the ultimate goal to see if co-contraction of the upper leg muscles on the prosthesis side is
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present due to uncertainty in the environment. This is computationally a hard problem to
solve due to the complexity of the problem.
1.2 Organization of This Dissertation
First, chapter II introduces several concepts that are important for this thesis. This
chapter will explain terms that are used throughout the dissertation, as well as concepts
that were used in several chapters. This chapter first gives an overview of normal human
gait, and discusses adjustments in TTA gait. Then, some background information is given
on lower leg prostheses, both active and passive. This is followed by an overview of human
modeling studies of gait. A general description of the trajectory optimization problem is
presented, which is used to find the predictive gait simulations. Finally, the two dimensional
musculoskeletal model is introduced that is used throughout this thesis. The multibody
dynamics are described, as well as the model used to find the force in the muscle.
Chapter III presents how aim 1 was achieved. Joint moment symmetry was analyzed
by adding an objective to the optimization problem. By changing the weights between
this objective and the original one of effort and tracking, different levels of joint moment
symmetry were created. It was found that adding a little symmetry reduced joint contact
forces in the knee and hip on the intact side, while it increased the joint contact force in the
knee on the prosthesis side. This might reduce the occurrence rate of osteoarthritis on the
intact side and of loss of bone mineral density on the prosthesis side.
Chapter IV describes the study performed to meet aim 2. The alignment study was per-
formed on a recently developed three-dimensional musculoskeletal model. The prosthesis
alignment was changed by changing the multibody dynamics at the knee. Statistical tests
showed that the alignment affected the hip angles, the knee and hip reaction force on the
intact side, the knee abduction moment on the prosthesis side, and the metabolic cost. It
was shown that a flexion alignment of the prosthesis might be advantageous because the re-
action loads and the metabolic cost is lower. Also, it was found that stress on the skin could
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be reduced by changing the alignment in the frontal or transverse plane, without affecting
other parameters too much.
Chapter V details the study that was carried out for aim 3. Seven models of metabolic
energy expenditure were compared using pulmonary gas exchange data of walking at two
speeds, at different inclines. Three models were selected as objective in the predictive gait
simulations due to their high correlation with the pulmonary gas exchange data, while a
fourth model was chosen due to its widespread use in previous work. The predictive gait
simulations found with metabolic energy minimization were characterized by the fact that
not all lower leg muscles were used, while the joint angles were more realistic, and the joint
moments were less realistic than a predictive gait simulation that minimized effort.
Chapter VI introduces a novel approach to take into account noise in predictive simula-
tions, which was used to meet aim 4. The approach optimizes the trajectory over a number
of noisy gait cycles, instead of a single deterministic one. The method was validated on
a classic pendulum swing-up problem. Then, it was used to show that co-contraction was
optimal in certain tasks in a stochastic environment, and that in gait nonzero foot clearance
is optimal in a stochastic environment. Finally, it is attempted to analyze the effect of en-
vironmental uncertainty on TTA gait. The results indicate that co-contraction in the upper
leg of a person with a transtibial amputation can be explained by the uncertainty, but this
result should be verified with improved methods.
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CHAPTER II
BACKGROUND INFORMATION
This chapter introduces and reviews several concepts that are used throughout this
dissertation. The goal of this thesis is to apply predictive simulations towards design of
lower-leg prosthesis and to improve the predictive simulations. Therefore, this chapter will
introduce human gait in section 2.2. This section will introduce healthy human gait and
the adaptations made by persons with a transtibial amputation. This is followed by an
overview of lower-leg prosthesis research in section 2.3. Then, section 2.4 will introduce
human modeling studies of gait and show different applications of such studies. The final
two sections will be more specific for the current research. Section 2.5 introduces trajectory
optimization problems. These problems are solved to obtain predictive simulations. This
section will give an overview of solution methods of trajectory optimization methods and
explain the method that will be used in this dissertation. Finally, section 2.6 introduces
the sagittal plane musculoskeletal model that is used throughout this dissertation, except in
chapter IV.
2.1 Terms and Definitions of Human Motion
Firstly, it is important that the reader understands the terms and definitions that describe
human motion and that will be used in this thesis. Human motion is three-dimensional, but
can be analyzed in two dimensional planes. Figure 1 shows the planes that are commonly
used. The red and yellow plane show the sagittal plane, through the center of the body and
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Figure 1: Sketch of human planes that are used to describe motion. The yellow and red planes show
the sagittal plane, the blue plane is the frontal plane, and the green is the transverse plane. Copied
from [1] with permission.
the center of the left leg, respectively. This plane is where most movement happens during
gait. It is defined by an axis in the direction of the gait and another pointing from the toe
to the head. The transverse plane is shown in green, and can be seen as the top view. The
third plane, shown in blue, is the frontal plane.
To describe the location of part of the human body, anatomical terms of location are
used. According to the Oxford English dictionary, a part of the human body that is distal
is located further away from the center of mass, while a proximal part is located closer.
Lateral defines a segment further away from the center of the body in the frontal plane,
while medial describes a part closer to the center of the body [2].
Human motion is described by anatomical terms of motion. Flexion describes motion
that decreases the angle between the segment and the connected, proximal segment. Exten-
sion is the opposite motion. These motions happen mostly in the sagittal plane. Abduction
and adduction happen in the frontal plane. Abduction describes the motion that increases
the distance between the segment and the center of the body, while adduction describes the
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Figure 2: Illustration of the motion directions of the hip, knee and ankle in the sagittal plane.
opposite motion. Finally, internal and external rotation describe rotation of the frontal part
of a segment towards or away from the axis of the body [2]. These rotations happen mostly
in the transverse plane.
Figure 2 illustrates the motions of the leg in the sagittal plane. Flexion in the hip is
described as the motion of the femur towards the belly, while extension is the motion of the
femur towards the back. In the knee, flexion is the backwards motion of the lower leg, while
extension straightens the leg. For the ankle, different definitions are used. Plantarflexion
describes the motion where the forefoot move away from the tibia, while dorsiflexion de-
scribes the motion of the forefoot towards the tibia. Pronation describes the rotation of
the foot such that the lateral part moves upwards, while supination describes the opposite
motion [2].
2.2 Human Gait
Human gait can be described using many different parameters: spatiotemporal param-
eters describe the parameters that are a function of time or distance walked, such as stance
time and swing time, gait kinematics describe the joint angles during a gait cycle, and gait
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(a)
(b)
Figure 3: Overview of phases in the gait cycle. Copied from [3] with permission of Wolters Kluwer
Health, Inc.
kinetics describe the joint moments, as well as joint work and power during a gait cycle.
This dissertation mainly focuses on the motion in the sagittal plane (except in chapter IV).
Therefore, this review of human gait focuses on the sagittal plane.
Figure 3 shows a schematic representation and a sketch of a person during a gait cycle.
A gait cycle consists of one stride, in which there is a stance phase and a swing phase. The
stance phase consist of approximately 60% of the gait cycle, while the swing phases is the
other 40%. This means that in 20% of the gait cycle, both feet are on the ground, which is
called double support [3].
A gait cycle starts at initial contact, or heel strike. After the heel makes contact with
the ground, weight is shifted from the previous stance leg to the new stance leg in loading
response, which will be called initial stance in this dissertation. After initial stance, the
phase called midstance starts, where the weight shifts forward in the foot. Then, in late, or
terminal stance the heel starts coming off the ground and the weight is shifted back to the
other leg in preswing. This is followed by push-off, where the leg is pushed off the ground
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and into swing. The swing phase consists of initial swing, where the swing is controlled by
muscles, midswing and terminal swing, where the person prepares for contact. This phase
ends at the next heel strike [3].
Figure 4 shows the mean and one standard deviation of the ground reaction forces
(GRFs), joint angles, and joint moments of healthy gait from published measurements [4].
The horizontal GRF is characterized by a braking force in the first half of stance, and an
accelerating force in the second half, which are almost equal but opposite. The vertical
GRF has a characteristic shape with two peaks and a through, one peak at about 20% of
the gait cycle, where the weight is shifted to the new stance leg, and one during push-off,
at 50% of the gait cycle.
The ankle angle (bottom left in figure 4) has a small dorsiflexion angle at heel strike.
The ankle plantarflexes until the complete foot is on the ground. Then, the ankle dorsiflexes
during stance, towards the peak dorsiflexion angle right before push-off. During push-off,
the ankle plantarflexes again. During swing, it moves back to a small dorsiflexion angle.
The knee is extended maximally just before heel strike. Then, a peak flexion angle of
about 20 degrees is reached between 10-20% of the gait cycle. The knee extends again
in late stance, before it is flexed during the swing phase, to an angle of over 60 degrees.
In late swing, the knee extends again to prepare for heel strike. The hip achieves peak
flexion during heel strike. Then, the hip extends during stance, while the upper body moves
forward, to a peak extension angle at push-off. During swing, the hip flexes again to move
the leg forward and prepare for the next heel strike.
The ankle has a small dorsiflexion moment during heelstrike (bottom right in figure 4).
During stance, the moment increases, first sharply, then less sharp from about 25% of the
gait cycle, until the peak plantarflexion moment is achieved at about 50% of the gait cycle,
and reduces to 0 during push-off. The knee moment is flexion at heel strike, and reaches its
peak extension at 20% of the gait cycle. Then, the moment decreases again and becomes
flexion right before push-off. During push-off, the knee moment has a second, smaller
13
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Figure 4: Normal ground reaction forces, normalized to body weight (BW) (top graphs), joint angles
(left), and joint moments (right) of a gait cycle, starting at heel strike. Mean and ±1 SD of data for
a person of 75 kg, as recorded by Winter [5]. Following Winter’s convention, for the knee and
hip, flexion angles and extension moments are positive. For the ankle, a dorsiflexion angle and
plantarflexion moment is positive.
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extension moment peak to control knee flexion and stop the leg from swinging forward [5].
The hip moment has an extension moment in initial stance to absorb energy. Then, this
moment decreases and becomes flexor to reverse the direction of movement for the hip.
The peak hip flexion moment occurs during push-off and swings the leg forward, and late
in the swing phase an extensor moment decelerates the swinging leg again [5].
2.2.1 Adjustments in Gait of Persons With a Transtibial Amputation
There are two main reasons for amputation: cardiovascular disease, due to diabetes,
and trauma. A smaller group of patients receive an amputation due to other causes such
as cancer. Patients with a traumatic amputation are generally younger, and are otherwise
healthy, while patients with cardiovascular disease are older and will have other health
issues related to their disease.
The muscles in the calf provide up to 80% of the mechanical power required for walk-
ing [6, 7]. A prosthesis cannot restore all lost function, and compensation is required in
both legs to be able to walk. Lower-leg prostheses especially cannot take over the bilat-
eral function of the Gastrocnemius. This muscle crosses both the knee and ankle and can
transfer energy from one joint to the other. This function is lost with an amputation [7].
In gait of persons with a transtibial amputation (TTA gait), the legs are asymmetric,
since there is a healthy ankle on the intact side and a prosthesis on the prosthesis side.
Several adjustments are reported in the spatiotemporal parameters. The stance time is
smaller in the prosthetic limb, and longer in the intact limb [8–14]. The walking speed
decreases [9, 15, 16], the step length decreases [15] and the double limb support time
increases [15]. These three adjustments are probably used to reduce the forces in the intact
leg [15], since the loading is higher on the intact side than on the prosthesis side [11, 17–
19]. Also, compared to the prosthetic limb, the intact step length is smaller, which is related
to the longer support time and shorter swing time [14].
The kinematics are also adjusted in gait of persons with a transtibial amputation (TTA
15
gait). The joint angles are less symmetric than in normal gait [8]. The peak hip flexion
angle is larger on the prosthesis side [9, 10]. Peak knee flexion is higher in the intact
limb [9, 20]. Also, the range of motion in the knee on the prosthetic side and the prosthetic
ankle is lower than in healthy controls or in the intact leg [10].
Similar to the loading in the leg, which is lower on the prosthesis side and higher on
the intact side [11, 17–19], the ground reaction force is generally higher on the intact side
than on the prosthesis side [11, 15, 17], though this depends on the prosthetic foot that the
participants used [18]. Due to the larger forces in the intact side, more work is performed
on this side than on the prosthesis side [9]. However, the loading in the intact side is not
higher than in controls, since the walking speed is lower [8].
An important adaptation is made in the peak knee extensor moment on the intact side
(see graph of knee moment in figure 4). In TTA gait, this moment can change into a flexor
moment [14], while other studies report a smaller [9], or a normal extensor moment [9, 10].
On the intact side, the extensor moment is larger [9]. The increased loading on the intact
side is also seen in the knee work, which was lower in the stance phase. [20]. Also, less
power is generated in the knee [21]
Different adaptations have been reported for the hip moment, though there is a concen-
sus that the peak moments increase. Some report that the extensor moment is higher on the
intact side [22, 23]. However, Barr et al. report that the extensor moment on the prosthesis
side is twice as high as the moment on the intact side [14]. Bateni and Olney report that the
extensor moment on the prosthesis side is higher or normal, and that the extensor moment
on the intact side is higher [9]. Furthermore, the flexor moments are higher on the intact
side, which was shown using subject tests [24] and in simulation [25]. Work is higher in
both legs during early stance [22, 23, 26].
The muscles on the prosthesis side also show several adaptations. Co-contraction is
reported in the muscles of the upper leg compared to the intact side [12, 27, 28], and
compared to a healthy control leg [21, 29, 30]. Due to the absence of the ankle muscles
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on the prosthesis side, the hip muscles become more responsible for propulsion [24, 29].
Also, the Gluteus Maximus on the intact side is active longer [31, 32].
2.2.2 Energy Expenditure in Gait of Persons with a Transtibial Amputation
Different results have been reported about energy expenditure in TTA gait. Initially,
most studies reported an increase in energy expenditure compared to able-bodied walk-
ing [13, 32–34]. For example, persons of over 40 years old walked 22% slower than normal,
while on average the oxygen consumption increased 25% [35]. More recently, it was found
that persons with a lower-leg amputation, who are otherwise fit and healthy, do not expend
more energy than matched controls, despite often having secondary injuries [36, 37]. A
recent simulation study suggested that this is related to the fact that these patients do not
lose any muscle mass in the upper leg on the prosthesis side, and on the intact side [38].
The importance of fitness level was known already before this study. An earlier study
showed that 40% of variation in energy expenditure between patients could be explained by
fitness level [39]. Additionally, patients with an amputation due to a cardiovascular disease
generally expend more energy [40–42] and have a slower walking velocity [41] than (often
younger and fitter) patients who have lost their leg due to cancer or trauma. This can be
due to decreased fittness levels, but also due to secondary health issues that cause higher
than normal metabolic cost [33, 43].
Several parameters have been studied to analyze how a prosthesis could be made as
energy-efficient as possible. It is known that energy expenditure correlates negatively with
length of the residual limb [33, 35, 39], so it is desired to keep as much of the healthy leg as
possible during surgery. Additionally, the weight and weight distribution of the prosthesis
have been studied [13, 39]. It was found that especially the weight distribution is important,
and that energy expenditure is lowest if most of the weight is located proximally [39]. The
weight does not influence the energy expenditure up to a certain level [13, 44–46], but a
weight as large as the original leg is undesired [13].
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One possible reason for the increase in metabolic cost is the step-to-step work at push-
off on the prosthetic side, which was found to be higher for persons with an amputation than
for healthy control [47]. Donelan et al. [48] found that when the stance leg switches, the
center of mass velocity should change direction. This velocity is changed most efficiently
when the trailing leg generates a push-off force, and more work is required when the hip
is used to generate the change in the velocity direction. However, after an amputation,
the push-off of the ankle is lost, so this hip strategy cannot be avoided by persons with an
amputation [47]
2.2.3 Health Issues in Gait of Persons with a Transtibial Amputation
Several health issues are more prevelant in persons with a transtibial amputation than
in healthy persons, such as osteoarthritis in the knee and hip, especially on the intact side,
osteopenia/porosis (loss of bone mineral density (BMD)) on the prosthesis side, and back
pain [49]. These health issues do not increase with activity level [49].
These health issues are suspected to be related to an uneven force distribution between
the two legs [15, 49]. When a prosthesis is fitted correctly, the forces in both legs are
similar [8, 49]. However, small changes can already be degenerative in the long term.
Therefore, a badly fitted prosthesis, which causes the forces to be uneven, is detrimental to
gait and activity level of patients [17, 49].
Osteoarthritis is the degeneration of the cartilage in the joint, which leads to pain,
decreased function, increased stiffness and a decreased ability to absorb shock [49]. The
incidence of osteoarthritis is larger on the intact side compared to healthy individuals [49,
50], but patients with a lower-leg amputation are at higher risk of developing osteoarthritis
in the hips of both legs [49, 50] and knee on the intact sides [49, 51]. In the intact knee,
the risk of developing osteoarthritis does not increase with body weight, but it does with
an increased force [49]. The increased force leads to a 45% greater BMD on the intact
side than on the prosthesis side [49, 52]. The chances of developing osteoarthritis in the
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hip is three times higher on the prosthesis side, and six times higher on the intact side than
healthy persons [49].
Osteopenia refers to a BMD of one to 2.5 times the standard devation below normal,
while osteoporosis refers to an even larger loss of BMD [49, 53]. People with reduced
BMD are at risk for bone fractures [49]. Several studies report an increased incidence of
osteoporosis on the prosthesis side [49, 50, 54]. Causes for the loss of BMD could be disuse
leading to decreased muscle mass, immobilization of the leg in the socket, lack of exercise,
or the decreased vertical loading on the prosthesis side [49, 50]
Back pain can be caused by a poor prosthesis fit, or alignment, an uneven leg-length,
an abnormal posture, the length of the stump, and due to the lack of fitness. However, since
many persons, healthy and disabled, report back pain at some time during their lives, it is
unclear exactly how much higher the risk of developing back pain is, since it is possible
that patients who report back pain would have also developed back pain if they had not lost
their leg [49].
2.3 Lower-leg prostheses
After a transtibial amputation, a person relies on a prosthesis to regain the ability to
walk. A prosthesis consists of several parts, the socket, the foot and ankle joint, and a con-
nector part. Patients with a transtibial amputation are mostly prescribed a patellar-tendon-
bearing (PTB) socket, which was designed in 1959 at the University of California [31].
This type of socket is created by casting the shape of the stump in plaster and molding
a plastic shell that fits around the stump exactly. Before the PTB socket was developed,
the socket was excavated from wood, or shaped from metal, which were skills that were
difficult to learn, or mold with leather, which would deform under load [55]
Prosthetic legs have three functions: they have to replace the functions of the leg for
several activities, they have to be comfortable to the wearer, and they have to look as much
as possible like a healthy leg [56]. Ideally, a prosthesis is designed that can restore all
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the function that is lost with the lower leg, but the main aim of the prosthesis is to regain
the ability to walk. For that, prosthetic legs have to provide stability and compensate for
the lost movement and muscle action to reduce the additional demands on especially the
proximal joints [31]. Depending on the cause of amputation, patients can have different
additional requirements for their prosthesis, and respond differently to different feet [57].
Current prostheses can be split up into two main categories: those that do not have
an external source of power, passive prostheses, and those that have some external source
of power, active prostheses. For slower speeds, the ankle dissipates energy, so passive
prostheses should be able to restore walking function. However, at higher speeds, larger
than 0.9-1.3 m/s, the ankle provides energy, and an active element would be required to
restore function [58, 59].
2.3.1 Passive Prosthesis
Passive prostheses can be split up into two types: ones that have a rigid ankle, or
conventional feet, and so-called energy storage and return (ESAR) prostheses. These use a
spring in the ankle to absorb energy during stance and subsequently release this energy to
aid push-off. This restores about half of the energy and peak power that is provided by the
muscles in a healthy ankle [9, 10, 25].
Conventional feet were designed to restore basic walking function. It is still recom-
mended to prescribe these feet to patients that walk slowly, often elderly patients with a
cardiovascular disease [60]. Two types are commonly prescribed to patients, the solid an-
kle cushioned heel (SACH) foot and the single axis foot [57]. Multiple axis feet, which
allow motion in the sagittal and transverse plane, are available as well [61].
A SACH foot has long been the industry standard foot with a rigid ankle [32, 57].
It consists of a rigid keel, a cushioning heel, and a covering of rubber that is shaped to
look like a healthy foot [61]. The cushioned heel allows for plantarflexion during heel
strike, while its flexibility is adjusted to best fit the patients’ need [61]. The rigid keel
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provides stability during mid-stance, but there is little dorsiflexion, or aid in push-off [57].
It is possible to manufacture a foot for several types of shoes, ranging from flat heeled to
high-heeled shoes [61]. This type of foot does not have a rotational axis, but it is able to
withstand transverse and frontal plane stress, which allows the patient to use it on uneven
terrain [61]. However, due to the lack of ankle axis, a large force is required to put the foot
flat on the ground during stance [61].
The single axis foot has been around for longest [61]. The single axis foot is a wooden
foot with a rotational joint at the ankle in the sagittal plane, that allows for a smaller than
normal range of motion. The movement is constrained using rubber bumpers, which can be
stiffer or more flexible depending on the walking patterns of the subject [57, 61]. It is also
possible to adjust the resting angle to allow the user to wear heels [61]. The rubber bumpers
allow the foot to touch the ground faster than the SACH foot, but the foot is heavier [57].
Also, the gap between the upper and lower part allows dirt to enter the prosthesis, which
limits its durability, the prosthesis can become noisy over time, and the range of motion is
not large enough to enable walking on slopes [61].
A comparison of electromyography (EMG) signals in patients wearing a SACH and a
single-axis foot did not show any differences on the intact side, but the hamstrings and vasti
were active longer on the prosthesis side, especially when wearing the SACH foot, likely
due to the lack of dorsiflexion [31].
Examples of multiple axis foot are the Greissinger multi-axis assembly and the Mauch
hydraulic ankle [61]. The advantage of these feet are that their range of motion is larger,
which allows for walking on more difficult surfaces. The Mauch foot is lightweight and has
an oil-filled chamber that can adapt automatically to different slopes, while the Greissinger
foot is heavy. However, patients will still prefer this type of foot over single-axis feet or
SACH feet on slopes or uneven terrains [61].
However, persons with an amputation desire to participate in sports, which increases
the demands on the prosthesis. The SACH foot is unable to return energy due to fatiguing
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of the materials [62]. Therefore, ESAR feet were developed. These prosthetic feet store
energy during stance and release this energy duing push-off [32, 57]. The first ESAR foot,
the Seattle foot, was developed in 1981 [57]. ESAR feet are made of some flexible material
in a shell of polyurethane [57]. The flexible material compresses during the stance phase,
when the ankle dorsiflexes. Then, the stored energy is released during push-off, when the
ankle dorsiflexes. See Versluys et al. [57] for an overview of existing ESAR feet.
ESAR feet have been developed further in recent years to improve their performance.
One problem with ESAR feet is that the spring stiffness at heel strike is high. This high
stiffness creates difficulty bending, which is different from the behavior of a normal ankle
joint. Therefore, a prosthesis was designed to have a similar loading response to a biolog-
ical ankle, which reduced metabolic cost of walking 4%-12% compared to regular ESAR
feet [63]. Another design used an active microprocessor controller to control the energy
storage and timing of the return. It was possible to store more energy, especially in 0%-
20% of the stance, which allowed the push-off power and work to be similar to the intact
leg. However, despite requiring less work on the center of mass, the metabolic cost did not
decrease, possible to some unknown gait compensation [64].
Differences between conventional and ESAR feet
ESAR feet can reduce the impact on the intact side and thus the first peak in the GRF,
while the knee flexion moment on the intact side increases [49]. The SACH foot tends to
put more force on the intact leg and increases knee flexion [65]. Rollover is more stable as
well for ESAR feet [49, 65]. It was found that compared to a conventional foot, an ESAR
foot will provide more power and work [14, 22] and yield a larger range of moment in the
prosthetic ankle [42, 65, 66] as well as a larger peak plantarflexion moment [42], a larger
peak ankle dorsiflexion moment [14, 32, 65] due to the increased range of motion [67], a
knee extension torque during stance instead of a flexion torque (though still smaller than
normal) [67], a smaller GRF peak on the intact side [15, 18, 42, 67], and a larger propulsive
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force on the prosthesis side [67].
However, there was no change in power output of the knee and hip on the prosthesis
side [22], the gait symmetry in peak GRFs [63] or stance and swing time [32], the self-
selected walking speed [14, 42, 65], EMG recordings with surface or needle electrodes [67],
and the metabolic cost [15, 32, 41, 42, 65, 68]. Snyder et al. [18] did find a different walking
speed between the SACH and Flex-foot, but not for four other feet that were tested. Torburn
et al. suggest that the lack of improvement of walking with an ESAR foot is because the
energy that is added by the foot is absorbed by the shank [32].
Several studies did find improvements of ESAR feet for these parameters in certain
cases. Casillas et al. [60] found that metabolic cost of walking did decrease, especially
at higher velocities, for traumatic amputees who used the Proteor foot in level, uphill and
downhill walking. Nielsen et al. [34] found a decrease in energy expenditure at greater
velocities. Colborne et al. [69] found that children (mean age 13 year old) expended less
energy with an ESAR foot than with a conventional foot. Hsu et al. [70] found lower en-
ergy expenditure, but this prosthesis had a shock absorbing pylon in addition to the energy
storage and return capability. Therefore, despite no overall advantage, an ESAR foot might
be advantageous for a subgroup of patients [67]
Several parameters have also been studied without a consistent result. For example,
several studies found a larger second peak in the vertical GRF with an ESAR foot, due to
the larger energy release by the prosthesis, while other studies were not able to confirm this
result [71]. Also, the increased ankle range of motion, and peak dorsiflexion angle that is
reported in many studies could be due to the design of the SACH foot, which is usually
used as the conventional foot. The SACH foot does not have an axis at the ankle, which
limits movement but increases stability [41, 71]. A conventional foot with an axis at the
ankle does allow for a larger range of motion [71]. However, the increased stability might
be beneficial for patients who suffer from neuropathy due to diabetes [60, 71].
Despite the small objective benefit of ESAR feet over conventional feet, patients, clin-
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icians, and prosthetist all prefer ESAR feet [32, 67, 71]. Many subjective studies found
that patients prefer a ESAR foot, especially at higher velocities [34], because of a per-
cieved higher walking velocity [32], while the cosmetics are important as well [32]. Pa-
tients report similar or higher gait quality, stability, as well as similar or less pain and skin
problems [72, 73], and larger ankle motion [73]. Additionally, activities other than level
walking, such as walking up and down the stairs, up and down a slope, on uneven ground,
and jogging and dancing are easier with an ESAR prosthesis [67, 72, 74, 75]. One study
did find a potential problem walking downstairs [72].
However, in a literature review, Hafner et al. [67] found little objective support for
the perceived improvements. There is overall no significant increase in self-selected walk-
ing speed, though there is a trend of a higher velocity when walking with an ESAR foot.
However, the difference is not clinically significant, meaning that the normal day-to-day
variation in walking speed is larger than the reported increase. Similarly, despite a small
difference in cadence, this was not clinically significant. However, a trend of increased
stride length was clinically significant. This increase is caused by the increased flexibil-
ity of the prosthesis, which increased the step length on the sound side, and reduced gait
asymmetry [67].
Hafner et al. [67] summarized that the changes between the conventional feet and
ESAR feet are due to the flexible keel in the ESAR foot. This allows for more ankle
motion, which increases the peak plantarflexion moment and decreases the vertical motion
of the center of mass. This could explain the lower vertical GRF and the increased step
length, which also increases the gait symmetry.
It should be noted that ESAR feet were designed to increase performance in different
situations, such as walking on sloped or uneven terrain, or with varying speeds [36], while
gait studies often focus on level walking on even terrain. As said before, subjective studies
have shown that users report that other activities than walking are easier with an ESAR
feet, but little evidence collaborates these findings [67]. For example, Perry and Shanfield
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[42] did not find an advantage in using an ESAR for stair climbing.
Different prostheses are advised to different subgroups of patients. For example, Barth
et al. advise that the SACH foot is used by patients who require stability in late stance,
that the S.A.F.E. II foot is prescribed to patients who are more active, the Seattle Lightfoot
to patients with average activity level, and the Quantum or Carbon Copy II feet should be
prescribed to patients who require protection of the sound limb [41]. Casillas et al. [60]
advice a conventional, or SACH foot, for elderly patients with a slow walk, while and
ESAR foot is more appropriate for patients who are active and walk fast.
2.3.2 Active Prosthesis
Active power is required to restore the function of the healthy ankle to provide 80% of
the power in a gait cycle, while allowing for a similar to normal range of motion and joint
moment [10]. An active ankle prosthesis with a motor that can give the same power as a
healthy ankle would be too heavy and require a large battery [76–79]. Elastic elements
can help reduce the power and energy requirements of the motor, and thus reduce the
weight of the prosthesis [76, 79]. It also allows for energy regeneration by storing energy
in springs [79].
Two active prosthetic ankles were developed based on pneumatic actuation. Klute et al.
[80] built a prosthesis that was designed as an artificial muscle with a contractile element,
damping element and tendon. The contractile element was powered by two parallel pneu-
matic actuators to generate close to the desired force. This was the first prosthesis that gen-
erated positive work, but it was not developed further or tested on a subject. Versluys et al.
[81, 82] also developed an active prosthesis based on pneumatic artificial muscles. This
prosthesis requires a separate actuator for plantarflexion and dorsiflexion of the ankle [82].
The pneumatic actuators that were used have a favorable power-to-weight ratio for prosthe-
sis applications [81]. The required push-off ankle torque was generated for two different
speeds, using a tethered power source and a time-based feedforward controller [82].
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Several prostheses have been developed using motors for actuation. The BiOM foot
was the first commercially available foot that was active during stance [78]. It could power
level walking and stair walking. Activating the Tibialis Anterior or Gastrocnemius enabled
the user to switch between different controllers [78]. Hitt et al. [79] designed a prosthesis
that could achieve a power amplification of 3.7, allowing for a smaller motor, while still
providing power and movement similar to a healthy ankle. LaPre et al. proposed an ac-
tive prosthesis that aligns the GRF with the tibia. This approach significantly reduced the
sagittal plane moment that is present at the socket and stresses the skin of the residual limb,
which could be painful and damage tissue [83]. Grimmer et al. developed another active
prosthesis for both walking and running, and was able to match torque and movement of a
healthy ankle up to 2.6 m/s, but was only tested on healthy individuals [76].
Several studies have compared active feet to passive feet, mostly using the BiOM foot.
Gardinier et al. [84] found no significant difference in energy expenditure between the
BiOM and a passive prosthesis. A prosthetist fitted the BiOM foot to each participant,
but they had little time to adapt to the new foot. Participants who had more experience
with the BiOM, or who were more active, benefitted more from the foot [84]. Herr and
Grabowski compared the BiOM foot to a passive foot on five different walking speeds.
The metabolic cost was lower with the BiOM foot for all but the lowest speed. Also,
the preferred velocity was higher when participants wore the BiOM foot. The decrease
in metabolic cost corresponded to the decrease in human work [7]. Mancinelli et al. also
found a decrease in energy expenditure and an increase in power provided by the ankle
when using the BiOM instead of a traditional passive-elastic prosthesis [85]. Quesada et al.
[86] compared seven work conditions using a tethered active prosthesis. They found that
despite a decrease in human work with an increase in prosthesis work, the metabolic rate
was not affected.
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2.4 Human Modeling Studies
The previous sections have mentioned many variables that are used in gait analysis.
Some, such as energy expenditure or GRFs, can be measured, while many others, such as
joint angles, moments, and muscle forces, cannot be measured. These can be calculated
using a musculoskeletal model of the human. A musculoskeletal model describes the mus-
cles, the skeletal geometry, and connections between bones (the joints) and between bones
and muscles.
Several software packages can be used to develop a musculoskeletal model. Packages
like OpenSim [87], SIMM/Dynamics Pipeline (Motion Analysis, Santa Rosa, CA, USA),
or Anybody (AnyBody Technology A/S, Aalborg, Denmark) provide a complete rigid body
model for the skeletal structure, and have muscle dynamics built in. One could also use a
multibody dynamics package, such as MSC ADAMS (MSC Software, Santa Ana, CA,
USA), or Autolev (OnLine Dynamics, Inc., Sunnyvale, CA, USA) to construct the multi-
body dynamics model and create the muscle models separately. Finally, one could derive
both the multibody and muscle model in any coding language by hand.
Human modeling studies are performed for multiple reasons. Models can be used to
calculate parameters that cannot be measured at all, or only using invasive techniques.
Other than that, models can be used to create simulations of human movements. The main
goals for these simulations are to analyze the effect of an intervention such as a prosthesis
or an ankle-foot orthosis, or to explain human movement. An overview is given on studies
of these types, limited to studies about walking or running.
2.4.1 Studying Parameters that cannot be Measured
Some gait variables cannot be measured, or can only be measured by surgically im-
planting a measurement device, which is undesired. Several muscles, for example the
Iliacus and the Psoas muscle, are located deeper in the body and therefore their activity
cannot be measured using a surface EMG sensor. Also, knee reaction forces can be very
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helpful to understand osteoarthritis and find methods of prevent this from occurring. In-
vasive methods can be used to record both: deep muscles can be measured with needle
EMG sensors, and knee reaction forces can be measured after a full knee replacement with
a sensing device. However, it is desired to develop methods to find these variables without
requiring an invasive technique.
In non-invasive gait analysis, the measured variables are marker trajectories, GRFs,
and possibly surface EMG and pulmonary gas exchange data. All other variables are esti-
mated using these measurements. Joint angles can be determined with inverse kinematics
(e.g., [87]) and joint moments can be determined using inverse dynamics (e.g. Winter’s
method [5]). The muscle forces can then be determined by solving a static optimiza-
tion problem, forward dynamics to match the experimental data, using an EMG-driven
approach [88], using computed muscle control (CMC) [87], or by solving a dynamic opti-
mization problem that takes into account muscle dynamics [89], after which other variables,
such as the knee reaction forces, can be determined. It is also possible to do these last two
steps simultaneously using a more complex model of the knee [90, 91].
Studies in this field are mostly for clinical applications. For example, a good estimate
of the reaction forces in the knee can help clinicians diagnose musculoskeletal and nervous
system disorders and prescribe effective treatments [90]. Currently, the treatment decision
is made on a subjective basis, and a patient could get a different treatment depending on
what doctor they visit [92]. Musculoskeletal models will enable clinicians to explore treat-
ment options before subscription and help them make a more informed decision [92]. Other
applications are analysis of crouch gait in children with cerebral palsy [93, 94].
However, models are currently not accurate enough for clinical purposes. Therefore,
many studies aim to improve predictions of knee reaction forces of musculoskeletal mod-
els. A grand challenge was created to predict a data set in-vivo knee reaction force mea-
surements as accurately as possible [92]. Research for this challenge focuses on person-
alization of models [95, 96], since currently models are general, and locations of muscle
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attachments to the bone, joint centers, and other anatomical landmards are usually based
on specimens [97], and on improvement of the methods, for example to find muscle forces
and knee forces simultaneously [90, 91].
2.4.2 Analysis of Intervention
A second application of human models is to predict the effect of an intervention, such
as a prosthesis or an orthosis, on gait. Then, the goal is to find a simulation of the desired
movement with and without the intervention. These simulations are compared to find the
effect of the intervention.
An example of an intervention is an ankle-foot orthosis (AFO). These are prescribed
to persons who have lost muscle strength in their lower legs, for example after a stroke.
However, it is unknown what stiffness, or range of stiffnesses, is optimal. Therefore, this
study found gaits for a simple planar walking model with propulsion at the hip, with a
varying stiffness at the ankle to simulate the AFO. It was found that there was a stiffness
with optimal push-off timing [98].
Analysis of interventions are important for sports science, for example to study the
effect of a newly developed piece of training equipment. Van den Bogert et al. [99] studied
the effect of an added mass to the thigh, knee, shank, and foot. For every 100 g that was
added to the foot, the energy cost of the running simulation increased 0.73%. The added
mass mostly effected the peak force in the Hamstrings and Rectus Femoris, meaning that
these muscles are trained when mass is added to the limbs while running [99].
Another intervention study analyzed if gait training could help reduce the risk of de-
veloping osteoarthritis by reducing the peak knee contact force. This study used a sagittal
plane model with 11 degrees of freedom and nine muscles in each leg. Predictive simula-
tions were solved for several objectives, such as minimal cost of transport, or minimal peak
knee contact force. It was shown that with an increase in cost of transport of 11-14%, the
peak knee contact force could be reduced 12-25% [100].
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Millard et al. [101] analyzed if an exoskeleton could reduce the risk of lower back in-
jury in a bend-grip-lift motion. The human, a box that was lifted, and the exoskeleton were
modeled separately. Simulations were generated by solving an optimal control problem
that minimized effort, the squared muscle activation. These simulations showed that the
exoskeleton was able to decrease the peak lumbar joint moments, while the motion was
performed faster. It was also found that different objectives yielded solutions where the ex-
oskeleton was used in different ways, to support the wearer or to increase the strength [101].
2.4.3 Explaining Human Movement
Finally, human models can be used to explain human movement. People move in
a way that is optimal towards a certain objective [102], however the exact objective is
still unknown. Therefore, the goal of many studies is to find this objective, and explain
healthy or impaired human gait by proposing a specific objective or comparing some. These
simulations are created without using any data, but the result will be compared to behaviors
that are seen in practice.
The earliest studies towards this goal handled the accuracy of the musculoskeletal
model. Due to small computer power, much work was done to develop accurate mod-
els that were simple enough for the available computers. For example, it was shown that
a model of a muscle should include the tendon to provide accurate predictions of muscle
force [103].
A major milestone was reached by Anderson and Pandy [104], who created the first
walking simulation that only minimized an objective related to energy expenditure, mean-
ing that no data was used. After 10000 CPU hours of optimization a solution was found
that resembled human walking reasonably well, since the joint angles were within one stan-
dard deviation of experimental data for most of the gait cycle, while the largest discrepancy
was seen in the pelvis. Also, the pattern of the GRFs was normal, and so were the mus-
cle excitation patterns. However, the solution was not periodic, and the metabolic energy
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consumption was a lot higher than in normal human walking [104]. This paper does not
mention the initial guess that was used in the optimization algorithm, while the choice of
initial guess could influence the final solution significantly.
Later work also aimed to find a realistic walking or running motion by trying different
objectives. For example, Ackermann and Van den Bogert found that a fatigue-like objec-
tive, related to a higher power of the muscle activation, predicts walking more accurately
than an energy-like objective, which is related to activation linearly, as well as to the mus-
cle volume [105]. Miller et al. applied different objectives, minimizing cost of transport,
muscle activations, or muscle stress to find a running simulation. It was found that the cost
of transport was lowest when cost of transport was minimized, but that the value of cost of
transport was more realistic when the muscle activations were minimized. This objective
also yielded a more realistic gait [106].
Mombaur and Clever aimed to find the true objective of human walking. They used
a two-level optimization approach. In the high level optimization, the weights of several
objectives, like minimal torque, head stability, step length, and step frequency, were opti-
mized to minimize a tracking error between the simulation and recorded data, whereas on
the lower level a simulation was found that minimized the weighted sum of those objec-
tives. This was applied to data of six subjects. Different optimal weights were found for
each, but there was a large correlation between them. The multi-objective functions that
were found could then be applied to trajectory optimization in robots [107].
This type of research can also be useful to understand how humans might move in
different environments. For example, Ackermann and Van den Bogert found that in an
environment with low gravity, such as the moon, a skipping gait is optimal with respect to
effort and fatigue objectives [108]. Song and Geyer showed that energy cost of walking
increases for elderly persons mainly due loss of muscle strength and mass. Using simula-
tions, they could individually simulate different adaptations that are seen in elderly persons
and investigate the effect of specific adaptations [109].
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2.4.4 Predictive Simulations
The last two applications use so-called predictive gait simulations, which are simula-
tions that predict a gait cycle. Since humans minimize some energy-related objective in
gait, a trajectory optimization problem can be solved to find a prediction of human gait.
This requires a model of the human and a representation for energy expenditure.
Predictive simulations should not use any data when the aim is to explain human mo-
tion. However, when an application is analyzed, walking data is sometimes tracked to
ensure that a realistic gait cycle is found. If data is tracked of a different condition (for
example normal data in case of an impaired gait), the simulation is still called a predictive
simulation. If data is tracked of the same motion that is performed in the simulation, the
simulation is called a tracking simulation. The relative weight that is placed on effort ver-
sus tracking of data also defines the predictive quality of the simulation. Walking data that
is tracked could include joint angles, joint moments, GRFs, and gait cycle duration, among
others.
Model dimensioning is an important aspect of the study. If a tracking simulation is
created, the model can be scaled to the height and weight of the person for which the data
was taken. However, in case the study is predictive, there is no model for scaling purposes.
The state-of-the-art approach for predictive simulations is to solve the predictive simulation
for one person [99, 110–112]. However, recently predictive studies have used a number of
so-called ‘virtual subjects’ [38], where the height and weight of the model are drawn from
a distribution and simulations are solved for each ‘virtual subject’. Then, it is possible to
perform statistical analysis and generalize the results to a broader population.
Simulation Studies of Gait of Persons with a Transtibial Amputation
Simulation studies have also been used to study TTA gait. This has been done both
to analyze the intervention, or the prosthesis [113, 114], or to explain the movement [38].
These studies have all used a two-dimensional sagittal plane musculoskeletal model.
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Fey et al. [113] studied the effect of different prostheses’ stiffness. They recorded data
for a nominal stiffness variables, and used simulated annealing to find simulations of TTA
gait with different stiffness parameters. Their objectives were to minimize metabolic cost,
knee force or an equally weighted sum of both. They found that when the toe and midfoot
were stiffened, and the ankle and heel were made less stiff, it was possible to offload the
Vasti muscle on the intact side, which would reduce the force in the knee, and thus the
chance of developing osteoarthritis.
Handford and Srinivasan [114] solved predictive simulations using an objective of min-
imizing a combination of human metabolic cost and prosthesis power. They created a
Pareto front (a set of optimal solutions) by varying the weighting between the objectives
of human and prosthesis power. They found that it should be possible to walk with less
metabolic cost than healthy individuals when sufficient power is provided by the prosthesis.
Also, they found that an asymmetric TTA gait was more energy efficient than a symmetric
gait.
Esposito and Miller [38] used predictive simulations to study why young and fit persons
with a transtibial amputation do not expend more energy than healthy individuals. They
solved predictive simulations of normal gait and TTA gait, with 0%, 10%, 20%, and 30%
loss of muscle strength. The objective was to minimize a tracking error with normal data
and metabolic cost for 25 virtual subjects. With a passive prosthesis, the metabolic cost
was similar in normal gait and TTA gait in case of 0% loss of muscle strength. For an
active prosthesis, it was possible to have similar metabolic cost up to 20% loss of muscle
strength.
2.5 Trajectory Optimization
Predictive gait simulations are found by solving a trajectory optimization problem.
Trajectory optimization is used in aerospace, robotics and other fields to find the control in-
puts that perform a task optimally with respect to some performance criteria. For example,
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the procedure to change lanes on a highway could be optimized. A trajectory optimization
problem could be defined to find the steering wheel angles that minimize the fuel consump-
tion, or to finish the maneuver as fast as possible, for example. Using the steering wheel
angles, the car follows a path of positions and velocities to switch lanes.
Dynamics and boundary conditions are important in trajectory optimization. The dy-
namics define how the system moves as a function of the state, and the boundary conditions
define the start and end of the trajectory. Control inputs operate the system. Many accept-
able control inputs exists that will move the system from the start to the end of the trajec-
tory. A specific trajectory is preferred based on the performance criterion. The objective
function defines this criterion [115].
An optimization problem is solved to find the preferred trajectory. An optimization
problem can be described using optimization variables, an objective, bounds and con-
straints. The objective defines the performance criteria that decides which trajectory is
best. The optimization variables are the variables that are altered to optimize the perfor-
mance criteria. Bounds define the search space of the optimization variables. Constraints
are similar to bounds, but placed on a function of the optimization variables, instead of the
optimization variables themselves [116].
The objective can consist of two parts, the Lagrange term, which is integrated over the
full trajectory, and the Mayer term, which is only present at the boundary conditions (the
start and/or end point) [115]. The optimization variables are the control inputs, u(t), and
possibly the initial state, x(0) and some other parameters p. Bounds can be used to limit the
control input, and also to place limits on the start and end position. The constraints are the
dynamics, since the system has to move according to the laws of physics, and optionally
boundary constraints to define the start and end of the trajectory and path constraints, if for
example a certain location should be visited somewhere in the trajectory [115, 116].
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An optimization problem is described mathematically as follows:
minimize
x(t),u(t),p
J(x(t), u(t), p) (2.1)
Subject to: x˙(t) = f(x(t), u(t), p) 0 ≤ t ≤ T (2.2)
g(x(tk), u(tk), p) = 0 ∀ k ∈ 1, . . . , Ng (2.3)
clow(x)(t) ≤ x(t) ≤ cupp(x)(t) 0 ≤ t ≤ T (2.4)
clow(u)(t) ≤ u(t) ≤ cupp(u)(t) 0 ≤ t ≤ T (2.5)
clow(p) ≤ p ≤ cupp(p) (2.6)
(2.7)
where Ng denotes the number of boundary and path constraints. Equation 2.1 denotes the
objective, equation 2.2 denote the dynamics constraints at all time points, equation 2.3
denote the boundary constraints, and equations 2.4, 2.5 and 2.6 denote the bounds c on the
state, input and parameters p, respectively. x(t) and u(t) denote the state and input at time
t, respectively [116].
When a predictive gait simulation is solved in this dissertation, the system is a model
of the human, and the dynamics describe how the different parts of the human interact
with each other and the environment. The control inputs are torques if the model does not
have muscles, or muscle stimulations if a musculoskeletal model is used. The objective is
usually related to energy expenditure or muscular effort, and consists only of a Lagrange
term. The optimization parameters are the human control inputs, and possibly some other
parameters. These can be related to a prosthesis, for example. Dynamics constraints are
derived from the model dynamics, and boundary constraints are used to ensure periodicity.
Path constraints are not used.
The objective can be described as follows when only a Lagrange term is used:
J(x(t), u(t), p) =
1
T
∫ t=T
t=0
c(x(t), u(t), p)dt (2.8)
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where c(x(t), u(t), p) is a function that is evaluated at each time point.
2.5.1 Solution Methods
Three methods exist to solve trajectory optimization problems: dynamic programming,
indirect methods, and direct methods. In dynamic programming, the Hamilton-Jacobi-
Bellman equations are solved for the complete state space, which requires significant com-
putational effort. A direct method analyzes the objective function itself to find the opti-
mum, while an indirect method aims to find the optimum by looking at the derivative of the
objective, and finds the optimum by setting the derivative equal to zero [116].
Indirect methods require the user to derive the Hamiltonian and its derivatives with
respect to the states and inputs. This is time-consuming and would have to be redone
for every problem that is solved. Also, it requires the user to estimate certain variables
that are present in the optimization problem. However, these are not related to physical
quantities, so this is very difficult. Some of these variables can also be ill-conditioned and
very sensitive, which makes it very hard to solve the problem [116].
Therefore, a direct approach is used in this dissertation. Direct methods can be solved
in three ways, using shooting, multiple shooting, and direct collocation. Shooting means
that the trajectory is simulated from an initial point using the controls that are being opti-
mized. In multiple shooting, a simulation is made separately for several parts of the trajec-
tory, with constraints between the parts. Direct collocation does not use a forward simula-
tion, but splits the trajectory into a number of collocation points, or time nodes, and replaces
the differential equation that represents the dynamics with dynamics constraints [116]. All
these methods are solved iteratively, where each iteration the optimization variables are
updated until the objective cannot be improved any further.
In shooting, the optimization variables are the initial state, x(0) and the control trajec-
tories, u(t), 0 ≤ t ≤ T . During every iteration, the complete trajectory is simulated from
the initial state, using the controls. This approach can be solved using gradient-based and
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gradient-free algorithms. Gradient-based algorithms can handle constraints, but require the
gradient of the objective, and the constraints. These can be found using finite difference
method, but this requires an additional simulation of the full trajectory for each unknown.
Gradient-free algorithms require constraints to be converted to a penalty in the objective.
This method also requires many forward simulations, which is time-consuming [117]. For
human gait, 10000 CPU hours were required to solve the predictive simulation [104]. A
data driven initial guess could alleviate these issues [111]. However, this can affect the final
solution. For example, Lin and Pandy found a predictive simulation that differed only very
slightly from their initial guess [118], meaning that the optimization likely ended in a local
optimum.
Another disadvantage of shooting is that the control input at the beginning of the tra-
jectory has a much larger influence on the objective than a control input near the end of the
trajectory. This creates numerical difficulties [117, 119]. This problem also makes it hard
to find a periodic gait cycle [104]
Additionally, when constraints are converted to a penalty function, it is possible that
an optimal solution is found without meeting the constraints, for example if the derivative
of the objective is zero while the penalty function is nonzero. Also, the penalty functions
will often conflict with the objective. Then, several optimal solution exists depending on
the weighting of the different objectives. Therefore, a balance should be found manually
between minimizing the objective and ensuring that penalty function is sufficiently close to
zero.
Finally, by reducing the number of optimization variables, the problem becomes easier
to solve and fewer simulations will have to be solved. Therefore, usually a small number
of variables is used to find the muscle input. For example, Miller and his coworkers use
only four [100, 111] or six [112] parameters per muscle to define the muscle excitations.
Silverman and Neptune also use six [120], while Anderson and Pandy used 15 [104].
Multiple shooting is similar to shooting, except the simulations are performed over
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parts of the trajectory. Constraints ensure that the final state of one part matches the ini-
tial state of the next part. This decreases the nonlinearity of the relationship between the
optimization variables and the constraints and objective, and reduces the influence of the
beginning of the trajectory on the objective. It also increases the number of optimization
variables, since the unknowns are now the initial state of each part, as well as the controls,
and the number of constraints. However, the Jacobian of the constraints will be sparse,
meaning that most elements of the matrix are equal to zero, which increases efficiency of
solving. Still, a numerical method (finite differences) is required to determine the dertiva-
tives of the objective and the constraints [116].
Direct collocation does not use forward simulation. Instead, the trajectory is split up
into collocation points and constraints are defined between each two consecutive colloca-
tion points. These constraints ensure that the state and input at a collocation point yield the
state at the next collocation point. The optimization variables are the states and inputs of
each collocation point. The constraint Jacobian of the dynamics constraints can be derived
analytically. A larger number of collocation points is required to get an accurate result,
which creates a problem with a large number of variables and constraints. However, also
in this case the constraint Jacobian will be sparse, and solvers can take advantage of that.
In this dissertation, direct collocation is used to solve trajectory optimization problems.
The trajectory is discretized into N collocation points and the optimization is performed
over the states and inputs of all the collocation points,X = [x(1), u(1), . . . , x(N), u(N), p].
The integral of the objective in equation 2.8 is replaced by a sum over the collocation points,
and divided by N instead of T . The dynamics constraints are applied to each collocation
point i, which ensures that the state and input of one collocation point yield the state of
the next collocation point. The task constraints remain the same, but will be applied to the
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collocation point j at the time th [116]. This yields the following optimization problem:
minimize
X
J([x(1), u(1), . . . , x(N), u(N), p]) =
1
N
N∑
i=1
c(x(i), u(i), p) (2.9)
Subject to: x˙(i) = f(x(i), u(i), p) ∀ i ∈ 1, . . . , N (2.10)
g(x(j), u(j), p) = 0 ∀ j ∈ 1, . . . , Ng (2.11)
clow(x)(i) ≤ x(i) ≤ cupp(x)(i) ∀ i ∈ 1, . . . , N (2.12)
clow(u)(i) ≤ u(i) ≤ cupp(u)(i) ∀ i ∈ 1, . . . , N (2.13)
clow(p) ≤ p ≤ cupp(p) (2.14)
(2.15)
Many discretization methods can be used to approximate the dynamics, such as mid-
point Euler, a trapezoidal method, or a Runge-Kutta method (see Betts [116]). In this
dissertation, backward Euler (BE) is used. This is an implicit method that uses the state of
the next time point to determine the state derivative x˙ of the current time point [116]:
x˙(i) =
x(i+ 1)− x(i)
h
= f (x(i+ 1), u(i+ 1)) (2.16)
where h denotes the time step. Note that an extra collocation point N + 1 was added to
calculate the dynamics at the last collocation point. This discretization method improves
the stability of the system because it adds numerical damping, which removes some energy
from the system.
This problem yields a large-scale nonlinear optimization problem with a finite (but
large) number of optimization variables, the objective (equation 2.9), and a finite num-
ber of constraints (equation 2.10 and equation 2.11). Such a problem can be solved with
a gradient-based algorithm. Many solvers exists, such as SNOPT [121], IPOPT [122],
GPOPS [123], WORHP [124] and several options within the MATLAB function fmincon
(Mathworks, Natick, MA, USA).
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IPOPT is used throughout this dissertation, since it is freely available, and a compiled
version is available for use in MATLAB. Version 3.11.0 is used, since this version produces
reproduceable results. Newer and faster versions exist, which take advantage of parallel
computing. However, due to numerical differences resulting from parallel computing, the
results were not always reproduceable.
Regularization
In chapter IV and chapter V regularization is used to aid the algorithm. This objective
will favor solutions with smaller first derivatives, which are usually smoother. Smoother
trajectories are more realistic for human gait. Then, an objective is added to minimize the
integral of the squared first derivative of the trajectory:
Jreg(x, u) =
WregN
Nst +Ncon
N∑
i=1
(
Nst∑
s=1
(xs(i+ 1)− xs(i))2 +
Ncon∑
c=1
(uc(i+ 1)− uc(i))2
)
(2.17)
where Wreg is the weight of the regularization term, Nst the number of states, Ncon the
number of controls. The regularization weight is chosen such that the objective Jreg is
much smaller than the other objectives.
2.6 Human Model
Figure 5 shows the human model that is used throughout this dissertation. It was de-
veloped by Van den Bogert et al. [99]. It has seven segments: the trunk, which includes the
head and the arms, and for each leg a thigh, shank and foot. All segments are connected us-
ing frictionless hinge joints, so there are nine degrees of freedom. Dimensions and inertial
properties are taken from Winter [5]. The following generalized coordinates, q, are used to
define the orientation of the model: the position and orientation of the trunk, and the hip
angle, knee angle, and ankle angle in both legs. The ground is defined to have zero height.
Figure 6 shows the hierarchical structure of the model, which is used to find the dynam-
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Figure 5: Human musculoskeletal model that is used in this dissertation.
ics equations. The orientation of each segment is described relative to its parent segment,
which is shown higher in the tree, using the degree of freedom between the two segments.
For example, the location of the left shank will be described relative to the left thigh using
the knee angle. Using the hierarchy, the locations and velocities, v, of all segments can
then be described as a function of the generalized coordinates only. Van den Bogert et al.
[99] derived the dynamics equations with Autolev in the following form:
M(q(t))v˙(t) + C(q(t), v(t))v(t) +G(q(t)) = τ(t) + Jc(t)
TFc(t) + Tpas(t) (2.18)
where M(q) was the mass matrix, C(q, v) contained the Coriolis forces, G(q) the gravity
forces, JTc Fc the ground reaction forces, Tpas the passive joint torques, and τ was a vector of
generalized forces. This system is second order, meaning that the acceleration is required
to find the behavior of the system. This system is converted to a first order system with
state x(t) = [q(t) v(t)]T , where q = [xt yt θt θhr θkr θar θhl θkl θal]T , and with state
derivative x˙(t) = [q˙(t) v˙(t)]T . The first three elements of the generalized force vector, τ ,
are zero since these degrees of freedom were unactuated. The other six are provided by a
torque controller or by the muscles shown in figure 5.
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Figure 6: Hierarchical structure of the human model that is used to find the dynamics equations.
Eight muscles were modeled in each leg: the Rectus Femoris and Hamstrings were
biarticular muscles between the hip and knee, and the Gastrocnemius between the knee
and ankle (see figure 5). The Iliopsoas and Gluteals operated the hip, while the Vasti
operated the knee. The Soleus and Tibialis Anterior operated the ankle. These muscles
were modeled as three element Hill-type muscles with quadratic springs for the parallel
and series elastic element. The contractile element had activation dynamics, a force-length
relationship, and a force-velocity relationship [99]. The following section will introduce
how these are modeled.
2.6.1 Three Element Hill-Type Muscle Model
Skeletal muscles create motion in humans and animals. A muscle consists of bundles
of muscle fibers. Each fiber contains sarcoplasm, which contains sarcomeres, the basic
contractile unit. Sarcomeres consist of actin and myosin filaments. Crossbridges can be
created between these two filaments, which creates movement when shortening the mus-
cle or a force when the movement is restricted. The creation of crossbridges is normally
prevented by unbound troponin. An electrical neural stimulation creates a series of bio-
chemical processes that allow calcium ions to enter the sarcoplasm and bind to troponin to
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allow the creation of crossbridges [125].
This process is complex and therefore requires an elaborate description. A less complex
model can be created by observing input and output data, without describing the processes
inside the muscle exactly. Such a model is called a phenomenological model. The Hill-
type muscle model is a phenomenological model that describes most features of muscle
mechanics [126]. There are three possible inputs to a Hill-type muscle, the activation state,
the muscle length and the muscle force. The model was created by using two of these three
as input. Activation usually was one of those. One of the inputs would be held constant,
while the other was varied. Then, the third, either length or force, was measured during an
experiment [126].
Early experiments led to the belief that the muscle could be modeled as a damped
spring, or spring-like element, in series with an undamped spring [126]. In these exper-
iments, a maximal force was applied at constant length. Then, the activation state was
changed suddenly, such that the force changes. The presence of the undamped spring was
shown by an instantaneous change in length following the release of the force in the mus-
cle. The damped element was shown by a change in muscle length with a constant speed
after the instanteneous response. Further work determined that the damping component
was nonlinear. Katz [127] found that a spring should also be modeled in parallel with the
spring-like, damped element [125].
Figure 7 shows a three element Hill-type muscle. It consists of a parallel elastic ele-
ment (PEE), a series elastic element (SEE) and the contractile element (CE). The SEE is
a nonlinear spring that represents the tendon and aponeurosis that connects the muscle to
the bone. The PEE is a nonlinear spring and represents the connective tissue that is in-
side the muscle and surrounds it.The CE is the element that represents the actual muscle
fibers [126]. It determines the force in these fibers as a function of the activation state, a
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Figure 7: Schematic of a Hill-type muscle consisting of a parallel elastic element (PEE), series
elastic element (SEE) and contractile element (CE).
and the muscle fiber length, lCE and velocity, vCE:
FCE = af(lCE)g(vCE)FISO (2.19)
where FISO is the maximum force that can be generated by the muscle at zero velocity and
optimal muscle fiber length, also called the maximum isometric force.
Figure 8a shows a typical force-length relationship of a muscle. There is an optimal
length, at which the maximum isometric force is generated, which is very close to the
resting length. Force is generated between around 0.5 and 1.5 times this optimal length.
The following equation will be used to model this relationship:
f(lCE) = exp
(
−
(
lCE − lCE(OPT )
WlCE(OPT )
)2)
(2.20)
where lCE(OPT ) denotes the optimal fiber length. W is a width parameter that is different
for each muscle, as given in [128].
Figure 8b shows a typical force-velocity relationship of a muscle. A larger force can
be generated during lengthening, up to 1.5 times the isometric maximum force. The force
decreases to zero when the muscle is shortened. This relationship is constructed using two
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Figure 8: Typical force-length (a) and force-velocity (b) relationships of the CE. The force is nor-
malized to maximum isometric force.
curves, one for lengthening velocities and one for shortening velocities:
g(vCE) =

vCE(max)+vCE
vCE(max)−vCE/A + βvCE if vCE ≤ 0
gmaxvCE+c3
vCE+c3
+ βvCE if vCE > 0
(2.21)
where vCE(max) denotes the maximum shortening velocity, equal to 10 times the optimal
fiber length and gmax = 1.5 denotes the maximum force that can be generated. A is
the Hill curve parameter, equal to 0.25. βvCE is a small damping term to ensure that
the derivative of the force with respect to the fiber velocity is never zero, where β =
0.001 FISOs/lCE(OPT ). c3 is a constant that is chosen such that the derivative of g(vCE) is
continuous:
c3 =
vCE(max)A(gmax − 1)
A+ 1
(2.22)
Finally, the muscle force in the CE is also dependent on the activation state. This state
is related to the amount of calcium that is bound to troponin. This changes when the muscle
is stimulated and thereby regulates the attachment of crossbridges between the actin and
myosin filaments and thus the muscle force [126]. Bahler [129] found that the dynamics
of the activation state could be modeled as a first order process, with a time constant for
activation and for deactivation. In this work, the equation presented by He et al. [130] is
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used:
a˙ = (u− a)(c1u+ c2) (2.23)
where u denotes the neural stimulation, and c1 = 3.3 s−1 and c2 = 16.7 s−1 are rate
constants, corresponding with time constants of 50 ms for activation and 60 ms for deacti-
vation [131].
The force in the PEE and SEE is found based on the model presented by McLean et al.
[132]. The following equation is used:
F (l) =
 k1(l − lslack) if l ≤ lslackk1(l − lslack) + k2(l − lslack)2 if l > lslack (2.24)
where l denotes the length of the element and lslack the slack length. k1 and k2 are stiffness
constants. k1 represents a small linear stiffness, which was added in this version to ensure
that the force is never zero, which aids the optimization. It is equal to 0.01 FISO/m. k2 is
equal to the following:
k2(PEE) =
FISOkPEE
l2CE(OPT )
(2.25)
k2(SEE) =
FISO
(umaxlCE(OPT ))2
(2.26)
where kPEE = 1 and umax = 0.04 are dimensionless constants.
Table I shows the maximum isometric force Fmax, optimal fiber length, lCE(OPT ), width
of the force-length curve, the slack length of the parallel elastic element (PEE) and the
series elastic element (SEE), the nominal muscle length, l0, and the percentage of fast
twitch fibers for each muscle. Table II shows the moment arms of each muscle for the hip,
knee and ankle joints. Several parameters were the same for each muscle: the maximum
shortening velocity, vCE(max) = 12 lCE(OPT )/s, the maximum force during lengthening,
gmax = 1.5 Fmax, and the normalized Hill constant, Ahill = 0.25.
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Table I: Maximum isometric force, optimal fiber length, width of the force-length curve, slack length
of the parallel and series elastic element, muscle length, and percentage of fast twitch fibers for all
muscles in the model.
Muscle Fmax lCE(OPT ) Width PEE slack SEE slack L0 % FT
[N] [m] [lCE(OPT )] [m] [m] fibers
Iliopsoas 1500 0.102 1.298 1.2 0.142 0.248 0.5
Gluteals 3000 0.2 0.625 1.2 0.157 0.271 0.45
Hamstrings 3000 0.104 1.197 1.2 0.334 0.383 0.35
Rectus Femoris 1200 0.081 1.443 1.4 0.398 0.474 0.65
Vastus 7000 0.093 0.627 1.4 0.223 0.271 0.5
Gastrocnemius 3000 0.055 1.039 1.2 0.42 0.487 0.5
Soleus 4000 0.055 1.039 1.2 0.245 0.284 0.2
Tibialis Anterior 2500 0.082 0.442 1.2 0.317 0.381 0.25
Table II: Muscle moment arms. Positive moment arms indicate flexion for the hip, extension for the
knee, and dorsiflexion for the ankle.
Muscle Hip moment Knee moment Ankle moment
arm [cm] arm [cm] arm [cm]
Iliopsoas 5 0 0
Gluteals −6.2 0 0
Hamstrings −7.2 −3.4 0
Rectus Femoris 3.4 5 0
Vastus 0 4.2 0
Gastrocnemius 0 −2 −5.3
Soleus 0 0 −5.3
Tibialis Anterior 0 0 3.7
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The muscle dynamics are coupled with the multibody dynamics using the principle of
virtual work. The length of the muscle, lm, is dependent on the pose of the skeleton, which
affects the force that is produced. Using the prinicipal of virtual work, the torque at joint j
due to the muscle force in muscle i is equal to [133]:
τij = −∂lm,i
∂θj
FSEE,i(lm,i(θ)− lCE,i) (2.27)
where the derivative ∂Lm,i/∂θj denotes the moment arm of the muscle i at joint j. These
partial derivatives are approximated by fitting a first order polynomial function to existing
data of muscle length versus skeletal pose, resulting in constant moment arms. This is
sufficiently accurate in a two-dimensional model [134].
The activation dynamics and force-length and force-velocity relationships are sufficient
to find the force in the muscles and the moments they generate around the joints. Both the
dynamics of the contractile element due to the force-length and force-velocity relationships
and the activation dynamics are first order systems. This means that for each muscle i two
states are added to the state of the human model, the activation state and the muscle fiber
length, which is normalized to the optimal fiber length. Therefore, for the musculoskeletal
system, the state is x(t) = [q(t) v(t) lCEi(t) ai(t)]
T .
However, if the dynamics are described with the state derivative on the left-hand side,
x˙(t) = f(x(t), u(t)), equation 2.19 would have to be inverted to obtain a relationship with
respect to the muscle fiber velocity. This would yield a division by zero when there is no
activation [134]. Typically, this problem is avoided by having a small, non-zero, lower
bound on the neural stimulation and activation state. This will make it impossible to fully
relax the muscle, and also make the dynamics equations very stiff and difficult to solve.
Therefore, an implicit description of the dynamics, f(x(t), x˙(t), u(t)) = 0, will be used
in the dynamics constraints of the optimization problem (equation 2.2). Then, instead of
creating a function with respect to the fiber velocity, one can balance the force in the CE
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and PEE with the force in the SEE, since these should be equal according to Newton’s first
law (see figure 7):
f(x(t), x˙(t), u(t)) = FSEE(x(t), x˙(t), u(t))− FCE(x(t))− FPEE(x(t)) = 0 (2.28)
2.6.2 Ground Contact Model
Contact between the foot and the ground was modeled using four contact points, one
at the heel and one at the toe of each foot. The ground reaction forces are added to the
multibody dynamics using the Jacobian of the locations of these contact points (see equa-
tion 2.18). The vertical ground reaction force, Fy depends on the vertical position y of the
contact point, as follows:
Fy(d) = kd(1− by˙)− kgy (2.29)
The first term represents a visco-elastic force due to a deformation, d, of the contact point.
The second term is a weak linear spring to aid the optimization. To ensure differentiability,
d was calculated as
d =
1
2
(√
y2 + y20 − y
)
(2.30)
where y0 is the size of the transition region between contact and no contact. The following
parameter values were used: k = 2 · 104 N/m, b = 1 s/m, kg = 1 N/m, y0 = 1 · 10−3 m.
The horizontal ground reaction force was modeled as a continuous approximation of
Coulomb friction:
Fx(fy, x˙) = −µFy x˙√
x˙2 + v20
(2.31)
where x˙ is the sliding velocity of the contact point, µ = 1 is the friction coefficient and
v0 = 0.1 m/s is a small velocity parameterthat determines how much change in velocity
is needed to produce a sign change in the friction when there is a change in the sliding
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direction.
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CHAPTER III
JOINT CONTACT FORCES CAN BE REDUCED BY IMPROVING JOINT MOMENT
SYMMETRY IN TRANSTIBIAL AMPUTEE GAIT SIMULATIONS
Despite having a fully functional knee and hip in both legs, asymmetries in joint mo-
ments of the knee and hip are often seen in gait of persons with a unilateral transtibial
amputation (TTA), possibly resulting in excessive joint loading. We hypothesize that per-
sons with a TTA can walk with more symmetric joint moments at the cost of increased
effort or abnormal kinematics. The hypothesis was tested using predictive simulations of
gait. Open loop controls of one gait cycle were found by solving an optimization problem
that minimizes a combination of walking effort and tracking error in joint angles, ground
reaction force and gait cycle duration. A second objective was added to penalize joint
moment asymmetry, creating a multi-objective optimization problem. A Pareto front was
constructed by changing the weights of the objectives and three solutions were analyzed to
study the effect of increasing joint moment symmetry. When the optimization placed more
weight on moment symmetry, walking effort increased and kinematics became less normal,
confirming the hypothesis. TTA gait improved with a moderate increase in joint moment
symmetry. At a small cost of effort and abnormal kinematics, the peak hip extension mo-
ment in the intact leg was decreased significantly, and so was the joint contact force in the
knee and hip. Additional symmetry required a significant increase in walking effort and the
joint contact forces in both hips became significantly higher than in able-bodied gait.
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Statement of Contribution
This chapter contributes to the understanding of gait of persons with a transtibial am-
putation. It shows that an asymmetric gait is chosen because this is optimal in terms of
energy expenditure. It also suggests a possible rehabilitation strategy to reduce the knee
reaction force in the intact leg, which could be beneficial to the patient’s health.
Publications:
Koelewijn, A. D., and Van den Bogert, A. J. (2016). Joint contact forces can be reduced
by improving joint moment symmetry in below-knee amputee gait simulations. Gait &
Posture, 49, 219–225.
Conference Presentations:
• Koelewijn, A., and Van den Bogert, A. J. (2015). Improving Below-knee Amputee
Gait – a Simulation Study of Pareto-optimal Movement Trajectories. Dynamic Walk-
ing, Columbus (OH).
• Koelewijn, A., and Van den Bogert, A.J. (2015). Is Kinetic Asymmetry in Below-
knee Amputee Gait Inevitable? – a Predictive Simulation Study. XXV Congress of
the International Society of Biomechanics, Glasgow (UK).
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3.1 Introduction
Most amputations are transtibial amputations due to complications of diabetes [1].
However, amputations due to trauma are more common in young and physically active
individuals [1]. Persons with a transtibial amputation (TTA) who have worn a prosthesis
for over five years have a higher occurrence rate of osteoarthritis in the knee and hip of the
intact leg [2, 3]. Also, other health issues exist among persons with an amputation, such as
residual limb pain, back pain and phantom pain [4].
Studies analyzing gait of persons with a TTA have reported asymmetries between the
residual and intact leg in the joint moments, the stance and swing time, the ground reaction
force (GRF) [5] and EMG data [6]. These asymmetries, especially in the joint loading,
may cause higher forces in the intact leg compared to the residual leg and to able-bodied
gait, which is suspected to be related to the aforementioned higher occurrence rate of os-
teoarthritis [2]. Therefore, it is desirable to reduce the level of asymmetry in the joint
moments of the knee and hip in TTA gait and distribute the load more equally between
both legs.
The asymmetries are presumably caused by compensations required after amputation
and the resulting loss of the biological ankle function [7, 8]. Elastic storage and return
(ESAR) feet were developed to improve TTA gait [9, 10]. However, the joint moments
remain distinctly asymmetric when using the ESAR feet [8, 11, 12].
Asymmetry is inevitable because the prosthetic limb does not replicate the mechanics
and control of the intact limb. However, the knee and hip, and the entire intact limb, still
have a sufficient set of muscles under voluntary neural control for flexion and extension.
Therefore, we hypothesize that persons with a TTA can walk with symmetric joint moments
using a passive prosthesis, but prefer not to do so because it would require additional effort
or abnormal kinematics.
If humans choose their gait to minimize energy [13], this question can be investigated
by predictive simulations of gait. In such simulations, an optimal control problem is for-
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mulated to find open loop controls that produce walking with minimal cost. Previous
work showed that the main features of gait can be predicted by minimizing muscle ac-
tivation [14, 15], and that predictions are improved when tracking of joint angles, GRFs
and duration of normal gait is added to the objective [16]. This objective has been used to
predict the effect of sports equipment on performance [16] which is conceptually similar
to predicting TTA gait, because both cases predict how an altered mechanical environment
affects gait.
In the present study, a second objective is added to penalize asymmetry in joint mo-
ments. The second objective creates a multi-objective optimization problem, which is used
to study the effect of different levels of joint moment symmetry on TTA gait.
3.2 Methods
3.2.1 Model
Section 2.6 describes the human model that is used in this study. To simulate TTA
gait, the Gastrocnemius, Soleus and Tibialis Anterior were removed in one of the legs and
replaced by a passive spring with a stiffness of 600 Nm/rad and damping of 15 Nm/s/rad,
as used by Zmitrewicz et al. [17]. The mass and inertial properties were not altered.
3.2.2 Optimal Control Problem
Predictive simulations were performed by solving an optimal control problem: find
periodic state trajectories x(t) and control trajectories u(t) that satisfy the system dynamics
and minimize a cost function. The formulation and solution method were identical to [16],
but no left-right symmetry was assumed and a full gait cycle was simulated. A two-part cost
function was used, using a weight w to determine the relative importance of each objective:
min
x,u
J1(x, u) + w · J2(x, u) (3.1)
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The first objective, J1, was used by Van den Bogert et al. [16] to perform predictive simula-
tions of walking and running. This objective penalizes muscular effort and deviation from
normal joint angles, GRFs and gait duration:
J1(x, u) =
1
11
(
1
T
10∑
k=1
∫ T
0
(
sk(x(t))− xmk(t)
σk
)2
dt
+
(
T − Tm
σT
)2)
+
Weffort
16T
16∑
j=1
∫ T
0
uj(t)
2dt (3.2)
The eleven tracked variables sk(x(t)) were six joint angles, the horizontal and vertical
GRFs of both legs, and the duration of the gait cycle, T . Tracking data, xmk(t) and Tm,
and standard deviations, σk, were provided by Winter [18]. Based on [16], Weffort = 10 was
used to scale the effort term.
The second objective function, J2, was added to study the effect of encouraging sym-
metric joint moments in knee and hip. Joint moment symmetry is encouraged indirectly by
the tracking term in J1, but the amputation makes the model asymmetrical. Asymmetri-
cal movement will therefore occur if this reduces the effort term in J1. Furthermore, even
if joint angles and GRFs are symmetric, there may be asymmetry in the center of pres-
sure, which affects joint moments but is not included in the tracking term. Joint moment
asymmetry was defined as the root mean square difference between the left and right joint
moment of joint i, accounting for a phase shift of a half-cycle:
J2(x, u) =
1
2
2∑
i=1
∫ T
0
(
Mir(t)−Mil
(
t+
T
2
))2
dt (3.3)
The optimal control problem was solved through direct collocation, with 60 collocation
points per gait cycle and a backward Euler formulation. One collocation point was added to
ensure periodicity of the gait cycle, so the final state matches the initial state with a forward
translation. Details can be found in [15] and [16]. The resulting constrained optimization
problem was solved using IPOPT 3.11.0 [19].
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First, the optimal control problem was solved for the able-bodied model (ABLE). To
obtain this solution, standing was solved first, followed by a series of able-bodied gait
solutions with increasing speed. Then, using the able-bodied solution as an initial guess,
TTA gait was solved using only objective J1, thus without considering asymmetry in joint
moments (TTA1).
Then, objective J2 was added, creating a multi-objective optimization problem for TTA
gait due to the asymmetry between the left and right leg. A Pareto-front was obtained by
solving the optimization problem using different weights for objective J2.
Two solutions (TTA2 and TTA3) on the Pareto-front were analyzed and compared
against the baseline and the able-bodied solution to analyze the effect of J2. Joint an-
gles, joint moments, muscle forces, GRFs and joint contact forces were examined to find
kinetic and kinematic changes. The energy required for each of the predicted gaits is com-
pared using the effort term in equation 3.2 and a metabolic cost model [20]. GRFs, joint
angles and muscle forces were used to find the joint contact force (JCF) magnitudes, the
Euclidean norm of the components in the x- and y-direction.
3.3 Results
First, able-bodied gait was solved. A gait cycle of 1.14 seconds with a speed of 1.325
m/s required 3.12 W/kg metabolic energy. Joint angles and ground reaction forces of this
solution were all within one standard deviation of the tracking data [18]. Only the peak hip
flexion angle was slightly higher. The able-bodied solution was found in 7 minutes and 52
seconds on a computer with an Intel Core i5-3210M CPU at 2.5 GHz clock speed.
The Pareto-front (Figure 9) shows the trade-off between symmetry in the joint moment
and the objective of low effort and normal gait. Initially, the increase in joint moment
symmetry had a small effect on the tracking and effort term. However, as joint moment
symmetry improved, the cost of more joint moment symmetry increased considerably. All
gaits are theoretically feasible for a person with a TTA, the choice between them depending
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on the relative weight of the optimization objectives, which are reported in figure 10.
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Figure 9: Pareto-front showing the trade-off between effort and symmetry in the joint moments.
Solutions TTA1, TTA2 and TTA3 will be analysed further.
Three points are of interest in the Pareto-front. Solution TTA1 is the baseline solution,
where the weight of objective J2 was zero. Solution TTA2, which used w = 0.3, is a
solution where the symmetry of the joint moments greatly improved with little extra effort
and deviation from normal kinematics (11% increase in J1). Solution TTA3 , where w =
10, required an increase in effort and tracking error of almost 33%.
Figure 10 shows the tracking error, effort, RMS moment asymmetry and metabolic
cost as a function of the weight w in equation 3.1. Tracking error increased almost linearly
from 0.55 at w = 0 to 0.79 at w = 10. Effort stayed approximately constant at 0.0257 until
w = 0.2, after which it increased to 0.0282 at TTA3. Joint moment asymmetry decreased
from 17.5 Nm to 5.19 Nm at w = 0.2 and then to 0.635 Nm at solution TTA3. The
metabolic cost first decreased from 3.09 W/kg to 3.05 W/kg at w = 0.05, after which it
increases to 3.21 W/kg at TTA3.
Joint angles (Figure 11) were within one standard deviation of the tracking data, except
the peak hip flexion angle at heel strike, which deviated more than two standard deviations,
and the intact knee angle in TTA3 between 20% and 40% of the gait cycle, which deviated
more than one standard deviation. Furthermore, the knee and hip joint kinematics were
similar and nearly symmetric in all solutions. However, the joint kinetics distinctly differed
between the solutions.
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Figure 10: Relationship between the weight w of equation 3.1 and the different objectives of track-
ing error, effort and moment symmetry, as well as the metabolic cost as a function of the weight
w. Tracking increases linearly, while effort stays approximately constant until w = 2 and increases
for larger weights. The moment asymmetry decreases with increased weight. The metabolic energy
expenditure is lowest at w = 0.05 and increases beyond the inital value for weights larger than 0.2.
In TTA 1, which did not consider joint moment asymmetry, joint moments were dis-
tinctly asymmetric and differed from ABLE (Figure 11). The peak extension moment in
the hip of the prosthesis side was 38 Nm, compared to 100 Nm on the intact side and 44
Nm in ABLE. The peak extension moment in the knee was 28 Nm on the prosthesis side
and 51 Nm in the intact side, compared to 42 Nm in ABLE.
In solution TTA2, tracking error increased by 16%, effort increased by 2% and joint
moment asymmetry was reduced by 76%. Peak extension moment in the hip was 67 Nm
on the prosthesis side and 76 Nm on the intact side, more symmetrical than in TTA1 but
higher than in ABLE. The peak knee extension moment was also more symmetrical, 26
Nm on the prosthesis side and 34 Nm on the intact side. Both values were lower than in
ABLE.
Solution TTA3 reduced joint moment asymmetry by 88%, but required an increase in
effort of 10% and in tracking error of 43%. In this solution, the peak hip extension moment
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Figure 11: Joint angles, moments for the prosthesis side (left) and the intact side (right) for solutions
ABLE, TTA1, TTA2 and TTA3. The gait cycle starts at heel strike on both sides. The angles show
flexion positive, while in the moment graphs, extension is positive. Joint angles were within one
standard deviation of the tracking data, expcept for the peak hip flexion angle at heel strike and the
intact knee angle in TTA3. Joint moments are distinctly asymmetric and different from ABLE in
TTA1, while the symmetry increases in solution TTA2 and TTA3, but at the cost of a larger peak
hip extension moment.
was equal to 89 Nm on the prosthesis side and 90 Nm on the intact side, more than twice
as high as in ABLE. The peak knee moment is equal to 22 Nm on the prosthesis side and
23 Nm on the intact side, which is about half that of ABLE.
Figure 12 shows the muscle forces in the musculoskeletal model. Hip muscle forces
were lowest in ABLE. In TTA1, the Hamstrings force was high in early stance on the intact
side, 603 N, compared to 356 N on the prosthesis side. The peak force in the Gluteals was
986 N on the intact side, compared to 307 N on the prosthesis side. Also, the peak force in
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the Iliopsoas was high on the prosthesis side during late stance, 883 N, compared to 280 N
on the intact side. In TTA2 and TTA3, peak forces in the hip muscles on the prosthesis side
increased compared to TTA1. The peak force in the Gluteals on the intact side decreased,
and so did the peak force in the Hamstrings in TTA2. The other peak forces remained
similar to TTA1.
The vertical ground reaction force on the prosthesis side was similar for all solutions
and within one standard deviation of the tracking data (Figure 13). Large differences were
seen in the joint contact forces (Figure 13). Hip joint contact forces were higher than
in ABLE for both legs in all conditions. In the intact side, the peak joint contact force
was lowest in TTA2, but higher than in ABLE. The joint contact force in the knee of the
prosthesis side was lower than ABLE for all solutions.
3.4 Discussion
An able-bodied solution was found using the approach presented by Van den Bogert
et al. [16]. Joint moments are symmetric between the two legs. Their values correspond
to results found in studies with human subjects. Also, the metabolic energy was similar to
metabolic energy found in studies with human subjects [21].
Any of the solutions on the Pareto-front can theoretically be chosen as a gait by per-
sons with a TTA. Therefore, the hypothesis that persons with a TTA can walk with more
symmetry in the joint moments at the cost of increased effort and abnormal kinematics is
confirmed. Figure 10 shows that joint moment asymmetry can be reduced by 70% with
little increase in effort or metabolic cost.
If persons with a TTA select a gait with normal kinematics and minimal effort, we
would expect them to select solution TTA1. The largely symmetric joint angles in the knee
and hip in TTA1 are also seen in studies of persons with a TTA [11, 22]. The predicted
reduction of the knee joint moment on the prosthesis side in TTA1 is also seen in subjects
with a TTA [8, 11, 12].
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Figure 12: Muscle forces of all muscles in the musculoskeletal model for solutions ABLE, TTA1,
TTA2 and TTA3. The gait cycle starts at heel strike on both the prosthesis side (left) and the intact
side (right). Muscle forces were lowest in ABLE. Peak forces in the hip muscles on the prosthesis
side increased in solution TTA2 and TTA3, compared to TTA1, while the peak force in the Gluteals
and Hamstrings on the intact side decreased.
Nolan and Lees [23] and Ferris et al. [8] report a higher peak extension hip moment in
the intact leg compared to able bodied walking, which agrees with our predictions in TTA1.
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Figure 13: Joint contact force in the knee and hip for solutions ABLE, TTA1, TTA2 and TTA3. Hip
joint contact forces are higher than in ABLE for all TTA conditions. On the intact side, the peak
hip contact force was lowest in TTA2. The peak knee contact force on the prosthesis side was lower
than ABLE for all conditions and it was higher than ABLE on the intact side for TTA1.
However, some literature reports more symmetry in the peak hip extension moment of the
intact and residual leg [24, 25], which is more similar to TTA2. TTA1 and TTA2 require
a similar amount of effort or metabolic work, which suggests persons with a TTA operate
around TTA1 and TTA2 in the Pareto-front.
Solution TTA2 has several advantages over TTA1 and TTA3. A lower peak extension
moment in the hip and knee reduced joint moment asymmetry and yielded a lower joint
contact force in both joints. A high joint contact force is suspected to be related to a higher
incidence rate of osteoarthritis in persons with a TTA [2], so the lower joint contact forces
could decrease this higher incidence rate. Another potential benefit in TTA2 is the higher
knee joint contact force in the residual leg compared to TTA1 and to ABLE, which might
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reduce the loss of bone mineral density in the proximal tibia and femur neck, which is
reported for persons with a TTA [26]. Therefore, teaching persons with a TTA to walk
using TTA2 may be useful in rehabilitation.
TTA3 emphasized joint moment symmetry too much, which is disadvantageous for
TTA gait. Apart from a 10% increase in effort compared to TTA1, the peak hip extension
moment increased in both legs, which also yielded a higher joint contact force in the hip.
Currently, prevalence of osteoarthritis in the intact hip is already higher in persons with a
TTA [3] and TTA3 could increase the risk of developing osteoarthritis in the hips of both
legs.
On the prosthesis side, there is no active push-off and the biarticular Gastrocnemius is
removed completely. This might cause the Iliopsoas force to increase on the prosthesis side
during late stance, because this muscle now initiates the swing phase and compensates for
the activation of the biarticular Hamstrings, which flexes the knee instead of the Gastrocne-
mius. Some persons with a TTA can still use the Gastrocnemius to control the knee, which
might reduce this effect. Additionally, the lack of push-off increases the impact force on
the intact side (Figure 13) [27]. A passive foot that stores and releases energy using mi-
croprocessor control, such as the artifical foot by Collins and Kuo [27] or a prosthesis with
a motor can better restore the push-off function of the biological ankle and reduce these
effects.
The metabolic model produced a lower metabolic cost for TTA gait than for able-
bodied gait, which contradicts subject studies [21]. The predicted metabolic cost for TTA
gait is lower because three muscles are removed that would otherwise contribute signifi-
cantly. While our predictions are theoretically possible, actual TTA gait may require more
energy due to antagonistic co-contraction to stabilize the prosthetic side [6], for example
due to an unstable connection between the prosthesis and residual leg. Such co-contraction
will not be predicted by a simulation where effort is optimized and no stability is required.
Therefore, we conclude that other objectives might also influence TTA gait, like stability,
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joint pain or comfort. The underestimation of metabolic energy suggest that we may also
have underestimated the muscle forces and joint contact forces.
The modeled prosthesis had the same mass and moment of inertia as the intact leg.
This ensured that this study only predicted effects due of control and not of a change in
prosthesis parameters. Prosthetic legs have different mass and inertial properties than a
normal leg, but this will mostly affect the swing phase, where forces and moments are
low. Therefore, we expect that there is little effect of mass properties on the peak loading
variables.
Additonally, the prosthesis was modeled as a linear spring with a stiffness of 600
Nm/rad, a nominal stiffness based on measurements by Lehmann et al. [28]. However,
stiffness of prostheses vary between feet, and affects kinetic and kinematic variables dur-
ing the gait cycle [29], but less so than the difference between the intact and the prosthesis
side and individual variability [30]. Early work showed that the asymmetry in the knee
joint moment was not affected by the choice of stiffness for weight w = 0 for stiffnesses
equal to or larger than the stiffness of a human ankle [31]. Therefore, it is not expected that
a different conclusion would have been reached with a different stiffness value, but this
remains an open question.
The Pareto-front in figure 9 was created by varying the weights between the effort
and data tracking term and the joint moment asymmetry term. With this approach, it is
possible that a non-convex optimization problem finds a local optimum instead of the global
optimum given a certain weight [32]. Therefore, the optimizations were repeated using the
approach described by Hays et al. [33], where only the objective of effort and data tracking
is optimizated, while the objective of joint moment asymmetry is added to the problem
as a constraint with an upper bound. The added constraint created numerical difficulties
for IPOPT. By varying the value of the constraint, a Pareto-front was developed with the
lowest possible effort and data tracking given a certain level of asymmetry. Figure 14 shows
the original Pareto-front, and the data points that were found with this constraint approach.
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Figure 14: Original Pareto-front in black with new data points that were found with the constraint
approach described by Hays et al. [33].
The shape of the curve was not as smooth as for the original Pareto-front. This could reflect
the actual shape of the pareto curve, but it also possible that some of the solutions found
with the new approach are local minima. Data points on the new Pareto-front closest to
TTA1, TTA2, and TTA3 were analyzed and the same conclusions were reached with these
solutions.
This study used a two-dimensional musculoskeletal model. Hip joint forces may have
been underestimated by neglecting the abductor moments. However, we expect the main
conclusions to be valid. This should be verified with a three-dimensional musculoskeletal
model or with subject tests. Further tests with a three dimensional model could also analyze
the effects of having joint moment symmetry in the frontal and transverse plane, while a
subject study could verify if subjects can maintain the suggested gait modifications.
The model was created for a specific height and weight and walking data was tracked
from Winter [18]. It is expected that the conclusions are valid for a more general popula-
tion. However, in future studies, it is advised that the predictive simulations are found for
models with a range of heights and weights, such that a more general population is taken
into account.
We conclude from this study that:
1. Asymmetric knee and hip joint moments in persons with a TTA with a passive foot
can be explained by a predictive simulation model that minimizes effort and deviation
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from normal kinematics.
2. Considerable improvement in moment symmetry is theoretically possible with a
small increase in effort and almost no change in kinematics. The hip joint moment
will, however, remain elevated above able-bodied values, which is currently also re-
ported for persons with a TTA [24, 25].
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CHAPTER IV
THE EFFECT OF PROSTHESIS MISALIGNMENT ON GAIT - A PREDICTIVE
SIMULATION STUDY
The effect of prosthesis alignment on gait of persons with a transtibial amputation is
largely unknown. A predictive simulation study with 20 virtual subjects was performed to
verify four hypotheses: (1) the hip angles on the prosthesis side are adjusted to compen-
sate for the alignment change, (2) the hip and knee reaction force on the intact side are
the lowest in the reference alignments, (3) the change in alignment will increase the knee
reaction moment on the prosthesis side, (4) metabolic energy expenditure is lowest in the
reference alignment. Predictive simulations were found with a flexion, extension, abduc-
tion, adduction, internal rotation, external rotation, medial translation, and lateral trans-
lation alignment change. All hypotheses were confirmed for one or more of the alignment
changes. The predictive simulations with a flexion alignment change seemed beneficial,
since the metabolic cost was lower than the reference, and so were the reaction forces in
the knee and hip on the intact side, and the peak knee abduction moment on the prosthesis
side. Also, by rotating a prosthesis externally, or by using a lateral translation, the knee
abduction moment on the prosthesis side could be reduced without affecting other gait pa-
rameters. This could reduce skin stress and related health issues. These results should be
verified using experimental studies.
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Statement of Contribution
This chapter contributes in several aspects. Its main contribution is a comprehensive
study on prosthesis alignment. Previously, experimental studes have been performed of a
smaller number of different alignments, while a smaller set of parameters was analyzed.
With an experiment, it is not possible to study many different alignments at once, since this
would be very cumbersome for participants. This was the first simulation based study into
prosthesis alignment, which allowed us to compare many alignments at once. Since little
data (such as metabolic cost, joint moments) on the effect of alignment changes is available
in literature, this study can be used as a starting point for further experimental studies on
prosthesis alignment. These experiments should be used to verify if the alignments that
yielded a good performance in simulation, will also be good in practice.
A secondary contribution of this work is related to the methods. The three-dimensional
model that is used was developed recently. This study was the first application of this model
and highlights its potential to provide insight in different gait interventions. Additionally,
this work it is the first three dimensional predictive simulation that was solved using direct
collocation, and was found to be much faster than previous three-dimensional predictive
simulations.
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4.1 Introduction
Currently, when a patient requires a prosthesis, the prosthetist and the patient use a
subjective process to fit the prosthesis [1, 2]. The prosthetist relies on visual gait anal-
ysis and feedback of the patient to find an appropriate alignment [3, 4]. This method is
time-consuming, and can require multiple sessions, and the success will depend on the
experience of the prosthetist [5, 6]. However, comfort and function of the prosthesis are
directly related to the prosthesis alignment.
Studies on prosthesis’ alignment have found a range of alignments to be acceptable to
the patient [4, 6, 7]. Also, prosthetists have difficulty reproducing what they think is the
optimal alignment [4]. Different optimality criteria exist, such as symmetry of the gait,
step-to-step variabilty and roll-over shape of the foot [2]. Another criterion defines that the
center of pressure in the sagittal plane when standing on just the prosthetic foot should be
within 1 cm of the center of pressure when standing on both feet [6].
Gait symmetry can exist in many parameters. Six parameters were suggested to have a
high symmetry index when the alignment is good: the first and second peak of the vertical
ground reaction force and its trough, the stance duration, step length, and the time to full
knee flexion during the swing phase [1]. Additionally, Hannah et al. found that the joint
angles are most symmetric in an optimal alignment [8]. However, it should be noted that
due to the asymmetric dynamics of a person with a below-knee prosthesis, an asymmetric
gait might be optimal [2, 9].
A misalignment can be introduced by a translation or a rotation at the connection be-
tween the socket and leg, or at the prosthetic ankle. When a prosthesis is misaligned, the
loading of the legs changes [4, 5, 10, 11]. This effect is larger when a misalignment is intro-
duced in the frontal plane than in the sagittal plane [3, 11]. Also, a misalignment could lead
to walking and standing instability [3, 10, 12], an increased peak vertical ground reaction
force and impact on the prosthetic leg [10], increased muscle forces [5], discomfort [10],
pain [13] and skin trauma [3, 10]. Gait adaptations due to a misalignment can lead to
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long-term orthopedic health issues [4, 11] and reduced mobility [11].
Several compensation mechanisms have been reported. An external rotation of the
prosthesis is compensated by internally rotating the hip [13]. A misalignment in the sagittal
plane is compensated such that the weight remains above the center of pressure [6]. This
changes the loading of the knee on the prosthesis side [2, 6, 14]. When the prosthetic leg
was internally rotated, the loading in the knee remained the same on the prosthesis side,
while a compensatory effect was reported in the knee on the intact side [15].
It is important that the prosthetist understand the force transmission between the pros-
thesis and the leg [11]. The current practice of analyzing symmetry, stability and ground
reaction forces might not be accurate enough [3]. The joint moments might be more sensi-
tive to alignment changes than ground reaction forces [16, 17].
This information can be obtained using a full gait analysis [3, 11], but it would not
be possible to do a comprehensive assessment of different alignments in an experimental
study, since this is time consuming and cumbersome to participants. The participants would
have to walk many trials to tests all different alignments, and the alignments might be un-
comfortable and possibly lead to injuries. Another option is to add a device to the prosthesis
to measure the joint moments in the socket [11], but this will only provide information on
the loading at the socket.
However, a predictive simulation study could provide insight to joint loading of both
legs without being intrusive to a person, because it does not require anyone to walk with
a misaligned prosthesis. Also, many different alignments can be studied and compared
easily. A three-dimensional model is required to change the alignment of the prosthesis in
the frontal and transverse plane and study the effects of the alignment in these planes as
well.
This predictive simulation study aims to compare gait of persons with a transtibial
amputation (TTA gait) with different prosthesis alignments to gain insight into the effect of
an alignment change on joint loads and metabolic cost. These simulations will be found by
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solving trajectory optimization problems similar to Van den Bogert et al. [18] and chapter
III using a three-dimensional model. Four hypotheses were tested: it was hypothesized
that (1) the subject will adjust the hip angles on the prosthesis side to compensate for the
alignment change, (2) the hip and knee reaction force on the intact side are the lowest
in the reference alignments, (3) the change in alignment will increase the knee reaction
moment on the prosthesis side, (4) metabolic energy expenditure is lowest in the reference
alignment.
4.2 Methods
4.2.1 Three-dimensional Musculoskeletal Model
The three-dimensional musculoskeletal model was adapted from the model created by
Hamner et al. [19]. This model is available in Opensim [20]. The model has 33 degrees of
freedom and is operated by 92 muscles in the trunk and legs and 10 torques in the arms.
Mass and inertial properties were taken from the unscaled model [19].
The talus bone and the MTP joint were changed. The talus bone was given a mass of
0 kg instead of 0.1 kg. The MTP joint was not fixed, but given a range of motion. Passive
joint moments were added to all joints outside the range of motion using a quadratic spring
with stiffness 5000 Nm/rad2. For numerical reasons, a linear spring with a very small
stiffness of 1 Nm/rad was added to each joint. This spring is active for the full range of
motion.
The multibody dynamics equations were derived using Autolev (Online Dynamics,
Sunnyvale, CA, USA) with respect to the generalized coordinates q, following the proce-
dure described in chapter II:
M(q)v˙ + C(q, v)v +G(q) = τ + JTc Fc + Tpas (4.1)
where M(q) was the mass matrix, C(q, v) contained the Coriolis forces, and G(q) the
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gravity forces, Jc was the Jacobian of the contact forces, Fc, and Tpas were the passive joint
torques. τ = τmus + τext were the joint moments, which are the sum of the torque due
to the muscle forces, τmus and the actuation torques of the arm and other external torques,
such as from a prosthesis, τext.
Ground contact was modeled using a penetration based model, similar to section 2.6.2.
Eight contact points were added to each foot, four were connected to the talus segment, and
four to the toe segment.
The vertical ground reaction force, Fy depends on the vertical position y of the contact
point, as follows:
Fy(d) = kd(1− by˙) (4.2)
where the vertical force is determined from the visco-elastic effects due to a deformation,
d, of the contact point. To ensure differentiability, d was calculated as
d =
1
2
(√
y2 + y20 − y
)
(4.3)
where y0 is the size of the transition region between contact and no contact. The following
parameter values were used: k = 100 BW/m, b = 0.75 s/m, y0 = 1 · 10−3 m, where BW
denotes body weight.
The fore/aft and sideways ground reaction forces were modeled as a continuous ap-
proximation of Coulomb friction:
Fx(Fy, x˙) = −µFy x˙√
x˙2 + v20
(4.4)
Fz(Fy, z˙) = −µFy z˙√
z˙2 + v20
(4.5)
where x˙ is the fore/aft sliding velocity, and z˙ the sideways sliding velocity of the contact
point, µ = 1 is the friction coefficient and v0 = 10−4 m/s is a small velocity parameter that
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ensures a sign change in the friction when there is a change in the sliding direction.
All muscles were modeled as Hill-type muslces with a parallel elastic element (PEE),
a series elastic element (SEE), a contractile element (CE) with contraction and activation
dynamics, and a pennation angle. Figure 15 shows this muscle model. The pennation
angle created a rotation between the SEE and the CE and the PEE. The pennation angle
increased when the muscle contracted and decreased when the muscle lengthened. With
the pennation angle, a larger force was produced with a smaller range of motion.
lm
PEE
SEE
CE
s
Figure 15: Schematic of a pennated Hill-type muscle with length lm used in the three-dimensional
musculoskeletal model. It consists of a contractile element (CE), a parallel elastic element (PEE),
and a series elastic element (SEE). A pennation angle φ is present between the SEE and the CE and
PEE. To avoid singularities, the length s will be used as a state instead of the length of the CE.
To avoid singularities with the pennation angle φ, the state s = lCE cos(φ(s)) was used
instead of the length of the contractile element lCE [21]. Muscle dynamics were formulated
implicitly as a function of the contraction state s and activation state a as follows:
FSEE(lm(q)− s)− (FCE(a, s, s˙) + FPEE(s))cos(φ(s)) = 0 (4.6)
a˙− r(u)(u− a) = 0 (4.7)
where FSEE was the force in the series elastic element, lm(θ) was the muscle length, FCE
was the force in the contractile element, FPEE was the force in the passive elastic element,
u was the muscle stimulation, a the activation, and r(u) described the activation dynamics.
The force-length and force-velocity relationships that were used in this model are described
in section 2.6.1.
The force in the PEE and SEE was found based on the model presented by McLean
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et al. [22], as follows:
F (l) =
 k1(l − lslack) if l ≤ lslackk1(l − lslack) + k2(l − lslack)2 if l > lslack (4.8)
where l denoted the length of the element and lslack the slack length. k1 and k2 were stiffness
constants. k1 represented a small linear stiffness, which was added in this version to ensure
that the force was never zero to aid the optimization. It was equal to 0.0022 FISO/m. k2 is
equal to the following in FISO/m:
k2(PEE) =
kPEE
W 2
(4.9)
k2(SEE) =
1
(umaxlSEE(slack))2
(4.10)
where W is the width of the force-length curve, kPEE = 1 and umax = 0.04 are dimen-
sionless constants.
The muscle dynamics were coupled with the skeletal dynamics using the muscle mo-
ment arms as follows:
τm(ij) = −∂lm,i
∂θj
FSEE,i(lm,i(θ)− lCE,i) (4.11)
where ∂lm,i
∂θj
is the partial derivative of the muscle length to the joint angle θj . This derivative
was constant in the two-dimensional model (see chapter II), but this approximation was not
accurate enough in the three-dimensional model. Therefore, a higher order polynomial
was fitted to the data of muscle length versus joint angle that was available in Opensim,
since a polynomial has a well defined derivative [23]. The smallest order polynomial was
used that yielded less than 5% RMS error. In Opensim, at large joint angles, the muscles
would sometimes wrap around the bones incorrectly, and the moment arm would become
unrealistic. If this happened, the range of motion was decreased to where the wrapping was
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correct. The decreased range of motion was used throughout.
The prosthetic leg was modeled as a passive prosthesis with one degree of freedom
in the sagittal plane. Size, mass and inertia properties were the same as the original leg.
Twelve muscles in the right lower leg were removed by changing the bounds on activation
and stimulation such that these cannot exceed zero, and setting the maximum isometric
force to 10−4. A passive rotational spring was added to the ankle with a stiffness of 600
Nm/rad and a damping ratio of 15 Nms/rad, which is the same as used in chapter III and
by Zmitrewicz et al. [24]. To do so, the quadratic spring was disabled by setting its spring
constant to 1 Nm/rad2, while the linear spring was changed to have the stiffness and damp-
ing parameters of the prosthesis. Also, the MTP and subtalar joint were fixed using a very
high linear stiffness (5000 Nm/rad) while the quadratic spring was disabled.
The alignment of the prosthesis was changed at the knee by changing the alignment of
the tibia with respect to the femur. It was chosen to change the alignment at the knee for
simplicity and because the effect on the dynamics is equivalent to a change in alignment of
the socket between the residual limb and the prosthesis. This also eleminates the choice of
the length of the residual leg.
The multibody dynamics (equation 4.1), the muscle dynamics (equations 4.6 and 4.7)
and the ground contact model (equations 4.2 to 4.5) were combined into a set of differential
equations f(x, x˙, u) = 0 with x = [q, v, a, s]T . They were coded in C and compiled
as a MEX-function for MATLAB (Mathworks, Natick, MA). The partial derivatives with
respect to the states and inputs were also included in this MEX-function.
4.2.2 Trajectory Optimization Problem
A trajectory optimization problem was defined to find the muscle stimulations u(t), 0 ≤
t ≤ T and initial state x(0) that yield a periodic gait trajectory minimizing muscular effort
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and tracking of normal gait cycle data:
minimize
X
J(x(t), u(t)) =
∫ T
t=0
c(x(t), u(t))dt (4.12)
subject to f(x(t), x˙(t), u(t)) = 0 0 ≤ t ≤ T (4.13)
where X = [x(0) u(t), 0 ≤ t ≤ T ] denote the optimization variables, the states and inputs
of the trajectory.
Similar to chapter III, an objective of minimizing muscular effort and tracking of nor-
mal data was used [18]. Despite using tracking, the simulation remains predictive because
data of able-bodied gait was used to predict TTA gait, and the weighting of the effort is
chosen high to place more emphasis on effort.
In this work, 17 joint angles and 6 ground reaction forces were tracked from Lin and
Pandy [25]. However, no data was available for the arms. To generate a realistic walking
motion, two objectives were added to the existing function: minimization of the trunk
velocity, to keep the head stable, and minimization of the shoulder adduction angle, to
prevent the arm from moving through the body. The trunk velocity was minimized by
summing the global and lumbar velocity around the two axes except the rotation axis, such
that the head remained in the same posiiton. This yields the following objective:
J(x(t), u(t)) = Jtra(x(t)) +WeffJeff (x(t), u(t)) + (4.14a)
WtruJtru(x(t)) +WshoJsho(x(t))
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Where: Jtra(x(t)) =
1
Ntrack + 1
(4.14b)(
1
T
Ntrack∑
k=1
∫ T
0
(
xk(t)− xk(meas)(t)
σ(t)k
)2
dt+
(
T − Tmeas
σT
)2)
Jeff (x(t), u(t)) =
1
92T
92∑
j=1
Vj∑92
k=1 Vk
∫ T
0
uj(t)
2dt+ (4.14c)
1
100T
10∑
n=1
Wtorτext(n)(t)
2dt
Jtru(x(t)) =
∫ T
0
(
(x34(t) + x54(t))
2 + (x35(t) + x55(t))
2
)
dt (4.14d)
Jsho(x(t)) =
∫ T
0
(
x25(t)
2 + x30(t)
2
)
dt (4.14e)
where Ntrack was the number of variables that are tracked next to the duration, xk(meas)
was the measured joint angles and ground reaction forces, T the duration, and Tmeas the
measured duration. Weff denotes the effort weighting of the individual muscle, and Wtor
denotes the weight of the arm torques. The effort term was also weighted using the mus-
cle volume Vj , normalized to the total muscle volume to account for muscle decompo-
sitions [26]. xi denotes the ith location in the state vector. Index 34 was the global tilt
velocity, index 54 the lumbar extension velocity, and index 35 and 55 were the global list
velocity and the lumbar bending velocity, respectively. Indices 25 and 30 referred to the
shoulder adduction angles on the right and left side. The following weights were used:
Weff = 150, Wtor = 150, Wtru = 0.5, and Wsho = 10.
4.2.3 Predictive Simulations for Alignment Study
Predictive simulations were solved for 20 virtual subjects. The virtual subjects had a
random mass and BMI. The mass was drawn from a distribution with mean ± SD: 75 ±
10 kg, and the BMI was drawn from 23 ± 2.7 kg/m2, which was taken from the BMI dis-
tribution of 20 year old American males [27]. Muscle parameters (isometric muscle force,
optimal fiber length, maximum shortening velocity, activation time, deactivation time, and
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the square of the width parameter of the force-length relationship (see equation 2.20)) were
varied with a standard deviation of 5% of the nominal value.
Table III describes the simulations that were solved. A maximum alignment change of
10o was chosen since up to this angle a change in sagittal and frontal plane alignment does
not affect the ground reaction force [10], which is tracked in the objective (equation 4.14c).
Also, when the alignment was changed to 15o in a previous study, it was not possible to
have sufficient balance to walk [10]. A speed of 1 m/s will be used for all simulations, since
it has been shown that gait speed is not affected by an alignment change [13].
The able-bodied solution will be found from a standing initial guess for each virtual
subject. The simulation of TTA gait in the reference alignment is found using the able-
bodied solution as initial guess. The simulations with a misalignment are found using
the reference alignment as an initial guess. The optimal control problems were solved
through direct collocation, with 60 collocation points per gait cycle and a backward Euler
formulation (see section 2.5). Regularization was added, Wreg = 1 to aid the optimization
(see section 2.5.1). All simulations were solved in MATLAB (Mathworks, Natick, MA,
USA) using IPOPT 3.11.0 [28]
Table III: Overview of the alignment conditions that will be studied.
Intervention First alignment Name Second alignment Name
change change
Able-Bodied - ABLE -
Reference Alignment - REF -
Internal Rotation 5 deg INR1 10 deg INR2
External Rotation 5 deg EXR1 10 deg EXR2
Abduction 5 deg ABD1 10 deg ABD2
Adduction 5 deg ADD1 10 deg ADD2
Flexion 5 deg FLE1 10 deg FLE2
Extension 5 deg EXT1 10 deg EXT2
Lateral Translation 5 mm LTR1 2 cm LTR2
Medial Translation 5 mm MTR1 2 cm MTR2
Joint angles, joint moments, muscle forces, ground reaction forces and joint contact
forces were studied to find kinetic and kinematic changes following a change in alignment.
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Joint contact forces and moments were calculated using the Analysis tool in OpenSim [20].
The femur was used as a reference frame. All forces were normalized to weight in kg, and
the joint moments were normalized to height (m) and weight (kg) of the subjects [29].
The metabolic cost for each predicted gait cycle was compared using a metabolic energy
expenditure model [30].
Ten variables were analyzed to test our hypotheses: the peak hip angle, negative and
positive, in three planes, the resultant knee and hip reaction force in the intact leg, the peak
knee abduction moment, and the metabolic cost of walking. A repeated measures model
was constructed in MATLAB for each of the variables. A repeated measures ANOVA test
was performed to test for statistically significant difference. Using Bonferonni correction,
p = 0.005 was used for statistical significance. In case of a significant difference, post-
hoc paired two-tailed t-tests were performed to find which alignments were significantly
different from the reference alignment, again using p = 0.005.
4.3 Results
Figure 16 shows the joint angles, joint moments and ground reaction forces of the
legs for the predictive simulations of able-bodied gait and TTA gait. The joint moments
were normalized to the height and weight of the subjects. The ground reaction forces were
normalized to weight.
In the sagittal plane, the hip angle was similar between the two solutions. The knee
angle on the prosthesis side was different, since there was no knee extension in late stance.
The range of motion of the prosthetic ankle was smaller than the healthy ankle, due to a
smaller peak plantarflexion and dorsiflexion angle. The peak hip adduction angle on the
intact side was lower during late stance (80-100% of the gait cycle) in TTA gait compared to
able bodied gait. The external rotation angle on the prosthesis side was lower in late stance
as well (30-50% of the gait cycle). The inversion and toe flexion angle on the prosthesis
side were zero, these angles were very similar between TTA gait and able-bodied gait on
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the intact side.
The hip moment was similar between the solutions in the sagittal plane. On the prosthe-
sis side, the peak knee extension moment was lower. It was also lower on the intact side,
but not as much. The ankle moment on the prosthesis side was higher and also present
longer than in the able-bodied solution, where the ankle moment was zero until late stance.
The peak hip abduction moment was lower on the prosthesis side, and so was the peak hip
internal rotation moment. The inversion and flexion moment on the prosthesis side were
quite large, due to the large stiffness of these joints in the prosthesis.
On the prosthesis side, the center of pressure moved forward slower than in able-bodied
gait, which required a larger peak push-off force. The vertical ground reaction force was
similar to able-bodied on the prosthesis side, while the first peak was slighty larger in TTA
gait on the intact side. The sideways force was larger in TTA gait during early stance on the
intact side (60-80% of the gait cycle), while on the prosthesis side it was larger during mid
and late stance. The final peak at push-off on the prosthesis side was smaller and almost
absent.
Figure 17 shows the knee and hip reaction loads, as well as the joint angles and joint
moments of the lumbar joint and the arms for the predictive simulations of able-bodied gait
and TTA gait. The joint and reaction moments were normalized to height and weight of the
virtual subjects, the reaction forces were normalized to weight.
The peak abduction moment in the prosthesis side knee was lower than in able-bodied
gait and similar on the intact side, while the peak reaction force in the knee was lower on
the prosthesis side and similar on the intact side, and the peak reaction force in the hip
is similar on the prosthesis side and higher on the intact side. On the prosthesis side the
reaction force is higher for TTA gait in midstance in both the hip and knee.
The lumbar joint remained extended longer in TTA gait than in able bodied gait, while
the peak bending angle to the right, or the prosthesis side, was larger. The rotation was
very similar, though the peak rotation to the right was slightly larger in able-bodied gait
100
   
 
 
 
Figure 16: Joint angles, joint moments, and ground reaction forces of the legs for the predictive
simulations of able-bodied gait and TTA gait, starting at heel strike of the prosthesis side. The title
inside each graph denotes the positive direction.
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Figure 17: Knee and hip reaction loads, and joint angles and joint moments of the lumbar joint and
arms of the legs for the predictive simulations of able-bodied gait and TTA gait, starting at heel
strike of the prosthesis side. The title inside each graph denotes the positive direction.
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than in TTA gait. The arm motion was largely similar between the two solutions, except
the shoulder extension on the prosthesis side during stance and internal rotation on the
intact side, which are larger in TTA gait, while internal rotation on the prosthesis side was
smaller.
The lumbar extension moment in TTA gait was larger than able-bodied gait during early
stance, and smaller in late stance. The bending moment was larger towards the instact side
during prosthetic side stance in TTA gait, and similar to able-bodied gait during swing. The
rotation was similar during prosthesis side stance, but the peak moment during prosthesis
side swing was smaller. The moments in the arms were largely similar, except in TTA gait
there was an extra peak elbow extension moment at about 20% stance on the prosthesis
side.
4.3.1 Sagittal Rotational Alignment Change
Figure 18 shows the joint angles and joint moments of the legs, as well as the ground
reaction forces for the predictive simulations FLE1, FLE2, EXT1, and EXT2. The upper
two graphs show the joint angles, the middle two the joint moments, and the bottom graph
the ground reaction forces. The joint moments were normalized to height and weight of
the virtual subjects, while the ground reaction force was normalized to weight.
On the prosthesis side, the peak hip extension angle in late stance was smaller for
the flexion alignments and larger for the extension alignments. The prosthesis side knee
angle during stance was more extended for the flexion alignments and vice versa. Also,
prosthesis side dorsiflexion was earlier for the extension alignments and later for the flexion
alignments. Hip adduction on the intact side was smaller during stance for the flexion
alignments and larger for the extension alignments.
The peak hip extension moment was slightly larger for the flexion alignments and
smaller for the extension alignments on the prosthesis side, while the peak knee flexion
and extension moment were also larger for the flexion alignments and smaller for the flex-
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ion alignments. The onset of the plantarflexion moment at the ankle was later for the flexion
alignments and earlier for the extension alignments, while the peak dorsiflexion moment
(10% of gait cycle) was larger for the flexion alignments. The hip abduction moment and
internal rotation moment were smaller for the flexion alignments and larger for the exten-
sion alignments during stance. The moments in the prosthetic foot were smaller for the
flexion alignments and larger for the extension alignments, meaning there was less move-
ment in the prosthesis. The joint moments on the intact side did not change with the sagittal
plane alignment changes.
The ground reaction forces are largely similar between the solutions, though center
of pressure progressed forward slightly later for the flexion alignments, and the sideways
ground reaction force was larger for the flexion alignments and smaller for the extension
alignments on the prosthesis side.
Figure 19 shows the knee and hip reaction loads, as well as the joint angles and joint
moments of the lumbar joint and the arms for the predictive simulations FLE1, FLE2,
EXT1, and EXT2. The top graph shows the reaction loads, followed by the joint angles of
the lumbar joint, and the arms, respectively. The bottom two graphs show the joint moments
of the lumbar joint and the arms. The joint and reaction moments were normalized to height
and weight of the subjects, while the reaction forces were normalized to weight.
The peak abduction moment did not change with the alignment. The first peak of the
knee reaction force on the prosthesis side occurred later and was smaller for the flexion
alignments, and occured earlier and was larger for the extension alignments. The peak hip
reaction force on the prosthesis side was larger for the extension alignments and smaller
for the flexion alignments. The reaction loads were similar for all alignments on the intact
side.
The lumbar flexion angle was smaller during 60-100% of the gait cycle for the flexion
alignments and larger for the extension alignments. Also, the lumbar joint was bended
more towards the right (prosthesis side) throughout the whole gait cycle for the flexion
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Figure 18: Joint angles, joint moments, and ground reaction forces of the legs for the predictive
simulations with a sagittal plane alignment change, starting at heel strike of the prosthesis side. The
title inside each graph denotes the positive direction.
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Figure 19: Knee and hip reaction loads, and joint angles and joint moments of the lumbar joint and
arms of the legs for the predictive simulations with a sagittal plane alignment change, starting at
heel strike of the prosthesis side. The title inside each graph denotes the positive direction.
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alignments and more towards the left for the extension alignments. The rotation did not
change with alignment. The arm angles were mostly similar between the simulations,
though their variability was large, and the shoulder angle on the intact side was flexed
instead of extended during stance with a flexion alignment. Also, elbow flexion was larger
with for the flexion alignments and smaller for the extension alignments on the intact side
during stance. The peak lumbar flexion and left bending moment were larger for the flexion
alignments, and smaller for the extension alignments, while the rotation moment did not
change with the alignment. The moments in the arm remained similar.
4.3.2 Frontal Rotational Alignment Change
Figure 20 shows the joint angles and joint moments of the legs, as well as the ground
reaction forces for the predictive simulations ADD1, ADD2, ABD1, and ABD2. The upper
two graphs show the joint angels, the middle two the joint moments, and the bottom graph
the ground reaction forces. The joint moments were normalized to height and weight of
the virtual subjects, while the ground reaction force was normalized to weight.
This alignment change did not affect the angles in the sagittal plane. The hip adduction
angle on the prosthesis side was larger at 10% of the gait cycle for an adduction alignment,
while the peak internal rotation angle on the prosthesis side increased for the abduction
alignment, and decreased for the adduction alignment. On the intact side, the peak internal
rotation angle was largest for alignment ADD2, and the peak eversion angle during stance
on the intact side increased with an adduction alignment, and decreased with an abduction
alignment.
The peak knee extension moment was the only joint moment in the sagittal plane that
was affected by the alignment changes. It was slightly lower for alignment ADD2. The
peak hip abduction moment on the prosthesis side was larger for the abduction alignments
than the other alignments. The eversion moment on the intact side was larger for the adduc-
tion alignments, and smaller for the abduction alignments, while in the prosthesis, both the
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inversion moment and the toe extension moment were larger for the abduction alignments,
and smaller for the adduction alignments.
From the ground reaction forces, only the sideways force was affected. The sideways
ground reaction force was larger in both legs for the solutions with an adduction alignment,
and smaller for the simulations with an abduction alignment.
Figure 21 shows the knee and hip reaction loads, as well as the joint angles and joint
moments of the lumbar joint and the arms for the predictive simulations ADD1, ADD2,
ABD1, and ABD2. The top graph shows the reaction loads, followed by the joint angles of
the lumbar joint, and the arms, respectively. The bottom two graphs show the joint moments
of the lumbar joint and the arms. The joint and reaction moments were normalized to height
and weight of the subjects, while the reaction forces were normalized to weight.
The knee adduction reaction moment became abduction during stance with an abduc-
tion alignment, and increased to values above normal for the adduction alignments. The
knee reaction force was the same between the solutions, while the peak hip reaction force
was lower for ADD2 on the intact side, and was higher for ABD2 on the prosthesis side.
The alignment change did not affect the lumbar joint angles, except for the bending
angle, which was more towards the left for alignments ABD2 and ADD2. The arm angles
were not affected by the alignment change, except the shoulder extension angle on the intact
side, which was smaller for the solution with an adduction alignment, and the shoulder
rotation angle, which was rotated externally instead of internally during 60%-100% of the
gait cycle for the abduction alignments.
The lumbar moments were affected slightly by the changes in alignment. The peak
flexion moment and right rotation moment were larger for the simulation with 10 degree
adduction alignment, while the right rotation moment at 40% stance was lower both for the
10 degree adduction and abduction alignment.
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Figure 20: Joint angles, joint moments, and ground reaction forces of the legs for the predictive
simulations with a frontal plane rotational alignment change, starting at heel strike of the prosthesis
side. The title inside each graph denotes the positive direction.
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Figure 21: Knee and hip reaction loads, and joint angles and joint moments of the lumbar joint
and arms of the legs for the predictive simulations with a frontal plane rotational alignment change,
starting at heel strike of the prosthesis side. The title inside each graph denotes the positive direction.
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4.3.3 Frontal Translational Alignment Change
Figure 22 shows the joint angles and joint moments of the legs, as well as the ground
reaction forces for the predictive simulations MTR1, MTR2, LTR1, and LTR2. The upper
two graphs show the joint angels, the middle two the joint moments, and the bottom graph
the ground reaction forces. The joint moments were normalized to height and weight of
the virtual subjects, while the ground reaction force was normalized to weight.
With a lateral alignment, the knee flexion angle on the prosthesis side during stance was
slightly larger, while the hip flexion angle was slightly smaller. On the intact side, the hip
adduction angle during stance (60-90% of gait cycle) was smaller for a lateral translation
and larger for a medial translation. The hip moment was more extended for the medial
translations, and more flexed for the lateral translations. The hip internal rotation moment
during stance on the prosthesis side was lower for MTR2. The inversion moment on the
prosthesis side was slightly larger for the simulations with a medial translation at 10%
stance. The ground reaction forces in all directions were not affected by the alignment
change.
Figure 23 shows the knee and hip reaction loads, as well as the joint angles and joint
moments of the lumbar joint and the arms for the predictive simulations MTR1, MTR2,
LTR1, and LTR2. The top graph shows the reaction loads, followed by the joint angles of
the lumbar joint, and the arms, respectively. The bottom two graphs show the joint moments
of the lumbar joint and the arms. The joint and reaction moments were normalized to height
and weight of the subjects, while the reaction forces were normalized to weight.
The knee adduction reaction moment became abduction for LTR2, while LTR1 had a
very small peak adduction moment during stance. For the medial translations, the peak
adduction moment increased, almost to normal value for MTR2. The knee and hip reaction
force are not influenced by a translational alignment change.
The lumbar joint was more flexed for a lateral alignment change, and more extended for
a medial alignment change, while for a lateral alignment change, there was also more bend-
111
  
 
 
Figure 22: Joint angles, joint moments, and ground reaction forces of the legs for the predictive sim-
ulations with a frontal plane translational alignment change, starting at heel strike of the prosthesis
side. The title inside each graph denotes the positive direction.
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Figure 23: Knee and hip reaction loads, and joint angles and joint moments of the lumbar joint and
arms of the legs for the predictive simulations with a frontal plane translational alignment change,
starting at heel strike of the prosthesis side. The title inside each graph denotes the positive direction.
113
ing towards the right. The shoulder rotation angle on the prosthesis side duirng 60%-100%
of the gait cycle was externally rotated for a lateral alignment change, and moved towards
an internal rotation angle with a more medial alignment. The moment in the lumbar joint
was more extended for a medial translation, and more flexed for a lateral translation. The
peak left bending moment was larger for the lateral alignment. The peak shoulder external
rotation moment was larger for a medial translation, and smaller for a lateral translation.
4.3.4 Transverse Rotational Alignment Change
Figure 22 shows the joint angles and joint moments of the legs, as well as the ground
reaction forces for the predictive simulations INR1, INR2, EXR1, and EXR2. The upper
two graphs show the joint angels, the middle two the joint moments, and the bottom graph
the ground reaction forces. The joint moments were normalized to height and weight of
the virtual subjects, while the ground reaction force was normalized to weight.
The sagittal plane angles were not affected by the alignment change. The hip adduction
angle at 15% of the gait cycle was lower for an externally rotated alignment, and higher for
an internally rotated alignment. The peak internal rotation angle on the prosthesis side was
larger for an externally rotated alignment, and smaller for an internally rotated alignment.
The eversion angle on the intact side during 70%-90% of the gait cycle was smaller for an
internally rotated alignment.
The moments in the sagittal plane were not affected, except for the peak knee extension
moment on the prosthesis side, which was lower for alignment EXR2. The hip adduction
moment on the prosthesis side during 20%-50% of the gait cycle was larger for an exter-
nally rotated alignment and smaller for an internally rotated alignment. Also, the inversion
and toe flexion moment in the prosthesis were larger for an externally rotated alignment
and smaller for an internally rotated alignment. The sideways ground reaction force was
larger for an internally rotated alignment on the prosthesis side and smaller for an externally
rotated alignment. A similar effect, but to a lesser extent, was seen on the intact side.
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Figure 24: Joint angles, joint moments, and ground reaction forces of the legs for the predictive
simulations with a transverse plane alignment change, starting at heel strike of the prosthesis side.
The title inside each graph denotes the positive direction.
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Figure 25: Knee and hip reaction loads, and joint angles and joint moments of the lumbar joint and
arms of the legs for the predictive simulations with a transverse plane alignment change, starting at
heel strike of the prosthesis side. The title inside each graph denotes the positive direction.
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Figure 25 shows the knee and hip reaction loads, as well as the joint angles and joint
moments of the lumbar joint and the arms for the predictive simulations INR1, INR2,
EXR1, and EXR2. The top graph shows the reaction loads, followed by the joint angles of
the lumbar joint, and the arms, respectively. The bottom two graphs show the joint moments
of the lumbar joint and the arms. The joint and reaction moments were normalized to height
and weight of the subjects, while the reaction forces were normalized to weight.
The rotational alignments affected the knee adduction reaction moment in late stance,
which became abduction for the externally rotated alignments, and larger for the internally
rotated alignments. The reaction forces were unaffected. The lumbar joint angles were not
affected by the alignment changes. The lumbar flexion moment was less at about 50% of
the gait cycle for the externally rotated alignments. The shoulder extension angle at 30% of
the gait cycle, and the peak elbow flexion angle on the prosthesis side were largest for the
alignment changes of 10 degrees, while the shoulder internal rotation angle at 70%-100%
gait cycle was lower. The arm moments were not affected by the alignment changes,
4.3.5 Statistical Tests
Table IV shows the results of the repeated measures ANOVA test, as well as means and
standard devations of the parameters that were statistically tested. Bolded text indicates that
a significant difference was found in the post-hoc t-tests. All ANOVA tests indicated a sig-
nificant difference. The peak hip flexion angle was significantly different for 11 simulations
(FLE1, FLE2, EXT1, EXT2, EXR2, ABD2, ADD2, MTR1, MTR2, LTR1, and LTR2), and
so was the peak hip extension angle (FLE1, EXT1, EXT2, INR2, ABD1, ABD2, ADD2,
MTR1, MTR2, LTR1, and LTR2). The peak hip adduction angle was significanty different
for 3 simulations (FLE1, FLE2, and ABD2), and so was the peak abduction angle (FLE2,
ABD1, and LTR1). The peak hip external rotation angle was significantly different for
four simulations (EXT1, ABD1, ABD2, and ADD2). The peak hip internal rotation an-
gle was significantly different for six simulations (EXT1, EXT2, EXR1, ABD1, ADD1,
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ADD2). The peak hip reaction force was significantly higher in two simulations (EXT2
and INR2) and lower for the simulation ADD2. The peak knee reaction force was signif-
icantly lower in LTR1. The peak knee abduction moment was significantly lower in four
simulations (ABD1, ABD2, LTR1, and LTR2) and higher in five simulations (INR1, INR2,
ADD1, ADD2, MTR2). The metabolic cost was significantly lower for FLE1, and higher
for EXT2 and EXR1.
4.4 Discussion
Four hypotheses were tested and confirmed by the statistical tests. Table IV showed that
the hip angles were significantly different with a change in alignment, that the joint reaction
forces were significantly higher in several changed alignments, that the knee adduction
moment was significantly different, and that the metabolic cost was significantly different
in three alignments.
However, when simulations with an alignment change were compared to the reference
alignment individually, most parameters were significantly different for less than half the
alignment changes, and no alignment change yielded statistical significance for all tested
parameters. The alignment with the most significantly different parameters was ADD2
with six, followed by EXT2 and LTR2 with five. Alignments EXR1 and INR1 had only
one significant difference.
The metabolic cost was significantly higher only for two alignment changes, EXT2 and
EXR1 and lower in alignments FLE1, FLE2, INR2, ADD1, and LTR1 though the difference
was 1% or less and statistically significant only for FLE1. A 1% difference is quite small,
for example in running a 2.4% increase is required for athletes to detect a difference [31].
Also, the reaction forces and moments are lower in several alignments, compared to the
reference alignment. In FLE2, the reaction forces on the intact side are lower than the
reference alignment, while the knee abduction reaction moment is lower than able on the
prosthesis side. The difference is quite small and hardly visible (e.g. see figure 18) despite
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Table IV: Means± standard deviations of the variables that were tested for significance. Bolded font indicates a significant difference in the post-hoc
test. After Bonferonni correction, p=0.005 was used for the ANOVA and post-hoc test.
Variable ANOVA result ABLE REF FLE1 FLE2 EXT1 EXT2
Hip angles Flexion p<< 0.005 31.7 ± 0.54 31.7 ± 0.72 30.9 ± 0.76 29.9 ± 0.79 32.5 ± 0.68 33.3 ± 0.78
(deg) Extension p<< 0.005 -7.35 ± 1.1 -7.75 ± 1.3 -8.01 ± 1.4 -7.88 ± 1.6 -7.41 ± 1.3 -7.07 ± 1.3
Adduction p<< 0.005 5.69 ± 0.75 6.91 ± 2.2 6.48 ± 2.0 5.93 ± 1.9 7.16 ± 2.4 7.43 ± 2.53
Abduction p<< 0.005 -8.55 ± 0.77 -8.91 ± 0.56 -9.18 ± 0.75 -10.0 ± 0.94 -8.98 ± 0.48 -9.08 ± 0.46
External Rotation p<< 0.005 -5.47 ± 0.17 -4.94 ± 0.23 -4.99 ± 0.25 -4.93 ± 0.23 -4.87 ± 0.25 -4.84 ± 0.24
Internal Rotation p<< 0.005 -3.06 ± 0.051 -0.505 ± 1.4 -0.672 ± 1.5 -0.635 ± 1.3 -0.971 ± 1.4 -1.47 ± 1.2
Reaction forces Hip p<< 0.005 22.9 ± 0.99 24.7 ± 3.0 24.5 ± 2.7 23.4 ± 2.4 25.4 ± 2.9 25.2 ± 3.1
(N/BW) Knee p= 0.0028 22.7 ± 0.72 23.5 ± 1.3 23.4 ± 1.5 23.2 ± 1.4 23.3 ± 1.3 23.5 ± 1.1
Reaction Moment Knee Abduction p<< 0.005 16.4 ± 2.1 6.74 ± 5.0 7.43 ± 5.2 8.18 ± 4.5 6.53 ± 4.2 6.26 ± 2.7
(x100 Nm/BW/m)
Metabolic Cost (J/kg/m) p<< 0.005 2.66 ± 0.13 2.35 ± 0.14 2.33 ± 0.15 2.33 ± 0.15 2.35 ± 0.13 2.38 ± 0.12
INR1 INR2 EXR1 EXR2 ABD1 ABD2
Hip angles Flexion 31.7 ± 0.75 31.6 ± 0.80 31.6 ± 0.62 31.5 ± 0.64 31.7 ± 0.65 31.3 ± 0.62
(deg) Extension -7.66 ± 1.4 -7.46 ± 1.3 -7.68 ± 1.3 -7.69 ± 1.3 -7.44 ± 1.3 -7.17 ± 1.2
Adduction 7.01 ± 2.11 7.66 ± 2.0 7.11 ± 2.6 6.84 ± 2.4 7.83 ± 3.7 6.22 ± 3.4
Abduction -8.78 ± 0.77 -8.44 ± 1.3 -8.60 ± 0.81 -8.97 ± 1.0 -8.05 ± 0.98 -8.62 ± 0.69
External Rotation -4.89 ± 0.22 -4.86 ± 0.23 -4.90 ± 0.24 -4.86 ± 0.19 -5.09 ± 0.21 -5.23 ± 0.15
Internal Rotation -0.618 ± 0.97 -0.886 ± 1.1 -0.0454 ± 0.93 0.404 ± 0.99 0.426 ± 1.1 0.118 ± 0.85
Reaction forces Hip 24.3 ± 3.2 24.2 ± 2.8 25.1 ± 3.1 24.7 ± 2.9 24.9 ± 3.0 25.2 ± 2.4
(N/BW) Knee 23.8 ± 0.84 23.6 ± 1.5 23.7 ± 1.0 23.8 ± 1.1 23.5 ± 1.1 23.5 ± 1.3
Reaction moment Knee Abduction 10.2 ± 3.6 12.5 ± 2.6 5.52 ± 5.2 5.86 ± 3.4 -1.68 ± 0.54 -2.00 ± 0.36
(x100 Nm/BW/m)
Metabolic Cost (J/kg/m) 2.35 ± 0.12 2.34 ± 0.13 2.36 ± 0.13 2.36 ± 0.13 2.36 ± 0.12 2.37 ± 0.14
ADD1 ADD2 MTR1 MTR2 LTR1 LTR2
Hip angles Flexion 31.7 ± 0.58 31.4 ± 0.60 31.6 ± 0.74 31.1 ± 0.71 31.9 ± 0.74 32.3 ± 0.70
(deg) Extension -7.57 ± 1.4 -7.08 ± 1.4 -8.10 ± 1.3 -9.00 ± 1.3 -7.47 ± 1.3 -6.51 ± 1.3
Adduction 7.16 ± 1.4 7.00 ± 1.2 6.82 ± 2.1 6.86 ± 2.4 6.82 ± 2.2 6.79 ± 2.1
Abduction -8.78 ± 1.4 -8.30 ± 1.6 -8.87 ± 0.52 -8.81 ± 0.45 -8.88 ± 0.60 -9.31 ± 0.67
External Rotation -4.88 ± 0.27 -4.73 ± 0.19 -4.94 ± 0.24 -4.94 ± 0.24 -4.95 ± 0.23 -4.89 ± 0.23
Internal Rotation -1.80 ± 0.72 -2.50 ± 0.37 -0.664 ± 1.5 -0.866 ± 1.5 -0.564 ± 1.4 -0.341 ± 1.3
Reaction forces Hip 24.5 ± 2.5 22.5 ± 2.7 24.7 ± 3.0 24.9 ± 2.9 24.7 ± 3.0 24.9 ± 2.7
(N/BW) Knee 23.5 ± 1.4 23.8 ± 1.3 23.5 ± 1.3 23.7 ± 1.2 23.4 ± 1.3 23.3 ± 1.2
Reaction moment Knee Abduction 22.4 ± 2.1 20.5 ± 2.3 8.68 ± 4.8 15.4 ± 5.0 4.43 ± 4.7 0.995 ± 3.4
(x100 Nm/BW/m)
Metabolic Cost (J/kg/m) 2.32 ± 0.14 2.35 ± 0.11 2.35 ± 0.13 2.35 ± 0.13 2.35 ± 0.14 2.33 ± 0.14
being significant, but the peak force becomes more similar to able-bodied gait, so it might
still be beneficial.
The hip flexion and extension angles were statistically different in 11 alignments. How-
ever, normally people have a standard deviation of approximately 6o in their hip angle [32].
None of the peak angles in the hip were outside this range, when compared to the ref-
erence solution. This means that despite a theoretical significant difference between the
alignments, it will not be noticeable in practice.
The flexion alignments should be studied further. In this work, the metabolic cost was
less than the reference for solutions FLE1 and FLE2. It was found that less power was
absorbed in the ankle in the flexion alignments than in the reference alignment. Less work
was performed in both hips, the lumbar joint, and the healthy ankle in FLE1 and FLE2
compared to the reference solution. Also, the reaction forces at the knee and the hip on
the intact side were lower than the reference, albeit not significant, and the knee abduction
moment on the prosthesis side was lower as well. Therefore, a flexion alignment might
be more optimal than the reference alignment. This is possible due to the fact that the
foot points downwards compared to the reference alignment, which is similar to having
the neutral angle at a small plantarflexion angle, meaning that more energy can be stored
during stance.
When the alignment was changed in the frontal or the transverse plane, the knee adduc-
tion reaction moment on the prosthesis side was affected, and for some solutions reduced
to zero. A reaction adduction moment in the socket could yield stresses in the skin. This
results shows that the alignment influenced this reaction moment. Especially an external
rotation or a lateral translation reduced the knee adduction reaction moment without affect-
ing other gait parameters. Therefore, skin problems might be reduced in some patients by
changing the alignment in one of those directions.
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4.4.1 Comparison to Previous Studies
Able-bodied Solution
The solution was compared to gait analysis studies of human gait. Hip and knee flexion
angles were similar to Gage et al. [33]. Ankle dorsiflexion was different, since during
stance the ankle dorsiflexed later in the gait cycle. The delayed dorsiflexion was also seen
in the data that was used in the tracking objective [25]. Hip adduction angle was very
similar, though there was a second peak adduction angle at about 50% stance that was
absent in Gage et al. [33]. Hip rotation, and ankle inversion were similar to Gage et al.
[33]. Hip abduction moment was similar to Royer and Wasilewski [34].
The peak knee reaction forces were similar to Fregly et al. [35], and smaller than Miller
et al. [36]. The knee abduction moment was slighlty lower than Miller et al. [36], but within
normal variation. However, the first peak in the knee joint reaction force was lower than
normal in all simulations. This is probably due to the ankle moment which is absent in
early stance (see figure 16), which is different from normal (see chapter II).
It was observed that the ankle only becomes active in late stance. We suspect that
this happens since stability is not taken into account. Note that in the two-dimensional
model, the ankle moment was as expected (see chapter III), while stability was not taken
into account either. However, the three-dimensional model has much more muscles, which
increases the control flexibility. Possibly, the abnormal joint ankle angle data that was
tracked could also have influenced the joint moment.
Usually, the plantarflexor muscles are active in early stance (see chapter II) to control
the forward velocity of the leg [37]. We suspect that in the predictive simulations energy
is saved by activating these muscles only in late stance, during push-off. This is possible
if the leg has exactly the desired speed at heel strike, but this will be hard to control in
practice. The effort weight was decreased to see if this would create a more realistic ankle
moment. This was true for Weff = 1, but in this solution the knee extension moment was
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absent during stance. It appeared that in this solution the strategy was changed from using
the knee extensors during early stance to using the ankle plantarflexors, which created an
unrealistically high knee reaction force.
The metabolic cost of 2.66 J/kg/m was as expected for normal walking. The resting
metabolic rate of about 1.13 W/kg [38] was not taken into account, and a metabolic cost of
about 3.3 J/kg/m to 3.6 J/kg/m is considered normal [38].
Reference Solution
In the reference simulation with TTA gait, it was observed that the knee on the pros-
thesis side does not extend during late stance. This is probably due to the high stiffness
that was chosen for the MTP joint in the prosthesis. This stiffness was chosen to be high
to fix the joint, and create a prosthesis similar to the one used in the two-dimensional study
(see chapter III). However, this makes it impossible to extend the knee during late stance,
because the knee buckles (and flexes) once the center of pressure has moved forward in the
foot.
The knee reaction force in the TTA simulations was lower than previous work [39] The
ground reaction force was similar between the two legs. In subject studies, it was found
that the intact vertical ground reaction force is higher, but this depends on the prosthetic
foot (e.g. [40, 41]). Similar to Royer and Wasilewski [34], the knee adduction moment
was lower than able-bodied on the prosthesis side and higher than able-bodied on the intact
side. The numbers were also of similar order of magnitude.
The metabolic cost in te simulations of TTA gait was 2.35 J/kg/m when taking into ac-
count the mass of the prosthesis. However, if this mass was disregarded, the metabolic cost
was 2.52 J/kg/m, which is still lower than the metabolic cost of the able-bodied solution,
while subject studies usually report a higher than normal or similar metabolic cost [42–
45].When looking at the joints, the lumbar muscles expend 34% more energy, the prosthe-
sis side hip muscles expend 19% more energy, and the knee muscles 2% more, or 19% if
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the Gastrocnemius is not taken into account in either simulation. On the intact side, less
energy is expended by the muscles: 19% less in the hip muscles, 27% less in the knee
muscles, and 29% less in the ankle muscles.
However, when mechanical work at the joints was studied, it was found that more
work was performed in the hip, knee and ankle joint on the intact side, which is similar
to previous work [15, 46, 47]. It is surprising that less work is performed in the muscles,
while more work is performed in the joints on the intact side. This could be due to passive
moments that were not taken into account. However, the motion was inside the range of
motion, so very little passive moments should be added. Another reason is that due to the
elasticity of the SEE, the maximum muscle force (in the CE) and shortening velocity do
not necessarily coincide with the maximum joint moment and angular velocity. No data is
available to compare the result of the muscle work.
Effect of Alignment Changes
The effect of the sagittal plane alignment change on the peak knee extension moment
(higher for the flexion alignment and lower for the extension alignment) was similar to
Boone et al. [3], and Schmalz et al. [14], who changed the angle of the foot with respect to
the shank. Fang et al. found that the hip and knee moment in the sagittal plane increased
compared to the reference for a flexion and an extension alignment change [5], which
was not seen in this work. Similar to Kobayashi et al. [11], we predicted a smaller knee
extension moment with the extension alignment. However, they did not predict a higher
peak moment with flexion, and it was also found that in this work the peak occurs earlier
in the stance phase than reported by Kobayashi et al.
Similar to Pinzur et al. [10], the vertical ground reaction force was larger on the intact
side than on the prosthesis side, but it was not affected by an alignment change in the frontal
or the sagittal plane. This was expected, because the ground reaction forces were tracked
as well.
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Fridman et al. [13] suggest that external or internal rotation of the hip compensates
for a rotational alignment change in the foot, such that the foot has the same direction
during stance phase. The hip compensation was not seen in this work. It is possible that
the subjects care about the foot alignment for other reason than energy efficiency, which is
why this is not seen in this work.
Due to the limited and sometimes conflicting previous results that are available, the
quality of the predictive simulations cannot be assessed easily. The adjustment in the knee
moment and vertical ground reaction force seem to agree with some previous studies, but
the knee moment conflicts with others, and much data of this study cannot be compared to
subject studies since they have not been measured, like the knee reaction force, joint angles
and moments, especially on the intact side, and the metabolic cost. Future subject studies
could help verify the results of this work. It is recommended to test metabolic cost and
joint reaction forces of alignment changes in the sagittal plane especially.
4.4.2 Limitations
It should be noted that all simulations were found with tracking data from one sub-
ject [25]. Since no information was available on the standard deviation, it was assumed to
be 0.1 rad for all degrees of freedom. This number was compared to the standard deviation
between subjects of the data presented in chapter V. It was found that the chosen standard
deviation was similar, but slightly lower than the average standard deviation. Therefore, it
is expected that the variation of the results is similar to the expected variation.
Tracking data of the arm swing was not available. Instead, two objectives were added
to the optimization to create a realistic solution. The objective of trunk stability was added
since it is required to keep the head in a somewhat stable location to avoid blurry vision.
The objective of minimizing shoulder adduction movement was added because otherwise
the arms would move through the body. Ideally, path constraints would be added to avoid
this, but this would have been cumbersome. Experimentation with the objective found that
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this simple objective created a sufficiently realistic motion of the trunk and legs and that
similar objectives did not yield a significantly different solution.
More work should be done to improve the quality of the predictive simulations and
make them more realistic, for example the ankle joint moment and the arm swing were not
sufficiently realistic. A different dataset for tracking could improve the results, because
the dataset used in this work did not include arm motion, and the ankle motion seemed
somewhat unrealistic. Also, including uncertainty of the environment could improve the
results, especially the ankle joint moment. This could be especially important for an align-
ment study as well, because certain alignments might be more or less stable than others,
and therefore require more energy expenditure. This study could not assess this.
4.5 Conclusion
It was concluded that all hyptheses were accepted. We showed that the hip angles
were significantly changed with a change in alignment, that the joint reaction forces were
significantly higher in several changed alignments, that the knee adduction moment was
significantly different, and that the metabolic cost was significantly higher than the refer-
ence in several alignments. However, it could not be concluded that the reference alignment
was the single most optimal alignment. It was shown that the flexion alignment could be
more advantageous, since the reaction forces on the intact side were lower, as well as the
abduction moment on the prosthesis side and the metabolic cost. It was also shown that
when the alignment was changed by a lateral translation or an external rotation, the knee
adduction moment would reduce without changing other parameters too much. Such an
alignment change could potentially alleviate skin stress and related health issues. Future
work into prosthesis alignment is necessary, and this work can be used as a reference for fu-
ture subject studies, since it provides information that has not been measured or calculated
previously.
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CHAPTER V
COMPARING METABOLIC ENERGY MODELS USING EXPERIMENTAL DATA
AND PREDICTIVE SIMULATIONS
Whether humans minimize metabolic energy cost in gait is debated. The goal of this
work is to solve a predictive simulation of gait minimizing metabolic cost from a random
initial guess and compare this to a predictive simulation minimizing effort. First, predic-
tions of metabolic energy expenditure of seven metabolic energy expenditure models were
compared to select the model that correlates best with experimental data. Ground reaction
forces, marker data, and pulmonary gas exchange data were recorded for six walking trials
at combinations of two speeds, 0.8 m/s and 1.3 m/s, and three inclines, −8% (downhill),
level, and 8% (uphill). The metabolic cost, calculated with the metabolic energy models
was compared to the metabolic cost from the pulmonary gas exchange rates. A repeated
measures correlation showed that the model by Bhargava et al. [1] and the model by Licht-
wark and Wilson [2] correlated best with the experimental data, while the metabolic energy
expenditure model by Margaria [3] had the lowest model error between the calculated and
measured energy cost across the six walking trials. Four models were chosen as an objec-
tive for the predictive simulation. These models were adapted to be twice differentiable, so
that a gradient based optimization method can be used. It was shown that these models
correlate well with the original. Predictive simulations of a reaching task and gait were
solved using this continuous model and by minimizing effort. The reaching task simulation
showed that energy minimization predicts unrealistic movements when compared to effort
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minimization. The predictive gait simulations showed that a realistic gait cycle cannot be
created using just an objective of energy or effort minimization.
Statement of Contribution
This chapter contributes in terms of scientific results and methods. This is the first
comparison of metabolic energy models for conditions other than level walking, which
provides future researchers information to decide which metabolic energy model to use
for their study. Additionally, it is the first to solve a periodic predictive simulation of
gait successfully while minimizing metabolic energy without using any data. In terms of
methods, the metabolic energy models were adapted to have a continuous first derivative,
so that they can be used as objective in a gradient-based optimization algorithm.
Publications:
• Koelewijn, A. D., Heinrich, D. and Van den Bogert, A. J. (2018). Metabolic Cost
Calculations of Gait using Musculoskeletal Energy Models, a Comparison Study.
Journal of Biomechanics, in review.
• Koelewijn, A. D., Dorschky, E. and Van den Bogert, A. J. (2017). A comparison
of metabolic energy and effort as objectives of gait using predictive simulations.
Computer Methods in Biomechanics and Biomedical Engineering, in press.
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5.1 Introduction
Predictive gait simulations can provide theoretical explanations for features of human
gait [4] and can be useful to predict the effect of an altered mechanical environment on
human gait. Recently, these simulations have been used to analyze ‘what-if scenarios’
such as the effect of an intervention like a prosthesis [5], an exoskeleton [6], an ankle-foot
orthosis [7], or an additional weight [8] on gait, as well as the effect of loaded and inclined
walking [9] or changing the gait pattern to one that minimizes knee reaction force [10] on
gait.
Predictive simulations solved using direct collocation are found quickly, allow for com-
plex control inputs, and periodicity can be enforced easily [4, 11]. Currently, an objective
based on effort, or muscle activation, is often used with direct collocation [4, 5, 8]. Pre-
vious work showed that this objective can only predict the main features of gait without
using any data [4]. Therefore, it is our goal to investigate if a more realistic gait cycle can
be achieved when instead of effort, energy expenditure is minimized.
People prefer to walk in energetically optimal ways. Walking speed [12], the ratio be-
tween step length and step frequency [13], step width [14] and vertical movement of the
center of mass [15, 16] are chosen such that energy expenditure is minimized. Whole-
body energy expenditure can be measured using direct calorimetry, by measuring the heat
production in the body, or indirect calorimetry, using pulmonary gas exchange measure-
ments [17]. Muscular effort cannot be measured, so it is unknown if minimal muscular
effort coincides with minimal energy expenditure. Therefore, it is unsure if minimization
of muscular effort or metabolic energy is the true objective of human gait.
If minimal metabolic energy is the true objective of human gait, predictive simulations
that minimize metabolic energy should be more realistic than predictive simulations that
minimize muscular effort. However, measurements of energy expenditure are not available
for predictive simulations. Several models exist that describe metabolic energy expendi-
ture as a function of muscle activation, length and velocity [1, 2, 18, 19]. Using such model
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as objective, it is possible to compare a predictive gait simulation minimizing metabolic
energy expenditure to a predictive gait simulation minimizing effort and find if either ob-
jective results in a more realistic simulation.
Previously, Anderson and Pandy [20], Sellers et al. [21], Miller et al. [22], and Miller [23]
created simulations of walking by minimizing metabolic energy. These optimizations re-
quired gradient-free optimization algorithms [21–23] or shooting [20]. Gradient-free op-
timization algorithms are known to be slow [21]. Shooting requires a forward simulation
for each optimization variable to determine the gradient with respect to that optimization
variable, and so is slow as well. Therefore, their simulations required thousands of CPU
hours [20, 23], sometimes to find only simple control profiles [23]. The solutions were not
periodic gait cycles [20, 23], and often data was used to create an initial guess [22, 23],
which might influence the final solution. If direct collocation could be combined with an
objective of minimization of metabolic energy, the advantages of the method and the objec-
tive could be employed to find a gait cycle that minimizes metabolic enery, and is periodic,
has a large number of control variables, while it solves relatively fast.
In literature several energy models were suggested. The Huxley crossbridge model [24]
finds the muscle force and the energy expenditure of a muscle [1], but requires up to 18
states [25]. Instead, Hill-type muscle models [26] are typically used to simulate muscles,
but these do not output metabolic energy expenditure. Therefore, several metabolic energy
models have been proposed that calculate the energy expenditure during walking based on
Hill-type muscles [1–3, 18, 19, 27], or joint angles and moments [28].
There is an additional advantage of metabolic energy models over experimental data of
energy expenditure. These models can also provide more information than measurements
of energy-expenditure, which can only measure the energy expenditure of the full body.
With metabolic energy expenditure models, the energy expenditure of single muscles [29],
or joints [23] can be calculated separately. Therefore, these models can be used for detailed
studies into energy expenditure of different body parts.
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Our aim is to use one of these models to investigate if it is possible to create a real-
istic predictive simulation of a gait cycle by minimizing metabolic energy, without using
any data. Therefore, this study has two parts. In the first part, a metabolic energy model
will be selected for which the metabolic cost correlates best with metabolic cost from mea-
surements of pulmonary gas exchange. In the second part, this metabolic energy model is
used to solve a predictive gait simulation, which is compared to a predictive gait simulation
found by minimizing muscular effort.
An experiment will be performed to compare the metabolic energy models. So far,
these models have only been compared and used on level walking studies and self-selected
speed (e.g. [1, 18, 23]). However, it is important to know how well these models can
represent changes in energy cost due to altered control or environment. Specifically it is
known that in downhill walking, knee extensor activity increases [30, 31] while metabolic
cost decreases [3], that in uphill walking metabolic cost increases [3], and that between 2
and 5 km/h, metabolic cost is independent of speed [32]. However, it is unknown if the
metabolic energy expenditure models could predict these observations and which model
coincides best with energy expenditure measurements. Consequently, we aimed to com-
pare metabolic cost calculated with the different models to metabolic cost measured with
indirect calorimetry on walking trials with different speeds and slopes.
After the comparison of the metabolic energy expenditure models, our second goal
is to investigate if it is possible to create a realistic gait cycle by minimizing metabolic
energy. For this, it is necessary to adapt the metabolic energy model such that the first
derivative is continuous. We show that the continuous version of the metabolic energy
models correlates well with the original model over a range of walking and running speeds.
We create predictive simulations of a single joint reaching task to highlight the differences
between metabolic rate and effort minimizations. Finally, we present a predictive gait
simulations that minimizes metabolic rate from a random initial guess, and compare to a
predictive gait simulation that minimizes effort.
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5.2 Comparison of Metabolic Energy Expenditure Models
Predictions of metabolic energy expenditure of seven metabolic energy expenditure
models were compared to select the model that correlates best with experimental data.
Ground reaction forces, marker data, and pulmonary gas exchange data were recorded for
six walking trials at combinations of two speeds, 0.8 m/s and 1.3 m/s, and three inclines,
−8% (downhill), level, and 8% (uphill). The metabolic cost, calculated with the metabolic
energy models was compared to the metabolic cost from the pulmonary gas exchange data.
A repeated measures correlation showed that the model by Bhargava et al. [1] and the
model by Lichtwark and Wilson [2] correlated best with the experimental data, while the
metabolic energy expenditure model by Margaria [3] had the lowest model error between
the calculated and measured energy cost across the six walking trials.
5.2.1 Methods
Subjects and experiment
Twelve healthy participants (6 female, 6 male, mean± SD age 24± 5 years, weight 67
± 11 kg, and height 173± 8 cm) provided informed consent and performed the experiment.
The experimental protocol was approved by the institutional review board of Cleveland
State University (IRB-FY2017-286). First, the subjects stood on the treadmill for three
minutes to determine their resting metabolic rate. They performed six walking trials in
random order, three at 0.8 m/s and three at 1.3 m/s. For each speed, there were three
different inclines: level walking, downhill walking with a negative incline of 8%, and uphill
walking with a positive incline of 8%. Pulmonary gas exchange rates were measured with
the COSMED K4b2 system (COSMED, Italy). An instrumented treadmill with two six
degree of freedom force plates (R-Mill, Forcelink, Culemborg, the Netherlands) was used
to measure the ground reaction forces. A motion capture system with 10 Osprey cameras
and Cortex software (Motion Analysis, Santa Rosa, CA) was used to record 27 markers,
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given the markerset in appendix 7.2.
Metabolic energy models
Seven metabolic energy models were selected for this study: models Bhargava [1],
Houdijk [19], Umberger [18], Lichtwark [2], Minetti [27], Margaria [3], and Kim [28]. Six
models use muscle states (contractile element length, activation, stimulation) to determine
the energy rate of the individual muscles. Model Kim calculates the energy rate for each
joint instead of each muscle, using the angular velocity and joint moment.
The calculated metabolic cost of walking, Ccalc, is determined in J/kg/m as follows:
Ccalc =
1
Tmv
∫ T
t=0
Nmus∑
i=1
E˙i(t)mmus(i)dt (5.1)
where T denotes the motion duration, m the participant’s mass, v the speed, Nmus the
number of muscles, and E˙i the energy rate of muscle i normalized to muscle mass mmus.
Models Bhargava, Houdijk, Umberger, and Lichtwark calculate the energy rate as a
function of work rate, w˙, and heat rates, due to activation, h˙a, maintenance of contraction,
and h˙m, and muscle shortening and lengthening, h˙sl [1, 2, 18, 19]:
E˙ = w˙ + h˙a + h˙m + h˙sl (5.2)
Model Minetti determines the energy rate for each muscle incorporating an empiri-
cal function of the ratio between the contractile element velocity, vCE and the maximum
contractile element velocity, vCE(max) [27]:
E˙ = aFmaxvCE(max)φ (5.3)
where φ =
0.054 + 0.506v¯CE + 2/46v¯
2
CE
1− 1.13v¯CE + 12.8v¯2CE − 1.64v¯3CE
(5.4)
where a is the muscle activation, Fmax the maximum isometric force, and v¯CE is the ratio
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of the contractile element velocity to the maximum contractile element velocity.
Model Margaria is based on the observation that muscles are 25% efficient when short-
ening, and 120% efficient when lengthening [3]:
E˙ =

w
0.25
if: vCE < 0
− w
1.2
if: vCE ≥ 0
(5.5)
Model Kim calculates the energy rate using the work rate and heat dissipation at each
joint:
E˙ = h˙amθ˙max|M |+ h˙sl|Mθ˙|+ Q˙ccPmax +Mθ˙ (5.6)
where θ˙ denotes the angular velocity of the joint, M the joint moments, and P = θ˙M the
power. The subscript max indicates the maximum over the gait cycle. ham = 0.054 is the
heat rate for activation and maintenance, hsl = 0.283 is the shortening-lengthening heat
rate for positive power, and hsl = 1.423 is the shortening-lengthening heat rate for negative
power, and Q˙cc = 0.004 is the co-contraction heat rate [28]. Note that for model Kim, the
summation in equation 5.2 is performed over the number of joints, instead of the number
of muscles, and the energy rate is not normalized to muscle mass. The implementation of
all models is detailed in appendix 7.2.
Kinetic and Kinematic Data Processing
A two step approach was used to calculate the joint angles, moments, and muscle states
and inputs necessary to determine the metabolic cost of walking level, uphill and downhill
using the metabolic energy models.
In the first step, the joint angles and moments were determined from marker and ground
reaction force data. The data was filtered backwards and forwards with a second order
Butterworth filter with a cut-off frequency of 6 Hz. Angles, angular velocities and accel-
erations, and segment accelerations were calculated from marker positions, velocities, and
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accelerations [33]. The data was split into gait cycles and resampled to 100 data points per
gait cycle.
The joint angles were determined using the orientation from the proximal to the distal
marker on the body segment. For example, for the tibia these were the knee and ankle
markers. The joint moments were determined from the marker data and the ground reaction
forces using Winter’s method [34]. The joint angles, moments, and ground reaction forces
were averaged over all left and right gait cycles to find one average gait cycle.
In the second step, the muscle states (activation and contractile element length) and
stimulations were determined from an optimization problem using the sagittal plane mus-
culoskeletal model with nine degrees of freedom and 16 muscles that was described in
section 2.6 (see also [8]). The model’s height and mass was the same as the subject’s
height and mass. Segment mass distribution was based on [34]. The stimulations u(t), ac-
tivations a(t), and contractile element lengths lCE(t) were found by solving the following
optimal control problem [35]:
minimize
lCE(t),a(t),u(t)
∫ T
t=0
∑Nmus
i=1 ai(t)
2dt (5.7)
Subject to: FSEE(θ(t))− FCE(a(t), lCE(t), vCE(t))
−FPEE(θ(t)) = 0 0 ≤ t ≤ T (5.8)
a˙− (u(t)− a(t))
(
u(t)
Tact
+ 1−u(t)
Tdeact
)
= 0 0 ≤ t ≤ T (5.9)
DFSEE −Mwinter = 0 0 ≤ t ≤ T (5.10)
where FSEE , FPEE and FCE denote the series elastic, parallel elastic and contractile ele-
ment force, θ the joint angles, vCE the contractile element velocity, the first derivative of
the contractile element length. Tact is the activation time constant, Tdeact is the deactiva-
tion time constant, D denotes a matrix of muscle moment arms, and Mwinter the moments
that were calculated previously. Periodic boundary conditions were used: u(T ) = u(0),
a(T ) = a(0), and lCE(T ) = lCE(0).
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This optimization problem was solved using direct collocation, with 100 collocation
points per gait cycle and a backward Euler formulation. IPOPT 3.11.0 was used to solve
the optimization problem [36]. Finally, the muscle state trajectories, or the joint angular
velocities and moments were inserted in the seven metabolic energy models to find the
calculated metabolic cost.
Pulmonary Data Processing
The measured metabolic cost was derived from the pulmonary gas exchange data using
indirect calorimetry. The first 30 seconds of the resting trial, and the first three minutes of
each walking trial were disregarded. The rate of oxygen consumption, V˙ O2 in mL/min/kg,
and respiratory quotient, R were averaged over time. The metabolic rate in W/kg was
determined as follows for the resting and walking trials [37]:
W =
4.184
60
(3.941 + 1.106R)V˙ O2 (5.11)
The resting trial was subtracted from each walking trial. The metabolic rate was divided
by walking speed to find the measured metabolic cost in J/kg/m:
Cmeas =
(Wmeas −Wrest)
v
(5.12)
5.2.2 Analysis
The implementation of the metabolic energy models was verified first. Similar to [23],
the metabolic rate was determined for three speeds (shortening, isometric and lengthening),
and five activation levels (0.05, 0.25, 0.5, 0.75 and 1), and compared to [23].
The calculated metabolic cost was reported for all joints individually and the total
(equation 5.1) was compared to measured metabolic cost (equation 5.12). Each model
was assessed using the error between the calculated and measured metabolic cost, and a
repeated measures correlation [38].
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Figure 26: Metabolic rate of the soleus muscle at four activation levels, for an isometric condition,
and a shortening and lengthening velocity of one optimal fiber length per second.
5.2.3 Results
Verification of Metabolic Energy Models
Figure 26 shows the metabolic power of the Soleus for several activation levels and a
shortening and lengthening velocity of 1 lCE(OPT )/s, where lCE(OPT ) is the optimal con-
tractile element length, and an isometric condition. The metabolic rate for shortening is
more than twice as high from model Margaria than for all other models. In the isomet-
ric condition model Minetti has the largest metabolic rate, while model Margaria has zero
metabolic rate, since no work is done at zero speed. The metabolic rate is most different
between the models during lengthening, where only models Margaria and Minetti had a
positive metabolic rate.
Joint Kinetics and Kinematics
Figure 27 shows the ground reaction forces, joint angles, joint moments, and muscle
forces for all trials at 1.3 m/s. The downhill trial has a larger peak vertical ground reaction
force and braking horizontal ground reaction force than the level trial. The peak hip flexion
angle is smaller than the level trial, while the peak hip and knee extension angle are larger.
The ankle angles are similar to the level trial. The stance hip moment, and peak ankle
plantarflexion moment are smaller, while the peak knee extension moment is larger.
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Figure 27: Average ground reaction forces, joint angles, joint moments, and muscle forces for
all trials at the normal speed. The shaded area denotes one standard deviation. The figures use
Winter’s sign convention, where flexion angles and extension moments are positive for hip and
knee. Dorsiflexion angle and plantarflexion moment are positive for the ankle.
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In the uphill trial, the ground reaction force is similar to the level trial, while the hip
angle is shifted towards higher flexion. The knee angle is similar to the level trial, while
the ankle has more dorsiflexion in the first half of the gait cycle. The stance hip moment,
peak knee flexion moment, and peak ankle plantarflexion moment are larger than the level
trial.
The Iliopsoas and Rectus Femoris are only active during stance in the downhill trial,
while the force during swing is similar between trials. In the Gluteus, Hamstrings, and
Gastrocnemius the peak force is highest for the uphill trial, and lowest for the downhill
trial. The Vasti has the largest peak force in the downhill trial, and similar force in the other
trials. The Tibialis Anterior has the highest peak force in the downhill trial, and the lowest
in the uphill trial. The Soleus has similar force in all trials.
Figure 28 shows the ground reaction forces, joint angles, joint moments, and muscle
forces for all trials at 0.8 m/s. The pattern of the downhill, level, and uphill trials are very
similar to the patterns seen for the normal speed. The muscle forces in the slow trials also
show similar trends, but with lower force. One difference to normal speed is the smaller
peak in the Soleus in the downhill trial.
Metabolic Energy Expenditure
Figure 29 shows the calculated metabolic cost for each model, separated for the hip,
knee and ankle joints. The mean calculated metabolic cost was lowest with model Houdijk,
and highest for model Minetti, ranging from 0.88 J/kg/m to 5.2 J/kg/m for the downhill
trials, from 1.6 J/kg/m to 5.7 J/kg/m for the level trials and from 2.9 J/kg/m to 7.8 J/kg/m
for the uphill trials. The mean measured metabolic cost ranged from 2.0 J/kg/m for the
downhill trial at 1.3 m/s to 5.9 J/kg/m for the uphill trial at 1.3 m/s (see bottom right graph).
One measurement was missing for the downhill trial at 1.3 m/s due to a malfunction of the
metabolic cart.
Comparing the different inclines, the metabolic cost increased with incline for all mod-
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Figure 28: Average ground reaction forces, joint angles, joint moments, and muscle forces for all tri-
als at the slow speed. The shaded area denotes on standard deviation. The figures use Winter’s sign
convention, where flexion angles and extension moments are positive for hip and knee. Dorsiflexion
angle and plantarflexion moment are positive for the ankle.
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els except model Kim, where the metabolic cost of the downhill trials was larger than in
the level trials. Every model calculated more energy expenditure at the hips with an in-
creasing slope. In all models except model Kim, the energy expenditure at the knee and
ankle remained similar, while for model Kim the metabolic cost in the knee decreased from
downhill to level.
The effect of speed differed among the models. The metabolic cost at the ankle at larger
speed was larger for model Houdijk, while the metabolic cost was slightly lower at the knee.
For models Bhargava, Umberger, Lichtwark, and Minetti the metabolic cost decreased with
speed in the hip and knee, while the metabolic cost in the ankle increased, and the overall
metabolic cost decreased. The metabolic cost increased with speed for model Margaria,
with all joints expending more energy. The metabolic cost calculated with model Kim also
increased with speed, but the metabolic cost in the ankle decreased, while the metabolic
cost in the knee and hip increased.
Figure 30 shows the difference between the metabolic cost measured during the ex-
periment and calculated by the metabolic models. Model Margaria predicted three trials
reasonably (the 95% confidence interval crosses zero), the uphill trials and the level trial
at 0.8 m/s. Model Kim (level trials) and model Lichtwark (uphill trials) predicted two
trails reasonably. Model Bhargava (downhill at 0.8 m/s) and model Umberger (level at 1.3
m/s) predicted one trial reasonably. Model Houdijk underestimated the metabolic cost of
all trials with about 2 J/kg/m for the uphill trials and 1 J/kg/m for the other trials. Model
Minetti overestimated all trials, with the largest overestimation at the downhill trials and
the smallest at the uphill trials.
Figure 31 shows the linear regression model that was fitted during the correlation anal-
ysis for each metabolic energy model. Table V shows the correlation coefficients of all
models. The highest correlation coefficient was 0.96 for model Bhargava and model Licht-
wark, followed by model Houdijk with a coefficient of 0.94. The correlation coefficient of
model Kim was lowest, with 0.49. The slope of the regression model for model Margaria
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Figure 29: Calculated metabolic cost for all speeds and inclines, for each model, separately for the
joints. The number above the bar indicates the speed of the trial. Biarticular muscles were added by
ratio of the moment arm, similar to [23]
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Figure 30: Average difference between measured and calculated metabolic cost with 95% confi-
dence interval for all models and all trials.
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Table V: Correlation coefficient r with 95% confidence interval (CI) of the repeated measures cor-
relation analysis, and slope of the fitted repeated measured correlation model.
Model r (95 % CI) Slope
Bhargava 0.96 (0.93 - 0.97) 1.75
Houdijk 0.94 (0.90 - 0.97) 1.81
Umberger 0.83 (0.72 - 0.89) 1.87
Lichtwark 0.96 (0.93 - 0.97) 1.28
Margaria 0.90 (0.83 - 0.94) 1.18
Minetti 0.91 (0.86 - 0.95) 1.39
Kim 0.49 (0.26 - 0.66) 1.98
(1.18) was closest to unity, while the slope for model Kim (1.98) was farthest from unity.
5.2.4 Discussion
The goal of this work was to compare metabolic cost calculated with seven metabolic
models to metabolic cost measured with indirect calorimetry on walking trials with dif-
ferent speeds and slopes, and to determine which model correlated best with the data and
which one showed the most similar trend. Comparing the calculated metabolic cost to the
measured metabolic cost, model Margaria predicted three trials reasonably, model Licht-
wark predicted two trials reasonably, and model Bhargava and model Umberger predicted
one trial reasonably (figure 30). Model Kim, which was fitted to pulmonary measurements
of level walking, predicted both level trials reasonably. Model Houdijk underestimated the
metabolic cost of all trials and model Minetti overestimated all trials. Model Bhargava and
model Lichtwark correlated best with the experimental data, while model Houdijk corre-
lated slightly worse. The regression model of model Margaria had a slope closest to unity.
All models except model Kim predicted a lower metabolic cost in the downhill trials than
in the level trials, despite a larger force in the knee extensors (Rectus Femoris throughout
stance and Vasti during late stance), similar to observed in previous studies [3, 30, 31].
Models Bhargava, Lichtwark, Minetti, and Kim predicted similar cost between the two
speeds [32].
The calculated metabolic cost in this study is slightly lower than calculated by Miller
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Figure 31: Correlation graphs between calculated and measured metabolic costs for each model.
The lines show the regression model that was fitted by the repeated measured correlation.
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[23] and Bhargava et al. [1], who included resting metabolic rate, and higher than Um-
berger et al. [18] at 1.2 m/s: (3.2 J/kg/m versus 2.7 J/kg/m). A 10% increase compared
to Umberger et al. [18] and Bhargava et al. [1] is expected since arm swing was not ac-
counted for in this work [39]. The other studies use a three-dimensional model [1, 18, 23],
while this work used a sagittal plane model with eight muscles. Hicks et al. [40] mention
that this should be sufficiently accurate for walking, since this motion is almost entirely
in the sagittal plane. Model Umberger underestimated the increase in metabolic cost from
level to uphill, and the decrease in metabolic cost from level to downhill. Dembia et al.
[6] found a similar result using this model to predict the increase in metabolic cost from
unloaded walking to loaded walking with 38 kg on the torso.
The kinematic and kinetic data are similar to previous studies of sloped walking [31,
41]. The trend of the muscle forces with the slope was similar to Alexander and Schwameder
[42] for the Gluteals, Hamstrings, Rectus Femoris and Gastrocnemius. This study used a
model with 18 muscles in each leg, compared to eight in this work, which could explain
the higher forces in the Iliopsoas, Hamstrings, Vasti and Soleus than in Alexander and
Schwameder [42], while the force in the Gluteals was lower, and the force in the Rectus
Femoris, Gastrocnemius and Tibialis Anterior was similar to Alexander and Schwameder
[42].
The handling of muscular energy expenditure during lengthening is still debated [23].
During lengthening, the energy rate can be negative, which is physically impossible. How-
ever, the negative work should be subtracted from the metabolic cost in models Bhargava,
Houdijk, Umberger, and Lichtwark [1, 2, 18, 19]. We aimed to see if predictions im-
proved without this subtraction, which is physically more sensible. When negative work
was not subtracted, the calculated metabolic cost increased. Model Bhargava predicted the
metabolic cost of the level trials correctly, model Houdijk predicted the downhill trials cor-
rectly, model Umberger the level trial at 1.3 m/s and model Lichtwark the uphill trial at 1.3
m/s. The correlation coefficient decreased by 0.01 for two models (Bhargava and Licht-
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wark), 0.02 for model Houdijk, and 0.06 for model Umberger. The lengthening heat rate
coefficient was updated in model Umberger according to Umberger [43], so it is interesting
that the difference was largest for this model.
Figure 26 showed that the models were correctly implemented. The results for models
Minetti, Bhargava, Houdijk, Lichtwark, and Umberger were very similar to fig. 2 in [23].
Note that model Umberger in Miller [23] does not allow negative work, so the result differs
for lengthening.
Correlation coefficients were high for all subjects individually, except for one (purple
line in figure 31). This subject had an outlier of the uphill trial at slow speed. The inter-
cept of the correlation lines in figure 31 was related to the weight of the participant for
all models. A higher weight yielded a smaller intercept and a smaller weight yielded a
higher intercept, so a systematic bias existed in the calculated metabolic cost. This might
explain that most models correlated well with the experimental data, despite not all of them
predicting the metabolic cost of all trials well.
Commonly, muscle activations are found in gait analysis by static optimization [44]
or computed muscle control (CMC) [45]. Static optimization only finds muscle activa-
tions, whereas model Bhargava and model Umberger require activation and stimulation.
All models, except model Kim, require the contractile element length and velocity. CMC
requires a full-body model and markerset to solve for these variables. The approach in this
work required only a lower-extremity model and six markers. A larger markerset was used
to aid data processing in Cortex. Similar to static optimization [44], solutions were ro-
bust to changes in the objective function (equation 5.7). An optimization with an objective
of cubed activations, with and without muscle volume weighting, yielded similar muscle
forces.
In summary, we have compared seven metabolic energy models to experimental data
and found that two models (Bhargava and Lichtwark) correlated best with the measured
metabolic cost, and that model Margaria had the lowest model error. All models except
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model Kim predicted a lower metabolic cost in the downhill trials than in the level trials.
Models Bhargava, Lichtwark, Minetti, and Kim predicted similar cost between the two
speeds. We conclude that different models are most suited for different situations. For
example, when one aims to find the relative increase of metabolic cost between two trials,
model Bhargava or Lichtwark is most suited. When one aims to calculate the minimum
metabolic cost over a range of conditions, model Margaria will be more suitable.
5.2.5 Model Selection for Predictive Simulations
Correlation is the most important selection criteria when choosing an objective for pre-
dictive gait simulations, since it is most important that the solution that is found is at the ac-
tual minimum metabolic cost. The value is of lesser importance. Therefore, the metabolic
energy models with the highest correlation, model Bhargava and model Lichtwark were
selected. Model Houdijk was selected as well, since this model had a correlation almost
as high as the other two models, within the 95% confidence interval of the correlation of
model Bhargava and model Lichtwark.
Additionally, model Umberger was selected. This model is implemented in Open-
sim [45], and has been used to determine metabolic cost in many other studies [6, 21, 22,
46–50]. Therefore, it was decided that the quality of this model should be assessed as well.
5.3 Predictive Simulation of Gait Minimizing Metabolic Cost Compared to Mini-
mizing Effort
Predictive simulations were solved using the selected models. These models were
adapted to be twice differentiable, so that a gradient based optimization method can be
used. It was shown that these models correlate well with the original. Predictive simu-
lations of a reaching task and gait were solved using this continuous model and by min-
imizing effort. The reaching task simulation showed that energy minimization predicts
unrealistic movements when compared to effort minimization. The predictive gait simula-
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tions showed that a realistic gait cycle cannot be created using just an objective of energy
or effort minimization.
5.3.1 Adaptations to Models Necessary for Gradient-Based Optimization
Any objective function should have a smooth first derivative when using a gradient-
based optimization algorithm such as IPOPT [36]. Therefore, several adaptations were
made to the metabolic energy models. This section explains the adaptations necessary to
create a continuous version of the models, and shows that this continuous version correlates
well with the original version. A problem with a simple pendulum is solved to highlight
the differences between minimizing metabolic energy and effort.
Model Adaptations
Model Bhargava, model Houdijk, model Lichtwark and model Umberger all used dif-
ferent equations for heat generation during shortening and lengthening, which creates a
discontinuity in the derivatives. This was solved by using a separate shortening velocity,
v˜CE(S), and lengthening velocity, v˜CE(L) These were determined as follows:
v˜CE(S) =
1
2
(
v˜CE −
√
v˜2CE + ε
2
)
(5.13)
v˜CE(L) =
1
2
(
v˜CE +
√
v˜2CE + ε
2
)
(5.14)
where ε is a small number. The superscript ˜ denotes a normalization to optimal fiber
length. Equation 5.13 ensured that the shortening velocity is zero when the muscle is
lengthening, and nonzero when the muscle is shortening. Equation 5.14 worked similarly
for lengthening.
Another discontinuity was present since work was not allowed to be negative. This is
different from section 5.3, because early tests found that the optimization process would
take advantage of the negative work to find gait cycles that had a negative energy rate,
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which is physically impossible. Section 5.3 also shows that the models still correlate well
with the measured metabolic cost if negative work was not allowed. Therefore, work wCE1
was calculated as follows from nominal work wCE:
wCE1 =
1
2
(
wCE +
√
w2CE + ε
2
)
(5.15)
Model Umberger has two additional discontinuities in the first derivative, caused by the
dependency of the shortening-lengthening heat rate changes on activation and stimulation
(see [18]). The heat rate is dependent on A(t), which is equal to stimulation, u(t), if the
stimulation is larger than the activation, a(t), and dependent on the average between the
activation and stimulation if the stimulation is smaller than the activation, which can be
described as follows:
A(t) =
 u(t) if u(t) > a(t)a(t)+u(t)
2
if u(t) < a(t)
(5.16)
This equation was rewritten to the following continuous version:
A(t) = u(t) +
1
2
a(t)− u(t)
2
+
√(
a(t)− u(t)
2
)2
+ ε2
 (5.17)
where ε is the same in equation 5.17 and equations 5.13 and 5.14 for simplicity.
The final discontinuity is the relationship between A(t) and the shortening-lengthening
heat rate. This relationship is quadratic for shortening [51–53], but no information was
available for lengthening [18]. Umberger et al. [18] used a linear relationship. There is
no evidence for a linear or a nonlinear relationship, though Umberger et al. claimed that
this relationship is likely nonlinear as well [18]. Therefore, a quadratic relationship is used
for lengthening to make the relationship continuous, since this is the simplest nonlinear
relationship. Appendix 7.2 describes the full continuous version of model Umberger.
Model Lichtwark and model Bhargava have an additional discontinuity due to their
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use of the stimulation time of the muscle. This value does not have an analytical gradient
when direct collocation is used. Therefore, in model Lichtwark, γ = 1.5 is used in equa-
tion 5.18 [54]. In model Bhargava, φ = 0.2 is used in equation 17, based on the average
time the muscles are active during gait.
Finally, model Lichtwark has a discontinuity in the calculation of the maintenance heat
rate, h˙m (see appendix A):
h˙m(s) = γ
v˜ce(max)
G2
(5.18)
h˙m(l) = 0.3
(
γ
v˜ce(max)
G2
)
+ 0.7
(
γ
v˜ce(max)
G2
)
e−7v˜ce(max)(g(vce)−1) (5.19)
where h˙m(s) is the maintenance heat rate during shortening, and h˙m(l) is the maintenance
heat rate during lengthening. v˜ce(max) is the maximum normalized shortening velocity (pos-
itive in model Lichtwark), G is the curvature of the force-velocity curve, and g(vCE) the
force-velocity relationship.
This function was made continuous using a cosine function between−pi/2 ≤ vCE ≤ 0,
where this function has a derivative of zero at −pi/2 and 0:
h˙m =

h˙m(s) vCE > 0
(1
2
(h˙m(s) + h˙m(l))− (h˙m(l)−h˙m(s))2 cos(1000vCE) −pi/2 ≤ vCE ≤ 0
h˙m(l) vCE < −pi/2
(5.20)
Model Verification using Simulated Gait
A correlation analysis between the original and continuous version of the models was
performed using the metabolic cost of walking and running simulations. These simula-
tions were found using an objective of muscular effort and tracking of gait data, using a
procedure identical to the one used by Van den Bogert et al. [8] and in chapter III.
Simulations were used from 20 virtual subjects, randomly sampled with mean (± SD)
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height of 176±5.3 cm and weight of 73.5±6.2 kg. Dimensions and inertial properties were
taken from Winter [34]. All muscle parameters were varied around their original value with
a standard deviation of 5% of the original value. For each virtual subject, gait simulations
were generated at four different speeds, walking at 1.3 m/s and 1.8 m/s, and running at 3.6
m/s and 4.3 m/s.
The metabolic cost of the simulations was calculated with the original and continuous
version of each model. These were compared using repeated measures correlation [38],
since four data points were available for each subject. The correlation coefficient and its
confidence interval were used to evaluate how well the continuous model agreed with the
original model. This statistical analysis was performed in R.
Results
Figure 32 shows the metabolic cost in the continuous version of the models versus the
metabolic cost in the original version. The models correlate very well with the original ver-
sions, which is also supported by the correlation coefficients, and root mean square (RMS)
errors given in table VI. This table also shows the slope of the relationship between the
original and continuous models and the RMS error. The RMS error is small for all models
compared, less than 5% of the metabolic cost. All models overestimate metabolic cost at
higher speeds, so the slopes of the relationship between the original and continuous models
are lower than one.
Discussion
The original and continuous versions of all models correlated very well (R>0.99). The
slopes were smaller than one, since the continuous version overestimate the metabolic cost
compared to the original versions. This is due to the fact that negative muscle work was not
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Figure 32: Correlation between the continuous and original metabolic energy model for twenty
virtual subjects for two walking speeds and two running speeds.
Table VI: Correlation coefficients between the continuous and original versions of models Houdijk,
Bhargava, Umberger, and Lichtwark.
Model Correlation coefficient RMS error Slope
Houdijk 0.996 0.0838 J/kg/m 0.71
Bhargava 0.993 0.0708 J/kg/m 0.88
Umberger 0.997 0.0624 J/kg/m 0.80
Lichtwark 0.996 0.0963 J/kg/m 0.70
taken into account in the continous versions. The high correlation coefficient indicated that
the continuous model matched the original model very well. Therefore, the changes in the
continuous model only had a small effect on the metabolic energy expenditure calculation
and the models are suitable to solve a predictive gait simulation.
Predictive Simulation of a Single Joint Reaching Task
Next, predictive gait simulations minimizing metabolic rate were compared to a predic-
tive simulation minimizing muscular effort. This comparison was performed on a simple
problem to highlight the different trajectories found with these objectives. The differences
in the optimal trajectory, metabolic rate, and muscle activation were studied.
An arm, rotating around a single joint, controlled by two muscles, performed a reaching
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Figure 33: Sketch of the arm, operated by muscles.
Table VII: Overview of muscle parameters used.
Activation Time Tact 0.012 s
Deactivation Time Tdeact 0.0476 s
Maximum Force Fmax 1100 N
Optimal Fiber Length lCE(OPT ) 7 cm
SEE slack length lSEE(slack) 5 cm
PEE slack length lPEE(slack) 8.4 cm
SEE stiffness KSEE 1.76 ·108 N/m2
PEE stiffness KPEE 77 N/m2
Muscle length l0 12 cm
Moment Arm D 2 cm
% Fast Twitch Fibers FT 45 %
task in the horizontal plane. The task was to move 90 degrees and back in five seconds.
Figure 33 shows the arm at θ = 90 degrees. The two muscles were Hill-type muscles, with
a contractile element with activation and contraction dynamics, a series elastic element,
and a parallel elastic element, both modeled as nonlinear springs. Their properties were
similar to muscle properties of a Brachialis [55] (see table VII).
The dynamics were formulated implicitly using state x = [θ ω a1 a2 l˜CE(1) l˜CE(2)]T ,
and control input u = [u1 u2]T with angular velocity ω, activation aj , stimulation uj , and
normalized fiber length l˜CE(j) for muscle j:
f(x(t), x˙(t), u(t)) = 0 (5.21)
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where:
f(x(t), x˙(t), u(t)) =

θ˙(t)− ω(t)
M(t)
J
− ω˙(t)
a˙1(t)− (u1(t)− a1(t))( 1Tact (u1(t) + 1)− 1Tdeact )
a˙2(t)− (u2(t)− a2(t))( 1Tact (u2(t) + 1)− 1Tdeact )
FSEE(1)(t)− FPEE(1)(t)− FCE(1)(t) + bvCE(1)(t)Fmax
FSEE(2)(t)− FPEE(2)(t)− FCE(2)(t) + bvCE(2)(t)Fmax

, (5.22)
and: FCE(j)(t) = aj(t)Fmaxf(lCE(j)(t))g(vCE(j)(t)) (5.23)
where the torque is equal to the product of the force in the series elastic element and the
moment arms, M = DFSEE . Tact and Tdeact are the activation and deactivation time
constants of the muscle, FPEE(j) is the force in the parallel elastic element (PEE), g(vCE(j))
the force-velocity relationship and b is a small damping term used to aid the optimization,
equal to 0.001 s/m2. The SEE and the PEE are modeled as quadratic springs. The slack
lengths and stiffnesses were given in table VII.
The following optimization problem was solved to find the optimal state and control
trajectories, x(t) and u(t), to perform the reaching task over time T :
minimize
u(t)
J =
∫ T
t=0
c(x(t), u(t))dt 0 ≤ t ≤ T (5.24a)
subject to: f(x(t), x˙(t), u(t)) = 0 0 ≤ t ≤ T (5.24b)
θ(0) = 0 (5.24c)
θ(T/2) = pi
2
(5.24d)
ω(0) = ω(T/2) = 0 (5.24e)
x(T )− x(0) = 0 (5.24f)
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The objective to minimize metabolic rate is as follows:
J(x(t), u(t)) =
1
Tmpend
2∑
j=1
∫ T
t=0
E˙j(t)mmus(j) dt (5.25)
where mpend is the total mass of the pendulum, and E˙j(t) is different for each model that
was used.
The objective to minimize muscular effort is as follows:
J(x(t), u(t)) =
1
T
∫ T
t=0
2∑
j=1
aj(t)
2 dt (5.26)
These optimal control problems were solved using direct collocation, with 200 collo-
cation points and a backward Euler formulation. The average between the upper and lower
bounds was used as initial guess for the states, while a very small stimulation, 10−4 was
used as initial guess for the controls. The bounds for the angle were θmin = −5pi, and
θmax = 6pi, for the angular velocity θ˙min = −1000 rad/s, θ˙max = 1000 rad/s was used. The
bounds of the activation were 0 and 1, and the bounds of the normalized fiber length were
0 and 4. The problem minimizing metabolic rate was first solved using ε = 10−2, and this
solution was used as an initial guess for ε = 10−3. IPOPT 3.11.0 [36] was used to solve
the optimization problem.
Results
Figure 34 shows the reaching task that minimizes metabolic rate with model Umberger.
The angle (top left figure) increases almost linearly from 0 degrees to 90 degrees, so the
velocity is constant during most of the movement. This is due to the muscle stimulation
(middle left figure), which is zero, except for a short burst around t = 0 s, t = 2.5 s and
t = 5 s which was were the motion changes direction. The metabolic rate was 0.38 W/kg
with the continuous model, and 0.26 W/kg using the original metabolic model. The results
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Figure 34: Optimal trajectory for the single arm reaching task, minimizing metabolic energy using
model Umberger.
with model Bhargava, model Houdijk, and model Lichtwark were similar and are shown in
appendix 7.2.
Figure 35 shows the optimal solution that was found when minimizing effort. In this
solution, the trajectory of the angle (top left figure) is smoother because the muscles are
active during the full task, though the peak activation was lower (see middle left figure).
The metabolic rate in this movement was 0.74 W/kg using the original metabolic model.
Discussion
Trajectory optimization problems were solved successfully on a musculoskeletal dynamic
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system with muscles. The metabolic energy solutions were highlighted by high muscle ac-
tivations for shorter periods of time. This approach corresponds with the result of FitzHugh,
who describes that when minimizing metabolic energy, the motor signal consists of three
phases: maximal stimulation to accelerate the mass to the optimal velocity, an intermediate
level to maintain the velocity and zero stimulation to have the mass slow down [56]. The
reaching task yielded the same result, except that the intermediate level is equal to 0 due to
the absence of friction and gravity, while activation of the other muscle is required to slow
the arm down. Accelerating and decelerating the mass happen as fast as possible. This was
verified by repeating the optimization using Umberger’s model with 50 and 100 colloca-
tion points, since the acceleration is limited by the number of collocation points. With a
smaller number of colloation points, the peak acceleration was reduced, which indicates an
impulsive control strategy.
When minimizing effort, or the squared muscle activation, the highest activation was
much lower, while the muscles were activated longer compared to a solution that minimizes
metabolic rate. When the square of the muscle activation is minimized, larger activation
levels are penalized more heavily and smaller activation levels over a longer time are fa-
vored. However, this increases the required metabolic energy.
For the predictive simulations, the difference between the metabolic cost reported by
the original model and the continuous model was larger than in the regression comparison
in section 5.3.1. There was a 30% difference for the reaching task. The fiber velocity was
small in the simulations that minimize metabolic rate, since this minimizes muscle work
and shortening-lengthening heat rate. Therefore, when the muscle is lengthening, the short-
ening velocity v˜CE(S) will make a significant contribution to the shortening-lengthening
heat and vice versa (equations 5.13 and 5.14). Additionally, the muscle work wCE is
smaller due to the smaller velocities, meaning that the shortening-lengthening heat rate
also has a larger contribution to the total energy rate. The effect was greater with a larger
ε.
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Figure 35: Optimal trajectory for the single arm reaching task, minimizing effort.
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5.3.2 Predictive Simulation of Gait
Predictive gait simulations were solved from a random initial guess. The objective of
minimizing metabolic energy was compared to the objective of minimizing effort. These
simulations were performed using a sagittal plane musculoskeletal model with nine degrees
of freedom: the position and orientation of the trunk, two hip angles, two knee angles, and
two ankle angles. The multibody dynamics, muscle model, and ground contact model are
described by Koelewijn and Van den Bogert [5] and chapter II.
Methods
The following optimal control problem was defined for a gait cycle of time T with
speed v = 1.325 m/s:
minimize
u(t)
J = 1
TM
∑16
j=1
∫ T
t=0
E˙j(t)mmus(j) dt 0 ≤ t ≤ T, (5.27a)
subject to: f(x(t), x˙(t), u(t)) = 0 0 ≤ t ≤ T, (5.27b)
xsym(
T
2
)− x(0)− 1
2
vTe1 = 0, (5.27c)
where equation 5.27c describes the periodicity constraint, and e1 denotes a unit vector that
describes which states should be displaced, such as the horizontal component of the trunk.
Left/right symmetry was assumed, meaning that the states and controls of the left leg at
time T/2 should be the same as the states and controls of the right side at time 0 and vice
versa.
Three optimal control problems were solved for each metabolic energy model to find
the solution from a random initial guess. First, a problem was solved with ε = 10−2 and
first-order regularization (Wreg = 0.012, see section 2.5.1). This problem was less non-
linear and therefore easier to solve from the random initial guess. The solution of this
problem was used as an initial guess for a second problem, with less regularization (Wreg
= 1.2 · 10−4). The solution of this problem was used as initial guess for the final optimal
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control problem, with no regularization and ε = 10−3. This process was repeated with
twenty-five random initial guesses. The solution with the lowest objective was presented.
This solution is compared to a predictive simulation found with minimizing muscular
effort, using the cost function described in equation 5.26. The same approach was used with
the same two intermediate solutions with a regularization term, and twenty-five random
initial guesses. Again, the solution with the lowest objective was used.
Direct collocation with 30 collocation points per half gait cycle was used to solve these
problems, using IPOPT 3.11.0 [36]. More details on the solution method can be found
in [4] and [8] and appendix 7.2.
Results
Twenty-five optimal control problems for gait were solved from random initial guesses
when minimizing metabolic rate for each metabolic energy mode, and when minimizing
muscular effort. The optimization minimizing metabolic rate took about 40 minutes for
model Houdijk, 45 minutes for model Bhargava, and 90 minutes for model Lichtwark and
model Umberger, while the optimization minimizing effort took about 10 minutes computer
with an Intel Core i5-3210M CPU at 2.5 GHz clock speed.
Table VIII shows termination message of IPOPT, and the number of time this message
was returned. 22 problems were solved with model Houdijk and model Bhargava. Both
also had an infeasible problem once, and in model Houdijk an invalid number was detected
twice, while in model Bhargava the restoration phase failed twice. Model Lichtwark solved
all problems. Model Umberger solved three times, and the restoration phase failed for all
other initial guesses. 24 of the problem solved successfully when minimizing effort, while
an infeasible problem was detected once.
Table IX shows the metabolic rate of each optimal solution, minimizing metabolic
cost or effort, calculated with the original version of all models. The solution with the
second-lowest objectve was reported for models Lichtwark, Bhargava, and Houdijk, since
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Table VIII: Overview of termination messages by IPOPT
Objective Optimal solution Infeasible Restoration phase Invalid number
found problem failed detected
Model Houdijk 22 1 0 2
Model Bhargava 22 1 2 0
Model Lichtwark 25 0 0 0
Model Umberger 3 0 22 0
Effort 24 1 0 0
Table IX: Metabolic rate in W/kg calculated by each model for the solutions with the lowest objec-
tives. The bold number indicates the lowest metabolic rate for each row. The first row indicates that
using (the original version of) model Houdijk, the predictive simulation found using model Licht-
wark had a lower metabolic rate than the predictive simulation found with model Houdijk. It was
expected that the lowest metabolic rate is found when the objective is the same as the model that
was used.
Metabolic Rate Metabolic Rate Metabolic Rate Metabolic Rate
Objective Houdijk Bhargava Umberger Lichtwark
Model Houdijk 1.24 1.60 1.60 2.33
Model Bhargava 1.30 1.59 1.68 2.46
Model Umberger 1.27 1.68 1.38 2.52
Model Lichtwark 1.20 1.63 1.57 1.91
Effort 1.83 2.49 2.44 3.54
inspection of the results showed that the solutions with the lowest objectives should be
rejected. In this solution, the knee and ankle accelerated very quickly, which makes the
solution inaccurate with the number of collocation points that was used. Therefore, the
solutions with second-lowest objective were analyzed instead.
Table IX shows the metabolic rate calculated with the original version of each model,
for each of the objective. The metabolic rate is lowest for the solution that was optimized
with the continuous version of the same model, except for model Houdijk. The metabolic
rate of model Lichtwark’s solution was lower than model Houdijk’s solution. For all solu-
tions, the original version of model Lichtwark calculated a higher metabolic rate than the
three other models. For example, the metabolic rate model Houdijk’s solution is 1.24 W/kg
with model Houdijk, but 2.33 W/kg with model Lichtwark, which is almost twice as high.
Also, the objective of effort yielded the highest metabolic rate for all models, at least 1
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W/kg higher.
Figure 36 shows joint angles, moments and muscle forces of the optimal solutions. The
stance phase is highlighted on the horizontal axis. The shaded area shows normal walking
data from Winter [57]. All solutions had a larger than normal first peak in the vertical
ground reaction force, and the solution minimizing model Lichtwark and effort had a larger
than normal peak negative horizontal ground reaction force as well. The hip angle was
comparable to Winter’s data for all solutions, the effort solution had a larger peak flexion
angle, and model Lichtwark’s solution a larger peak extension angle. All solutions found
knee flexion during stance, thought it was higher than normal for the effort solution. Model
Houdijk’s solution did not reach a peak extension angle in late stance, and had a smaller
peak flexion angle during swing. The effort solution does as well. Model Bhargava’s
and model Lichtwark’s solution had a normal ankle angle, while the other solutions had
a smaller than normal dorsiflexion angle in late stance, and the effort solution also had a
larger than normal plantarflexion angle at push-off.
The hip moment of the simulations minimizing metabolic rate showed brief bursts,
separated by periods where there was no moment at all. The values are within normal
range. The result for the knee moment varies amongst solutions. The effort solution follows
the normal data well. Model Lichtwark’s and model Bhargava’s solution had a larger and
earlier peak extension moment during stance and a larger and earlier flexion moment during
late stance, Model Umberger’s solution also had a larger and earlier flexion moment during
late stance, and had no peak extension moment during stance. Similarly, model Houdijk’s
solution did not have a peak knee extension moment during stance, and only a small knee
extension moment during swing. The ankle moment was most similar to normal for model
Licthwark’s solution, followed by model Bhargava’s solution. All other solutions had an
extra early plantarflexion peak in the stance phase. All solutions had a similar plantarflexion
moment peak during push-off.
The muscle forces on the right side of figure 36 show that not all muscles are used in the
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solutions that minimize metabolic rate. Model Houdijk’s solution did not activate the Ham-
strings, Vasti, and Gastrocnemius, while model Bhargava’s and model Lichtwark’s solution
did not activate the Gluteals. Model Lichtwark’s solution also only has a small activation
in the Rectus Femoris muscle. Model Umberger’s solution did not use the Hamstrings and
Vasti. The Soleus is activated in the solutions of model Houdijk, model Umberger, and the
effort solution to generate the extra peak plantarflexion moment in the ankle.
Discussion
The goal of this work was to compare a predictive simulation minimizing metabolic
rate, solved from a random initial guess, to a predictive simulation minimizing effort. Pre-
dictive simulations were solved successfully using four different metabolic energy expen-
diture models and by minimizing squared activation, which represents effort. The solutions
minimizing metabolic rate had more realistic joint angles and did not use all muscles, while
the solution minimizing effort had more realistic joint moments, especially in the knee and
hip, and used all muscles. The metabolic rate was lower than expected for all solution,
but more realistic when effort was minimized compared instead of metabolic rate, which
is similar to Miller et al. [22]. Cost due to arm swing and resting metabolic rate was disre-
garded, so the cost is expected to be somewhat lower than normal (4.0-4.3 W/kg, see [18]).
Possibly, the metabolic rate is lower than in experiments due to the idealized dynamics and
control, as well as the fact that a sagittal plane model with only eight muscles was used.
The joint moments in the solutions that minimize metabolic rate solution were charac-
terized by periods of muscle activation, and thus joint moments, and passive periods where
there is no joint moments This approach corresponds with the result of FitzHugh [56] and
the results in section 5.3.1. This human model was more complex than the simple model
used by FitzHugh, but a similar pattern is seen in the hip, where there is a moment only
when an acceleration is required to change the direction of the velocity.
The smaller range of motion in the ankle seen in this work was also reported by Miller
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[23], who minimized metabolic energy using a tracking solution as initial guess. Con-
trary to Miller’s study, in this work the model was able to predict knee flexion in early
stance [23].
Another reason for the joint moment and muscle force pattern, as well as the smaller
ankle range of motion could be the lack of uncertainty in this model, similar to the reaching
task. A walking motion with zero joint moments is unstable and hard to control in practice,
and therefore will not be optimal when uncertainty is taken into account. However, a zero
moment is optimal if stability is not an issue, since this requires no muscle activation. The
lack of uncertainty also explains the smaller ankle range of motion. The smaller ankle
range of motion was due to the model standing on the toe early in stance, which is unstable
as well.
Several muscles (Hamstrings, Vasti and Gastrocnemius) were not used in the solutions
that minimize metabolic rate. A reason for this is that the metabolic energy models are
normalized to muscle mass. Therefore, the objective of the optimization is proportional to
the weight of the muscles, which means that it is optimal to avoid a muscle with a high
mass. The unrealistic joint force patterns might also be improved by taking into account
uncertainty in the environment, since this would yield more realistic joint moments and
thus more work from the muscles.
The solution that minimized effort found large knee flexion in the stance phase, similar
to Ackermann and Van den Bogert [4]. A possible reason is that activation is minimized.
To reduce the required activation, the largest muscle, the quadriceps, is recruited, and used
at optimal fiber length, which is achieved at larger knee flexion. This is also shown in
figure 36, where the force in the Vasti is largest for the minimal effort solution.
Table IX showed that the metabolic rate of model Lichtwark’s solution was lower than
the metabolic rate of model Houdijk’s solution, when using model Houdijk to calculate the
metabolic rate. However, the metabolic rate was calculated with the original versions of the
models. When calculating the metabolic rate with the continuous model that was used as
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an objective, the metabolic rate of model Houdijk’s solution was lower than the metabolic
rate of model Lichtwark’s solution.
This study was performed by modeling one representative subject. It is not expected
that the use of a model with a different weight and height will change the results, since the
results were not realistic enough that it would be possible to differentiate between different
walking patterns. If a more realistic walking solution is found, future studies with could
aim to identify differences in walking style based on a person’s body type, or due to age-
related changes, for example.
Five solutions with the lowest objectives were analyzed for each objective, and are
presented in appendix 7.2. Note that only three are plotted for model Umberger, since only
three problems were solved successfully. The gaits found by minimizing metabolic rate
were consistent, except for the discarded solutions of model Bhargava, model Houdijk, and
model Lichtwark. This implies that the reported result is similar to the global minimum
of the problem. When minimizing effort, the five gaits with the lowest objective were
dissimilar, which means that the global minimum is hard to find, and might not be found
yet.
After comparing the solutions minimizing metabolic rate to the solution minimizing
effort, it cannot yet be concluded that either effort or metabolic rate is the objective that
humans use to choose their gait. It is likely that other variables play an important role that
are currently not accounted for, such as uncertainty in the environment. Also, none of the
models that were used to determine metabolic rate performed better than the other models.
Model Lichtwark found the most realistic ankle moment, while model Umberger found the
most realistic knee motion, but often did not solve successfully, model Bhargava found the
most realistic ankle motion, and model Houdijk was the fastest.
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5.4 Conclusion
The aims of this chapter were to find which metabolic energy model was best able to
predict metabolic cost of walking, to use this model to solve a predictive gait simulation
from a random initial guess, and to compare this solution to a predictive simulation that
minimized effort. It was found that model Bhargava and model Lichtwark correlated best
with the experimental metabolic cost data, while model Houdijk correlates only slightly
worse. These models, as well as model Umberger were then used to solve a predictive
gait simulation minimizing metabolic rate. Compared to minimizing effort, minimizing
metabolic rate yielded more realistic joint angles, but less realistic joint moments and mus-
cle forces, since several muscles were not used at all. In future work, other objectives, such
as stability, should be taken into account to make simulations more realistic.
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CHAPTER VI
PREDICTIVE SIMULATIONS IN A STOCHASTIC ENVIRONMENT
The aim of this chapter was to take into account uncertainty in the dynamics to further
investigate co-contraction of muscles. An approach to solving predictive simulations in a
stochastic environment was proposed and used to solve trajectory optimization problems.
This method optimized several episodes of the same task in a stochastic environment, in-
stead of the standard approach in trajectory optimization, which is to optimize a single
episode in a deterministic environment. The optimization found feedforward and feedback
control simultaneously. This method was verified on a classic pendulum swing-up problem,
where it was shown that a different trajectory is optimal in a stochastic environment than
in a deterministic environment. It was also shown that for certain tasks, co-contraction
in addition to feedback control was more energy efficient than using only feedback control.
Then, it was shown that non-zero foot clearance is optimal in a stochastic environment, and
that the amount of foot clearance increases with the noise amplitude. Finally, the method
was applied to gait of persons with a transtibial amputation. The results indicated that
co-contraction of the thigh muscles minimizes muscular effort in a stochastic environment
on the prosthesis side in gait of persons with a transtibial amputation, but this result might
be affected by the controller design.
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Statement of Contribution
This is the first work that incorporated environmental uncertainty in predictive gait sim-
ulations. A method is proposed to solve predictive gait simulations in a stochastic environ-
ment and applied to several problems. In certain tasks, co-contraction is optimal in terms
of effort in a stochastic environment, despite literature often describing co-contraction as
inefficient with respect to energy [1, 2]. It was also shown on a human model with torque
control that non-zero foot clearance minimizes effort in a stochastic environment. Finally,
the method was attempted to see if persons with a transtibial amputation have larger muscle
activation on the prosthesis side in the thigh due to uncertainty in the environment..
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6.1 Introduction
Predictive simulations have been used to show the effect of interventions on gait [3–8].
However, they fail to predict several key patterns of human gait [9], and data tracking is of-
ten used to improve predictions (e.g. [6]). Examples of key patterns that were not predicted
are found in this dissertation. Most importantly, in chapter III the simulations failed to pre-
dict increased activation of the muscles of the thigh, which is observed in studies of TTA
gait [10, 11]. Also, the predictions in chapter III predict zero ground clearance in the swing
phase of the gait cycle, while humans typically have a ground clearance of 1.29 cm [12].
Predictive simulations using the three-dimensional model did not predict activation of the
plantarflexors and thus zero moment during early stance and midstance (see chapter IV).
Finally, in chapter V, the predictive simulations that minimize only metabolic cost found a
gait cycle with zero joint moments in the stance phase.
These observations may be connected to environmental uncertainty. All previous pre-
dictive simulations were found without accounting for the uncertainty in the environment.
However, a gait cycle with zero joint moments will be hard to control in a stochastic envi-
ronment. Similarly, zero ground clearance of the feet is not optimal because the feet will
scuff and the person might trip when the ground is uneven. The increased activation in
the thigh muscles is suspected to be related to the loss of control and sensory feedback in
the prosthetic leg and the imperfect connection between the prosthesis and the residual leg.
Therefore, predictive simulations might be improved if the uncertainty could be taken into
account.
Generally, it is assumed that humans optimize a certain cost function, for example to
minimize energy cost, when they choose their gait. However, predictive simulations do
not take into account uncertainty in the environment, while several studies have shown
that uncertainty is important when choosing movement patterns [13–15]. It seems that
predictive simulations could be improved if an objective of energy minimization was used
while uncertainty was taken into account.
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An example of the importance of uncertainty is work by Hiley and Yeadon in gymnas-
tics [13]. The aimed to predict the upstart motion, a specific move in gymnastics. Early
attempts aimed to minimize joint torque, but this criteria could not explain the motion that
was performed by the gymnasts [16, 17]. However, Hiley and Yeadon optimized the rate
of success for an upstart assuming some random variability in the neural control. This
approach yielded a technique close to the gymnast’s technique, much closer than other
objectives that did not account for variability [13].
Kim and Collins [14] also show that external variability is taken into account when
choosing a gait strategy. They found that metabolic cost and step width variability de-
creased using a prosthesis with a stabilizing controller compared to a neutral controller and
a destabilizing controller. This means that if stability is increased, it is possible to choose a
strategy that is less safe but more energy efficient. This study used healthy subjects with a
simulated transtibial amputation.
Donelan et al. [15] showed the importance of variability on gait as well. They showed
that healthy subjects require less metabolic energy and prefer a smaller step width when
there is external lateral stabilization at the hip. The smaller step width indicates that a
different gait pattern, which is harder to control, is chosen in an environment where less
lateral stabilization is required. The lower metabolic energy cost indicates that this strategy
is more energy efficient.
We would like to include uncertainty into predictive simulations, specifically to im-
prove predictions of TTA gait. As said, currently simulations do not predict increased
activation in the thigh muscles, where co-contraction is used to stiffen the knee joint. We
suspect that this is an optimal strategy, since it is more energy efficient to anticipate any
perturbations by increasing the stiffness of the knee than to react to them.
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6.1.1 Co-contraction of muscles
Co-contraction is an important concept when talking about movement under variabil-
ity. It is a feedforward approach to human movement control and is often described as
inefficient [1, 2], because it does not produce any useful work while it requires energy [18].
This section will introduce the concept of co-contraction and highlight research that was
done into this concept.
Muscles can only pull in one direction. Therefore, multiple muscles are required to
control a joint. For example, at least two muscles are required in case of a revolute joint:
one to flex the joint and one to extend it. In practice, all joints have more muscles than
required to operate them. Therefore, it is impossible to know how much force is in a
muscle based solely based on the joint moment that is exerted, because different muscles
can be used to generate the same torque.
When a moment is acting on a joint, the muscles can be split up into two categories.
The agonist muscles are the muscles that work in the direction of the moment, while the
antagonist muscles work in the opposite direction. Co-contraction is the simultaneous acti-
vation of different muscles to create the moment. This can happen between several agonist
muscles, but also between an agonist and antagonist muscle.
The forces in the muscles can be found by measuring electromyography (EMG) sig-
nals, or they can be predicted by solving an optimization problem. Crowninshield and
Brand [19] suggested the following objective, based on endurance of the muscle:
J =
Nmus∑
i=1
(
Fi
PCSAi
)n
(6.1)
where n is an integer power, and PCSA is the physiological cross-sectional area of the
muscle, the area perpendicular to the muscle fibers. Initially, due to limited computer
power, the power was chosen equal to 1. The solution of this problem is that only the
muscle with the largest PCSA is used until its maximum activation, after which the muscle
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with the second largest PCSA is used, and so on, until the required torque is generated.
However, verification with EMG showed soon that this is not how muscles in the body
work (e.g. [20]).
A more realistic solution is found with a higher n [19]. Starting from n = 2, the objec-
tive will favor agonistic co-contraction, where two muscles that operate in the direction of
the moment work together to generate the required force at lower activation levels [20]. A
similar objective is used to minimize effort in our predictive simulations (see chapters III
and IV). At even larger powers, the objective approaches the so-called min-max approach,
which means that the maximum stress in all muscles is minimized, to have an as equal as
possible stress distribution between the different muscles.
However, one problem of this objective is that it will never predict co-contraction be-
tween an agonistic and an antagonistic muscle in a simple one-joint system [21]. This
form of co-contraction will increase joint stiffness and stability [18]. However, when an
objective of endurance is used, it is not optimal, because an even larger activation of the
agonist muscle is required when the antagonist muscle is activated. However, this type
of co-contraction is often observed in human movements (e.g. [19]). From now on, co-
contraction will refer to this type of co-contraction, with a pair of agonistic and antagonistic
muscles.
Co-contraction might be necessary when a bi-articular muscle is activated, a muscle
that spans multiple joints, since a torque is required around one joint, but not around the
other. Then, an opposite activation is required around the second joint to keep the complete
system stable. Also, since the muscles operate a multibody system, a muscle can affect a
joint it does not span. Therefore, it was thought that co-contraction around one joint might
have a favorable effect on another joint [22].
However, this assumption could not explain all co-contraction that is observed in EMG
measurements. Hogan [18] showed that humans can use co-contraction to control the stiff-
ness of the joint, and thus the stability. To show this, he solved an optimization problem
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where the goal was to minimize energy while remaining in the desired position in a stochas-
tic environment. The problem was solved without noise first, after which the stochastic
problem was solved by linearizing around the solution in the deterministic environment.
He proposed that co-contraction is required because the time-delay in the nervous system
does not allow a human to rely solely on feedback control, and therefore a combination of
feedback, which is energy efficient, and co-contraction is required [18].
Other studies also showed that co-contraction increased stability of the joint [23, 24],
and reduced the effect of internal noise and increased movement accuracy [25]. Then, sev-
eral studies attempted to improve the objective that was proposed by Crowninshield and
Brand to be able to predict co-contraction. Raikova proposed to use negative coefficients,
instead of PCSAi in the objective function. However, that violates the underlying assump-
tion that endurance is minimized with this objective. Several other studies added a second
objective to represent stability, which could be just a parameter [26], or an equation based
on entropy, interpreted as similarity of forces between the muscles [24], or using the sec-
ond derivative of the potential energy [27]. The weighting between the two objectives was
determined based on the load magnitude, the joint angle, skill level, and muscle states, for
example [24].
As said before, stability is not accounted for in predictive simulations. Adding an ob-
jective related to stability as was done in previous work creates a conflict with the objective
of minimizing endurance or energy expenditure. We suspect that co-contraction is already
optimal with respect to energy expenditure alone, and that stability emerges from minimiz-
ing effort only and does not neeed to be specified. Therefore, we would like to find an
approach that can account for environmental uncertainty in the predictive simulation with-
out changing the objective, to show that co-contraction is the most efficient control strategy
for the human under uncertain conditions.
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6.1.2 Trajectory Optimization in a Stochastic Environment
Optimal feedback control has been found in stochastic systems using linear quadratic
Gaussian (LQG) control. This approach requires a linear system, with a performance crite-
ria that is globally quadratic, and additive noise [28]. However, human walking is nonlinear,
and its performance criteria is not necessarily globally quadratic (see chapter V), and noise
may be signal dependent [28]. Therefore, a different approach is required.
Trajectory optimization problems in a stochastic environment require solving of stochas-
tic differential equations, or the stochastic Hamilton-Jacobi-Bellmann equation, which are
difficult to solve and become intractable for high dimensions [29]. Solution methods ex-
ist for problems where the control input is linear and additive to the dynamics [29, 30].
However, for human gait with a musculoskeletal model, the control input is not linear and
additive to the dynamics. Additionally, due to the high the number of states in a human
model, it is computationally expensive to solve the problem in a stochastic environment.
Therefore, stochasticity in the system is usually ignored and the problem is solved in a
deterministic environment [30].
Several methods were proposed to estimate the solution of trajectory optimization prob-
lem in stochastic environments. The most commonly used approach is the Monte Carlo
method [31–33]. In this method, a large number of forward simulations are performed,
where the uncertain variables are sampled from their distribution. Using the solution of
each of the forward simulations, a distribution of the outcome variables is provided. This
method is rather costly, since it requires a large number of simulations to obtain an accurate
solution [32].
Another approach is based on the theory of generalized polynomial chaos (gPC), which
was introduced by Wiener [34]. gPC states that a second order stochastic process can be ap-
proximated by a combination of stochastic basis functions, which are different based on the
type of noise that is used. These approximations can be used to solve the problem with the
stochastic Galerkin method or with stochastic collocation [31, 32] and is much faster than
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the Monte Carlo approach [35]. Similar to the Monte Carlo approach, stochastic collocation
takes advantage of sampling and solves the problem for different noise samples [31]. The
approach combining gPC with stochastic collocation has been used to optimize collision-
free plane trajectories under uncertain wind conditions [33], and to solve a design problem
of a vehicle suspension system [36].
6.1.3 Goal of this Work
This chapter proposes an approach to solving predictive simulations of gait in a stochas-
tic environment and show that optimal trajectories of human movements are affected by the
stochastic environment. The method that is proposed in this chapter can be seen as using
a Monte Carlo approach within direct collocation, or gPC with basis functions of the first
order, solved using stochastic collocation.
This method is applied first to a classic one degree of freedom pendulum swing-up
problem to show that this method can successfully predict the effect of a stochastic envi-
ronment. Then, it is applied to a pendulum operated by muscles to show that for certain
tasks in a stochastic environment co-contraction minimizes effort in a stochastic environ-
ment. Next, it will be applied to a torque-driven able-bodied model to show that non-zero
foot clearance is optimal in a stochastic environment. Finally, the method will be applied
to TTA gait using a musculoskeletal model, to investigate if co-contraction of the thigh
muscles is optimal in terms of energy in a stochastic environment.
6.2 Proposed Method for Predictive Simulations in a Stochastic Environment
Conventional predictive simulation methods find a set of open-loop control inputs that
optimize a single episode of the trajectory. Chapter II describes the set up of such a prob-
lem. In a stochastic environment, the dynamics are also dependent on noise, ε:
x˙(t) = f(x(t), u(t), ε(t)) (6.2)
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where x(t) is the state of the system and u(t) the input.
The path will deviate from the desired path due to noise, so the trajectory will be dif-
ferent for each noise sample if the same open-loop control is used. This will also cause the
objective of the trajectory to be different each noise sample, meaning that the optimal solu-
tion for one episode might not be the optimal solution for another episode with a different
noise sample.
Theoretically, an optimal trajectory in the stochastic environment can be found using
an infinite number of episodes, since then it is possible to account for all possible noise
samples. However, this would be computationally intractable. Therefore, we propose to
solve the trajectory optimization problem in a stochastic environment by optimizing over a
finite number of episodes of the trajectory. The number of episodes should be large enough
to correctly approximate the theoretical optimal objective. Each episode should have the
same open-loop inputs and the same closed-loop control parameters, while the closed-loop
control can vary with the state. The expected value of the objective is approximated using
the average over the episodes.
The trajectory optimization problem is solved using a collocation method (see chapter
II). Therefore, the optimization is performed over the states over all collocation points and
episodes, and controls of all collocation points: X = [x1(1) . . . x1(N) . . . xNs(1) . . . xNs(N)
u0(1) . . . u0(N) K]
T , where [u0(1) . . . u0(N)]T are the open-loop inputs and K represents
the parameters of the closed-loop control. N is the number of collocation points, and Ns
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the number of episodes. This yields the following problem formulation:
minimize
X
1
Ns
Ns∑
j=1
J([xj(1) . . . xj(N), u0(1) . . . u0(N), K]) (6.3)
subject to: x˙j(n) = f(xj(n), uj(n), εj(n))
∀ n ∈ 1 . . . N,
j ∈ 1 . . . Ns
(6.4)
gh(xj(k), uj(k)) = 0 ∀ h ∈ 1 . . . Ng (6.5)
with uj(n) = u0(n) +Kxj(n) (6.6)
εj(n) ∼ N(0, σ2) (6.7)
where n denotes the collocation point, j denotes the episode, h indicates the task con-
straint and Ng the number of task constraints. The objective of the problem is described
in equation 6.3, which is averaged over all episodes. Equation 6.4 represents the dynamics
constraints, which should be met for all collocation point and all episodes. Noise will be
added at each collocation point. Equation 6.5 represents the task constraints, which are
applied at collocation point k, usually at the initial and final state. Equation 6.6 denotes the
feedback law, with a proportional and a derivative feedback gain.
Note that the control law is written differently from normal. Usually u(t) = uff (t) +
K(x(t)− xdes(t)) is used, where uff is the feedforward control and xdes the desired state.
Instead, u0 is used, which is equal to u0(t) = uff (t)−Kxdes(t). The feedforward control
and the desired state are both dependent on time only. They are combined into u0, since
the problem would not have a unique solution if these were separated.
6.3 Pendulum Swing-Up
In this section, the classical problem of a pendulum swing-up from a downward to an
upward position minimizing the squared torque is solved in a deterministic and a stochastic
environment. This problem is nonlinear and the upward position is an unstable equilibrium.
This would not affect the solution in a deterministic environment, but in the stochastic
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Figure 37: Pendulum used for the swing-up problem. The goal was to move this pendulum from
the downward to the upward position in ten seconds, while minimizing the squared torque.
environment control is required to remain in this position. Therefore, a different trajectory
will be optimal in a deterministic environment than in a stochastic environment.
6.3.1 Methods
Figure 37 shows the pendulum that was used in the swing-up problem. The task was to
swing up from the downward position, θ(0) = −pi/2, to the upward position, θ(T ) = pi/2,
in T = 10 seconds while minimizing the square torque. Given state x(t) = [θ(t) ω(t)]T ,
the pendulum dynamics x˙(t) = f(x(t), u(t), ε(t)) were as follows:
x˙(t) =
 ω(t)
−g
l
cos(θ(t)) + u(t)
ml2
+ ε(t)
 (6.8)
with: ε(t) ∼ N(0, σ2) (6.9)
where g denotes gravity, the length of the pendulum was l = 0.6 m and its mass was
m = 2 kg. The input to the system was the torque u at the base of the pendulum. In the
deterministic case, the input was only feedforward, u(t) = u0(t), while in the stochastic
case, there was a feedforward and feedback control on the position and velocity, u(t) =
u0(t) + Kx(t). Normally distributed noise, ε(t), was added to the angular acceleration
with a standard deviation σ.
In the deterministic environment, the trajectory optimization problem was described as
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follows:
minimize
X
1
2
T∫
t=0
u(t)2 (6.10)
subject to: x˙(t) = f(x(t), u(t)) 0 ≤ t ≤ T (6.11)
x(0) +
pi2
0
 = 0 (6.12)
x(T )−
pi2
0
 = 0 (6.13)
where X = u(t), 0 ≤ t ≤ T are the optimization variables, equation 6.10 is the objective,
equation 6.11 represents the dynamics constraints and equations 6.12 and 6.13 indicate the
task constraints of starting in the downward position and finishing in the upward position,
respectively.
In the stochastic environment, the optimization was performed over Ns episodes. The
objective was to minimize the average square torque over the episodes. The dynamics
constraints were the same, as was the constraint on the initial position (equation 6.12).
The endpoint constraint (equation 6.13) was placed on the average end position over all
episodes, since in the stochastic environment the end position of an individual trajectory
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cannot be constrained separately. This yielded the following problem description:
minimize
X
1
2Ns
Ns∑
j=1
∑N
n=1 uj(n)
2 (6.14)
subject to: x˙j(n) = f(xj(n), uj(n), εj(n)) n = 1 . . . N ∀ j ∈ 1 . . . Ns (6.15)
xj(1) +
pi2
0
 = 0 ∀ j ∈ 1 . . . Ns (6.16)
1
Ns
Ns∑
j=1
xj(N)−
pi2
0
 = 0 ∀ j ∈ 1 . . . Ns (6.17)
with: uj(n) = u0(n) +Kxj(n) (6.18)
εj(n) ∼ N(0, σ2) (6.19)
where the optimization variables were X = [u0(t) K]T , 0 ≤ tj ≤ T for all j episodes.
u0(tj) denotes the open loop control and Kxj(tj) denotes the proportional-derivative feed-
back controller. The noise was randomly sampled at the collocation points, meaning that
the sampling rate was 0.16 s.
The deterministic solution was solved starting from a random initial guess. This so-
lution was then used as the initial guess to find a trajectory in a stochastic environment
with a small standard deviation of 0.001 rad/s2. This process was repeated for increas-
ing standard deviations: 0.01, 0.05, 0.1, 0.5 and 1 rad/s2 to be able to compare between
noise amplitudes. The deterministic solution was compared against the stochastic solutions
with a standard deviation of 0.05 rad/s2 or larger. This process was repeated using only
open-loop control to show the effect of the feedback control.
A convergence analysis was performed to find the minimum number of swing-ups re-
quired to approach the theoretical optimal solution. Since this solution was unavailable,
it was assumed that the theoretical optimal solution was approached once a change in the
number of samples did not yield a change in value of the objective function. The number
of samples Ns was varied between one and 100 trajectories. Each problem was solved ten
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times to account for variability in the results due to the simulated noise.
The trajectory optimization problems were solved using direct collocation, with N =
60 collocation points for each episode and a midpoint Euler formulation:
x˙(n) =
x(n+ 1)− x(n)
h
= f
(
x(n+ 1)− x(n)
2
,
u(n+ 1)− u(n)
2
)
(6.20)
In the deterministic environment, the optimization variables were the states and inputs at
each collocation point, X = [x(1) u(1) . . . x(N) u(N)]T . The number of optimization
variables was equal to 3N , since there were two states and one input at each colloca-
tion point. There were 2N equality constraints. In the stochastic environment, the op-
timization variables were the states at each collocation point for each episode, the open
loop inputs for collocation point and the feedback position and derivative gain, X =
[x1(1) . . . x1(N) x2(1) . . . xNs(N) u0(1) . . . u0(N) KP KD]
T . The total number of op-
timization variables was equal to 2NNs +N + 2. The number of constraints was equal to
2NNs.
The objective and the dynamics and task constraints, as well as their derivatives with
respect to x, x˙ and u were coded in MATLAB (Mathworks, Natick, MA, USA). The re-
sulting constrained optimization problem was solved using IPOPT 3.11.0 [37].
6.3.2 Results
The goal of this work was to show that the proposed method was able to find a different
optimal trajectory in a stochastic environment than in a deterministic environment. The
upper graph in figure 38 shows the mean trajectory of 30 episodes of the optimal solution
for different noise amplitudes. The average trajectory over 10 optimizations is plotted to
account for variation due to the noise samples. In the stochastic environments, a different
trajectory was optimal than in the deterministic environment, since the timing of the swing
up changes such that the final swing-up (between 8 and 10 seconds) occurred later for a
larger noise amplitude.
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Figure 38: Optimal pendulum swing-up trajectories (upper graph) and control torque (lower graph)
with different levels of noise. 30 episodes were used for this results, and it was repeated ten times
to account for variability due to the noise. The error bars in the lower graph shows the standard
deviation of the input over the 30 episodes, averaged over the ten repetitions. With a larger standard
deviation, the swing up of the pendulum occurred later to limit the time spent in the unstable, upright
equilibrium. The timing of the input changed with the change in timing in the swing up trajectory.
The variation of the input was largest near the end of the trajectory.
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Figure 39: Comparison of the trajectories found with feedback control (top figure) and without
feedback control (bottom figure) for a standard deviation of 1 rad/s2. The blue line shows the
average trajectory, while the (40) black lines show each individual trajectory and the red line shows
the 90 degrees.
The lower graph in figure 38 shows the average control input over 10 optimization runs
as a function of time in the deterministic environment and the stochastic environment with
σ = 1 rad/s2. The vertical bars show the standard deviation of the control torque over the
30 episodes due to the feedback control. Similar to the optimal trajectory, a phase-shift
was present between the input in the deterministic solution and the stochastic solution.
Compared to the deterministic environment, the average peak inputs were lower in the
beginning of the trajectory, and higher in the second part of the trajectory in the stochastic
environment. The variation of the control was largest near the end of the trajectory.
Figure 39 shows the trajectories that were found using open-loop and closed-loop con-
trol (upper) and with open-loop control only. One can see that the variation was much
higher using only open-loop control, such that certain episodes did not swing-up, while
others overshot and ended up in the downward position.
Figure 40 was used for the convergence analysis. It shows the objective of the optimal
solution as a function of the number of episodes. When more than 20 trajectories were
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Figure 40: Convergence analysis of the objective of the optimal solution. Convergence occurred
after 20 samples to a value of 26.5 (Nm)2.
used, the objective converged to a value of 26.5 (Nm)2 and did not change more than 1%
compared to the objective found with 100 episodes, the largest number of episodes used.
Also, the variation of the objective remained lower than 0.2 Nm using 20 or more episodes.
6.3.3 Discussion
In figure 38, the optimal trajectory of the pendulum swing-up changed with the noise
amplitude. This can be explained in two ways. Firstly, when the environment was deter-
ministic (σ = 0 rad/s2) the swing-up was mostly passive when close to the goal and the
inertia of the pendulum and gravity was used to brake the pendulum and stop in the upright
position. However, this was not optimal in a stochastic environment, because the noise
caused the pendulum to undershoot or overshoot the upright position. Therefore, an active
swing-up, using a strategy with larger control input to swing-up and brake, yielded less
variation between the samples. This approach also explains the larger variation in control
near the end of the trajectory.
Secondly, less time was spent in the upright position because this equilibrium is un-
stable. The smallest deviation would cause the pendulum to swing back to the downward
position, the stable equilibrium. Therefore, it would be more costly to remain in the up-
right position in a stochastic environment and less time is spent in the upright position in
the stochastic environment to reduce the required control input. However, a larger con-
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trol input at the end of the trajectory was necessary because the final swing-up was faster.
Todorov [30] also found that in a stochastic environment, the least possible time was spent
in the upright position due to the high energy cost of the control.
The combination of closed-loop and open-loop control decreased the variability of the
results, as can be seen in figure 39. However, the conclusion was the same, since the average
trajectory without feedback control also swung up later in the stochastic environment than
in the deterministic environment. The stability of the system with these feedback gains in
the upright position was checked by linearizing the system around the upright position and
checking if the real part of the eigenvalues were negative. Stable feedback gains were found
for all problems with more than 10 episodes for all standard deviations, while solutions
with fewer episodes were stable or marginally stable. This suggests that this method could
also be used in robotics, to simultaneously find an optimal trajectory and a controller in
one optimization procedure. With a conventional approach in a deterministic environment,
only an optimal trajectory is found. The controller is found separately, for example by
linearizing around the trajectory.
The convergence analysis showed that the objective did not change more than 1% when
at least 20 episodes were used. Also, the standard deviation over 10 solutions remained 0.2
Nm. Figure 40 shows that already with seven samples, a good estimate of the optimal
objective in the stochastic environment was found. With five or more episodes, the trend
is visible that was shown in figure 38, that the swing-up occured increasingly late with a
larger standard deviation.
6.4 Pendulum with Muscular Control
The same pendulum, controlled with muscles, was used to see if co-contraction is op-
timal in certain tasks. The goal was to keep the pendulum in the upright equilibrium. This
does not require any effort in a deterministic environment, but in a stochastic environment,
some control is required to keep the pendulum from falling. We investigated if a combina-
199
tion of co-contraction input and activation of the agonist muscle was more energy efficient
than only activating the agonist muscle.
6.4.1 Methods
Figure 41 shows the pendulum with muscles. The muscles were modeled as Hill-type
muscles with a series elastic element, a parallel elastic element and a contractile element
with activation dynamics, a force-length relationship and a force-velocity relationship (see
section 2.6.1) with parameters as given in table VII.
The input to the system was a muscle stimulation signal, uk for muscle k. This
system had six states, because four muscle states were added. So, the state was x =
[θ(t) ω(t) a1(t)
a2(t) lCE(1)(t) lCE(2)(t)]
T , where ak was the activation and lCE(k) the contractile element
length of muscle k. The dynamics were described implicitly to avoid singularities:
f(x(t), x˙(t), u(t)) = (6.21)
ω(t)− θ˙(t)
−g
l
cos(θ(t)) + τ
ml2
+ ε(t)− ω˙(t)
a˙1(t)− (u1(t)− a1(t))( 1Tact (u1(t) + 1)− 1Tdeact )
a˙2(t)− (u2(t)− a2(t))( 1Tact (u2(t) + 1)− 1Tdeact )
FSEE(1)(θ, lCE, t)− FPEE(1)(θ, lCE, t)− FCE(1)(t) + bvCE(1)(t)Fmax
FSEE(2)(θ, lCE, t)− FPEE(2)(θ, lCE, t)− FCE(2)(t) + bvCE(2)(t)Fmax

with: FCE(k)(t) = ak(t)Fmaxf(lCE(k)(t))g(vCE(k)(t)) (6.22)
and: ε(t) ∼ N(0, σ2) (6.23)
where τ = (FSEE(1) − FSEE(2))D, was the moment resulting from force in the series
elastic element, FSEE , multiplied with the muscle moment arm D, Tact and Tdeact were
the activation and deactivation time of the muscles, respectively, FPEE was the force in
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Figure 41: Pendulum operated with muscles that is used to show that co-contraction is optimal in
certain tasks in a stochastic environment.
the parallel elastic element, Fmax was the maximum isometric force, f(lCE(k)) was the
force-length relationship, g(vCE(k)) was the force-velocity relationship, and b was a small
damping term to aid convergence of IPOPT.
The optimal control problem was to remain in the upright position with minimal effort.
Also, a periodicity constraint was used, such that theoretically the pendulum was kept
upright indefinitely. This yielded the following problem:
minimize
X
T∫
t=0
(
W
(
θ(t)− pi
2
)2
+
2∑
k=1
uk(t)
2
)
dt (6.24)
subject to f(x(t), x˙(t), u(t)) = 0 0 ≤ t ≤ T (6.25)
x(T )− x(0) = 0 (6.26)
with: uk(t) = uk(0) +Kx(t) (6.27)
where X = [uk(0) K]T were the optimization variables, W was a weighting factor that
determines how much the deviation from the upright position is penalized compared to
minimizing effort. The duration T was 10 seconds. The open-loop control input, uk(0), was
bounded to be larger than zero.
The control law had only one open-loop control signal, uk(0) for each muscle because
the aim of this problem was not to find a trajectory, but a fixed position, so the open-loop
control input was independent of time. Therefore, each collocation point was regarded as
an episode in the stochastic environment. The sign of the feedback gains K was opposite
in each muscle, but the value could be different. Also, the open-loop control signal and the
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muscle activation were bound to be nonnegative. If the input u0 in the optimal solution is
nonzero in both muscles, it means that the combination of co-contraction and activation of
the agonist muscle yields a lower objective than only using the agonist muscle.
The optimal control problems were solved using direct collocation, with 600 colloca-
tion points and a backward Euler formulation. The number of collocation points was high
to fully capture the activation dynamics. The dynamics equations, as well as their deriva-
tives with respect to x, x˙ and u were coded in MATLAB (Mathworks, Natick, MA, USA).
The resulting constrained optimization problem was solved using IPOPT 3.11.0 [37].
Co-contraction was dependent on the noise amplitude and on the relative importance
of the deviation from the upright position. Therefore, the standard deviation of the noise in
equation 6.4.1 was varied between 0 and 1 and the weighting factor W was varied between
10 and 50000. Noise was added at each collocation point. Its value was divided by the
square of the time step length to have a dimensionless standard deviation. Similar to the
pendulum swing-up problem, solutions in the stochastic environment were found using a
solution with a lower standard deviation as initial guess, starting from the deterministic
environment. The open-loop input was compared between the different problems to see if
co-contraction was optimal. Each problem was solved 5 times to account for variability
due to the simulated noise.
6.4.2 Results
Figure 42 shows the open-loop input, u0, as a function of the noise amplitude and the
weight W in equation 6.24. The open-loop input increased with both the noise ampli-
tude and the weight. Without any noise, there was no open-loop input, and thus no co-
contraction, because the pendulum remained in the upright position without effort. When
noise was present, a combination of co-contraction and closed loop control was optimal.
The open-loop input was low for a small weight, because staying upright was not em-
phasized and the pendulum would sway with the noise, which required less effort. The
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Figure 42: Optimal open-loop control input for different weights W and noise amplitudes for both
muscles. Co-contraction occurs because the open-loop control input is nonzero for both for larger
weights and noise amplitudes. The open-loop input, u0, increases with weight as well as with the
noise amplitude.
co-contraction input increased when staying upright was emphasized in the stochastic en-
vironment.
Figure 43 compares the trajectory that was found in the deterministic environment (σ =
0) with a trajectory that was found in a stochastic environment (σ = 1 and W = 50000).
In the deterministic environment, the pendulum angle was exactly 90 degrees during the
complete trajectory. No force was produced, and the contractile element length was optimal
throughout the trajectory. In the stochastic environment, there was a variation of about 0.2
degrees in the pendulum angle in both directions. The bottom left graph shows the input,
which went up to 1 and down to −0.5.
The graphs in the top right corner of figure 43 show the force in the series elastic ele-
ment, the activation state and contractile element length. All graphs indicate co-contraction
of the muscles. Both muscles produce a force that fluctuates around 400 N, while both mus-
cles are activated throughout the trajectory, fluctuating around 0.4. The bottom graph also
shows that the muscle is shortened slightly, to 98% of the optimal length. The lower right
graph shows the torque, which fluctuates around zero.
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Figure 43: Comparison of the optimal trajectory for σ = 0 (deterministic environment) and σ =
1 and W = 50000. All black lines show the solution for the deterministic environment. The top
left shows that the pendulum remained in the upright position in the deterministic solution, while
the noise caused some motion in the stochastic environment. The bottom left figure showed that
co-contraction occured when σ=1, since the input was nonzero in both msucles.
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6.4.3 Discussion
Figure 42 shows that co-contraction was optimal in certain tasks in a stochastic en-
vironment. When little emphasis was placed on staying in the upright position, so for
low weights W , the open-loop input was very small. More co-contraction was required
when more emphasis was placed on staying in the upright position. This means that it
is more energy efficient to stiffen the joint using antagonistic co-contraction than to avoid
co-contraction and only activate the agonist muscle to withstand environmental uncertainty.
Note that figure 43 showed that the input value ranged between −0.5 and 1, while a
value between zero and one is expected in a human muscle. It was decided to not place
bounds on the inputs, because the goal of this problem was to show that co-contraction
could be optimal and bounds might have influenced the results. Therefore, only the co-
contraction input was not allowed to be smaller than zero. Also, despite these high input
values, the activation state remained between 0 and 1, which is as expected.
Literature often describes co-contraction as inefficient [1, 2], because it does not pro-
duce any useful work while it requires energy [18], contradicting studies showing that hu-
mans choose their movements to minimize energy. This work showed that for some tasks
co-contraction is energy efficient, because our trajectory optimization methods finds a com-
bination of co-contraction and activation of the agonist muscle as optimal solution when
only energy is stability, and not some form of stability. This supports a previous study that
co-contraction reduces the effect of internal noise and increases movement accuracy [25].
Our results show that co-contraction is optimal in tasks where it is important not to
deviate far from the trajectory. One such task is walking, where deviations from the tra-
jectory can result in a fall easily. For example, a passive dynamic walker only has a very
small region of attraction that yields a stable gait [38]. In TTA gait, muscle co-contraction
is observed in the thigh on the prosthesis side [10, 11], which could be related to the loss
of control and senses in the lower leg, and the imperfect connection between the pros-
thesis and the residual leg. When the proposed method is applied to TTA gait, it can be
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investigated if this co-contraction is energy efficient in a stochastic environment.
The trajectory optimization problems were hard to solve by IPOPT, since the opti-
mization would often find a local minimum, or not find a solution within 1000 iterations.
Therefore, the graphs in figure 42 have outliers. To reduce the chance of finding a local
minimum, the open-loop control input was bound between 0 and 0.4. This ensured that
no local minimum was found in the deterministic environment. Previous simulations with
larger bounds showed that this range was large enough for the weights and standard de-
viations that were used. Additionally, the optimizations were repeated five times, and the
average was used only of those solutions that were optimal and within 10% of the lowest
objective that was found. Some variation in the optimal solution was expected due to the
stochasticity of the environment, but a large difference indicated that a local optimum was
found.
6.5 Torque-driven Able-bodied Gait
We have shown that the proposed method can predict the optimal trajectory in a stochas-
tic environment, and that co-contraction of muscles is optimal for certain tasks. Next, we
aim to use the method on a gait problem with a torque-driven human model to eliminate
the muscle states and thus lower the number of optimization variables. This makes the
problem more tractable. The goal was to show that in a stochastic environment, a larger
foot clearance is optimal when energy is minimized than in a deterministic environment.
Noise was introduced in the joint torques, to simulate noisy control.
6.5.1 Methods
Model
The human model shown in figure 5 will be used in this work but it will be operated
using joint torques, instead of muscle stimulations. Further description of the multibody
dynamics and ground contact model can be found in section 2.6. The dynamics were
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described as follows (see equation 2.18):
M(q(t))v˙(t) + C(q(t), v(t))v(t) +G(q(t)) = τ(t) + Jc(t)
TFc(t) + Tpas(t) (6.28)
where M(q) was the mass matrix, C(q, v) contained the Coriolis forces, G(q) the gravity
forces, JTc Fc the ground reaction forces, Tpas the passive joint torques, and τ was a vector
of generalized forces. The first three elements of the generalized force vector, τ , were zero
since these degrees of freedom were unactuated. The six joint moments τ4(t) to τ9(t) were
the torque inputs, u1(t) to u6(t), which were determined as follows:
uj(t) = u0(j)(t) +KP θj(t) +KDωj(t) (6.29)
In the stochastic environment, uniform noise was added at each collocation point to the
torque inputs ui to simulate noisy neural control. The noise was sampled with a sampling
rate of 0.037 s. Similar to the methods used for the pendulum swing-up (see section 6.3),
the problem was solved for noise with an increasing amplitude. The amplitude was varied
between 0 Nm in the deterministic environment and 100 Nm.
Optimal Control Problem
The objective comprised of two parts. One part minimized the square torque to mini-
mize the energy used. The second part penalized a tracking error between the simulation
and data of normal walking [39] of the joint angles in the hip, knee and ankle, the ground
reaction force and the duration of the gait cycle. This objective was necessary in the torque-
controlled model to create a realistic gait cycle. The speed of the gait cycle was fixed, while
the duration was tracked. A similar objective, minimizing square muscle activation, was
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shown to predict human gait well [3, 6], see chapter III. This yields the following objective:
J(x, u) =
1
Ntrack + 1
(
1
Ttot
Ntrack∑
k=1
∫ Ttot
0
(
sk(x(t))− xmk(t)
σk
)2
dt
+
(
Ttot −NsTm
σT
)2)
+
Wtorque
6T
6∑
j=1
∫ Ttot
0
uj(t)
2dt (6.30)
where Ntrack was the number of tracked state variables, next to the duration, sk(x(t)) de-
notes the data of the joint angles and ground reaction forces that were tracked, with standard
deviation σk, Ttot the sum of the duration of all gait cycles, and Tm the tracked duration
with standard deviation σT , which is multiplied by the number of gait cycles, Ns. The com-
bined closed-loop and open-loop input, uj(t), were given in equation 6.18. Wtorque = 0.001
was used to create a realistic gait cycle. Note that this number is much lower compared
to effort minimization in chapter III because the values for torque are higher than muscle
stimulations.
It was assumed that the gait cycles had left-right symmetry, therefore only half a gait
cycle was simulated. The following periodicity constraint was used on the horizontal posi-
tion, xt when one gait cycle was simulated:
xt
(
T
2
)
= xt(0sym) + v
T
2
(6.31)
where T was the duration of the full gait cycle, the subscript sym denoted the mirror of the
state, meaning that the joint angles and angular velocities were switched between the left
and right leg, and v is the speed.
In the stochastic environment, a predictive simulation was solved over Ns gait cycles.
A periodicity constraint was placed only between the first and last gait cycle:
xt
(
Ttot
2
)
= xt(0sym) +
1
2
Ns∑
i=1
vT (i) (6.32)
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where Ttot denoted the total duration of all gait cycles, T (i) denoted the duraction of gait
cycle i. Dynamics constraints were used between the other gait cycles, such that a series of
steps was found.
The optimal control problem was solved through direct collocation, with 30 collocation
points per half-gait cycle and a backward Euler formulation. One collocation node was
added to ensure periodicity. Since the dynamics were similar to the dynamics described in
section 2.6, the same MEX-function was used as in chapter III. The maximum isometric
muscle forces was set to zero and torques were added to the dynamics as external torques.
Details of the solution method can be found in chapter II and chapter III. The resulting
constrained optimization problem was solved using IPOPT 3.11.0 [37].
First, a gait cycle was found in a deterministic environment. This gait cycle was used as
an initial guess to solve the problem in a stochastic environment with a noise amplitude of
0.1 Nm. Then, this solution was used as an intial guess for an environment with an ampli-
tude of 0.5 Nm, followed by 1 Nm, 5 Nm and 10 Nm. This process was repeated to obtain
solutions with a noise amplitude of up to 100 Nm. The foot clearance of these solutions
were compared. 10 gait cycles created an optimization problem with 7000 optimization
variables.
A convergence analysis was performed to find the required number of gait cycles to
solve the stochastic optimization problem. An optimization will be performed for five dif-
ferent noise samples, and the solution with the lowest objective will be analyzed. To limit
the required computation time, the noise amplitude used in the convergence analysis was
10 Nm. The simulations for the convergence analysis were created on the OSC supercom-
puter [40].
6.5.2 Results
Figure 44 shows the average foot clearance at the heel and toe for noise amplitudes
from 0 Nm to 100 Nm. During the stance phase, the clearance is negative, due to the
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Figure 44: Average heel (top figures) and toe clearance over 10 gait cycles for solutions with differ-
ent noise amplitudes. One can see that with an increasing noise amplitude, the clearance of the heel
and toe increases.
ground penetrating contact model that was used (see section 2.6). The heel penetrated
throughout the stance phase, while the toe penetrated only in late stance to generate the
required push-off force. The graphs on the right show the part of the swing phase where
to foot almost hits the ground. In this phase, the foot clearance was exactly zero in an
environment without noise, but the foot clearance increased with the noise amplitude.
Figure 45 shows the result of the convergence analysis. The top graph shows the min-
imum objective value over five different noise samples. The bottom graph shows the ac-
companying minimum foot clearance. The graphs seems to converge very fast, and with
just five gait cycles the objective and foot clearance were already very similar to the objec-
tive and foot clearance found with 40 gait cycles. However, at 30, 45, and 50 gait cycles,
the objective and minimum foot clearance were much higher, therefore it seemed as if the
graph diverges after 40 gait cycles.
Figure 46 shows the average foot clearance over 50 gait cycles. Similar to figure 44,
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Figure 45: Convergence analysis of the required number of gait cycles. The top graph shows the
minimum objective of the five solutions that were found. The bottom graph shows the average
minimum foot clearance of the solution with the lowest objective.
the clearance increased with the noise amplitude. However, throughout the gait cycle, the
foot did not move smoothly, which indicates that the solution that was found was not the
global optimum.
6.5.3 Discussion
The goal was to show that while zero foot clearance is optimal in a deterministic en-
vironment, nonzero foot clearance is optimal in a stochastic environment when energy is
minimized. A secondary goal was to see how many gait cycles were required to correctly
estimate the problem in a stochastic environment using a convergence analysis. Figure 44
shows that the optimal foot clearance increases with the noise amplitude in the uncertain
environment. The convergence analysis showed that a realistic solution was found with five
gait cycles.
The foot clearance over the full 10 gait cycles was inspected as well. It was found
that the foot clearance at one instance in time was equal to exactly zero. This means that
the average ground clearance was just high enough to prevent scuffing. This is similar to
normal walking, since people also choose their foot clearance just high enough to prevent
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Figure 46: Average heel (top figures) and toe clearance over 50 gait cycles for solutions with differ-
ent noise amplitudes. One can see that the result is not smooth, which indicates that this solution is
not the global optimum.
scuffing, but as low as possible to minimize metabolic energy cost [41].
A simple controller was used, with only two variables besides the open-loop control
inputs. This was done to limit the search space of the problem. It is likely that a controller
with more free variables will yield a solution with a lower objective. However, this would
also require a larger number of gait cycles to correctly estimate the theoretical optimal so-
lution in the stochastic environment. 10 gait cycles required approximately four hours on
a standard laptop, so it was decided not to increase the number of controller parameters.
Also, it is not expected that a more complex controller would significantly alter the con-
clusion that larger foot clearance is optimal in a stochastic environment, compared to a
deterministic environment.
The convergence analysis converged after five gait cycles, but diverged again when 30,
45 or 50 gait cycles were used. It is likely that for these large numbers of gait cycles,
IPOPT had difficulty finding a good optimal solution. This is illustrated in figure 46, which
shows the average foot clearance for 50 gait cycles. This result was much less smooth than
212
the results for 10 gait cycles shown in figure 44. The variance in the objective value over
the five optimal solutions was much larger for a larger number of gait cycles, which also
suggests that the problem became numerically more difficult with a larger number of gait
cycles. If more than different initial guesses were attempted, it would probably be possible
to find a lower objective.
Uniform noise was added in this problem instead of Gaussian noise, since it was found
that for the convergence analysis IPOPT had trouble solving the trajectory optimization
problems successfully when Gaussian noise was used. Gaussian noise can have extremely
large outliers, whereas uniform noise is bounded. Therefore it is possible that with Gaus-
sian noise, a problem was created that was impossible to solve. Uniform noise was used to
avoid this. Figure 44 was also created with Gaussian noise, and a similar effect was seen,
with the foot clearance increasing with the standard deviation of the noise.
6.6 Predictive Gait Simulation with a Lower Leg Prosthesis in a Stochastic Environ-
ment
Finally, the proposed method is applied to the problem that motivated this research
originally: is co-contraction in the thigh on the residual side in TTA gait energy efficient?
A musculoskeletal model of the human is used. Due to the large number of states and
optimization variables, this problem could be too large for IPOPT to solve. Therefore, this
work should be seen as an initial attempt to this problem, and recommendations for future
improvements will be made.
6.6.1 Methods
The model, with nine degrees of freedom and eight muscles in each leg, was described
in chapter II. The Gastrocnemius, Soleus and Tibialis Anterior in the right leg were re-
moved and replaced by a passive spring with a stiffness of 600 Nm/rad and damping of 15
Nm/s/rad [42] to simulate TTA gait (see chapter III and chapter IV). The mass and inertial
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properties were not altered. Muscle stimulations were generated with the control law given
in equation 6.29, using feedforward control and feedback from the joint angles and veloc-
ities. The position and derivative gain were the same for each muscle, meaning that two
parameters were added to the optimization problem.
The objective was to minimize effort (see equation 3.2):
J(x, u) =
Weffort
16T
16∑
j=1
∫ T
0
uj(t)
2dt (6.33)
Noise was added to the torque at the knees and hips. The noise was drawn from a
uniform distribution, with an amplitude to 10 Nm. It was added to the collocation points,
yielding a sampling rate of 0.037 s. The optimal control problems was solved using direct
collocation, with 10 gait cycles and 60 collocation points per gait cycle and a backward
Euler formulation.
The MEX-function described in chapter III was used. Regularization with weight
Wreg = 1 was added to aid the optimization. Details of the solution method can be found in
chapter II and chapter III. The resulting optimization problem will be solved using IPOPT
3.11.0 [37]. The TTA solutions were found using the OSC supercomputer [40].
First, an able-bodied gait cycle was found in a deterministic environment. This solution
was used as an initial guess to find an able-bodied simulation in a stochastic environment,
and a TTA gait simulation in the deterministic environment. A series of problems with
noise amplitudes of 0.1 Nm, 1 Nm and 10 Nm was solved to find the gait cycles in the
stochastic environment, both for able-bodied gait and TTA gait. The initial guess for the
smallest amplitude was the gait cycle in the deterministic environment, and then the pre-
vious solution was used as initial guess. The process was repeated for TTA gait to ensure
that the result was not due to the effect of the noise sample.
The joint angles and joint moments of the TTA gait solution in the stochastic envi-
ronment with a noise amplitude of 10 Nm were compared to the joint angles and joint
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moments of the able bodied gait solution and to normal data [2]. The co-contraction index
was compared against the able-bodied solution, the TTA gait solution in the deterministic
environment, and the TTA gait solution without joint moment symmetry found in chap-
ter III. The index was calculated for the first 40% of the gait cycle, which is where Powers
et al. [11] report increased activation of the Vastus Lateralis and Semimembranosus, which
is part of the Hamstrings. The co-contraction index of the Vasti and Hamstrings was deter-
mined using Method 1 in [43]:
CI =
2
(∫ t2
t1
uHAM(t)dt+
∫ t3
t2
uV AS(t)dt
)
∫ t3
t1
uHAM(t) + uV AS(t)dt
(6.34)
where [t1, t2] denotes the time period where the stimulation in the Hamstrings is lower than
in the Vasti, and [t2, t3] denotes the time period where the stimulation in the Vasti is lower
than in the Hamstrings.
6.6.2 Results
Figure 47 show the joint angles and moments of the simulation in the stochastic envi-
ronment in the able-bodied and TTA solution. The grey fill shows normal joint angles and
moments from [2]. For the able-bodied solution, the hip had similar range of motion to
normal, while the motion in the knee was smaller, especially during swing, and the motion
in the ankle was larger, especially the plantarflexion angle at push-off. The hip flexion
moment during late stance was absent, as well as the knee extension moment in early and
midstance. The ankle moment was larger than normal during midstance, and smaller than
normal during push-off.
In the TTA solution, the hip range of motion was normal on the prosthesis side, but
larger on the intact side. On the prosthesis side, the knee flexion angle during stance was
absent, while on the intact side it was larger than normal. The ankle range of motion
was small on the prosthesis side, and larger than normal on the intact side. The peak hip
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moment extension moment on the prosthesis side was larger than normal and the able-
bodied solution. The peak knee extension moment was absent on the prosthesis side, but
similar to normal on the intact side. The ankle moment was slightly lower than normal on
the prosthesis side, while on the intact side there was a peak in early stance which is absent
in normal gait.
Figure 48 shows the muscle stimulations of the Vasti and Hamstrings for the prosthesis
side of the TTA solution, and the corresponding leg in the able-bodied solution. The Ham-
strings and Vasti were both active longer during early and mid stance, and the Hamstrings
activity also increased. The co-contraction index for the first 40% of the gait cycle was
equal to 33% for the able-bodied solution, and 63% for the TTA solution, which indicates
more co-contraction in the TTA configuration. The second solution of the TTA gait found
69% co-contraction. The solution in chapter III with no joint moment symmetry objective
had a co-contraction index of 42%.
Figure 49 shows the muscle stimulations of the Vasti and Hamstrings for the prosthesis
side of the TTA solution in the deterministic environment and in the stochastic environment.
The activation of the Hamstrings was higher in the stochastic environment, compared to the
deterministic environment. Both the Hamstrings and the Vasti were also active longer, the
Vasti for 40% of the gait cycle, instead of 25%, and the Hamstrings were active until 65%
of the gait cycle, compared to 45% in the deterministic environment. The co-contraction
index was 67% for TTA gait in the deterministic environment.
6.6.3 Discussion
The goal of this work was to see if in a stochastic environment, co-contraction of the
thigh muscles on the prosthesis side is optimal with respect to minimzing muscular effort.
By optimizing for muscular effort only in a stochastic environment, it was shown that the
co-contraction index in the first 40% of the gait cycle was higher in a simulation of TTA
gait than in a simulation of able-bodied gait. This result is similar to Powers et al., who
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Figure 47: Average joint angles (left) and moments (right) for a gait cycle for the able bodied
solution (blue) and TTA solution (red). Dashed line shows the intact side, solid line the prosthesis
side. The colored fill around the lines shows the standard deviation over 10 gait cycles, while the
grey fill shows normal walking data [2].
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Figure 49: Average muscle stimulation of the Vasti (blue) and Hamstrings (red) for the prosthe-
sis side of the TTA simulation in the stochastic environment (solid line) and in the deterministic
environment (dashed line). The fill indicates the standard deviation over 10 gait cycles.
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also showed that the hamstrings in TTA gait were stimulated more, while both the Vasti
and Hamstrings were active longer during initial and mid-stance [11]. The simulation in
the stochastic environment was solved twice with similar result, which showed that the
solution was likely not a local optimum.
The co-contraction index in TTA gait was also higher in a simulation in a stochastic
environment than in a simulation of TTA gait in a deterministic environment with an ob-
jective of muscular effort and tracking. The co-contraction index was similar for TTA gait
in a deterministic environment. However, figure 49 indicated higher and longer activation
in the stochastic environment, which was the expected result that was also seen by Powers
et al. [11]. The co-contraction index was high for this solution because the activation levels
were more similar, but this did not take into account the higher activation levels.
With no tracking in the objective function, the resulting gait cycle was not as realistic
as when tracking is used (see chapter III). It was decided to not use tracking to rule out that
the amount of co-contraction increased because the simulation attempted to walk normally,
instead of minimizing effort. Possibly, a more realistic gait cycle could be found when
minimizing for metabolic cost instead of effort. Also, other objectives could be considered,
such as minimization of head motion.
The chosen controller could also have influenced the results. The feedback gains were
the same in each muscle and were of the order 10−2 in the optimal solution. This could
be because the noise amplitude was small (10 Nm, while previously 100 Nm was used). It
was found in section 6.5 that the feedback gain increased with the amplitude of the noise.
The smaller order of magnitude of the feedback gains could also be explained by the design
of the control law, with only two free variables. This might have limited the optimization.
Both the low noise amplitude and the control law where chosen to limit the computation
time. The low noise amplitude reduced the number of problems that should be solved,
while the control law limited the number of gait cycles. It is possible that this control law
was too limiting for the problem. The effect of the controller on the gait cycle should be
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further explored, since more control freedom might yield a different optimal solution.
The gait cycles in this section were found using a gait cycle in a deterministic environ-
ment that minimized effort as initial guess. Depending on the initial guess and the addition
of regularization, different solutions to this problem were found. However, it was found that
the able-bodied solution in the stochastic environment was similar when different solutions
found in the deterministic environment were used as initial guess.
This work did not take into account the instability of the connection between the pros-
thesis and the residual leg. Instead, noise was added to the joint moments. This simulated
noisy neural control. It is expected that the effect of an unstable connection between the
prosthesis and residual leg has a similar effect on the knee on the prosthesis side. However,
the instability of this connection, and the lack of sensory feedback, are likely important
causes of gait adaptations. The effect of these should be accounted for in future work.
Noise was not added to the ankle joints. It would be unrealistic to add to the prosthesis,
because there is no neuromuscular control. It was decided to also not add it to the ankle
joint on the intact side, because it was found in the section 6.5 that noise at the ankle would
create unrealistic motion of the foot.
6.7 Conclusion
This chapter introduced a method to solve trajectory optimization problems in a stochas-
tic environment. It was shown that optimal trajectories of human movements are affected
by the stochastic environment. Therefore, this method can be used to explain certain hu-
man motor control behavior, which could not be explained by trajectory optimizations in
a deterministic environment. Specifically, the method was used to show that for certain
tasks, co-contraction of muscles to stiffen a joint minimizes muscular effort in a stochastic
environment. We also showed that nonzero foot clearance is optimal in gait in a stochastic
environment. Finally, it was applied to TTA gait to analyze co-contraction of the thigh
muscles on the prosthesis side. The results indicated that uncertainty in the environment
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could explain this co-contraction, however the methods should be further improved before
this conclusion can be made.
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CHAPTER VII
CONCLUSION
Predictive simulations have the potential to improve design of prostheses, since they
can be used to analyze the effect of the prosthesis on gait in simulation. Therefore, this
dissertation applied predictive simulations to increase understanding of gait of persons with
a transtibial amputation (TTA gait) and improved the quality of predictive simulation. Four
aims were defined:
• Aim 1: Application - Explain joint moment asymmetry in the knee and hip in TTA
gait using predictive simulations
• Aim 2: Application - Compare the effect of different prosthesis alignments on TTA
gait
• Aim 3: Improvement - Compare the gait objective of metabolic energy minimiza-
tion to muscular effort minimization
• Aim 4: Improvement - Propose an approach to solve predictive simulations in a
stochastic environment and implement it to explain certain behaviors that are seen in
human movement
In chapter III, it was shown that joint moment asymmetry in gait of persons with a
transtibial amputation could be explained by the human intention to walking energy effi-
ciently. In chapter IV, predictive simulations were solved for different prosthesis align-
ments. It was shown that a flexion alignment change reduced metabolic cost and joint
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reaction loads, and that a lateral translation or an external rotation reduced the knee adduc-
tion reaction moment without affecting other gait parameters, which could alleviate skin
problems due to a reduction in skin stresses. Since subject studies on prosthesis align-
ment are very limited, this comprehensive study could be seen as a starting point for future
experimental studies. In chapter V, it was found that the metabolic energy expenditure
models by Lichtwark and Wilson [1] and Bhargava et al. [2] correlate best with metabolic
cost from pulmonary gas exchange measurements, while the model by Houdijk et al. [3]
correlated only slightly worse. When a predictive simulation is solved with metabolic cost
as objective, the joint angles become more realistic compared to a predictive simulation
minimizing muscular effort, but the joint moments and joint forces are more realistic when
effort is minimized. Finally, in chapter VI, a method was introduced to solve predictive
simulations of gait in a stochastic environment. It was shown that for certain tasks, co-
contraction is optimal in a stochastic environment, and that foot clearance is larger in a
stochastic environment than in a deterministic environment. Finally, it was applied to TTA
gait. The result indicates that in a stochastic environment co-contraction in the upper leg on
the prosthesis side in TTA gait is optimal with respect to muscular effort, but these results
might be affected by the chosen controller.
7.1 Future Perspective
Predictive simulations could become an integral part of design of assistive devices as
computer power increases, and musculoskeletal models will become increasingly realistic.
Before this will happen, there should be a track record of scientific questions that were
answered correctly using predictive simulation to show that the method works. This dis-
sertation is part of this effort.
In order to produce realistic predictions, predictive simulations currently require track-
ing of normal gait data as a secondary objective, next to minimization of effort. This
dissertation aimed to remove the necessity of tracking gait data by using metabolic energy
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minimization as objective, and by accounting for uncertainty in the environment. How-
ever, these methods did not improve the accuracy of the simulations as much as desired.
Therefore, at this point data tracking is still required. However, it would be worthwile to
attempt to improve predictive simulations by improving the ground-contact model. Also,
the stochastic optimization approach should be explored further.
When tracking data, it is possible that the result is influenced by the data that is used,
which is why it is desired to not use data. However, if tracking data is required, further
work should aim to reduce the influence of the data as much as possible. One option would
be to identify and track parameters that describe a more general walking motion, instead
of data taken from a specific person. For example, principal component analysis could be
employed to extract the so-called principal components, and these could be tracked instead
of tracking joint angles, ground reaction forces, and gait cycle duration to create a more
general solution.
Further studies in different directions should be performed before predictive simulation
will be integrated in design of interventions. One of these directions is the optimization of
a device for a specific patient, for example the stiffness of a prosthesis. Together with a
technique like 3D printing, a personalized prosthesis can be created for every patient in a
cost-effective way. Another direction is personalization of the models, since the importance
of this is unclear. It should be investigated if changing the weight and height of the model,
or certain muscle parameters, improves the quality of the predictions. This will likely also
be dependent on the application of the prediction.
A commercial application of predictive simulations could be in shoe design, starting
with optimization of shoes of elite athletes. Currently, efforts are underway by several
research groups to enable a runner to run a marathon in under two hours. That requires a
personalized shoe that is as energy efficient as possible. A model personalized to the runner
can predict the shoe parameters that lead to optimal performance. Similarly, predictive
simulations can also be used in a store to help amateur runners decide on what shoe best
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fits their needs. In the longer run, a three-dimensional model could also be used to define
shoe parameters for other sports where ankle support during sideways motions can improve
the participants’ agility.
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APPENDIX A. Metabolic Models
This appendix describes the metabolic energy models that were used in chapter V. Note
that some mention basal metabolic rate as part of the model. However, the models will
be implemented without the basal metabolic rate, to have a fair comparison. Also, some
models are normalized to mass, while others are not. In this dissertation, the nonormalized
energy rate is used.
All models use the following equation to calculate the metabolic rate for a motion:
J =
1
Tm
∫ T
t=0
Nmus∑
i=1
E˙i(t)dt (1)
where T is the duration of the gait cycle, m the full mass, and E˙i the energy rate of the
muscle i, or in case of the model by Kim and Roberts, the energy rate of joint i. The
following sections describe how each model calculates the energy rate.
Metabolic Energy Model by Umberger et al.
Model Umberger determines the metabolic rate per muscle in W as follows:
if lCE ≤ lCE(OPT )
E˙ = mmus(h˙AMAAMS + h˙SLS)− w (2)
if lCE > lCE(OPT )
E˙ = mmus((0.4h˙AM + 0.6h˙AMf(lCE))AAMS + h˙SLSf(lCE))− w
where h˙AM is the activation-maintenance heat rate, AAM = A0.6, and S is a scaling factor,
equal to 1.5 in aerobic conditions. When the fiber length is longer than optimal, h˙AM is
split up into two parts, 40% represents the activation heat rate, while 60% represents the
activation heat rate, which is dependent on the location on the force-length relationship [1].
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The following equation is used to find the activation-miantenance heat rate [1]:
h˙AM =
 25 a ≤ fST128fFT + 25 a > fST (3)
The shortening-lengthening heat rate, h˙SL is different for shortening and lengthening
velocity and is determined as follows:
h˙SL =

(−αS(ST )v˜CE(1− fFT )− αS(FT )v˜CEfFT )A2
αLv˜CEA
if v˜CE ≤ 0
if v˜CE > 0
(4)
where the first term, αS(ST )v˜CE(1− fFT ), cannot exceed 100 W/kg [1].
v˜CE = vCE/lCE(OPT ) is the muscle fiber velocity in s−1 normalized to the optimal fiber
length, lCE(OPT ). αS(ST ) = 100/v˜CE(MAX−ST ) and αS(FT ) = 153/v˜CE(MAX−FT ) are the
shortening heat coefficients for slow twitch (ST) and fast twitch (FT) fibers, respectively,
in J/kg. They are dependent on the maximum fiber velocity of ST and FT fibers. αL =
4αS(ST ) is the lengtening heat coefficient, which is based on experimental data [1].
A is a scaling factors that depend on the stimulation and activation:
A =
 u when u > au+a
2
when u ≤ a
(5)
Finally, the work is determined as follows [1]:
w = −Fcevce (6)
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Metabolic Energy Model by Lichtwark and Wilson
Shortening velocity is positive in model Lichtwark [2]. This model calculates the
metabolic rate as a sum of the heat rate, h, and the work:
E˙ = h˙+ w (7)
The heat rate is a sum of the shortening-lengthening heat rate and the maintenance heat
rate:
h˙ = (0.3ah˙M + 0.7af(lCE)h˙M + af(lCE)h˙SL (8)
where 30% of the maintenance heat rate represents activation, which is only scaled by the
activation [2].
The maintenance heat rate is determined as follows:
h˙M =
 γ
v˜CE(max)
G2
if: vCE(t) > 0
0.3γ
v˜CE(max)
G2
+ 0.7γ
v˜CE(max)
G2
exp(−7v˜CE(max)(g(vCE(t))− 1)) if: vCE(t) ≤ 0
(9)
where γ is a heat rate value that decays with the stimulation time, G = 4 is the curvature of
the force-velocity curve, and g(vCE) is the location on the force-velocity relationship [2].
γ is determined as follows [2]:
γ = 0.8 exp(−0.72tstim) + 0.175 exp(−0.022tstim) (10)
The shortening-lengthening heat rate is determined as follows [2]:
h˙SL =

v˜CE
G
if vCE > 0
−0.5g(vCE)vCE if vCE ≤ 0
(11)
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Finally, the work is determined as follows [2]:
w = Fcevce (12)
Metabolic Energy Model by Bhargava et al.
Bhargava et al. describe a model that calculates the muscular energy consumption as a
sum of the activation heat rate, the maintenance heat rate, the shortening heat rate, and the
work rate [3]:
E˙ = h˙a + h˙m + h˙s + wce (13)
The activation heat rate is calculated as the sum as the portion due to FT and ST
fibers [3]:
h˙a = φm
(
fFT A˙FTuFT + fST A˙STuST
)
(14)
where φ is a decay function, m is the muscle mass, fFT/ST is the mass fraction of FT and
ST fibers, A˙FT = 133 W/kg and A˙ST = 40 W/kg are the activation heat rate constants for
FT and ST fibers, and uFT/ST (t) are the stimulation levels of the FT and ST fibers. These
levels are based on the stimulation of the full muscle as follows: [3]:
uFT (t) = 1− cos
(pi
2
u
)
(15)
uST (t) = sin
(pi
2
u
)
(16)
The decay function, φ, models the behavior that more heat is produced early during activa-
tion [4] and is determined as follows:
φ = 0.06 + e
−tstim uτφ (17)
where τφ is the decay time constant, 45 ms and tstim is the time that the muscle was stimu-
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lated over 10% [3].
The maintenance heat rate is also determined separately for FT and ST fibers as fol-
lows:
h˙m = L(l˜
M)m
(
fFTM˙FTuFT + fSTM˙STuST
)
(18)
where L(l˜M) models the dependenceof the maintenance heat rate on muscle length [5] (see
Fig. 2 in [3]), and M˙FT = 111 W/kg and M˙FT = 74 W/kg are the maintenance heat rate
constants for FT and ST fibers [3].
The shortening heat rate is proportional to the shortening velocity [6] as follows:
h˙s = −αvce (19)
where α is a constant. For shortening, the constant is dependent on the isometric force at
the current length and activation level, af(lce)Fiso and the actual force, Fce, [3], while for
lengthening, it is only dependent on the actual force [7]:
α = 0.16af(lce)FISO + 0.18Fce vce ≤ 0 (20)
α = 0.157Fce vce > 0 (21)
Finally, the work is determined as follows [3]:
wce = −Fcevce (22)
Metabolic Energy Model by Houdijk et al.
Model Houdijk [8] calculates the metabolic rate in W as a sum of the activation heat
rate, hA, the maintenance heat rate, hM , the shortening/lengthening heat rate, hSL, and the
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work, w.
E˙ = h˙A + h˙M + h˙SL + w (23)
The activation heat rate is determined as follows:
h˙A = mmush¯Aν
1− exp(−0.25− 18.2
ννmax
)
1− exp(−0.25− 18.2
νmax
)
(24)
where h¯A is the activation heat rate constant, ν = a(t)2 is the relative stimulation frequency,
and νmax = k1 + k2a is the maximum stimulation frequency. These constants are defined
for ST and FT fibers and calculated for each muscles by taking the product of the constant
for ST fibers and the percentage of ST fibers, and adding to this the product of the constant
for FT fibers and the percentage of FT fibers. These values are given in table X [8].
The maintenance heat rate is determined as follows:
h˙M = mmus(h¯A + h¯M)a
(
f(lCE)− h¯A
h¯A + h¯M
)
(25)
where h¯M is the maintenance heat rate constant, different for ST and FT fibers, as given in
table X [8].
The shortening-lengthening heat rate is calculated as follows:
h˙SL = h¯SLaf(lCE)− vCE where: vCE < 0 (26)
where h¯SL is given in table X for ST and FT fibers [8].
Finally, the work is determined as follows [3]:
w = −Fcevce (27)
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Table X: Constants for slow twitch and fast twitch fibers.
Variable Fast twitch slow twitch
h¯A 52.5 W/kg 10.98 W/kg
h¯M 97.5 W/kg 13.42 W/kg
k1 12 6
k2 14 8
h¯SL 0.28 Fmax 0.16 Fmax
Metabolic Energy Model by Kim and Roberts
Model Kim does not use muscle states, but calculates the metabolic rate based on joint
moments and angular velocities. The metabolic rate is still the sum of the heat rate and the
work [9]:
E˙ = h+ p (28)
where the power, p, is the product of the joint moment and angular velocity [9]:
pi = Miq˙i (29)
where M is the joint moment at joint i and the heat rate is determined as follows [9]:
hi = hM q˙i(max)|Mi|+ hSL|Miq˙i|+ q˙cc(Miq˙i)max (30)
where hM = 0.054 is the heat rate for activation and maintenance, hSL = 0.283 is the
shortening-lengthening heat rate for positive power, and hSL = 1.423 is the shortening-
lengthening heat rate for negative power, and q˙cc is the co-contraction heat rate [9]. The
maximum power and angular velocity during the gait cycle were used as maximum.
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Metabolic Energy Model by Minetti and Alexander
Minetti and Alexander predict metabolic energy of walking as a function of muscle
fiber velocity and activation. The metabolic energy is determined as follows [10]:
E˙ = aFISOvCE(max)φ (31)
where φ =
0.054 + 0.506v¯CE + 2.46v¯
2
CE
1− 1.13v¯CE + 12.8v¯2CE − 1.64v¯3CE
(32)
where v¯CE is the ratio of the contractile element velocity to the maximum contractile ele-
ment velocity [10].
Metabolic Energy Model by Margaria
This is a very simple observation that when walking uphill, muscles have an efficiency
of 25 %, while muscles have an efficiency of 120 % when walking downhill. This can
be related to muscle shortening and lengthening, creating the following metabolic energy
model [11]:
E˙ =
−
w
0.25
if: vCE < 0
w
1.2
if: vCE ≥ 0
(33)
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APPENDIX B. Results of Single Joint Reaching Task with Model Bhargava, Model
Houdijk, and Model Lichtwark
This appendix shows the results of the pendulum problem that was solved in sec-
tion 5.3.1 for the other three models: model Bhargava (figure 50), model Houdijk (fig-
ure 51), and model Lichtwark (figure 52).
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Figure 50: Optimal trajectory for the single arm reaching task, minimizing metabolic energy using
model Bhargava.
241
0 1 2 3 4 5
Jo
in
t A
ng
le
 [d
eg
]
0
50
100
0 1 2 3 4 5
St
im
ul
at
io
n
0
0.1
0.2
0.3
Time [s]
0 1 2 3 4 5
M
om
en
t [N
m]
-6
-4
-2
0
2
0 1 2 3 4 5
M
us
cl
e 
fo
rc
e
Fs
ee
 [N
]
0
50
100
150
200
0 1 2 3 4 5
Ac
tiv
at
io
n
0
0.05
0.1
0.15
0.2
Time [s]
0 1 2 3 4 5
N
or
m
al
iz
ed
CE
 le
ng
th
0.8
1
1.2
1.4
1.6
Muscle 1
Muscle 2
Figure 51: Optimal trajectory for the single arm reaching task, minimizing metabolic energy using
model Houdijk.
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Figure 52: Optimal trajectory for the single arm reaching task, minimizing metabolic energy using
model Lichtwark.
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APPENDIX C. Continuous Version of Model Umberger
The model by Umberger et al. [1, 2] calculates the energy as a function of the heat rate
from the activation of muscles and its maintenance, h˙AM , the heat rate due to shortening
and lengthing of muscles, h˙SL, and the mechanical work rate, wCE:
E˙(t) = h˙AM + h˙SL + wCE (34)
The following equation is used to find the activation/maintenance heat rate h˙AM :
h˙AM = (0.4 + 0.6f(lCE))
˙¯hAMAAMS (35)
where S is a factor equal to 1.5 for aerobic conditions [3], AAM = A0.6 is related to the
activation and stimulation as described in equation 6 of the paper (see below), and f(lCE)
and ˙¯hAM are determined as follows:
f(lCE) =
 1 lCE ≤ lCE(OPT )f(lCE) lCE > lCE(OPT ) (36)
˙¯hAM =
 25 a ≤ ST128FT + 25 a > ST (37)
Equation 5.17 in chapter V:
A(t) = u(t) +
1
2
a(t)− u(t)
2
+
√(
a(t)− u(t)
2
)2
+ ε2
 , (38)
where 128 W/kg and 25 W/kg are constants found using regression, f(lCE) is the location
on the force-length relationship of the muscle, and FT and ST are the ratios of fast-twitch
and slow-twitch fibers in the muscle, respectively, lCE(OPT ) is the optimal fiber length, and
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lCE is the current fiber length.
When the fiber length is longer than optimal, h˙AM is split up into two parts, where 40%
represents the activation heat rate and 60% the activation heat rate, which is dependent on
the location on the force-length relationship [4]. This does not create a discontinuity in
the equation, since the derivative of f(lCE) is zero when the fiber length is optimal. Also,
equation 37 is continuous since ˙¯hAM is a constant.
The shortening-lengthening heat rate is calculated as follows:
h˙SL = ASL
˙¯hSLf(lCE)S (39)
where ASL is equal to A2, and ˙¯hSL is determined as follows:
˙¯hSL = αLv˜CE(l)−αFT v˜CE(s)FT+
 100 αST v˜CE(max)ST < −αST v˜CE(S)ST−αST v˜CE(S)ST αST v˜CE(max)ST > −αST v˜CE(S)ST
(40)
where v˜CE(l) and v˜CE(s) are the shortening and lengthening velocities normalized to opti-
mal fiber length, respectively. v˜CE(max)ST is the normalized maximum shortening velocity
for slow-twitch fibers, 4.8 fiber lengths per second. αST , αFT and αL are the shortening
heat coefficients for slow-twitch and fast-twitch fibers in J/kg, and the lengthening heat
coefficient, respectively:
αST =
100
v˜CE(max)ST
, αFT =
153
v˜CE(max)FT
, αL = 0.3αST (41)
where v˜CE(max)FT is the maximum shortening velocity for fast-twitch fibers, assumed to be
12 fiber lengths per second.
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The shortening and lengthening velocities are determined as described in the paper:
v˜CE(l) =
1
2
(
v˜CE +
√
v˜2CE + ε
2
)
(42)
v˜CE(l) =
1
2
(
v˜CE −
√
v˜2CE + ε
2
)
(43)
Note that the term αST v˜CE(S)ST for ˙¯hSL cannot exceed 100 W/kg. However, this level
is not reached during gait.
The work rate is determined as follows to ensure that it is never negative:
wCE =
1
2
(
wCE(or) −
√
w2CE(or) + ε
2
)
(44)
where
wCE(or) = −(FCEvCE)/mmus (45)
where mmus is the muscle mass, FCE is the force in the contractile element, and vCE is
the fiber velocity, negative when shortening. ε is a small number, used to decrease the
nonlinearity of the problem. For simplicity, the same value for ε is used for the shorten-
ing/lengthening velocity and the work rate.
The muscle mass is determined as follows:
mmus =
Fmaxρ
σlCE(OPT )
(46)
where Fmax is the maximum isometric force, σ is the maximum muscle stress, 250 kPa, ρ
is the muscle density, 1059.7 kg/m3, and lCE(OPT ) is the optimal fiber length.
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APPENDIX D. Five Best Solutions of Optimization Problems in Chapter V
The figures below show the five best solutions found from a random initial guess.
Model Umberger solved only three times, so this figure only shows three solutions.
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Figure 53: Ground reaction force, joint angles, moments, and muscle forces of the five solutions
with the lowest objective found using model Lichtwark. The fill shows normal data from Winter [1]
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Figure 54: Ground reaction force, joint angles, moments, and muscle forces of the five solutions
with the lowest objective found using model Bhargava. The fill shows normal data from Winter [1]
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Figure 55: Ground reaction force, joint angles, moments, and muscle forces of the five solutions
with the lowest objective found using model Houdijk. The fill shows normal data from Winter [1]
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Figure 56: Ground reaction force, joint angles, moments, and muscle forces of the three solutions
with the lowest objective found using model Umberger. The fill shows normal data from Winter [1]
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Figure 57: Ground reaction force, joint angles, moments, and muscle forces of the five solutions
with the lowest objective found using effort minimization. The fill shows normal data from Win-
ter [1]
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APPENDIX E. Marker Placement
This appendix describes the marker placement for the experiment described in chapter
V. These markers are used to obtain the joint angles and moments. Table XI describes the
location of each marker on the body. Figure 58 shows the location of the markers on a
human skeleton.
Figure 58: Placement of markers on the body.
255
Table XI: Marker placement.
No. Name Position
1 T10 10th thoracic vertebrae
2 SACR Sacrum bone
3 NAVE Navel
4 XYPH Xiphoid process
5 STRN Sternum
6 LASIS Pelvic bone left front
7 RASIS Pelvic bone right front
8 LPSIS Pelvic bone left back
9 RPSIS Pelvic bone right back
10 LGTRO Left greater trochanter of femur
11 FLTHI Left thigh
12 LLEK Left lateral epicondyle of the knee
13 LATI Left anterior of the tibia
14 LLM Left lateral malleolus of the ankle
15 LHEE Left heel
16 LTOE Left toe
17 LMT5 Left 5th metatarsal
18 RGTRO Right trochanter major of the femur
19 FRTHI Right thigh
20 RLEK Right lateral epicondyle of the knee
21 RATI Right anterior of the tibia
22 RLM Right lateral malleolus of the ankle
23 RHEE Right heel
24 RTOE Right toe
25 RMT5 Right 5th metatarsal
26 RSHO Right Shoulder
27 LSHO Left Shoulder
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