Sliding-mode analysis of the dynamics of sigma-delta controls of dielectric charging by Domínguez Pumar, Manuel et al.
1Sliding mode analysis of the dynamics of
sigma-delta controls of dielectric charging
Manuel Dominguez-Pumar, Sergi Gorreta, Joan Pons-Nin
Micro and Nano Technologies Group, Universitat Politècnica de Catalunya, Barcelona, Spain
corresponding author email: manuel.dominguez@upc.edu
Abstract—The purpose of this paper is to show that sigma-
delta controllers of dielectric charge can be analyzed using
the tools of sliding mode controllers, in the infinite sampling
frequency approximation. This allows to study the dynamics of
the hidden state variables related to the charge in the dielectric,
as well as the reachability and stability of the control method.
Furthermore, it is also possible to explain the response of the
control bitstream as a function of the dynamical model of the
system. This approach not only provides insight into the dynamics
of the charge controllers, understood as hybrid systems, it also
simplifies the modelling and simulations of the system.
dielectric charge control, sliding mode control, charge trap-
ping, switched systems, hybrid systems
I. INTRODUCTION
Charge trapping in dielectrics is a common problem for
a large number of devices, such as in the case of organic
field effect transistors, [1], [2], thin film transistors, [3], or
in the inter-polysilicon dielectric present in flash memories,
[4], [5] where charge trapping and detrapping may generate
stress-induced leakage currents. Trapped charge generates
a non desired long term drift in the device characteristics.
In the case of electrostatically actuated MEMS devices, this
phenomenon also represents a reliability problem [6]–[9]. In
order to mitigate the generation of charge in dielectrics several
open-loop strategies have been proposed in the past [10].
In the long term, though, these techniques do not guarantee
the absence of drift in the characteristics of the device.
In [11]–[13] different closed-loop methods for the control of
total dielectric charge have been proposed and proved with
MEMS devices. In particular, the methods proposed in [13]
and [14] allow to fix, within some limits, arbitrary levels of
total dielectric charge while the generated actuation is that
of a first-order and a second-order sigma-delta modulator,
respectively.
The purpose of this paper is to analyze the dynamics of the
state variables of the dielectric charging kinetic models when
the device is being controlled by a sigma-delta control of
charge. It will be shown that this dynamics can be analyzed
with the tools of sliding mode controllers (SMC). SMCs are
ubiquitous to many applications [15], [16]. These nonlinear
controllers alter the dynamics of the system by applying a
discontinuous control signal so that under some conditions the
system ’slides’ on a certain control surface. This is generally
done in order to obtain a certain wanted behaviour of the
system. On the other hand, any dielectric charge control
method using a discontinuous control signal, and such that
it keeps constant the total dielectric charge, will perform a
’sliding motion’ on a surface of the space of state variables.
This surface is precisely the one defined by the condition:
’total dielectric charge constant’. This means that any control
method guaranteeing a constant total dielectric charge will
generate a sequence of actuation voltages that can be analyzed
using the tools of sliding mode controllers. This in particular
will explain the behaviour of the binary sequences generated
by sigma-delta dielectric charge controls.
Sigma-delta dielectric charge controllers periodically
monitor the total dielectric charge through an indirect
measurement. A binary sequence of actuation waveforms,
namely BIT0 and BIT1 symbols, is then applied to the
device to reach and keep the desired level of charge. In an
initial phase, the control applies only one of the symbols,
increasing or decreasing the charge until the target charge is
reached. In a second phase, once around the desired level
of charge, there is a fast switching between symbols in
the actuation sequence to keep charge around this desired
level. We analyze the dynamics during this second phase
using the tools of sliding mode control. The average
actuation bitstream generated by these control schemes
will be seen as the equivalent control, in the Filippov
sense, of a sliding regime. This interpretation will allow to
understand the hidden dynamics of the state variables related
to the multiexponential models of the dielectric charge. In
particular it will be possible to explain the slow-time variation
of the control bitstream usually obtained in the measurements.
The analysis will be carried out using the concept of
an ’average system’, [17], [18]. With this approach the
continuous switching produced by the actuation symbols will
be approximated by an average system, under the infinite
sampling frequency approximation. In a second step, the
rapid switching produced by the sigma-delta controllers is
equivalent to the fast switching produced in relay feedback
systems, or the slide regime in sliding mode controllers.
This approach is new to all previously published papers on
dielectric charge control based on sigma-delta modulators.
The dynamics of the charge state variables depends on the
instantaneous voltage applied. Since in sigma-delta controls
of dielectric charge only two voltages are applied, these
systems fall into the category of switched affine systems:
x˙ = Aσ(t)x + Bσ(t) for a switching signal σ ∈ {b0, b1} that
will depend on the state vector x, and where {Ab0 , Bb0}and
2Figure 1. Sigma-delta control of dielectric charging: a) First order, b) Second
order.
{Ab1 , Bb1} are the average systems associated with each
actuation symbol, BIT0 and BIT1 respectively. It will be
assumed that matrices Abi share a common Lyapunov solution.
All the experimental results presented in this paper have
been obtained with MEMS fabricated with PolyMUMPS
technology. The measurements have been made in the
contactless case (actuation voltages below pull-in voltage).
Section II briefly explains the first and second order sigma-
delta control methods, the multiexponential charging models
and the average actuation obtained with the BIT0 and BIT1
waveforms. The reachability conditions of the control surface
are analyzed in Section III. Section IV presents the dynamics
within the sliding region on the control surface. Finally, in
Section V the comparison between the analytical results from
this work and experimental measurements is made using the
devices and charging models of [19].
II. SIGMA-DELTA CONTROL OF DIELECTRIC CHARGING
The structure of the sigma-delta controls of dielectric
charging can be seen in Figure 1. The purpose of these
controls is to enforce a net quantity of dielectric charge in
the device, Qd. Changes in the net dielectric charge displace
horizontally the C-V curves of the device. Other phenomena,
such as environmental factors: temperature, etc., together with
charge inhomogeneity, generate vertical displacements of the
C-V curve, [13]. The net amount of charge in the dielectric
is inferred by measuring the capacitance of the device at
two voltages (V + and V −) of different sign, within the
same sampling period. The differential measurement, namely
∆C(t) := C(t, V +)− C(t, V −) has been shown to be under
some conditions an affine function of the total charge in the
dielectric, [13]:
∆C(t) = C(t, V +)− C(t, V −) =
α[(V +)2 − (V −)2]− 2αVsh(t)[V + − V −] (1)
where α is the second order coefficient of the parabolic
approximation of the C-V curve, and Vsh(t) = Q(t)/Cd, with
Cd being the capacitance of the dielectric layer. This means
that for each sampling time, an indirect measurement of the
total amount of charge is made. In the case of using the
symbols of Figure 2, the capacitance measurements are made
at times (1− δ)TS and TS .
The proposed controls generate an actuation given by
a sequence of BIT0 and BIT1 symbols. In the case of a
first-order control the actuation will depend on whether
the sampled charge is either above or below the desired
level, bn = sgn(Qn − Qtarget) (Fig. 1.a), where Qn is the
instantaneous total charge at time nTS . In the second order
case, there is an additional numerical integrator that allows to
Figure 2. Bipolar voltage symbols used to actuate the MEMS. BIT0 (a)
applies a constant voltage V − for a time (1− δ)TS , followed by V + for a
short time δTS . In BIT1 (b), V + is applied during (1− δ)TS , then V − for
δTS . TS is the sampling period of the sigma-delta control.
generate a second order noise shaping of the bitstream (Fig.
1.b).
In both cases, the dielectric acts as a leaky integrator:
it is a charge reservoir. There are two competing charge
contributions: the charge continuously being leaked out of the
dielectric and the charge being injected by the actuation. Once
a certain Qtarget level is fixed, the adequate actuation will be
generated to account for the losses in the dielectric at this total
target charge level.
A. Multiexponential time-varying charge model
The objective of this section is to present the multiexponen-
tial time-varying model so that it can be analyzed within the
context of sliding mode control. In the contactless case and
assuming a multiexponential model, [11]–[13], the response
to a voltage step of the positive, qp(t), and negative, qn(t),
charge in the dielectric in a previously discharged device is:
qp(t) =

Qpmax
∑
i
ζpi e
−t/τpDi V > 0
Qpmax(1−
∑
i
ζpi e
−t/τpCi) V < 0
(2)
qn(t) =

Qnmax(1−
∑
i
ζni e
−t/τnCi) V > 0
Qnmax
∑
i
ζni e
−t/τnDi V < 0
(3)
The charge and discharge time constants for each charge
sign component are, respectively, τCi and τDi. Qnmax and
Qpmax are the maximum values of negative and positive
charge, respectively, and the coefficients ζi specify how these
total charges are distributed among the state variables, and
therefore we have
∑
i ζ
n
i =
∑
i ζ
p
i = 1 and 0 ≤ ζni , ζpi ≤ 1.
The maximum amount of charge of each exponential is then
defined as Qp,imax = Q
p
maxζ
p
i and Q
n,i
max = Qnmaxζ
n
i .
It must be noted that in the above equations there is an
implicit nonlinear dependence of the time parameters (time
constants and amplitudes) on the applied voltages. The above
equations, in the exact form of (2) and (3), are valid for an
initially discharged device on which either a constant positive,
or negative, voltage is applied. In order to analyze the time
3evolution of the system for an arbitrary voltage signal taking
only two voltage values, i.e., v(t) ∈ {V +, V −}, we describe
the time-varying linear system as:
x˙(t) = A1x(t) +B1, v(t) = V
+
x˙(t) = A0x(t) +B0, v(t) = V
− (4)
where Ai ∈ Rn×n, Bi ∈ Rn, i = {0, 1}, and v(t) ∈ R is
the control voltage applied to the device: either a constant
positive or negative voltage: V + > 0, or V − < 0. In
the contactless case, we may use one of the charging
models obtained in [19]. The parameters of this model
are summarized in table I. The maximum charge in the
dielectric, Qmax, and the maximum voltage shift in the C-V
curve are related by the capacitance of the dielectric layer,
Cd: V maxsh = Qmax/Cd. With this model, we have that for
a positive charge component, Bi0 = Q
p
maxζ
p
i /τ
p
i , B
i
1 = 0;
whereas Bj1 = Q
n
maxζ
n
j /τ
n
j , B
j
0 = 0 for a negative charge
component. This means that B0 ≥ 0 and B1 ≤ 0. In the
contactless case then, for positive voltage we inject negative
charge, and positive charge otherwise.
Table I
PARAMETERS FOR THE NEGATIVE AND POSITIVE COMPONENTS OF THE
TWO-EXPONENTIAL CHARGE DYNAMICS MODEL, [19].
Parameter n p
Qmax/Cd [V] -5.3 5.3
τC,1 [min] 13 113
τC,2 [min] 509 2369
τD,1 [min] 11 87
τD,2 [min] 483 5567
ζ1 0.68 0.94
ζ2 0.32 0.06
At the moment of switching between voltages the state
vector, namely x(t), is continuous. The output of the system
in our case is the total amount of charge in the dielectric, i.e.
q(t) = qp(t) + qn(t). This can be seen as a particular case of
the usual expression for the output signals of a linear SISO
system:
q(t) = cTx(t) (5)
where c = (1, · · · , 1)T ∈ Rn and q(t) ∈ R represents the
net charge in the device.
B. Description of the actuation waveforms
As commented above, the net charge present in the
dielectric can only be measured indirectly. In this regard,
the ’quasi-differential’ capacitance measurement proposed in
[13], is used to make an indirect measurement of the charge
at each sampling period by applying two possible waveforms,
one on which most of the time a positive voltage is applied,
namely BIT1, and another on which most of the time a
negative voltage is applied, BIT0 (see Figure 2).
We define the following waveforms:

vbit0(t) = V
−, t ∈ [0, (1− δ)TS)
vbit0(t) = V
+, t ∈ [(1− δ)TS , TS)
vbit0(t) = 0, t /∈ [0, TS)
(6)
and 
vbit1(t) = V
+, t ∈ [0, (1− δ)TS)
vbit1(t) = V
−, t ∈ [(1− δ)TS , TS)
vbit1(t) = 0, t /∈ [0, TS)
(7)
With the above definitions, a first-order sigma-delta control
of charge is then:
x˙(t) = Av(t)x(t) +Bv(t)
v(t) =
∑
n
1
2 (1 + bn)vbit1(t− nTS)+
+ 12 (1− bn)vbit0(t− nTS)
bn = sgn(cTx(nTS)−Qtarget)
(8)
where Av(t) = A1, Bv(t) = B1 for v(t) = V +; and Av(t) =
A0, Bv(t) = B0, for v(t) = V −. This system description is
valid in the case of a device described by a multiexponential
charging model and actuated by two voltages (V + or V −).
C. Average system: switching within symbols BIT0 and BIT1
The system described in (8) is a time varying linear system
whose time variation depends on the actuation voltage, i.e., it
is a switched system. The switching in the actuation voltage
for each applied symbol (BIT0 or BIT1) is required to have
an indirect measurement of the instantaneous net dielectric
charge. In the usual implementations of these controls the
sampling period is shorter than the smallest time constant
of the dielectric charging model. Under an infinite sampling
approximation, we may see that that applying a constant
sequence of BIT0, or BIT1, symbols is equivalent to having
an ’average system’ on which this continuous switching is no
longer present.
Given a finite set of affine subsystems: x˙i = Aix+Bi, i ∈
[0, · · · , n], an ’average system’ is defined as a convex combi-
nation of these subsystems, [17], [18]:
x˙eq = Aeqx+Beq (9)
where Aeq =
∑
i αiAi, Beq =
∑
i αiBi, and
0 < αi < 1,
∑
i αi = 1. This equivalent system can
be implemented using a time average control strategy: a
switching signal ensures that the dwelling times on each
subsystem is proportional to coefficients of the convex
combination. Switching must be fast enough so that the
largest dwelling time is shorter by at least one order of
magnitude than the shortest time constant of all subsystems.
This is precisely the situation on which the sigma-delta
controls of charge are used.
The deconvolution of multiexponential systems is a noto-
riously ill-conditioned problem. This means that an infinite
number of multiexponential models will always be arbitrarily
close to any set of experimental data. On the other hand, it is
4known that arbitrary switching of linear systems (even stable
ones) can generate unstability. Since unstable behaviour is
not observed in dielectric charge experiments, we will add
an assumption to the affine models describing the dielectric
charge kinetics under the actuation voltages used in the control
loop.
Assumption 1: Matrices A0 and A1 in (4) possess a
common Lyapunov solution.
Not taking into account this restriction, or a similar one,
would generate models that would not be coherent since they
would be unstable for some sequences of actuation voltages.
They would present numerical instabilities and would not be
able to predict the behaviour of the system under arbitrary
switching of the actuation voltages.
This in particular will guarantee the applicability of the
concept ’average system’ to the charge models used in this
work. Under this assumption, all matrices in the convex
cone of matrices A0 and A1, conv(A0, A1), have the same
Lyapunov solution and are not singular, [20]. Furthermore,
the switched linear system x˙ = Ap(t)x, where p(t) is any
arbitrary switching signal, is globally exponentially stable. In
this manner, instabilities that can arise in linear switchings,
even when having Hurwitz matrices [21] [22, p.95], are
avoided.
The charging models used in [13], [19] that will be used
here obey assumption 1. Now, we may state that:
Proposition 1: The average charge control system of a first-
order sigma-delta control of charge, for TS → 0, is:
x˙ =
{
Ab1x+Bb1 , σ > 0
Ab0x+Bb0 , σ < 0
(10)
with σ = cTx(t)−Qtarget and where:
Ab1 = (1− δ)A1 + δA0
Bb1 = (1− δ)B1 + δB0
Ab0 = δA1 + (1− δ)A0
Bb0 = δB1 + (1− δ)B0
(11)
Proof. The actuation signal, v(t), for a given sampling
frequency can be expressed as:
v(t) =
∑
n
(
1
2
(1 + bn)V
+ +
1
2
(1− bn)V −
)
·
1[tn,tn+(1−δ)TS)(t) +
+
(
1
2
(1 + bn)V
− +
1
2
(1− bn)V +
)
·
1[tn+(1−δ)TS ,tn+TS)(t) (12)
with tn = nTS . Then, applying a technique similar to the one
used in [17], we have that:
x(tn + TS)− x(tn) =
=
∫ tn+TS
tn
[
Av(τ)x(τ) +Bv(τ)
]
dτ =∫ tn+(1−δ)TS
tn
1/2 [(1 + bn)A1 + (1− bn)A0]x(dτ)dτ +∫ tn+TS
tn+(1−δ)TS
1/2 [(1 + bn)A0 + (1− bn)A1]x(dτ)dτ +∫ tn+(1−δ)TS
tn
1/2 [(1 + bn)B1 + (1− bn)B0] dτ +∫ tn+TS
tn+(1−δ)TS
1/2 [(1 + bn)B0 + (1− bn)B1] dτ
(13)
It must be noted that in the previous expression no approx-
imation has yet been made. Now, for TS → 0 and taking into
account that x is continuous:
1
TS
(x(tn + TS)− x(tn)) ≈
(1− δ)/2 [(1 + bn)A1 + (1− bn)A0]x(tn) +
δ/2 [(1 + bn)A0 + (1− bn)A1]x(tn) +
(1− δ)/2 [(1 + bn)B1 + (1− bn)B0] +
δ/2 [(1 + bn)B0 + (1− bn)B1] (14)
Now, calculating the limit lim
TS→0
x(tn+TS)−x(tn)
TS
, and using
the fact that bn → sgn(σ), we obtain expressions (10) and
(11).

The control manifold, S, is the surface σ ≡ 0. With expres-
sions (10) and (11), it is possible to ’forget’ the continuous
switching, within each applied bit, necessary to have the
indirect measurement of charge. In this way, the dynamics of
the system is governed by two average systems, (10), governed
by a continuous time switching binary control σ.
III. REACHABILITY CONDITIONS OF THE CONTROL
SURFACE AND EXISTENCE OF A SLIDING SET FOR THE
AVERAGE CONTROL SYSTEM
A. Sufficient reachability conditions of the control surface
The maximum amount of total dielectric charge that the
control can set depends on the capability to generate charge
trapping and detrapping of the applied voltages, as well as
on the value of parameter δ. Once a target dielectric charge
is specified (Qtarget), the control will try to reach this desired
charge level. Depending on the affine charging models this
level of charge may or may not be reached. The following
are sufficient conditions that ensure that the desired level of
charge can be reached.
The average system will reach the sliding surface σ(x) =
cTx(t)−Qtarget = 0 in finite time from any initial condition,
x(0), if:
−cTA−1b1 Bb1 < Qtarget (15)
5and
−cTA−1b0 Bb0 > Qtarget (16)
It follows from the fact that the control hyperplane divides
in two parts the state space. On one side of the hyperplane,
sgn(σ) > 0, the system is described by:
x˙ = Ab1x+Bb1 (17)
The above equation simply describes a linear system actuated
with a constant control. Therefore we have that:
x(t) = eAb1 tx(0) +A−1b1 (e
Ab1 t − I)Bb1 , t ≥ 0 (18)
Since the charge model is stable, this means that from any
initial x(0) such that sgn(cTx(0) − Qtarget) > 0 the control
surface σ = 0 will be reached if the asymptotic point of this
trajectory, −A−1b1 Bb1 , lies on the other side of the hyperplane,
i.e., we have condition (15). A similar analysis can be carried
out for the case where the initial condition lies in the region
sgn(σ) < 0, obtaining condition (16).
This means that if conditions (15) and (16) are fulfilled, the
control surface, S, will be continually reached in time (there
is no t0 such that for all t > t0 it is x(t) /∈ S). This amounts
to not having an asymptotically stable equilibrium point of the
system x˙ = Ab1x + Bb1 , (resp. x˙ = Ab0x + Bb0 ), inside the
set σ > 0, (resp. σ < 0).
B. Attractive sliding region within the control surface S
In this section we will apply the techniques used for
obtaining fast switches in relay feedback systems that can be
found in [23] and [24]. This will provide us with conditions
that guarantee the existence of a sliding region within the
control surface. First, we have that:
σ˙ = cT x˙ =
{
cT (Ab1x+Bb1), σ > 0
cT (Ab0x+Bb0), σ < 0
(19)
We will assume that the control law has been designed to
compensate charge, i.e., we have cTBb1 < 0 and c
TBb0 > 0.
This means that the following subset of the control surface:
Ω :=
{
x ∈ Rn : cTAb1x < −cTBb1
} ∩
∩{x ∈ Rn : cTAb0x > −cTBb0} ∩ S (20)
is attractive. This is due to the fact for any x ∈ Rn such that
σ(x) < 0 we will have σ˙(x) > 0, whereas if σ(x) > 0 then
we will have σ˙(x) < 0. Therefore we will have σσ˙ ≤ 0 in a
neighbourhood of Ω. This means that Ω ⊂ S, is attractive.
IV. SLIDING MODE ON THE CONTROL SURFACE
Now, let us assume that the conditions for an attractive
control surface are fulfilled. This means that the control surface
will be reached and, therefore, σ(x(t)) = cTx(t)−Qtarget = 0.
Now, the average system has been defined as the limit control
for infinite sampling frequency and it can be seen as a
particular case of:
x˙(t) = f(σ(x)) (21)
Since f(σ(x)) is a discontinuous function of the state
vector, x, the usual results of ordinary differential equations
requiring a Lipschitz condition cannot be applied. In these
cases, the usual approach consists on obtaining a solution in
the sense of Filippov. A solution in the sense of Filippov is
obtained when f(σ(x)) is defined on the sliding surface as a
convex linear combination of f(x−) and f(x+), understood
as the derivative vectors on one side and the other of the
discontinuity. This convex combination, α(x) ∈ [0, 1]:
f(σ(x))
∣∣∣
σ(x)=0
:= α(x)f(σ(ζ))
∣∣∣
ζ→x,σ(ζ)>0
+
+(1− α(x)))f(σ(ζ))
∣∣∣
ζ→x,σ(ζ)<0
(22)
will be such that the derivative will be tangent to the
sliding surface, i.e., f(σ(x))
∣∣∣
σ(x)=0
∈ Tx(t)S, with S being
the sliding manifold: σ(x) ≡ 0.
This last condition in our case implies that the time deriva-
tive of σ(x), evaluated at any point such that σ(x) = 0, must
be zero:
d
dt
(σ(x))
∣∣∣
σ(x)=0
= 0 = cT x˙ = cT f(σ(x))
∣∣∣
σ(x)=0
(23)
where f(σ(x))
∣∣∣
σ(x)=0
has been defined in (22), i.e. the
system continues to slide on the surface σ(x) = 0.
Taking this into account we have that α(x) ∈ [0, 1] must be
such that:
cT [α(x) (Ab1x+Bb1) + (1− α(x)) (Ab0x+Bb0)] = 0 (24)
which means that:
α(x) = − c
TAb0x+ c
TBb0
cT (Ab1 −Ab0)x+ cT (Bb1 −Bb0)
(25)
Function α(x) provides in fact the average output of the
sigma-delta modulator as a function of the instantaneous state
vector, x(t). It may also be seen as the equivalent control
necessary to keep the system in the sliding surface.
With the expression for α(x) we may now find the nonlinear
equation describing the time evolution of the system once it
has reached the sliding surface:
x˙ = α(x) (Ab1x+Bb1) + (1− α(x)) (Ab0x+Bb0) (26)
Expressions (25) and (26) define the time evolution of
the charge control once it is in the control surface, σ ≡ 0.
This represents the equivalent average system of the systems
defined in (10) when the sigma-delta control is in the fast
switching regime, the sliding region.
The average bitstream, α(x) is obtained in real applications
with a low pass filter (see Figure 1). Although the spectrum
6properties of a first order and a second order sigma-delta
modulator are clearly different, the average bitstream, i.e., the
converted value of both controllers seen now as analog-to-
digital converters, will be the same. This is precisely what
has been observed in measurements that will be presented in
Section V. The reason is that the average output will be the
one necessary to keep the system on the control surface, i.e.,
LPF{bn} = α(x).
A. Effect of external disturbances and model uncertainties
Model uncertainties and external disturbances of the system
are usually represented by a vector φ(x, t) ∈ Rn such that (21)
in our case takes the form:
x˙ =
1
2
(Ab1 +Ab0)x+
1
2
(Bb1 +Bb0) +B(x)u+φ(x, t) (27)
where:
B(x) =
1
2
(Ab1 −Ab0)x+
1
2
(Bb1 −Bb0) (28)
and u = sgn(σ(x)). As it is well known, disturbances can
be decomposed in a matched, φM (x, t), and a mismatched,
φU (x, t) component, so that: φ(x, t) = φM (x, t) + φU (x, t).
The matched component lies inside the space spanned by
the column vectors of matrix B(x), whereas the mismatched
component is defined as the component lying on the comple-
mentary vector space, i.e., the null space of the columns of
B(x). This means that there is a function uM (x, t) ∈ R such
that φM (x, t) = B(x)uM (x, t). Taking this into account, and
assuming that the sliding conditions are still met, equations
(25) and (26) are modified as:
α(x, t) = − c
T (Ab0x+Bb0 + φU (x, t))
cT (Ab1 −Ab0)x+ cT (Bb1 −Bb0)
− uM (x, t)
2
(29)
and
x˙ = α(x) (Ab1x+Bb1)+(1−α(x)) (Ab0x+Bb0)+φU (x, t)
(30)
This means that, within some limits (it must be α(x, t) ∈
[0, 1]), the control method will be able to handle successfully
some disturbances and parameter uncertainties. The matched
component is cancelled out directly by the equivalent control.
The mismatched component, though, generates changes in the
global trajectory of the system within the control surface as
well as in the equivalent control, as it can be seen in equation
(30).
B. Asymptotic control values
As it has been previously shown, and as it is usual in
sliding mode control, there are two phases in this kind of
controls. In the first phase, the control saturates and therefore
applies a constant sequence of either BIT0 or BIT1 symbols.
In the second phase, the system is within the control surface
and the necessary average control to keep it there is the one
obtained in (25). The time evolution of the state variables is
then governed by (26). At this point we are interested in the
stationary state that will be reached in the long term once we
are within the control surface.
If there is a final equilibrium point within the sliding set on
the control surface, then there is an equivalent control (b) that
can be applied to the average system:
x˙ = (bAb1 + (1− b)Ab0)x+ bBb1 + (1− b)Bb0 (31)
to reach asymptotically the desired charge value, i.e.,
cTxeq(b) − Qtarget = 0. A function xeq(b) : [0, 1] → Rn may
be defined as the asymptotic equilibrium point of an average
system, (31) on which an equivalent control b is applied:
xeq(b) := − (bAb1 + (1− b)Ab0)−1 (bBb1 + (1− b)Bb0)
(32)
It must be noted that from Assumption 1 matrix (bAb1+(1−
b)Ab0) is stable and invertible. Now, given an asymptotic value
of the bitstream average, b, which is an equivalent control
signal, the Qtarget must be such that:
Qtarget(b) = c
Txeq(b) (33)
Assuming now that the conditions for the inverse function
theorem are fulfilled, it is possible to obtain the inverse
function: b = Q−1target(Qth), where the average bitstream is
obtained as a function of the charge threshold, Qth, or total
net charge.
Finally, it must be pointed out that under some conditions
we have that xeq(b) ∈ Ω, i.e., the attractive sliding region
within the control surface, as defined in (20):
Lemma 1: If there is a b ∈ (0, 1) such that xeq(b) ∈ S, and
cT (Ab1 −Ab0)xeq(b) < cT (Bb0 −Bb1), then xeq(b) ∈ Ω 6= ∅.
Proof. It will be xeq(b) ∈ Ω if and only if xeq(b) ∈
S, cTAb1xeq(b) < −cTBb1 and cTAb0xeq(b) > −cTBb0 . This
obviously means that
ξ− := cTAb1xeq(b) + c
TBb1 < 0
ξ+ := cTAb0xeq(b) + c
TBb0 > 0 (34)
which means that there must be a λ ∈ (0, 1) such that
λξ−+ (1−λ)ξ+ = 0. But this number λ is precisely b since:
b
[
cTAb1xeq(b) + c
TBb1
]
+
+(1− b) [cTAb0xeq(b) + cTBb0] =
= cT [bAb1 + (1− b)Ab0 ]xeq(b) +
+cT [bBb1 + (1− b)Bb0 ] = 0 (35)
Finally since from the initial hypothesis in the Lemma
cT (Ab1−Ab0)xeq(b) < cT (Bb0−Bb1), we have that ξ− < ξ+.

7Figure 3. Top-view photograph and vertical cross section of device used for
the experiment set I.
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Figure 4. Experimental set-up. The E4980A impedance analyzer is used to
sample the capacitance of the device while applying a certain actuation voltage
(V + or V −).
It must be noted that in case of a time-invariant system, i.e.,
Ab0 = Ab1 , condition c
T (Ab1 −Ab0)xeq(b) < cT (Bb0 −Bb1)
is automatically fulfilled.
C. Stability using the dielectric charging models
The dielectric charging models used in [12], [13], [19]
behave very well since matrices A0 and A1 are diagonal.
This implies that assumption 1 is accomplished with any
positive diagonal matrix. If we now apply Theorem 2 in
[25] to these models we may state the following: if there
are ∆ and b ∈ (0, 1) such that cTxeq(b) − ∆ = 0 and
(Ab0 − Ab1)xeq(b) + (Bb0 − Bb1) > 0 then xeq(b) is asymp-
totically stable.
V. EXPERIMENTAL RESULTS
The objective of this section is to present experimental
results showing the behavior of the sigma-delta charge con-
trol methods analyzed from the perspective of sliding mode
controllers. To this effect two sets of experiments have been
carried out using two MEMS made with PolyMUMPS tech-
nology. Each device is a polysilicon plate suspended over a
2.75µm air gap and a silicon nitride layer of 0.6µm, deposited
on top of the silicon wafer, see Figure 3. The first device, used
in experiment set I, has an area of 360 x 360 µm2 and a pull-
in voltage of 24V, whereas the second one has an area of
500 × 500µm2 and a pull-in voltage of 14V. The application
of these control techniques to the operation of non-MEMS
devices such as organic FETs or flash memories is an open
problem.
The control method is implemented using an Agilent
E4980A impedance analyzer that has been programmed to
carry out the control method: capacitance measurement at
the desired level of voltage. A schematic of the measurement
set-up can be seen in Figure 4.
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Figure 5. Voltage shift as a function of time for the experiment set I: a
second order sigma-delta control of charge with V + = −V − = 5V and
δ = 0.2, TS = 2.5s. The reaching phase segments correspond to the those
parts of the plot on which a thin line is apparent, whereas those segments on
which the line seems to be wider correspond to the fast switching regime.
A. Experiment set I: reaching phase of the target surface
The purpose of this experiment is to illustrate the
reaching phase of the charge control and the beginning
of the fast switching regime (sliding mode). To this
effect, a first experiment has been made on which
a second order control of charge is used to set
different levels of target charge as a function of time:
Vsh = {0V,−0.5V, 0V,+0.5V, 0V,−1V, 0V,+1V }. Each step
lasts for 5 hours, and between any two different from zero
segments there is a middle segment on which the device
is reset to a zero voltage shift. Since the quasi-differential
capacitance measurement is being continuously made at each
sampling period, it is possible to monitor the evolution of the
voltage shift during the experiment, see Figure 5.
The zero target intervals have been inserted to ensure that
when changing the voltage shift from a zero target charge to
a different target charge, the initial condition of the device is
approximately the same. This allows us to superimpose the
reaching phase for each of the four different target voltage
shifts: ±0.5V,±1V , see Figure 6. As it can be observed,
the device is initially discharged, around Vsh = 0 and the
common part of the trajectories for positive voltage shifts:
+0.5V and +1V (reaching phase) cannot be distinguished.
The same happens for the negative target charges (although
there is a slight difference for the target curve reaching the
−0.5V target voltage shift).
In Figure 6 it is also possible to observe a small difference
in the dynamics of positive and negative charge, since the
necessary time to reach +1V or −1V is slightly different
(around 10 minutes).
It must be noted that once the charge control reaches the de-
sired control surface, total charge constant and equal to Qtarget,
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Figure 6. Superimposition of the reaching phase time segments for each
target voltage shift set during experiment set I in Figure 5. In the reaching
phase of experiments with target voltage shift = +0.5V and +1V , only BIT0
symbols where applied (increase of charge). In the reaching phase of −0.5V
and −1V target voltage shifts, only BIT1 symbols were applied (decrease of
charge).
there is continuous switching of the symbols being applied.
This is what in fact will generate the typical quantization noise
shaping characteristic of sigma-delta modulators. The same
happens in the case of thermal sigma-delta modulation, [26].
This corresponds to what in sliding mode control literature is
called chattering. The amount of maximum switching per unit
time is limited in this case by the sigma-delta frequency. In the
case of sigma-delta controls of charge it can be very low (in
our case TS = 2.5s), while keeping quite constant the amount
of total charge.
B. Experiment set II: sliding mode analysis of the fast switch-
ing regime within the target surface
The second experiment consists on comparing the
bitstream obtained in a measurement, with results of discrete
time simulations, and also with the sliding analysis of
the controllers presented in this work. To this effect, an
experiment on a device from which a charge model fitting
has been obtained, [19], is used.
In this experiment three different target voltage shifts are
applied (+0.5V, -0.75V and 0V) to a device using a first-order
sigma-delta controller, see Figure 7. Each target voltage shift
is applied for 48 hours. The reason for these long times is
that the stabilization times associated with the bitstream are
very long, since the time constants of the dynamical charging
model are very large (see Table I). As a second step of this
experiment the same sequence of voltage shifts with the same
timing has been enforced on the device, using in this case a
second order controller. In both cases, the sampling time is
TS = 2.5s, δ = 0.2 and V + = −V − = 4V . The voltage shift
curve as a function of time is practically identical to the one
shown in Figure 7, and therefore it is not shown.
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Figure 7. Voltage shift as a function of time for experiment set II. The
voltage target shifts are +0.5V,−0.75V, 0V . The experiment parameters are
V + = −V − = 4V, δ = 0.2, TS = 2.5s. Each target shift is applied for 48
hours.
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Figure 8. Comparison between the discrete-time simulation corresponding to
the experiment of Figure 7, using the model of Table I, with the trajectory
of the system obtained by numerically solving equations (25) and (26). As it
can be observed both curves cannot be distinguished.
In order to analyze whether the sliding mode approximation
may explain the dynamics of the system under control, Figure
8 shows the comparison between the discrete-time simulation
of a first-order controller executing the reference experiment,
and the time evolution predicted by the sliding mode
analysis. The first phase in the sliding mode analysis
consists on applying a constant sequence of BIT0 symbols
to the device, until the control surface is reached, namely
σ = cTx − Qtarget = 0. Once within the control surface, the
system undergoes the sliding motion predicted by equation
(26), and produces the average bitstream predicted by (25).
At each time the target voltage shift is changed, each 48
hours, another displacement is made in open loop mode
(either applying a constant actuation of either BIT0 or BIT1
symbols) until the next control surface is reached. Then the
sliding motion is again calculated. As it can be observed in
Figure 8 there is a very good matching between the discrete
time simulations and the sliding analysis. The difference at the
target voltage shift switching instants (each 48 hours) comes
from the fact that the average bitstream in the discrete time
simulations is obtained by filtering the simulated bitstream.
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Figure 9. Comparison between the sliding mode analysis shown in Figure 8,
with the actual measurements obtained with first and second order sigma-delta
modulators.
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Figure 10. Asymptotic average bitstream b = Q−1target(Vsh), for the model of
Table I, obtained using expressions (32) and (33). Cd is the capacitance of
the dielectric layer and therefore Vsh is the voltage shift of the C-V curve
of the device. The three points superimposed correspond to the asymptotic
bitstream averages obtained in the measurements of Figure 9.
During the time segments of the first phase the system is
saturated and this generates a slight overshoot with regard to
the average bitstream predicted by the sliding analysis.
Figure 9 shows the comparison between the experimental
results obtained with the device in the experiment set II,
using both first and second order controllers, and the sliding
model analysis proposed in this work. This figure shows an
excellent agreement between the discrete time simulations,
taking into account all the switching during each control
symbol, and the sliding mode analysis.
Finally, Figure 10 shows the asymptotic bitstream values
as a function of the target voltage shifts, as predicted by the
sliding mode analysis. As it has been mentioned previously,
this plot is in fact the inverse function of Qtarget(b), as defined
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Figure 11. The same analysis as in the case of Figure 10 performed for a
different device, [13, Table II], using V + = −V − = 4V, TS = 2.5s, δ =
0.2. The asymptotic curve predicted by the sliding analysis no longer looks
like a straight line.
in (32) and (33). The three asymptotic points obtained in the
reference measurements have been superimposed in the figure.
It must be noted, that although it looks like an affine function,
there may be a non-affine relation between the target charge
and the average bitstream, if the charge model parameters
are changed. This can be more clearly seen in Figure 11.
This figure shows the result of the same asymptotic analysis
performed with the device described in [13, Table II]. As it
can be seen the bitstream curve no longer looks like a straight
line and is basically due to a large disparity in the value of
the charging and discharging time constants.
VI. CONCLUSIONS
The connection between the sigma-delta dielectric charge
controls and sliding mode controllers has been shown. First
the average actuation system has been obtained on which
the dynamics of the system depends directly on the control
sequences, taking into account the voltage switching during
the sampling period. This average system is equivalent
to the actuation with sigma-delta modulators at infinite
sampling frequency. Once, this equivalence has been found,
the dynamics of the system is analyzed within the scope of
sliding mode controllers. This analysis allows to understand
and predict the dynamics of the net dielectric charge under
this kind of controls. Specifically it allows to understand the
response of the control bitstreams as a function of the hidden
state variables of the multiexponential charge model.
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