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ABSTRACT
This paper uses nonlinear eigenvalues to examine the behaviour of three well studied nonlinear equations that
exhibit chaos. The nonlinear eigenvalue analysis method has been widely used in System Dynamics to study the
relative dominance of feedback loops. The method used here is to compute nonlinear eigenvalues using a Taylor
expansion about the equilibrium solutions. A Hessian matrix expansion is used to obtain nonlinear eigenvalues
with state variables in the algebraic solution and then substitute state values computed via a Simulink model.
Examination of limit cycles and chaos are made for forced 2D equations such as those of Duffing and Van
der Pol equation and for a 3D system, the Lorenz equations. The 2D eigenvalue variation with time shows
a repeating root variation for limit cycles that is intermittently varied for the forced chaos conditions. This
behaviour is not the same for the Lorenz system. These results illustrate how the roots of a system change when
chaos is present. This method allows access to additional information to judge the onset of chaos.
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1. Introduction
All real world dynamic problems are described by nonlinear dif-
ferential or difference equations. Nonlinear systems have been
the subject of intense research after the recognition of Chaos in
the 1970’s [1]. Their complete solution has defied the most able
mathematicians and numerical solutions only became possible
with the advent of computers after the Second World War. The
most celebrated analysts of the 19th century Poincare´ [2,3] and
Liapunov [4] made most of the little analytical progress that
had been made thus far. Nonlinear differential equations have
behaviour differing significantly from that of linear differen-
tial equations including such effects as jump resonance, where
sudden changes of amplitude can occur, sub-harmonic and super-
harmonic resonance, limit cycles and chaos. Nonlinear analysis
[5] treats the solutions of sets of differential equations from the
point of view of bifurcation problems leading to the examina-
tion of stability and the issue of attractors. For example in the
complex description of fluid turbulence and the difficulty of
prediction of the weather, most attention has focussed on the
routes to chaos. This present work was started to determine
how nonlinear effects in supply chains could contribute to the
development of chaotic behaviour. However it became clear that
the method described here needed to be verified in much sim-
pler systems before the supply chain problem could be clearly
understood.
Digital simulation of non-linear systems was transformed by
Forrester [6] who invented System Dynamics (SD) using the first
major digital simulation package DYNAMO. System Dynamics
uses the concepts of levels or stocks (states), rates and feedback
to describe the behaviour of business and other systems with
extensive human contribution. Practical systems thus modelled
are highly nonlinear and are often described by using a series of
tabulated constants and limits. The positive and negative feed-
back loops formed have typically been analysed to see which
part of the system was dominant. Forrester’s son Nathan during
his PhD studies rediscovered the method of eigenvalue sensitiv-
ity to provide a numerical measure of loop dominance and this
was reported at the 1983 SD conference. Forrester [7] examined
the limitations of existing techniques involving the identification
of the dominant loops in the system. He clearly describes the
two principle methods in use at that time; the first being to re-
move the feedback loops one by one and see the corresponding
effect on the overall response, and the second is to vary the
parameters of the model to identify one by one the effect each
parameter has on the model’s behaviour. This second method is
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built into common SD simulation packages such as Vensim c©.
Nathan Forrester noted the two main limitations in applying
these methods to large and complex systems, being the time
consumed and the uncertainty of finding all the dominant loops
and their effects. The eigenvalue elasticity method allowed a
direct computation of each loop’s contribution. Kampmann [8]
and Saleh & Davidsen [9] describe the use of eigenvalues in
the computation of loop dominance. More recently researchers
[10, 11, 12, 13 & 14] have explored the use of the eigenvalue
elasticity method to investigate how non-linear SD models be-
have, with the aim of determining the relative importance of
the dominant loop. The problem is then to evaluate the effect
of changes in the eigen structure through time in a non-linear
system. In principle the linear eigenvalues are recomputed at
each instant of time as the system changes.
Zhang and Osgood [15] have devised a summary function that
is claimed to be more effective than eigenvalue elasticity.
The general problem concerning SD modellers is determining
which parameters and loops dominate the system response in a
multiple loop environment. Simulation by varying each parame-
ter and evaluating the statistical properties is currently used to
determine the most significant parameters and eigenvalue elas-
ticity (EE) can be used to determine the dominant loops. This
has been developed further by Oliva [16] to make the structural
behaviour clearer by decomposing the response into simpler
functions and then evaluating which parts of the structure are
dominating the overall behaviour. This paper describes the appli-
cation of the method of eigenvalue time variation rather than the
full eigenvalue elasticity to three simple nonlinear systems; all
of which can exhibit chaos. Multiple loops are not examined in
this case nor is the dominant parameter determined. The method
used here is first to show how a stable limit cycle is characterised
by the method and then the differences in the eigenvalues are
found when the system becomes chaotic.
2. Background
Three simple nonlinear systems are examined in this work. The
first two are two dimensional and only give chaotic solutions
when they are forced with a sinusoidal oscillation. The third is
three dimensional and can generate unforced chaotic behaviour.
Nonlinear oscillators are described in depth by Guckenheimer
& Holmes [17].
2.1 Chaos
Chaos is generally characterised [1] by:
1. Having a dense collection of points with periodic orbits
2. Being sensitive to the initial condition of the system
3. Being topologically transitive
Recognition of chaos appears to start in the 1860s with James
Clerk Maxwell’s [18] observation that small changes could be
amplified in molecular collisions. In 1890 Poincare´ [3] found
sensitivity to small parameter changes in three body calcula-
tions. Van der Pol [19] also noted ”noisy” behaviour in valve
oscillators governed by nonlinear equations. The key break-
through was the work of Lorenz [20] modelling convective flow
in weather systems.
2.2 Van Der Pol equation
In a series of papers Van der Pol [19, 21] with Appleton [22]
and with Van der Mark [23] described the response of triode
valve circuits. The equation developed (1) was later found to
apply to a class of other self-excited oscillator problems.
x¨+ζ (1− x2)x˙+ x = Asin(ωt+ϕ) (1)
The basic unforced equation does not exhibit chaos but in the
forced system chaos has been found. Mettin et al. [24] has
shown how the bifurcation structure of this oscillator determines
the period doubling and chaotic attractors present in the driven
system.
Warmin´ski [25] obtained the boundaries of small changes that
caused qualitative and quantitative effects on parametric reso-
nances. Tsatsos [26] reviews the basic behaviour of the Van der
Pol oscillator using sounds based on Fourier spectra. A compre-
hensive review of the slow dynamics coupled to the jumps at the
folds of the manifolds was given by Guckenheimer et al. [27].
Kyprianidis et al. [28] investigated the coupled Bonhoeffer-Van
der Pol electrical oscillators with the aim of achieving control
of chaotic oscillations. Ravisankar et al. [29] investigated the
combined Duffing and van der Pol oscillator using Melnikov’s
method to predict the threshold of horseshoe chaos. This equa-
tion and its modifications have been found to be applicable in
modelling the behaviour of neurons and of heart oscillations [1].
A full history of this oscillator has been reviewed by Kovacic
and Brenan [30]. Cai and Zhang [31] examined the conditions
applied to the Van der Pol oscillator to achieve a Hopf bifurca-
tion a route to chaos that is seen in other systems.
2.3 Duffing Equation
Georg Duffing was born in 1861 [32] investigated nonlinear
pendulum motions excited by an electromagnet. Similar experi-
ments are described in [33, 34]. We examine here (2) the Ueda’s
[34] restricted version of Duffing’s equation:
x¨+ cx˙+ kx3 = Asin(ωt+ϕ) (2)
The behaviour of the Duffing equation has been extensively in-
vestigated [35, 36, 37, 38, and 39] and importantly by Ueda [35,
41]. Ueda’s results are summarized in Thompson and Stewart
[1]. Recent reprise of this work on the Duffing oscillator was
described by Kalma´r-Nagy & Balachandran [42] emphasized
the variety of phenomena associated with this oscillator model
including jump resonance, limit cycles and chaotic behaviour.
2.4 Lorenz Equations
The Lorenz equations [19] are the third example investigated.
They describe the behaviour of convecting cells in an atmo-
sphere. Lorenz found that the behaviour of the solution of even
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these simplified dynamic models was unpredictable. The basic
configuration of the system represented by the equations (3)
is a fluid layer that is heated at the bottom and cooled at the
top with the temperature difference being held constant. This
configuration is now called a Raleigh- Be´nard cell [43], [44]. A
more complete description can be found in Hilborn [45]. The
three variables in the analysis are as follows: X is related to
the time dependence of the fluid Stream function, Y and Z are
related to the time dependence of the temperature variations
from the average linear temperature profile from top to bottom
of the fluid.
X˙ = s(Y −X)
Y˙ =−XZ+ rX−Y
Z˙ = XY −bZ
(3)
s, r and b are adjustable parameters, s is the Prandtl number,
which is the ratio of the kinetic viscosity of the fluid to its
thermal diffusion coefficient. It compares the energy loss by
friction to the energy loss by thermal means. Parameter r is
proportional to the Rayleigh number, which is a dimensionless
measure of the temperature difference between the top and
bottom layer of fluid. The parameter b is related to the ratio of
the vertical size of the layer to the size of the convection rolls.
The lowest value when convection begins has a value of b of
8/3.
3. Method
The time varying solution of the nonlinear equations used in
this paper were obtained using a Simulink model. The Hessian
matrices were obtained algebraically using the MATLABTM
symbol toolbox, then verified by hand.
Saleh and Davidsen [46] have extended the use of eigenvalue
analysis to nonlinear models. They used a higher order Taylor
expansion to allow a better approximation to be achieved as
follows:
Using their notation, the ith net rate
x˙i = x˙0i+gradTi (x−x0)+0.5(x−x0)THi(x−x0) (4)
Where
x˙i is the value of the net rate i at time t,
x is the state variable vector at time t,
x0 is the state variable vector computed at a specified point
e.g.an equilibrium point,
x˙0i is the value of the net rate i computed at point 0,
gradTi is the transpose of the gradient associated with the net
rate i computed at point 0,
Hi is the Hessian matrix associated with net rate i computed at
point 0,
y is the deviation vector from equilibrium in this case.
y˙i = gradTi y+0.5y
THiy (5)
y˙ = J∗y (6)
J∗(i, :) = gradTi +0.5y
THi (7)
The eigenvalues λ of the nonlinear system are solutions of:
| J∗−λ I |= 0 (8)
SD modellers computed the eigenvalue sensitivity and elas-
ticity to determine which loop was dominant. Goncalves [47]
has shown that long term changes are associated with the deriva-
tive of the eigenvalues whereas short term changes are associated
with changes in eigenvectors. Structural changes in the eigen-
values associated with the move to chaos are investigated in this
paper. The analysis used here therefore looks only at the varia-
tion of the eigenvalues with time. This method has been used
for comparison with results of trajectory sensitivity methods in
the analysis of nonlinear biological systems [48].
The method used here is to compute the eigenvalue variation
with time by deriving an analytical expression for the eigenval-
ues in terms of the state variables and then substituting into this
expression data from a numerical simulation of the particular
equation using MATLAB/SimulinkTM.
4. Results
The results contained herein were obtained with Runge-Kutta
order 4 integration with a step size of 0.001s. This was chosen
to give a reasonably accurate definition of the peak values while
enabling the computations to fit into given PC memory size.
In this section we describe the results of the simulation and
analysis of the results of Van der Pol, Duffing and Lorenz limit
cycle and chaotic systems. Initial conditions are indicated on
the figures.
4.1 Limit cycles
A limit cycle is a periodic oscillation. In a nonlinear system this
will not be sinusoidal and the phase plane displacement versus
velocity orbit will not be circular. In a dissipative system this
orbit will decline. Often the limit cycle is stable.
4.1.1 Van der Pol Equation
x˙1 = x2
x˙2 = ζ (1− x12)x2− x1 (9)
The linear Jacobian is:
J =
[
0 1
−1 ζ
]
(10)
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H1 =
[
0 0
0 0
]
(11)
H2 =
[−2ζx2 −2ζx1
−2ζx1 0
]
(12)
This leads to a modified Jacobian:
J∗ =
[
0 1
−1−2ζx1x2 ζ − x12ζ
]
(13)
The equation leads to 2 time varying eigenvalues:
λ1n = 0.5ζ−0.5ζx12+0.5
(
ζ 2−2x12ζ 2+x14ζ 2−8x1x2ζ−4)0.5
(14)
λ2n = 0.5ζ−0.5ζx12−0.5
(
ζ 2−2x12ζ 2+x14ζ 2−8x1x2ζ−4)0.5
(15)
x1 and x2 Were obtained from the simulated results of equa-
tion (9).
Figure 1 shows the limit cycle found for ζ = 0.3 and ic = 1.
Figure 2 clearly shows that the two states x1 and x2 are not
sinusoidal. Plotted on the same graph are the real (sigma) and
imaginary (omega) components of the Eigen values,λ =σ+ jω .
A noticeable result is that the eigenvalues spend portions of time
as positive roots. For most of the time there is only one real
component value. The corresponding imaginary values show
complex conjugates. However there are periods when the roots
become real with two separate components with the first of
these just after 16 seconds. As figures 3, 4 and 5 illustrate if
the damping factor ζ is increased then the periods of separate
real roots increases. The period of time when a positive root
is present also increases, as does the peak value of these roots.
The velocity curve peaks coincide with the change back to roots
with complex conjugate values. The start of the separate real
roots coincides with peaks of the displacement.
Figure 6 shows how the phase trajectory progresses with time.
4.1.2 Duffing Equation
The unforced equation 2 can be transcribed as:
x˙ = x2
x˙2 =−Kx13− cx2 (16)
This has an equilibrium condition of [0,0]. This leads to a
modified Jacobian of:
J∗ =
[
0 1
−3Kx12 −c
]
(17)
Note this depends only on x1 since the damping is linear.
Figure 7 shows the trajectory from an initial condition of [3, 4].
The peak value of the imaginary component of the eigenvalues
is ωdu = 5.643.
Figure 8 illustrates the movement of the root locus as time pro-
gresses. These results are stable in the sense of Liapunov, the
real roots are negative but varying value and the complex conju-
gate roots have a real part of -0.05. The unforced eigenvalues
are somewhat similar to those of Van der Pol. In the sense that
there are periods when the roots separate to two real values but
for the rest of the time they are complex conjugates of varying
frequency. The real roots separate out when the velocity reaches
a maximum, even if briefly as in this case.
4.1.3 Lorenz Equations
The Lorenz equations of three variables have three distinct equi-
librium values.
These are X =Y = Z = 0;Z = r−1,X =Y =±((r−1)b)0.5
(18)
The modified nonlinear Jacobian is given by:
J∗ =
 −s s 0r−0.5Z −1 0.5X
0.5Y 0.5X b
 (19)
Even for these relatively simple Jacobians the algebra for
the eigenvalues occupies several pages of script. Drazin [5]
shows (figure 10) a distribution of possible behaviour for the
Lorenz system, already found by other researchers. To test the
method two non-chaotic solution regimes were tested. The first
was at a value of r between 0 and 1 to show the eigenvalues
variation for a stable equilibrium point (EP). In this case the
system was linearized around the first equilibrium point as the
response does not reach the other equilibrium points. For r =
0.5 the linear eigenvalues were [−10.52,−0.4751,−2.6667].
These responses are illustrated in figures 11 to 14. All have the
same initial conditions. The eigenvalues all have negative real
parts and no imaginary components. The second example is for
r = 220 when a limit cycle is expected. In this case the linear
eigenvalues are [−17.28,1.808±25.93]. A three dimensional
trajectory is shown in figure 15. The distinct solutions for three
variables are shown in figure 16. They are clearly nonlinear with
Y and Z showing higher frequency components than X .
4.2 Chaotic Behaviour
It has been shown [1] that for chaos to exist a third order system
is required. The Van der Pol and Duffing equations are of order
two but if they are forced then they can act as if the forcing
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quantity ω(t) is a third coordinate. The behaviour of the Duffing
and Van der Pol systems are referred to as Transient Chaos [1].
A significant point of discussion in the literature is about the
route to chaos.
4.2.1 Van der Pol Equation
The Van der Pol equation was simulated using conditions listed
by [35] [ζ = 5,A = 2.5,ω = 4.455] and found to give a chaotic
response. The first result is shown in figure 24. This should
be compared to figure 3 for the unforced system. In figure 24
we see that one of the eigenvalues has a significant time with
the real part positive, while the other root is negative. The
overall pattern is similar with sections of the eigenvalue time
record with complex eigenvalues coalescing at irregular inter-
vals. At the other times the real roots separate. The peak
value of omega for the unforced Van der Pol equation using
ζ = 5 was ωvd pu = 9.472rad/s and for the forced system with
ωvd p f = 4.455rad/s the values of the peak omega values are
shown in Table 2.
It should be remembered that since it is a numerical simula-
tion the time steps do not necessarily coincide with actual peaks
so that the results obtained are not exactly multiples or sub-
multiples. However, from Table 2 some interesting results are
possible. It is likely that some eigenvalues are at the forcing
frequency of 4.455 rad/s; some at the unforced maximum of
9.472rad/s; some at around one third of the forcing frequency
of 1.485rad/s. The origin of other peaks is not clear but some
could be at 2ωvd p f = 8.91rad/s.
The phase plane plot in figure 25 shows the overlapping plots
for part of the record.
4.2.2 Duffing Equation
The response of the Duffing equation to harmonic inputs is
shown in figure 26. This response should be compared to figure
9 for the unforced equation showing similar behaviour. The
forcing frequency, ωd f = 1rad/s. The mean value of the real
part of the eigenvalues is still −0.05 and for only short periods
of time do the eigenvalues split into two real roots, the majority
of time they are complex conjugates with varying (not regular)
values for omega. The values for the real component do not
appear to ever be positive. However the phase plane (figure 27)
does show overlapping paths. Table 3 lists the peaks shown for
the forced response from figure 26.
4.2.3 Lorenz Equations
Figure 28 shows how the oscillations grow and become more
intermittent for r = 28, where chaos is found (figure 10). The
Z coordinate oscillates around 27. After 17 s the oscillation
of X and Y becomes non-repeatable in this time window The
real parts of the eigenvalues are given in figure 29 for equi-
librium point 2; [8.49,8.49,27]. The linear eigenvalues are
[−13.85,0.094±10.19]. Root 1 is always real and stable (neg-
ative real part). The two other roots are complex conjugates
(figure 30) of varying real and imaginary values. The real parts
are occasionally positive i.e. unstable. The root locus for the
three eigenvalues is shown in figure 31 for equilibrium point 2.
From the upper curve we can see that the locus just moves up
and down the real axis. For the 2nd and 3rd eigenvalues the root
locus is a pair of loops around two points corresponding roughly
to [−4,−11] and [−0.95,−17.6]. These points are replicated
in the root locus diagrams for equilibrium point 3, shown in
figures 34 to 36. The locus spends its initial path near one of
these points on the Argand diagram depending upon which equi-
librium point it originated from.
The figures in 31, 35 & 36 are similar to those in figure 22 but
for the limit cycle case exhibit less time near the other focal
point.
5. Discussion
5.1 Van der Pol Equation
The results for the unforced Van der Pol equation indicate that
the limit cycle becomes more distorted as the damping increases.
The eigenvalues become unstable at the point in the cycle where
the displacement is just past the peak value and the change in
velocity is reducing. The eigenvalues (figure 4) cease to be
unstable when the velocity reaches a peak value. The roots are
either two real values usually one subsidence and one divergence
or two complex conjugates. This basic pattern does not change
when chaos is present. The eigenvalues move intermittently
from one frequency to another or to the two real roots, within
the range of the variation for the limit cycle.
5.2 Duffing Equation
The results obtained here confirm the behaviour of the equation
using the data from Ueda [35]. This data indicates 21 separate
regions of differing responses for variation of only the damping
and input amplitude. This shows responses where one type
of attractor changes into a qualitatively different response for
example from periodic to chaotic. The chart of parameter ratio
damping/amplitude used by him shows chaotic behaviour for the
values of damping of 0.1 and amplitude of 12. Sub-harmonics
of n = 2, period doubling, are indicated briefly from table 3.
Some of the frequency peaks may be related to super-harmonics
not indicated in the parameter range by Ueda. There are no
indication of n = 3 sub-harmonics. There is some indication of
unforced period doubling and forcing frequency doubling. The
pattern of eigenvalue distribution does not show any indication
of repetition in whole or part. It would appear that some of the
peak values are obtained from combinations of the unforced and
forced frequency values.
The eigenvalue analysis does not indicate real Liapunov indices
for this data but the phase plane versus time plot shows consider-
able path crossing taking place. The root locus is essentially the
same as that for the unforced case. This would suggest that the
type of chaos present is closely related to a beating phenomenon
[49] between the core oscillation frequencies and the forcing
frequency. As the resonance curve for the Duffing equation [42]
alters the resonant frequency with input amplitude the coupling
of the oscillation would vary as the input sine wave increased in
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amplitude providing an apparent intermittent frequency.
Both forced second order systems have similar behaviour with
regards to their eigenvalue distribution. This response is differ-
ent to that exhibited by the Lorenz system.
5.3 Lorenz Equations
The eigenvalue distribution for the two non-chaotic cases, the
stable equilibrium point and the limit cycle, has two different
responses. That for the equilibrium point has a short transient
and then a set of constant eigenvalues. In the case of the limit
cycle an oscillatory set of eigenvalues is seen, as in the case of
the other two systems. At least two eigenvalues have positive
Liapunov indices. One at least is real all of the time. The two
complex conjugates are unstable roots regularly for part of the
time. The frequency of these eigenvalues varies with time. The
root locus for the limit cycle shows the root locus centred on a
focus [−1.5,±48]. For about a third of the time the system has
positive Liapunov indices.
When the system is operated in a region claimed to give chaos
by many authors the pattern, with the parameter r = 28, the
incidence of positive Liapunov indices is small and the amount
of time spent very small. The system does show divergence
for small changes in initial conditions however. Now there are
two foci to the root locus approximately at [−0.95,±17.8] and
[−3.8,±10.5] and the root locus moves intermittently along
from one loop to the other. The two equilibrium points give the
same loci. Notice that one of these foci is the same for the limit
cycle as well as the chaotic response.
6. Conclusion
The limit cycle and chaotic behaviour of two 2D forced and one
3D unforced nonlinear equations have been investigated using
time varying eigenvalues. The eigenvalue characteristics for the
two second order forced equations are found to be fundamentally
different from those of the Lorenz third order system. For the
forced second order Van der Pol and Duffing equations the
chaotic eigenvalue distribution is essentially very similar to that
for the limit cycle, but of intermittently varying imaginary value.
However this is still largely within the range of values obtained
for the limit cycle and the root locus is essentially the same. It
may be that the chaos is a result of a simple beat oscillation
coupling in different parts of the nonlinear resonance curve.
In the case of the Lorenz equations the behaviour of various
attractors has a different response. For the stable equilibrium
point the response of the eigenvalues is, after the initial transient
change, similar to a linear system. The Eigen value structure
for the limit cycle shows considerable movement around the
imaginary plane, with the locus rotating around a focal point.
When the motion becomes chaotic then the imaginary plane
has two foci about which the locus moves. One of these is the
same as that for the Limit cycle. One advantage of using this
eigenvalue variation procedure is that it is easier to determine
when a system moves from a limit cycle to a chaotic response.
It is possible to find the sub-harmonics and super-harmonics and
when they become effective.
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Figure. 1 Limit cycle of Van der Pol oscillation ic 0 
  
 
Figure 2 Eigenvalues versus time for Van der Pol oscillator 
ζ=0.3, ic=1 
 
Figure. 3 Eigenvalues versus time for Van der Pol oscillator 
ζ=1, ic=1 
 
Figure. 4 Eigenvalues versus time for Van der Pol oscillator 
ζ=2, ic=1 
 
 
 
 
 
 
 
 
Figure. 5 Eigenvalues versus time for Van der Pol oscillator 
ζ=2, ic=2.5 
 
Figure. 6 Effect of time on limit cycle for vdp ic (-5, 0), ζ=2 
 
Figure. 7 Trajectory for unforced Duffing equation ic= (3, 4) 
c=0.5, k=1 
 
Figure. 8 Root locus for unforced Duffing equation same 
conditions as fig 7. 
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Figure. 9 Unforced eigenvalues for Doffing’s’ equation, ic 3.5 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 10 Diagram specifying the attractor distribution for Lorenz equations at differing values of r, for σ=10, b=8/3 and 0≤r<∞ (from Drazin) 
 
 
 
  
Figure. 12 Time responses for Lorenz system for r=0.5, conditions same as for fig 11.  ic= (0, 1, 0) 
Figure. 11 Lorenz model with ic= (0, 1, 0), r=0.5, σ=10, b=8/3 
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Figure. 13 Sigma Values Lorenz system for r=0.5 
 
Figure. 14 Omega Values for Lorenz system r=0.5 
 
Figure. 15 Lorenz model with ic= (0, 1, 0), r=230, σ=10, 
b=8/3  
 
Figure. 16 Time history of Lorenz system for r=220 for 
equilibrium point 2 ic= (1, 0, 0) 
 
Figure. 17 Real parts of eigenvalues for limit cycle in Lorenz 
system r=220 for equilibrium point 2 
 
Figure. 18 Imaginary parts of eigenvalues for limit cycle in 
Lorenz system r=220 for equilibrium point 2 
 
Figure.19 Root locus for Lorenz system for r=220 equilibrium 
point 2 
 
Figure.20 Real parts of eigenvalues for limit cycle in Lorenz 
system r=220 for equilibrium point 3 
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Figure.21 Imaginary parts of eigenvalues for limit cycle in 
Lorenz system r=220 for equilibrium point 3 
 
 
Figure. 22 Root locus for Lorenz system for r=220 equilibrium 
point 3 
 
Figure. 23 Effect of slightly different starting conditions on 
response showing divergence ic orig=0.5 
 
Figure.24 Response of Van der Pol equation to harmonic input 
showing chaos ic=0.5 
 
Figure. 25 Phase plane versus time for Van der Pol equation 
showing overlapping paths ic= 0.5 
 
Figure.26 Response of Duffing equation to harmonic input 
showing chaos ic=3 
 
Figure.27 Phase plane time history for Duffing equation ic= 
(3,3) 
 
Figure.28 Time response of Lorenz system r=28 equilibrium 
point 2, ic= (0, 0, 0) 
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Figure.29 Real parts of eigenvalues for Lorenz system r=28 
for equilibrium point 2 
 
Figure.30 Imaginary parts of eigenvalues for Lorenz system 
r=28 for equilibrium point 2 
 
Figure.31 Root locus for Lorenz system r=28 for equilibrium 
point 2 
 
Figure.32 Real parts of eigenvalues for Lorenz system r=28 
for equilibrium point 3, ic= (0, 0, 0) 
 
Figure.33 Imaginary parts of eigenvalues for Lorenz system 
r=28 for equilibrium point 3 
 
Figure.34 Root Locus for Lorenz system equilibrium point 3 
eigenvalue 1 r=28 
 
Figure.35 Root Locus for Lorenz system equilibrium point 3 
eigenvalue2 r=28, ic= (0, 0, 0) 
 
Figure.36 Root Locus for Lorenz system equilibrium point 3 
eigenvalue 3 r=28 
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Table 1 Peak Values for Unforced Duffing Response 
Time to peak/s Omega/rad/s 
0.125 5.643 
1.33 5.376 
2.455 5.184 
3.74 4.999 
5.06 4.786 
6.415 4.567 
7.81 4.305 
9.375 4.144 
11.01 3.918 
12.65 3.716 
14.44 3.502 
16.03 3.284 
18.32 3.072 
20.05 2.859 
22.78 2.633 
25.33 2.427 
28.19 2.214 
31.21 2.003 
34.59 1.789 
38.38 1.575 
42.7 1.359 
47.83 1.145 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2 Maximum values of Omega for forced Van Der Pol 
system 
Time of 
Omega 
peak/sec 
Omega/ 
rad/s 
Likely source 
0.38 8.691 2𝜔𝑣𝑑𝑝𝑓 = 8.91 𝑟𝑎𝑑/𝑠 
1.79 6.572  
3.2 5.635  
3.95 7.458  
5.32 5.079  
6.07 7.979  
7.44 4.348 𝜔𝑣𝑑𝑝𝑓 = 4.455 𝑟𝑎𝑑/𝑠 
8.24 9.044 𝜔𝑣𝑑𝑝𝑢 = 9.472 𝑟𝑎𝑑/𝑠 
9.54 1.472 𝜔𝑣𝑑𝑝𝑓
3
= 1.485 𝑟𝑎𝑑/𝑠 
10.03 8.64 2𝜔𝑣𝑑𝑝𝑓 = 8.91 𝑟𝑎𝑑/𝑠 
10.84 9.069 𝜔𝑣𝑑𝑝𝑢 = 9.472 𝑟𝑎𝑑/𝑠 
11.65 6.052  
13.09 4.149 𝜔𝑣𝑑𝑝𝑓 = 4.455 𝑟𝑎𝑑/𝑠 
13.89 9.254 𝜔𝑣𝑑𝑝𝑢 = 9.472 𝑟𝑎𝑑/𝑠 
15.57 9.51  
16.43 9.621  
17.29 5.814  
18.72 1.497 𝜔𝑣𝑑𝑝𝑓
3
= 1.485 𝑟𝑎𝑑/𝑠 
19.2 8.626  
20.61 9.072  
20.8 5.965  
22.26 4.167  
23.07 9.413 𝜔𝑣𝑑𝑝𝑢 = 9.472 𝑟𝑎𝑑/𝑠 
24.75 9.465 𝜔𝑣𝑑𝑝𝑢 = 9.472 𝑟𝑎𝑑/𝑠 
25.64 9.576  
26.46 5.83  
27.89 1.753  
28.38 8.406  
29.19 8.983 2𝜔𝑣𝑑𝑝𝑓 = 8.91 𝑟𝑎𝑑/𝑠 
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 Table 3 Omega Peaks for forced response of Duffing Equation 
Time of Peak 
Omega/s 
Peak Omega 
/rads-1 
Suggested component 
0.1776 5.858  
2.967 5.621 𝜔𝑑𝑢 = 5.643 
4.672 3.714 𝜔𝑑𝑓
2
+
𝜔𝑑𝑢
2
= 3.32 𝑟𝑎𝑑
/𝑠 
6.05 6.558 𝜔𝑑𝑢 + 𝜔𝑑𝑓
= 6.646 𝑟𝑎𝑑/𝑠 
7.143 0.865 𝜔𝑑𝑓 
8.275 3.092  
9.488 6.809  
10.67 2.79 𝜔𝑑𝑢
2
= 2.82 rad/s 
12.58 5.44  
14.3 2.75 𝜔𝑑𝑢
2
= 2.82 rad/s 
15.66 6.538  
16.81 1.253  
18.68 5.985  
20.79 1.703  
22.04 6.437  
23.33 1.562  
24.95 5.157  
26.56 3.549  
28.01 6.383  
29.03 0.2726  
30.12 3.75 𝜔𝑑𝑢
2
+ 𝜔𝑑𝑓 = 3.82 𝑟𝑎𝑑
/𝑠 
31.31 6.811  
32.55 2.263 𝜔𝑑𝑢
2
−
𝜔𝑑𝑓
2
= 2.32 𝑟𝑎𝑑
/𝑠 
34.61 6.008  
36.4 0.502 𝜔𝑑𝑓
2
 
37.67 6.046  
39.63 2.112  
40.91 6.552  
42.21 2.038 2𝜔𝑑𝑓 
43.83 5.051  
45.46 3.372 𝜔𝑑𝑓
2
+
𝜔𝑑𝑢
2
= 3.32 𝑟𝑎𝑑
/𝑠 
46.9 6.388  
49.02 3.552  
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