The technique of distillation helps transform cumbersome neural network into compact network so that the model can be deployed on alternative hardware devices. The main advantages of distillation based approaches include simple training process, supported by most off-the-shelf deep learning softwares and no special requirement of hardwares. In this paper, we propose a guideline to distill the architecture and knowledge of pre-trained standard CNNs simultaneously. We first make a quantitative analysis of the baseline network, including computational cost and storage overhead in different components.
at the same time, under the framework of knowledge distillation, He et al. [20] extracted more compact middle features by using a pre-trained autoencoder and proposed affinity distillation module to capture the long-range dependency. Both of them utilize the relationship between pixels, which is important to semantic segmentation. Different from knowledge distillation, the researches of architecture distillation in CNN focus on inventing new efficient convolutions or units to directly replace standard convolutions of baseline CNN. A representative work has been conducted in [21] where the authors reconstructed a lightweight CNN by using multiple efficient compact blocks according to the different locations of baseline CNN. Recent influential works about architecture distillation can be found in [22] , [23] . They share a similar concept that the feature maps in standard convolution layer are redundant and can be split into different parts. The authors in [22] proposed heterogeneous convolution (HetConv) with different kernel sizes in each layer to handle the corresponding parts of input feature maps while the feature maps in [23] are factorized into high frequency with fine spatial resolution and low frequency with smaller spatial size.
The realization of distillation can be figuratively described as teacher-student learning in which the network with massive parameters and high performance plays as a teacher and the compressed network is a student. Both the architecture and the internal knowledge of teacher network should be learned by student network. The single consideration usually leads a contradiction between optimal performance and satisfactory compression. Unlike previous distillation algorithms, in this paper, we propose a guideline to simultaneously distill the architecture and knowledge of a pre-trained CNN. Specifically, instead of using multiple acceleration blocks [21] , we develop a uniform block named as parsimonious convolution (ParConv) block that only consists of depthwise separable convolution (DSConv) [24] and pointwise convolution in a heterogeneous combination way. In distillation knowledge, a new solving procedure loss (SPL) is added to further improve the performance of student network. The solving procedure is represented by the differences of attention maps between two layers.
The effectiveness of the proposed algorithm is first demonstrated on offline handwritten Chinese text recognition (HCTR). The application has a wide use, such as mail address recognition [25] , bank check [26] and document recognition [27] . Although many progresses have been made owing to deep learning [28] , it remains a challenging problem due to the following reasons: 1)
The text line must be considered as a whole rather than isolated characters; 2) More than 7000 classes in common Chinese vocabulary and large-scale training samples; 3) The unconstrained writing condition. The involving experiments are conducted on the ICDAR 2013 competition task of CASIA-HWDB databse [29] , [30] that is one of the most popular benchmark databases. To our best of knowledge, no acceleration and compression approaches in CNN have been validated on offline HCTR. Furthermore, in order to display the generalization ability of the proposed algorithm, we use it to reduce computational costs of the mainstream backbone network on MNIST [2] .
The main contributions of this study can be summarized as follows:
• We propose a guideline to distill the architecture and knowledge of pre-trained standard CNNs simultaneously for fast deployability on alternative hardware devices.
• In architecture distillation, we invent a parsimonious convolution block (ParConv) to directly replace vanilla convolution without other adjustments. Compared with LightweightNet [21] and other popular plug-and-play compact convolutional units (DSConv [24] , HetConv [22] ), the proposed ParConv demonstrates its superiority in recognition performance, computational cost and storage overhead.
• In knowledge distillation, a new solving process loss (SPL) is added to further improve the performance of compressed CNN.
• The effectiveness of the proposed approach is first verified on offline HCTR. No study has investigated whether previous approaches are still feasible in this field.
• Compared with the baseline CNN in HCTR, our proposed joint architecture and knowledge distillation can reduce the computational cost by >10× and model size by >8× with negligible accuracy loss. Applying the algorithm to the mainstream backbone network ResNet18 [6] on MNIST, we can obtain >9× compression rate for both model size and computational cost with almost no accuracy loss.
The remainder of this paper is organized as follows. Section II reviews related work. Section III elaborates on the details of the proposed approach. Section IV reports the experimental results and analyses. Finally, Section V concludes.
II. RELATED WORK

A. Offline HCTR
Offline HCTR can be formulated as the Bayesian decision problem: where X is the feature sequence of a given text line image and C = {C 1 , C 2 , ..., C n } is the underlying n-character sequence. The research efforts for addressing such sequence modelling task can be divided into the three categories: oversegmentation [31] , [32] , [33] , connectionist temporal classification (CTC) [34] , [35] , hidden Markov model (HMM) [36] , [8] , [9] . Almost all of these approaches benefit from the rencent progresses of deep learning [28] . The outputs of neural networks in different modelling ways correspond to different concepts. For example, in oversegmentation and CTC-based approaches, the outputs of neural network are related to segmentation identification or character classes while the outputs of network are posterior probabilities of states in HMM-based approaches. In our recent work [9] , each character is modelled by three tied states on average and the deep CNN (DCNN) with 22080 (7360×3) output nodes is adopted as character model and trained by hundreds of millions of framelevel images. As shown in Fig. 1 
B. Acceleration and Compression
Except for distillation based approaches, many other acceleration and compression algorithms have also been widely investigated such as low-rank decomposition [38] , [39] , [40] , [41] , [42] , parameters pruning [43] , [44] , [10] , [45] , [46] , [47] , parameters quantization [48] , [49] , [50] , [51] , [52] , [53] and compact network design [54] , [55] , [56] , [57] , [58] .
As one of the first attempts for low-rank decompositions of filters, Denton et al. [38] proposed several decomposition designs along different dimensions. In [39] , the k × k filters are decomposed into k ×1 and 1×k filters. A representative work comes from [40] , where the authors take the nonlinear units into account in their decomposition algorithm based on the assumption that the filter response lies on a low-rank subspace. The authors in [41] , [42] use Tucker decomposition to achieve compression. Such algorithms need to be conducted layer by layer. Once a layer has been decomposed, the whole network is retrained again by back-propagation (BP) algorithm.
For large-scale tasks, the repeated decomposition and training is usually time consuming.
The parameters pruning is based on a reasonable intuition that the low weights in a neural network are not important so that they can be safely removed. In [43] , [44] , the weights were kept or removed by comparing with a fixed threshold. The authors in [10] proposed the adaptive drop-weight (ADW) to dynamically increase the threshold. In [45] , Liu et al. exploited channel sparsity regularization to prune channels with small scaling factors. Almost at the same time, the authors in [46] pruned filters based on the reconstruction error of the corresponding next layer by using a greedy algorithm. The fine-grained pruning [43] , [10] requires special software/hardware accelerator. Although the channel-level pruning [45] , [46] can be directly applied to the existing software platforms, like the low-rank decomposition based algorithms, the requirement of repeated pruning and fine-tuning is time consuming for large-scale tasks.
Besides, from a recent research [59] , the structure of neural network seems more important than the values of weights. Compared with layer-wise pruning, a global pruning strategy [47] might be more valuable. [50] proposed a binarized neural network in which all weights and outputs are constrained to {1, amount of resources. However, the approach in [48] takes up extra space to store the original positions for shared weights and low-bit approximation usually degrades network performance.
Different from constraining the weights to +1 or -1, the authors in [52] , [53] replaced the multiply-accumulate operation to one shift or a constrained number of shifts and adds, which can make trade-offs between accuracy and computational consuming.
An efficient and effective network structure can save a lot of memory, computational cost and yield a competitive performance. Many compact blocks have been invented to control the fast increasing of network parameters, such as Fire module in SqueezeNet [54] , Inception module in GoogleNet [60] . The basic unit in these networks still consists of canonical convolution.
As one low consumption (storage and computational cost) substitute, the depthwise separable convolution (DSConv) is first introduced in [61], [24] and has become a key building block in recent compact networks [55] , [56] , [57] , [58] . Besides, the authors in [62] prove that DSConv is principal components of standard convolution and can approximate the standard convolution in closed form. Although the DSConv is far more efficient than standard convolution, consistent observations can be found in [24] , [21] : Simple replacement by using DSconv is not effective. The authors in [24] scale up depthwise separable filters so that the DSConv based network Xception with the same number of parameters as Inception V3 [63] can outperform the Inception V3.
III. ARCHITECTURE AND KNOWLEDGE DISTILLATION
Given a baseline CNN(W fc , W con ), let W fc represents the weight set of fully-connected layers and W con corresponds to the weight set of convolutional layers. denotes the number of FLOPs or the storage. For fully-connected layers in CNN, only the storage needs to be considered due to the relatively small amount of computational cost. We use the ratio γ(W fc , W con ) = (W fc ) (W fc )+ (Wcon) to measure whether a strategy π is conducted on the weights of fully-connected layers or not.
As summarized in Algorithm 1, the guideline involves architecture distillation and knowledge distillation. We first analyze the computational cost and storage overhead of baseline CNN(W fc , W con ) and compute the corresponding γ(W fc , W con ). And then, in architecture distillation, if the weights of fully-connected layers occupy non-ignorable consumption of a certain computing resource (i.e., storage), we find a strategy π(W fc ) to construct a new CNN(π(W fc ), W con ) and make sure γ(π(W fc ), W con ) ≤ T with the neglected performance loss (even better). In most cases, it's easy to find such a strategy for fully-connected layers, e.g. global pooling [54] , low-rank decomposition [64] , low-dimensional feature [21] . Because we mainly focus on the compression of convolutional layers in this study, a naive solution π that depends on the number of active output targets [64] to find an appropriate bottleneck feature before output layer is adopted. For convolutional layers, the proposed ParConv blocks are used as a direct replacement to build a compact CNN (CCNN). Finally, in order to maintain the performance of CCNN, the knowledge distillation with three kinds of losses, namely, the Kullback-Leibler (KL) divergence loss, the cross entropy (CE) loss and solving process (SP) loss, is adopted to transfer knowledge from standard CNN into the ParConv based CCNN. Fig. 2 illustrates the proposed algorithm.
More details of respective parts will be described in the following subsections.
Algorithm 1
The guideline of joint architecture and knowledge distillation.
Require:
Baseline CNN(W fc , W con ).
Threshold T 1: Analyze the computational cost and storage overhead in baseline CNN(W fc , W con ) and compute γ(W fc , W con ).
Find a strategy π(W fc ) to construct a new CNN(π(W fc ), W con ) with γ(π(W fc ), W con ) ≤ T and neglected performance loss (even better).
4:
Build a compact CNN (CCNN) by using ParConv blocks to replace the convolutional layers in CNN(π(W fc ), W con ).
5:
Distill the knowledge of CNN(π(W fc ), W con ) into the CCNN. 6 layers (FCs) is computed as :
For O >> M , F L FCs approximately equals to B × O, which means the compressional ratio can be controlled by adjusting the dimension of bottleneck feature.
B. Parsimonious Convolution
In a standard convolutional layer, assuming the input is a square feature map, it can be represented by a three dimensional tensor of size D × D × C in . Here D is the spatial width and height while C in is the number of the input channels. Usually, the corresponding output tensor with the channels C out obtained by applying the C out filters of size K × K × C in has the same spatial size D × D, namely, the size of output is D × D × C out . Therefore the FLOPs at this layer is:
The depthwise separable convolution (DSConv) is made up of two components: channel-wise convolution and point-wise convolution. The fundamental hypothesis behind DSConv is that cross-channel correlations and spatial correlations can be decoupled. The channel-wise convolution is used to capture spatial correlations and the point-wise convolution is a 1 × 1 standard convolution to combine information from different channels. In channel-wise convolution, each output channel is only associated to one input channel so that the convolutional filters are represented by a 3-D tensor K × K × C in . The FLOPs of DSConv is computed as follows:
Although compared with standard convolution, the DSConv is extremely efficient and is a key building unit for many compact networks [55] , [56] , [57] , [58] , it is more likely to rely on residual connection due to the potential increasing of the depth in network. Besides, simple replacement by using DSConv in standard CNN makes the network suffer performance degradation, which may be the reason that the authors in [24] have to scale up the filters in DSConv.
Based on the opinion that the filter can cover the spatial correlation from a part of the input channels, heterogenous convolution (HetConv) is proposed in [22] . Essentially, the input
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Parsimonious convolution (Ours) channels in HetConv are split into two branches, one with αC in (0 ≤ α ≤ 1) channels for standard convolution e.g., 3 × 3 kernel size, the another with (1 − α)C in channels for pointwise convolution. A similar idea can be found in Octave convolution [23] . Such a kind of convolution can sufficiently utilize the advantage of parallelization without increasing a latency in system like DSConv. However, a small α corresponds to a considerable compression ratio, which easily leads to a large performance decline. The corresponding FLOPs is computed as follows:
Inspired by the HetConv, the proposed parsimonious convolution (ParConv) adopts DSConv to approximate standard convolution in the branch with αC in channels. Specially, before DSConv, a pointwise convolution with a channel multiplier ω is added to deeply integrate the information among channels, which is important for DSConv to extract features. In order to promote the flow of information between branches, a channel shuffle operator is conducted before the input feature maps are split into two branches. For simplicity, the α is set to 0.5 in all ParConvs. The FLOPs of ParConv is: Fig. 4 shows the different types of convolutions and Table I lists the FLOPs ratios of these compact convolutions to standard convolution. From Table I , it can be observed clearly that the DSConv can approach K 2 times less computation than standard convolution while the reduction of computation in HetConv is controlled by the coefficient α. If α = 1, the HetConv degenerates into standard convolution. For ParConv, under the reasonable assumption that C in = C out and C out >> K 2 , the FLOPs ratio to standard convolution can be rewritten as follows:
Obviously, it can be free to adjust the computational cost by changing the value of channel multiplier ω.
C. Knowledge Distillation with Multiple Losses
In order to repair the performance gap between the standard CNN and the corresponding ParConv based compact CNN (CCNN), the knowledge distillation is necessary. Three kinds of training losses are included in the process of knowledge distillation, i.e., Kullback-Leibler (KL) divergence loss, cross entropy (CE) loss and solving procedure (SP) loss. The final loss is formulated as the weighted sum of these losses:
The CE loss with so-called hard labels is the most common training criterion in classification tasks and is defined as follows:
where log p(s t |x t ) is the estimated posterior probability of the target class s t from CNN output given the input x t .
The KL divergence is a measure of how one probability distribution is different from another one. In our approach, it is used to compute the difference between the output distribution of standard CNN p S (s|x t ) and the corresponding distribution from CCNN p C (s|x t ):
Because we only optimize the CCNN, the KL loss in Eq. (10) can be rewritten to retain:
Essentially, the KL loss in Eq. (11) is simplified to CE loss with soft labels. The weighted sum of KL loss and CE loss is:
From the above formula, it's clear that the CE plays an assistant role to help the model focus on the important parts by providing prior knowledge (ground truth of inputs).
Furthermore, it's not enough to tell the CCNN the answers of problems from standard CNN.
A better teacher always explains the solving procedures of problems so that the students can handle such kind of problems from learning one certain example. In CNN, we define a series of solving procedures matrices (SPMs). A SPM is the result of element-wise subtraction between the extracted attention feature maps from two layers, which is intuitively reasonable by using the change of outputs between two layers to represent the solving procedure. The attention map in a layer needs to emphasize valuable information for the following flow. Naturally, assuming a convolutional layer has the output tensor O ∈ R D×D×C with each feature map O c ∈ R D×D , the attention map can be simply computed as [17] :
The SPM S for the i-th layer and the j-th layer (j > i) is:
Finally, the SP loss can be obtained as follows:
where N is the total number of SPMs in CNN, S Sn is the n-th SPM in standard CNN while the S Cn is the corresponding SPM in ParConv based CCNN, and • F is standard Frobenius norm.
IV. EXPERIMENTS
The proposed distillation algorithm is mainly validated on offline handwritten Chinese text recognition (HCTR) using the CASIA database [29] , [30] . Besides, in order to accurately observe the performance changes of CNNs, a 5-gram LM [65] is only added in our final results. Pytorch [66] is used as deep learning platform in all experiments.
A. DCNN on CASIA
The baseline DCNN architecture in [9] is adopted. Please note except for the categories of output layers, the CNNs in [8] , [9] have the same architecture. According to the configuration in [9] , both offline isolated handwritten Chinese character datasets (HWDB1.0, HWDB1.1 and HWDB [30] . The CER is computed as:
where N is total number of character samples in the evaluation set. N s , N i and N d denote the number of substitution errors, insertion errors and deletion errors, respectively. In this study, we don't use additional language models because we focus on the performance of CNN. Table II . Here, we don't consider the consuming of batch normalization (BN) operation, max pooling (MaxPooling) operation because they occupy a negligible part. Based on analyzed results, it's necessary to reduce the parameters in fully-connected layers due to a large proportion of storage (35%). Besides, we can observe almost all computational costs are generated by convolutional layers, especially, the front layers.
B. Experiments on Architecture Distillation
In order to make a fair comparison, the setting of hyperparameters in the training stage are the same for all experiments in this part. The minibatch size is 1,000, the momentum is 0.9 and the weight decay is 0.0001. The learning rate is initially set to 0.1 and decreased by 0.92 after every 4,000 batches. Two epoches are conducted. For fully-connected layers, although there are many algorithms can be used, we choose the simplest one that controls the weights of fullyconnected layers by adjusting the feature dimension before output layer. The effectiveness of this strategy has also been reported in [21] . In Table III , different bottleneck features are compared. The dimension 500 corresponds to the baseline DCNN. Three observations can be found: First, because the FLOPs of fully-connected layers occupy a small proportion (less than 1%), the total FLOPs almost keep unchanged when the dimension is below 100. Second, with the dimension changing from 500 to 50, the storage reduces a lot and the CER has a small fluctuation, which means most parameters in fully-connected layers are redundant and can be safely ignored [67] .
Finally, when the dimension is smaller than 50, the storage tends to be stable as most storage consuming is caused by convolutional layers, however, it's reasonable to observe that the CER begins to increase due to very small number of parameters in bottleneck feature leading to the information missing. Considering the trade-off between storage ratio γ about fully-connect layers (see Algorithm 1) and CER, we choose dimension 50 in the following experiments.
Based on the DCNN with bottleneck feature 50 (DCNN LF50), except for the initial and last convolutional layers, we replace all remaining 12 standard convolutional layers by our ParConv blocks (same channel multiplier ω for all 12 layers). The reconstructed compact CNN is notated as ParCNN ω. For example, the ParCNN ω0.5 means the value of ω in all ParConv blocks is set to 0.5. In order to demonstrate the proposed ParConv is a more efficient and effective replacement of standard convolution, we compare it with depthwise separable convolution (DSConv), hetrogeneous convolution (HetConv) with different splits α and the architecture distillation algorithm LightweightNet proposed in [21] . For DSConv and HetConv, we also directly adopt them to replace the same 12 standard convolutional layers and build the corresponding compact CNN:
DSCNN and HetCNN α, respectively. Table IV lists all related results. The notation * Res means we add residual connections for all corresponding compact blocks, namely, there is another path directly connecting the input and output of the compact block.
• Comparison with different values of ω
We change the value of ω from 0.5 to 4. As shown in Table IV 
C. Experiments on Architecture and Distillation Distillation
As shown in Table IV , a smaller value ω can obtain a larger compression ratio but suffer from worse recognition performance. In order to reduce the performance gap between baseline CNN and the compact CNN, it is necessary to introduce knowledge distillation simultaneously.
In knowledge distillation, i.e., based on Eq. (8), the weight µ is set to 0.8, β equals to 0.2 and λ is 0.1. Except the batch size is set to 700, all other initial training hyper parameters are the same with the parameters in architecture distillation.
In order to excavate the best capability of the proposed approach, we first combine knowledge distillation to improve the recognition performance of the smallest network ParCNN ω0.5. From the results of 
D. Experiments on MNIST
In order to demonstrate the proposed approach can also be successfully applied on mainstream backbone networks, according to the structure of Res18, we build the corresponding compressed network ParRes18 based on the proposed parsimonious convolution with channel multiplier ω = 0.5 (see Fig. 4 ). Fig. 6 shows the differences between Res18 and ParRes18. And then we conduct experiments on one of the most popular datasets: the MNIST dataset that includes 60,000 training images and 10,000 test images. Each image is resized to 28 × 28 and labelled as a digit (0-9). We first train the three kinds of mainstream neural networks i.e., AlexNet [3] , VGG19 [4] , Res18 [6] . These network prototypes are provided by Pytorch and batch normalization is used for all convoluational layers. We use the same training criterion to train all networks: the minibatch size is 64, the momentum is 0.9, the weight decay is 0.0001 and learning rate is set to 0.01. From its superiority in recognition performance, computational cost and storage overhead. To further reduce the gap between the baseline CNN and the corresponding compact CNN, knowledge distillation with multiple losses is adopted. And then, by conducting experiments on one of the most popular data sets: the MNIST, we demonstrate the proposed approach can also be successfully applied on mainstream backbone networks. For future work, we will combine other compression and acceleration algorithms in our task.
VI.
