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Abstract
The point estimates of ReLU classification
networks—arguably the most widely used neural
network architecture—have been shown to yield
arbitrarily high confidence far away from the train-
ing data. This architecture, in conjunction with a
maximum a posteriori estimation scheme, is thus
not calibrated nor robust. Approximate Bayesian
inference has been empirically demonstrated to
improve predictive uncertainty in neural networks,
although the theoretical analysis of such Bayesian
approximations is limited. We theoretically an-
alyze approximate Gaussian distributions on the
weights of ReLU networks and show that they
fix the overconfidence problem. Furthermore, we
show that even a simplistic, thus cheap, Bayesian
approximation, also fixes these issues. This indi-
cates that a sufficient condition for a calibrated
uncertainty on a ReLU network is “to be a bit
Bayesian”. These theoretical results validate the
usage of last-layer Bayesian approximation and
motivate a range of a fidelity-cost trade-off. We
further validate these findings empirically via var-
ious standard experiments using common deep
ReLU networks and Laplace approximations.
1. Introduction
As neural networks have been successfully applied in ever
more domains, including safety-critical ones, the robust-
ness and uncertainty quantification of their predictions have
moved into focus, subsumed under the notion of AI safety
(Amodei et al., 2016). A principal goal of uncertainty quan-
tification is that learning machines and neural networks in
particular, should assign low confidence to test cases not
explained well by the training data or prior information (Gal,
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2016). The most obvious cases are test points that lie “far
away” from the training data. Many methods to achieve this
goal have been proposed, both Bayesian (e.g. Blundell et al.,
2015; Louizos & Welling, 2017; Zhang et al., 2018) and
non-Bayesian (e.g. Lakshminarayanan et al., 2017; Liang
et al., 2018; Hein et al., 2019).
ReLU networks are currently among the most widely used
neural architectures. This class comprises any network that
can be written as a composition of linear layers (including
fully-connected, convolutional, and residual layers) and a
ReLU activation function. But, while ReLU networks often
achieve high accuracy, the uncertainty of their predictions
has been shown to be miscalibrated (Guo et al., 2017). In-
deed, Hein et al. (2019) demonstrated that ReLU networks
are always overconfident “far away from the data”: scaling
a training point x (a vector in a Euclidean input space) with
a scalar δ yields predictions of arbitrarily high confidence
in the limit δ →∞. This means ReLU networks are suscep-
tible to out-of-distribution (OOD) examples. Meanwhile,
probabilistic methods (in particular Bayesian methods) have
long been known empirically to improve predictive uncer-
tainty estimates. MacKay (1992a) demonstrated experi-
mentally that the predictive uncertainty of Bayesian neural
networks will naturally be high in regions not covered by
training data. Although the theoretical analysis is still lack-
ing, results like this raise the hope that the overconfidence
problem of ReLU networks, too, might be mitigated by the
use of probabilistic and Bayesian methods.
This paper offers a theoretical analysis of the binary classifi-
cation case of ReLU networks with a logistic output layer.
We show that equipping such networks with a Gaussian ap-
proximate distribution over the weights mitigates the afore-
mentioned theoretical problem, in the sense that the predic-
tive confidence far away from the training data approaches
a known limit, bounded away from one, whose value is
controlled by the covariance. In the case of Laplace approxi-
mations (MacKay, 1992b; Ritter et al., 2018), this treatment
in conjunction with the probit approximation (Spiegelhalter
& Lauritzen, 1990; MacKay, 1992a) does not change the de-
cision boundary of the trained network, so it has no negative
effect on the predictive performance (cf. Figure 1). Further-
more, we show that a sufficient condition for this desirable
property to hold is to apply a Gaussian approximation only
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Figure 1. Binary classification on a toy dataset using a MAP estimate, temperature scaling, and both last-layer and all-layer Gaussian
approximations over the weights which are obtained via Laplace approximations. Background color and black line represent confidence
and decision boundary, respectively. Bottom row shows a zoomed-out view of the top row. The Bayesian approximations—even in the
last-layer case—give desirable uncertainty estimates: confident close to the training data and uncertain otherwise. MAP and temperature
scaling yield overconfident predictions. The optimal temperature is picked as in Guo et al. (2017).
to the last layer of a ReLU network. This motivates the
commonly used approximation scheme where an L-layer
network is decomposed into a fixed feature map composed
by the first L−1 layers and a Bayesian linear classifier (Gel-
man et al., 2008; Wilson et al., 2016a; Riquelme et al., 2018;
Ober & Rasmussen, 2019; Brosse et al., 2020, etc.). This
particular result implies that just being “a bit” Bayesian—at
low cost overhead—already gives desirable benefits.
We empirically validate our results through various Laplace
approximations on common deep ReLU networks. Further-
more, while our theoretical analysis is focused on the binary
classification case, we also experimentally show that these
Bayesian approaches yield good performance in the multi-
class classification setting, suggesting that our analysis may
carry over to this case.
To summarize, our contributions are three-fold:
(i) we provide theoretical analysis on why ReLU net-
works equipped with Gaussian distributions over the
weights mitigate the overconfidence problem in the
binary classification setting,
(ii) we show that a sufficient condition for having this
property is to be “a bit” Bayesian: employing a
last-layer Gaussian approximation—in particular a
Bayesian one, and
(iii) we validate our theoretical findings via a series of
comprehensive experiments involving commonly-used
deep ReLU networks and Laplace approximations in
both binary and multi-class cases.
Section 2 begins with definitions, assumptions, and the prob-
lem statement, then develops the main theoretical results.
Proofs are available in Appendix A. We discuss related work
in Section 3, while empirical results are shown in Section 4.
2. Analysis
2.1. Preliminaries
Definitions We call a function f : Rn → Rk piecewise
affine if there exists a finite set of polytopes {Qr}Rr=1, re-
ferred to as the linear regions of f , such that ∪Rr=1Qr = Rn
and f |Qr is an affine function for every Qr. ReLU net-
works are networks that result in piecewise affine classifier
functions (Arora et al., 2018), which include networks with
fully-connected, convolutional, and residual layers where
just ReLU or leaky-ReLU are used as activation functions
and max or average pooling are used in convolution lay-
ers. Let D := {xi ∈ Rn, ti}mi=1 be a dataset, where the
targets are ti ∈ {0, 1} or ti ∈ {1, . . . , k} for the binary
and multi-class case, respectively. Let φ : Rn → Rd be
an arbitrary fixed feature map and write φ := φ(x) for
a given x. We define the logistic (sigmoid) function as
σ(z) := 1/(1 + exp(−z)) for z ∈ R and the softmax func-
tion as softmax(z, i) := exp(zi)/
∑
j exp(zj) for z ∈ Rk
and i ∈ {1, . . . , k}. Given a neural network fθ , we consider
the distribution p(θ|D) over its parameters. Note that even
though we use the notation p(θ|D), we do not require this
distribution to be a posterior distribution in the Bayesian
sense. The predictive distribution for the binary case is
p(y = 1|x,D) =
∫
σ(fθ(x)) p(θ|D) dθ , (1)
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and for the multi-class case
p(y = i|x,D) =
∫
softmax(fθ(x), i) p(θ|D) dθ . (2)
The functions λi(·), λmax(·), and λmin(·) return the ith, max-
imum, and minimum eigenvalue (which are assumed to
exist) of their matrix argument, respectively.1 Similarly for
the function si(·), smax(·), and smin(·) which return singular
values instead. Finally, we assume that ‖ · ‖ is the `2 norm.
Problem statement The following theorem from Hein
et al. (2019) shows that ReLU networks exhibit arbitrarily
high confidence far away from the training data: If a point
x ∈ Rn is scaled by a sufficiently large scalar δ > 0, the
input δx attains arbitrarily high confidence.
Theorem 2.1 (Hein et al., 2019). Let Rd = ∪Rr=1Qr
and f |Qr (x) = Urx + cr be the piecewise affine repre-
sentation of the output of a ReLU network on Qr. Sup-
pose that Ur does not contain identical rows for all
r = 1, . . . , R, then for almost any x ∈ Rn and any
 > 0, there exists a δ > 0 and a class i ∈ {1, . . . , k}
such that it holds softmax(f(δx), i) ≥ 1 − . Moreover,
limδ→∞ softmax(f(δx), i) = 1.
It is standard to treat neural networks as probabilistic
models of the conditional distribution p(y|x,θ) over the
prediction y. In this case, we define the confidence of
any input point x as the maximum predictive probability,
which in the case of a binary problem, can be written as
maxi∈{0,1} p(y = i|x,θ) = σ(|fθ(x)|). Standard training
involves assigning a maximum a posteriori (MAP) estimate
θMAP to the weights, ignoring potential uncertainty on θ. We
will show that this lack of uncertainty is the primary cause
of the overconfidence discussed by Hein et al. (2019) and ar-
gue that it can be mitigated by considering the marginalized
prediction in (1) instead.
Even for a linear classifier parametrized by a single weight
matrix θ = w, there is generally no analytic solution for
(1). But, good approximations exist when the distribution
over the weights is a Gaussian p(w|D) ≈ N (w|µ,Σ)
with mean µ and covariance Σ. One such approximation
(Spiegelhalter & Lauritzen, 1990; MacKay, 1992a) is con-
structed by scaling the input of the probit function2 Φ by
a constant λ =
√
pi/8 . Using this approximation and the
Gaussian assumption, if we let a := w>φ, we get
p(y = 1|x,D) ≈
∫
Φ(
√
pi/8 a)N (a|µ>φ,φ>Σφ) da
= Φ
(
µ>φ√
8/pi + φ>Σφ
)
≈ σ (z(x)) ,
(3)
1We assume they are sorted in a descending order.
2The probit function Φ is another sigmoid, the distribution
function (CDF) of the standard Gaussian.
where the last step uses the approximation Φ(
√
pi/8x) ≈
σ(x) a second time, with
z(x) :=
µ>φ√
1 + pi/8φ>Σφ
. (4)
In the case of µ = wMAP, Equation (3) can be seen as the
“softened” version of the MAP prediction of the classifier,
using the covariance of the Gaussian. The confidence in this
case is maxi∈{0,1} p(y = i|x,D) = σ(|z(x)|).
We can generalize the previous insight to the case where the
parameters of the feature map φ are also approximated by a
Gaussian. Let θ ∈ Rp be the parameter vector of a NN fθ :
Rn → R with a given Gaussian approximation p(θ|D) ≈
N (θ|µ,Σ). Let x ∈ Rn be an arbitrary input point. Letting
d := ∇fθ(x)|µ, we do a first-order Taylor expansion of
fθ at µ (MacKay, 1995): fθ(x) ≈ fµ(x) + d>(θ − µ).
This implies that the distribution over fθ(x) is given by
p(fθ(x)|x,D) ≈ N (fθ(x)|fµ(x),d>Σd). Therefore, we
have
z(x) :=
fµ(x)√
1 + pi/8 d>Σd
. (5)
It is easy to see that (4) is indeed a special case of (5).
As the first notable property of this approximation, we show
that, in contrast to some other methods for uncertainty quan-
tification (e.g. Monte Carlo dropout, Gal & Ghahramani,
2016) it preserves the decision boundary induced by the
MAP estimate.
Proposition 2.2 (Invariance property). Let fθ : Rn → R
be a binary classifier network parametrized by θ and let
N (θ|µ,Σ) be the distribution over θ. Then for any x ∈ Rn,
we have σ(fµ(x)) = 0.5 if and only if σ(z(x)) = 0.5.
This property is useful in practice, particularly whenever
µ = θMAP, since it guarantees that employing a Gaussian
approximation on top of a MAP-trained network will not
reduce the original classification accuracy. Virtually all
state-of-the-art models in deep learning are trained via MAP
estimation and sacrificing the classification performance that
makes them attractive in the first place would be a waste.
2.2. Main Results
As our central theoretical contribution, we show that for
any x ∈ Rn, as δ →∞, the value of |z(δx)| in (5) goes to
a quantity that only depends on the mean and covariance
of the Gaussian over the weights. Moreover, this property
also holds in the finite asymptotic regime, far enough from
the training data. This result implies that one can drive
the confidence closer to the uniform (one-half) far away
from the training points by shifting |z(x)| closer to zero by
controlling the Gaussian. We formalize this result in the
following theorem. The situation is illustrated in Figure 2.
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Figure 2. The situation in Theorems 2.3 and 2.4. The intersections
of gray lines are the linear regions.
Theorem 2.3 (All-layer approximation). Let fθ : Rn → R
be a binary ReLU classification network parametrized by
θ ∈ Rp with p ≥ n, and let N (θ|µ,Σ) be the Gaussian
approximation over the parameters. Then for any input
x ∈ Rn,
lim
δ→∞
σ(|z(δx)|) ≤ σ
(
‖u‖
smin (J)
√
pi/8λmin(Σ)
)
, (6)
where u ∈ Rn is a vector depending only on µ and the
n× p matrix J := ∂u∂θ
∣∣
µ
is the Jacobian of u w.r.t. θ at µ.
Moreover, if fθ has no bias parameters, then there exists
α > 0 such that for any δ ≥ α, we have that
σ(|z(δx)|) ≤ lim
δ→∞
σ(|z(δx)|) .
The following question is practically interesting: Do we
have to construct a probabilistic (Gaussian) uncertainty to
the whole ReLU network for the previous property (The-
orem 2.3) to hold? Surprisingly, the answer is no. The
following theorem establishes that a guarantee similar to
Theorem 2.3, is feasible even if only the last layer’s weights
are assigned a Gaussian distribution. This amounts to a
form of Bayesian logistic regression, where the features are
provided by the ReLU network.
Theorem 2.4 (Last-layer approximation). Let g : Rd → R
be a binary linear classifier defined by g(φ(x)) := w>φ(x)
where φ : Rn → Rd is a fixed ReLU network and let
N (w|µ,Σ) be the Gaussian approximation over the last-
layer’s weights. Then for any input x ∈ Rn,
lim
δ→∞
σ(|z(δx)|) ≤ σ
(
‖µ‖√
pi/8λmin(Σ)
)
. (7)
Moreover, if φ has no bias parameters, then there exists
α > 0 such that for any δ ≥ α, we have that
σ(|z(δx)|) ≤ lim
δ→∞
σ(|z(δx)|) .
We show, using the same toy dataset and Gaussian-based
last-layer Bayesian method as in Figure 1, an illustration of
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Figure 3. Absolute logit—|fθMAP (δx)| for MAP and |z(δx)| for
Bayesian—and confidence of the toy dataset in Figure 1 as func-
tions of δ. Each plot shows the mean and ±3 standard deviation
over the test set.
the previous results in Figure 3. Confirming the findings, for
each input x, the Gaussian approximation drives |z(δx)| to a
constant for sufficiently large δ. Note that on true data points
(δ = 1), the confidences remain high and the convergence
occurs at some finite δ.
Taken together, the results above formally validate the usage
of the common Gaussian approximations of the weights dis-
tribution, both in Bayesian (MacKay, 1992b; Graves, 2011;
Blundell et al., 2015, etc.) or non-Bayesian (Franchi et al.,
2019; Lu et al., 2020, etc.) fashions, on ReLU networks
for mitigating overconfidence problems. Furthermore, The-
orem 2.4 shows that a full-blown Gaussian approximation
or Bayesian treatment (i.e. on all layers of a NN) is not re-
quired to achieve control over the confidence far away from
the training data. Put simply, even being “just a bit Bayesian”
is enough to overcome at least asymptotic overconfidence.
We will show in the experiments (Section 4.3) that the same
Bayesian treatment also mitigates asymptotic confidence
in the multi-class case. However, extending the theoretical
analysis to this case is not straightforward, even with ana-
lytic approximations such as those by Gibbs (1998) and Wu
et al. (2019).
2.3. Laplace Approximations
The results in the previous section imply that the asymp-
totic confidence of a Gaussian-approximated binary ReLU
classifier—either via a full or last-layer approximation—can
be driven closer to uniform by controlling the covariance. In
this section, we analyze the case when a Bayesian method
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in the form of a Laplace approximation is employed for
obtaining the Gaussian. Although Laplace approximations
are currently less popular than variational Bayes (VB), they
have useful practical benefits: (i) they can be applied to
any pre-trained network, (ii) whenever the approximation
(5) can be employed, Proposition 2.2 holds, and (iii) no
re-training is needed. Indeed, Laplace approximations can
be attractive to practitioners who already have a working
MAP-trained network, but want to enhance its uncertainty
estimates further without decreasing performance.
The principle of Laplace approximations is as follows. Let
p(θ|D) ∝ p(θ)∏x,t∈D p(y = t|x,θ) be the posterior of a
network fθ . Then we can obtain a Gaussian approximation
p(θ|D) ≈ N (θ|µ,Σ) of the posterior by setting µ = θMAP
and Σ := (−∇2 log p(θ|D)|θMAP)−1, the inverse Hessian
of the negative log-posterior at the mode. In the binary
classification case, the likelihood p(y|x,w) is assumed to
be a Bernoulli distribution B(σ(fθ(x))). The prior p(θ) is
assumed to be an isotropic Gaussian N (θ|0, σ20I).
While the prior variance σ20 is tied to the MAP estimation
(it can be derived from the weight decay), it is often treated
as a separate hyperparameter and tuned after training (Ritter
et al., 2018). This treatment is useful in the case when one
has only a pre-trained network and not the original training
hyperparameters. Under this situation, in the following
proposition, we analyze the effect of σ20 on the asymptotic
confidence presented by Theorem 2.3. The statement for the
last-layer case is analogous and presented in Appendix A.
Proposition 2.5 (All-layer Laplace). Let fθ be a binary
ReLU classification network modeling a Bernoulli distribu-
tion p(y|x,θ) = B(σ(fθ(x))) with parameter θ ∈ Rp. Let
N (θ|µ,Σ) be the posterior obtained via a Laplace approx-
imation with prior N (θ|0, σ20I), H be the Hessian of the
negative log-likelihood at µ, and J be the Jacobian as in
Theorem 2.3. Then for any input x ∈ Rn, the confidence
σ(|z(x)|) is a decreasing function of σ20 with limits
lim
σ20→∞
σ(|z(x)|) ≤ σ
(
|fµ(x)|
1 +
√
pi/8λmax(H)‖Jx‖2
)
lim
σ20→0
σ(|z(x)|) = σ(|fµ(x)|) .
The result above shows that the “far-away” confidence de-
creases (up to some limit) as the prior variance increases.
Meanwhile, we recover the far-away confidence induced by
the MAP estimate as the prior variance goes to zero. One
could therefore pick a value of σ20 as high as possible for mit-
igating overconfidence. However, this is undesirable since it
also lowers the confidence of the training data and test data
around them (i.e. the so-called in-distribution data), thus,
causing underconfident predictions. Another common way
to set this hyperparameter is by maximizing the validation
log-likelihood (Ritter et al., 2018). This is also inadequate
for our purpose since it only considers points close to the
training data.
Inspired by Hendrycks et al. (2019) and Hein et al.
(2019), we simultaneously prefer high confidence on the
in-distribution validation set and low confidence (high en-
tropy) on the out-of-distribution validation set. Let Dˆ :=
{xˆi, tˆi}mi=1 be a validation set and D˜ := {x˜i}mi=1 be an
out-of-distribution dataset. We then pick the optimal σ20 by
solving the following one-parameter optimization problem:
arg min
σ20
− 1
m
m∑
i=1
log p(y = tˆi|xˆi,D) + λH[p(y|x˜i,D)] ,
(8)
where λ ∈ [0, 1] is controlling the trade-off between both
terms. The first term in (8) is the standard cross-entropy
loss over Dˆ while the second term is the negative predic-
tive entropy over D˜. Alternatively, the second term can
be replaced by the cross-entropy loss where the target is
the uniform probability vector. In all our experiments, we
simply assume that D˜ is a collection of uniform noise in the
input space.
3. Related Work
The overconfidence problem of deep neural networks, and
thus ReLU networks, has long been known in the deep learn-
ing community (Nguyen et al., 2015), although a formal
description was only delivered recently. Many methods
have been proposed to combat or at least detect this issue.
Post-hoc heuristics based on temperature or Platt scaling
(Platt et al., 1999; Guo et al., 2017; Liang et al., 2018) are
unable to detect inputs with arbitrarily high confidence far
away from the training data (Hein et al., 2019).
Many works on uncertainty quantification in deep learning
have recently been proposed. Gast & Roth (2018) proposed
lightweight probabilistic networks via assumed density fil-
tering. Malinin & Gales (2018; 2019); Sensoy et al. (2018)
employ a Dirichlet distribution to model the distribution of a
network’s output. Lakshminarayanan et al. (2017) quantify
predictive uncertainty based on the idea of model ensem-
bling and frequentist calibration. Hein et al. (2019) proposed
enhanced training objectives based on robust optimization to
mitigate this issue. Meinke & Hein (2020) proposed a simi-
lar approach with provable guarantees. However, they either
lack in their theoretical analysis or do not employ probabilis-
tic or Bayesian approximations. Our results, meanwhile,
provide a theoretical justification to the commonly-used
Gaussian approximations of NNs’ weights, both Bayesian
(Graves, 2011; Blundell et al., 2015; Louizos & Welling,
2016; Maddox et al., 2019, etc.) and non-Bayesian (Franchi
et al., 2019; Lu et al., 2020, etc.).
Bayesian methods have long been thought to mitigate the
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Figure 4. Binary (top) and multi-class (bottom) toy classification problem. Background color represents confidence.
overconfidence problem on any neural network (MacKay,
1992a). Empirical evidence supporting this intuition has also
been presented (Liu et al., 2019; Wu et al., 2019, etc.). Our
results complement these with a theoretical justification for
the ReLU-logistic case. Furthermore, our theoretical results
show that, in some cases, an expensive Bayesian treatment
over all layers of a network is not necessary (Theorem 2.4).
Our results are thus theoretically validating the usage of
Bayesian generalized linear models (Gelman et al., 2008)
(especially in conjunction with ReLU features) and last-
layer Bayesian methods (Snoek et al., 2015; Wilson et al.,
2016a;b; Riquelme et al., 2018); and complementing the
empirical analyses of Ober & Rasmussen (2019) and Brosse
et al. (2020).
4. Experiments
We corroborate our theoretical results via four experiments
using various Gaussian-based Bayesian methods. In Sec-
tion 4.1 we visualize the confidence of 2D binary and multi-
class toy datasets. In Section 4.2 we empirically validate
our main result that the confidence of binary classification
datasets approaches finite constants as δ increases. Further-
more, we show empirically that this property also holds in
the multi-class case, along with the usefulness of Bayesian
methods in standard OOD detection tasks in Section 4.3.
Finally, in Section 4.4, we show that our results also hold in
the case of last-layer Gaussian processes.
Unless stated otherwise, we use LeNet (for MNIST) or
ResNet-18 (for CIFAR-10, SVHN, CIFAR-100) architec-
tures. We train these networks by following the procedure
described by Meinke & Hein (2020) (Appendix C). To ob-
tain the optimal hyperparameter σ20 , we follow (8) with λ
set to 0.25. We mainly use a last-layer Laplace approxi-
mation (LLLA)3 where a Laplace approximation with an
exact Hessian or its Kronecker factors is applied only to
the last layer of a network (Appendix B). Whenever the ap-
proximations of predictive distribution in (4) and (5) cannot
be used, we compute them via Monte Carlo integrations
with 100 posterior samples. Other Laplace approximations
that we use will be introduced in the subsection where they
are first employed. Besides the vanilla MAP method, we
use the temperature scaling method (Guo et al., 2017) as a
baseline since it claims to give calibrated predictions in the
frequentist sense. In particular, the optimal temperature is
found via a validation log-likelihood maximization using
PyCalib (Wenger et al., 2019). For each dataset that we use,
we obtain a validation set via a random split from the respec-
tive test set.4 Lastly, all numbers reported in this section are
averages along with their standard deviations over 10 trials.
4.1. Toy Dataset
Here, the dataset is constructed by sampling the input points
from k independent Gaussians. The corresponding targets
indicate from which Gaussian the point was sampled. We
use a 3-layer ReLU network with 20 hidden units at each
layer. We use the exact Hessian and the full generalized-
Gauss-Newton (GGN) approximation of the Hessian for
the case of LLLA and all-layer Laplace approximations,
respectively.
We show the results for the binary and multi-class cases in
Figure 4. The MAP predictions have high confidence every-
where except at the region close to the decision boundary.
Temperature scaling assigns low confidence to the train-
ing data, while assigning high confidence far away from
3https://github.com/wiseodd/last_layer_laplace.
4We use 50, 1000, and 2000 points for the toy, binary, and
multi-class classification cases, respectively.
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Figure 5. Confidence of MAP (top row), temperature scaling (middle row), and LLLA (bottom row) as functions of δ over the test sets of
binary classification datasets. Thick blue lines and shades correspond to means and ±3 standard deviations, respectively. Dashed lines
signify the desirable confidence for δ sufficiently high.
them. LLLA, albeit simple, yields high confidence close
to the training points and high uncertainty otherwise, while
maintaining the MAP’s decision boundary. Furthermore,
we found that the all-layer Laplace approximation makes
the aforementioned finding stronger: the boundaries of the
high-confidence regions are now closer to the training data.
4.2. Binary Classification
We validate our theoretical finding by plotting the test confi-
dence of various binary classification datasets as functions
of δ. Each dataset is constructed by picking two classes
which are most difficult to distinguish, based on the confu-
sion matrix of the corresponding multi-class problem.
As shown in Figure 5, both MAP (top row) and temper-
ature scaling (middle row) methods are overconfident for
sufficiently large δ. Meanwhile, LLLA which represents
Bayesian methods, mitigates this issue: As δ increases, the
confidence converges to some constant close to the uniform
confidence (one-half). Moreover, when δ = 1 (the case of
in-distribution data), LLLA retains higher confidence.
Table 1 further quantifies the results where we treat col-
lections of 2000 uniform noise images scaled by δ = 100
as the OOD datasets. Note that, while the resulting data
points are not in the image space anymore, this construc-
tion is useful to assess the effectiveness of the Bayesian
methods in unbounded problems. We report the standard
metrics proposed by Hendrycks & Gimpel (2017): mean-
maximum-confidence (MMC) and area-under-ROC-curve
(AUR). Confirming our finding in Figure 5, LLLA is able to
detect OOD data with high accuracy: for the chosen values
of δ, the MMC and AUR values are close to the ideal values
of 50 and 100, respectively. Both MAP and temperature
scaling fail to do so since their confidence estimates saturate
to one. These results (i) confirm our theoretical analysis in
Section 2, (ii) show that even a simple Bayesian method
yields good uncertainty estimates, and (iii) temperature scal-
ing is not calibrated for outliers far-away from the training
data.5
4.3. Multi-class Classification
We also show empirically that Bayesian methods yield a sim-
ilar behavior in multi-class settings. On top of LLLA, rep-
resenting Bayesian methods, we employ various other scal-
able Laplace approximation techniques: diagonal Laplace
approximation (DLA) where a diagonal Gaussian is used to
approximate the posterior over all layers of a network, and
Kronecker-factored Laplace approximation (KFLA) (Ritter
et al., 2018) where a matrix-variate normal is used to ap-
proximate the posterior over all layers. We use 20 posterior
samples for both DLA and KFLA. We refer the reader to
Appendix B for details.
For each training dataset we evaluate all methods both in the
non-asymptotic (the corresponding OOD test datasets, e.g.
5This confirms the theoretical arguments of Hein et al. (2019).
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Table 1. OOD detection for far-away points in binary classification settings. The in-distribution datasets are Binary-MNIST, Binary-
CIFAR10, Binary-SVHN, and Binary-CIFAR100. Each OOD dataset is obtained by scaling uniform noise images in the corresponding
input space of the in-distribution dataset with δ = 100. All values are means and standard deviations over 10 trials.
MAP +Temp. +LLLA
MMC ↓ AUR ↑ MMC ↓ AUR ↑ MMC ↓ AUR ↑
Binary-MNIST 99.9±0.0 - 100.0±0.0 - 79.4±0.9 -
Noise (δ = 100) 100.0±0.0 0.2±0.1 100.0±0.0 45.1±5.8 67.5±0.8 99.6±0.1
Binary-CIFAR10 96.3±0.3 - 90.5±0.6 - 76.4±0.3 -
Noise (δ = 100) 98.9±1.0 11.3±10.3 97.6±2.2 11.3±10.3 50.6±0.1 99.5±0.1
Binary-SVHN 99.4±0.0 - 98.2±0.1 - 80.7±0.1 -
Noise (δ = 100) 98.8±0.6 50.5±42.3 95.9±3.0 50.5±42.3 51.2±0.6 99.8±0.1
Binary-CIFAR100 94.5±0.5 - 74.5±2.9 - 66.7±0.5 -
Noise (δ = 100) 100.0±0.0 1.5±0.7 100.0±0.0 0.0±0.0 53.5±0.1 93.6±1.8
Table 2. Multi-class OOD detection results for MAP, last-layer Laplace (LLLA), (all-layers) diagonal Laplace (DLA), and (all-layers)
Kronecker-Factored Laplace (KFLA). Each “far-away” Noise dataset is constructed as in Table 1 with δ = 2000. All values are averages
and standard deviations over 10 trials.
MAP +Temp. +LLLA +DLA +KFLA
MMC ↓ AUR ↑ MMC ↓ AUR ↑ MMC ↓ AUR ↑ MMC ↓ AUR ↑ MMC ↓ AUR ↑
MNIST - MNIST 99.2±0.0 - 99.5±0.1 - 98.4±0.2 - 84.5±0.2 - 92.9±0.3 -
MNIST - EMNIST 82.3±0.0 89.2±0.1 87.6±1.4 88.9±0.2 70.2±1.9 92.0±0.4 54.5±0.3 87.7±0.4 58.7±0.4 89.6±0.3
MNIST - FMNIST 66.3±0.0 97.4±0.0 75.2±2.5 97.1±0.1 56.0±1.8 98.2±0.2 42.5±0.1 96.3±0.1 39.9±0.5 98.6±0.1
MNIST - Noise (δ = 2000) 100.0±0.0 0.1±0.0 100.0±0.0 6.8±4.1 99.9±0.0 9.6±0.7 84.9±1.3 53.7±3.1 55.6±2.0 97.3±0.4
CIFAR10 - CIFAR10 97.1±0.1 - 95.4±0.2 - 92.8±1.1 - 88.4±0.1 - 86.5±0.1 -
CIFAR10 - SVHN 62.5±0.0 95.8±0.1 54.6±0.6 96.1±0.0 45.9±1.6 96.4±0.1 43.3±0.1 95.5±0.1 43.0±0.1 94.8±0.1
CIFAR10 - LSUN 74.5±0.0 91.9±0.1 66.9±0.6 92.2±0.1 57.4±1.9 92.7±0.4 49.0±0.5 92.8±0.3 47.6±0.4 92.2±0.2
CIFAR10 - Noise (δ = 2000) 98.7±0.2 10.9±0.4 98.4±0.2 10.0±0.5 17.4±0.0 100.0±0.0 60.7±2.0 89.6±1.1 61.8±1.5 87.6±0.9
SVHN - SVHN 98.5±0.0 - 97.4±0.2 - 93.2±1.0 - 88.8±0.0 - 90.8±0.0 -
SVHN - CIFAR10 70.4±0.0 95.4±0.0 64.1±0.9 95.4±0.0 43.4±2.1 97.2±0.1 38.0±0.1 97.6±0.0 41.2±0.1 97.5±0.0
SVHN - LSUN 71.7±0.0 95.5±0.0 65.4±1.0 95.6±0.0 44.3±2.3 97.3±0.1 39.5±0.7 97.5±0.2 42.0±0.6 97.5±0.1
SVHN - Noise (δ = 2000) 98.7±0.1 11.9±0.6 98.4±0.1 11.0±0.6 27.5±0.1 99.6±0.0 60.8±1.6 92.8±0.6 62.4±2.0 94.0±0.5
CIFAR100 - CIFAR100 81.2±0.1 - 78.9±0.8 - 74.6±0.2 - 76.4±0.2 - 73.4±0.2 -
CIFAR100 - SVHN 53.5±0.0 78.8±0.1 49.2±1.2 79.2±0.1 42.7±0.3 80.4±0.2 46.0±0.1 79.6±0.2 41.4±0.1 80.1±0.2
CIFAR100 - LSUN 50.7±0.0 81.0±0.1 46.8±1.1 81.1±0.1 39.8±0.2 82.6±0.2 43.5±0.3 81.5±0.2 39.7±0.4 81.6±0.3
CIFAR100 - Noise (δ = 2000) 99.5±0.1 2.8±0.2 99.4±0.1 2.6±0.2 5.9±0.0 99.9±0.0 41.5±1.5 84.2±0.9 37.1±1.3 84.2±0.8
SVHN and LSUN for CIFAR-10) and asymptotic (Noise
datasets) regime. Each “far-away” Noise dataset is con-
structed by scaling 2000 uniform noise images in the cor-
responding input space with δ = 2000. As in the previous
section, we report the MMC and AUR metrics.
As presented in Table 2, all the Bayesian methods improve
the OOD detection performance of the base models both in
the non-asymptotic and asymptotic regime. Especially in the
asymptotic regime, all the Bayesian methods perform well,
empirically confirming our hypothesis that our theoretical
analysis carries over to the multi-class setting. Meanwhile,
both MAP’s and temperature scaling’s MMC and AUR are
close to 100 and 0, respectively.6 Moreover, while LLLA
is the simplest Bayesian method in this experiment, it often
outperforms DLA and KFLA. Our finding agrees with the
prior observation that last-layer Bayesian approximations
are often sufficient (Ober & Rasmussen, 2019; Brosse et al.,
6I.e. the worst values for those metrics.
2020). Furthermore, in Appendix D we also show that we
can apply Laplace approximations on top of prior OOD
detection methods such as ACET (Hein et al., 2019) and
Outlier-Exposure (Hendrycks et al., 2019) to achieve state-
of-the-art performance in the non-asymptotic regime, while
also having high uncertainty in the asymptotic regime.
In Table 3, we present the computational cost analysis in
terms of wall-clock time. We measure the time required for
each method to do posterior inference (or finding the optimal
temperature) and to make predictions. While MAP and tem-
perature scaling are fast, as we have shown in the previous
results, they are overconfident. Among the Bayesian meth-
ods, since the cost of LLLA is constant w.r.t. the network
depth, we found that it is up to two orders of magnitude
faster than DLA and KFLA when making predictions. All in
all, this finding, combined with the previous results, makes
this simple Bayesian method attractive in applications.
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Table 3. Wall-clock time (in second) of posterior inferences and
predictions over test sets.
MNIST CIFAR-10 SVHN CIFAR-100
Inference
MAP - - - -
+Temp. 0.0 0.0 0.0 0.0
+LLLA 1.8 23.0 33.7 23.1
+DLA 1.3 22.9 33.6 23.0
+KFLA 4.3 78.1 115.1 78.6
Prediction
MAP 0.4 1.2 2.7 1.2
+Temp. 0.4 1.2 2.7 1.2
+LLLA 0.9 1.7 4.3 1.6
+DLA 7.3 100.0 260.6 100.4
+KFLA 21.5 151.0 392.8 151.7
Table 4. Multi-class OOD detection results for deep kernel learning
(DKL). Each “far-away” Noise dataset is constructed as in Table 2
with δ = 2000. All values are averages and standard deviations
over 10 trials.
Train - Test MMC ↓ AUR ↑
MNIST - MNIST 99.6±0.0 -
MNIST - EMNIST 83.9±0.0 94.4±0.1
MNIST - FMNIST 70.6±0.1 98.8±0.0
MNIST - Noise 58.6±0.5 99.7±0.0
CIFAR10 - CIFAR10 97.5±0.0 -
CIFAR10 - SVHN 50.6±0.1 98.6±0.0
CIFAR10 - LSUN 77.9±0.3 93.4±0.1
CIFAR10 - Noise 56.5±0.7 98.5±0.1
SVHN - SVHN 98.6±0.0 -
SVHN - CIFAR10 72.7±0.0 96.0±0.0
SVHN - LSUN 76.7±0.1 95.1±0.1
SVHN - Noise 48.6±0.7 99.4±0.0
CIFAR100 - CIFAR100 80.5±0.0 -
CIFAR100 - SVHN 72.7±0.1 63.1±0.1
CIFAR100 - LSUN 66.8±0.4 69.7±0.3
CIFAR100 - Noise 43.1±1.1 90.3±0.7
4.4. Last-layer Gaussian Processes
It has been shown that Gaussian-approximated linear models
with infinitely many features, e.g. two-layer networks with
infinitely wide hidden layers, are equivalent to Gaussian
processes (Neal, 1996). In the language of Theorem 2.4,
this is the case when the dimension of the feature space
Rd goes to infinity. It is therefore interesting to see, at
least empirically, whether low asymptotic confidence is also
attained in this case.
While unlike LLLA, deep kernel learning (DKL, Wilson
et al., 2016a;b) is not a post-hoc method, it is a suitable
model for showcasing our theory in the case of last-layer
Gaussian processes. We therefore train stochastic varia-
tional DKL models (Wilson et al., 2016b) which use the
same networks used in the previous experiment (minus the
top layer) as their feature extractors, following the imple-
mentation provided by GPyTorch (Gardner et al., 2018).
The training protocol is identical as before (cf. Appendix C).
To compute each prediction, we use 20 samples from the
Gaussian process posterior. We are mainly interested in the
performance of DKL in term of multi-class OOD detection
(both in asymptotic and non-asymptotic regimes), similar to
the previous section.
The results are presented in Table 4. When compared to the
results of the MAP estimation in Table 2, we found that DKL
is able to mitigate asymptotic overconfidence (see results
against the Noise dataset). These results empirically verify
that our analysis also holds in the non-parametric infinite-
width regime. Nevertheless, we found that LLLA generally
outperforms DKL both in term of MMC and AUR metrics.
This finding, along with the simplicity and efficiency of
LLLA make it more attractive than DKL, especially since
DKL requires retraining and thus cannot simply be applied
to pre-trained ReLU networks.
5. Conclusion
We have shown analytically that Gaussian approximations of
weights distributions, when applied on binary ReLU classifi-
cation networks, can mitigate the asymptotic overconfidence
problem that plagues deep learning. While this behavior
does not seem surprising—indeed, Gaussian-based approx-
imate Bayesian methods have empirically been known to
give good uncertainty estimates—formal statements regard-
ing this property had been missing. Our results provide
some of these statements. Furthermore, we have shown,
both theoretically and empirically, that a sufficient condi-
tion for good uncertainty estimates in ReLU networks is to
be “a bit Bayesian”: apply a Gaussian-based probabilistic
method, in particular a Bayesian one, to the last layer of
the network. Our analysis further validates the common us-
age of approximate inference methods—both Bayesian and
non-Bayesian—which leverage the Gaussian distribution.
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A. Proofs
In the followings, the norm ‖ · ‖ is the standard `2-norm.
Proposition 2.2 (Invariance property). Let fθ : Rn → R
be a binary classifier network parametrized by θ and let
N (θ|µ,Σ) be the distribution over θ. Then for any x ∈ Rn,
we have σ(fµ(x)) = 0.5 if and only if σ(z(x)) = 0.5.
Proof. Let x ∈ Rn be arbitrary and denote µf := fθMAP(x)
and vf := d(x)>Σd(x). For the forward direction, sup-
pose that σ(µf ) = 0.5. This implies that µf = 0, and we
have σ(0/(1 + pi/8 vf )1/2) = σ(0) = 0.5. For the reverse
direction, suppose that σ(µf/(1 + pi/8 vf )1/2) = 0.5. This
implies µf/(1 + pi/8 vf )1/2 = 0. Since the denominator of
the l.h.s. is positive, it follows that µf must be 0, implying
that σ(µf ) = 0.5.
Lemma A.1 (Hein et al., 2019). Let {Qi}Rl=1 be the set
of linear regions associated to the ReLU network f :
Rn → Rk. For any x ∈ Rn there exists an α > 0 and
t ∈ {1, . . . , R} such that δx ∈ Qt for all δ ≥ α. Fur-
thermore, the restriction of f to Qt can be written as an
affine function U>x + c for some suitable U ∈ Rn×k and
c ∈ Rk.
Theorem 2.3 (All-layer approximation). Let fθ : Rn → R
be a binary ReLU classification network parametrized by
θ ∈ Rp with p ≥ n, and let N (θ|µ,Σ) be the Gaussian
approximation over the parameters. Then for any input
x ∈ Rn,
lim
δ→∞
σ(|z(δx)|) ≤ σ
(
‖u‖
smin (J)
√
pi/8λmin(Σ)
)
, (6)
where u ∈ Rn is a vector depending only on µ and the
n× p matrix J := ∂u∂θ
∣∣
µ
is the Jacobian of u w.r.t. θ at µ.
Moreover, if fθ has no bias parameters, then there exists
α > 0 such that for any δ ≥ α, we have that
σ(|z(δx)|) ≤ lim
δ→∞
σ(|z(δx)|) .
Proof. By Lemma 3.1 of Hein et al. (2019) (also presented
in Lemma A.1) there exists an α > 0 and a linear region R,
along with u ∈ Rn and c ∈ R, such that for any δ ≥ α, we
have that δx ∈ R and the restriction fθ|R can be written as
u>x + c. Note that, for any such δ, the vector u and scalar
c are constant w.r.t. δx. Therefore for any such δ, we can
write the gradient d(δx) as follows:
d(δx) =
∂(δu>x)
∂θ
∣∣∣∣
µ
+
∂c
∂θ
∣∣∣∣
µ
= δ
∂u
∂θ
∣∣∣∣>
µ
x +
∂c
∂θ
∣∣∣∣
µ
= δ
(
J>x +
1
δ
∇θ c|µ
)
. (9)
Hence, by (5),
|z(δx)| = |δu
>x + c|√
1 + pi/8 d(δx)>Σd(δx)
=
|δ(u>x + 1δ c)|√
1 + pi/8 δ2(J>x + 1δ∇θ c|µ)>Σ(J>x + 1δ∇θ c|µ)
=
δ|(u>x + 1δ c)|
δ
√
1
δ2 + pi/8 (J
>x + 1δ∇θ c|µ)>Σ(J>x + 1δ∇θ c|µ)
Now, notice that as δ →∞, 1/δ2 and 1/δ goes to zero. So,
in the limit, we have that
lim
δ→∞
|z(δx)| = |u
>x|√
pi/8 (J>x)>Σ(J>x)
.
Using the Cauchy-Schwarz inequality and Lemma A.3, we
can upper-bound this limit with
lim
δ→∞
|z(δx)| ≤ ‖u‖‖x‖√
pi/8λmin(Σ)‖J>x‖2
.
The following lemma is needed to get the desired result.
Lemma A.2. Let A ∈ Rm×n and z ∈ Rn with m ≥ n,
then ‖Az‖2 ≥ s2min(A)‖z‖2.
Proof. By SVD, A = USV>. Notice that U,V are or-
thogonal and thus are isometries, and that S is a rectangular
diagonal matrix with n non-zero elements. Therefore,
‖U(SV>z)‖2 = ‖SV>z‖2 =
n∑
i=1
s2i (A)(V
>z)2i
≥ s2min(A)
n∑
i=1
(V>z)2i
= s2min(A)‖V>z‖2 = s2min(A)‖z‖2 ,
(10)
thus the proof is complete.
Notice that J> ∈ Rp×n with p ≥ n by our hypothesis.
Therefore, using the previous lemma on ‖J>x‖2 in con-
junction with smin(J) = smin(J>), we conclude that
lim
δ→∞
|z(δx)| ≤ ‖u‖‖x‖√
pi/8λmin(Σ) s2min(J)‖x‖2
=
‖u‖
smin(J)
√
pi/8λmin(Σ)
, (11)
thus the first result is proved.
To prove the second statement, let L := limδ→∞ |z(δx)|.
Since L is the limit of |z|Q(δx)| in the linear regionQ given
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by Lemma A.1, it is sufficient to show that the function
(0,∞]→ R defined by δ 7→ |z|Q(δx)| is increasing.
For some suitable choices of u ∈ Rn that depends on µ,
we can write the restriction of the “point-estimated” ReLU
network fµ|Q(x) as u>x by definition of ReLU network
and since we assume that f has no bias parameters. Further-
more, we let the matrix J := ∂u∂θ |µ to be the Jacobian of u
w.r.t. θ at µ. Therefore for any δ ≥ α, we can write as a
function of δ:
|z|Q(δx)| = |δu
>x|√
1 + pi/8 δ2 (J>x)>Σ(J>x)
=:
|δa|√
1 + pi/8 δ2 b
,
where for simplicity we have let a := u>x and b :=
(J>x)>Σ(J>x). The derivative is therefore given by
d
dδ
|z|Q(δx)| = δ|a|
(1 + δ2b)
3
2 |δ|
and since Σ is positive-definite, it is non-negative for δ ∈
(0,∞]. Thus we conclude that |z|Q(δx)| is an increasing
function.
Theorem 2.4 (Last-layer approximation). Let g : Rd → R
be a binary linear classifier defined by g(φ(x)) := w>φ(x)
where φ : Rn → Rd is a fixed ReLU network and let
N (w|µ,Σ) be the Gaussian approximation over the last-
layer’s weights. Then for any input x ∈ Rn,
lim
δ→∞
σ(|z(δx)|) ≤ σ
(
‖µ‖√
pi/8λmin(Σ)
)
. (7)
Moreover, if φ has no bias parameters, then there exists
α > 0 such that for any δ ≥ α, we have that
σ(|z(δx)|) ≤ lim
δ→∞
σ(|z(δx)|) .
Proof. By Lemma 3.1 of Hein et al. (2019) there exists
α > 0 and a linear region R, along with U ∈ Rd×n and
c ∈ Rd, such that for any δ ≥ α, we have that δx ∈ R and
the restriction φ|R can be written as Ux + c. Therefore, for
any such δ,
|z ◦ φ|R(δx)| = |µ
>(δUx + c)|√
1 + pi/8 (δUx + b)>Σ(δUx + c)
=
|µ>(Ux + 1δc)|√
1
δ2 + pi/8 (Ux +
1
δc)
>Σ(Ux + 1δc)
Now, notice that as δ →∞, 1/δ2 and 1/δ goes to zero. So,
in the limit, we have that
lim
δ→∞
|z ◦ φ|R(δx)| = |µ
>(Ux)|√
pi/8 (Ux)>Σ(Ux)
.
We need the following lemma to obtain the bound.
Lemma A.3. Let x ∈ Rn be a vector and A ∈ Rn×n be
an SPD matrix. If λmin(A) is the minimum eigenvalue of A,
then x>Ax ≥ λmin‖x‖2.
Proof. Since A is SPD, it admits an eigendecomposition
A = QΛQ> and Λ = Λ
1
2 Λ
1
2 makes sense. Therefore, by
keeping in mind that Q>x is a vector in Rn, we have
x>Ax = x>QΛ
1
2 Λ
1
2 Q>x = ‖Λ 12 Q>x‖2
=
n∑
i=1
λi(A)(Q
>x)2i ≥ λmin(A)
n∑
i=1
(Q>x)2i
= λmin(A)‖Q>x‖2 = λmin(A)‖x‖2 ,
where the last equality is obtained since ‖Q>x‖2 =
x>Q>Qx and by noting that Q is an orthogonal ma-
trix.
Using the Cauchy-Schwarz inequality and the previous
lemma, we can upper-bound the limit with
lim
δ→∞
|z ◦ φ|R(δx)| ≤ ‖µ‖‖Ux‖√
pi/8λmin(Σ)‖Ux‖2
=
‖µ‖√
pi/8λmin(Σ)
,
which concludes the proof for the first statement.
For the second statement, since the previous limit is the limit
of |z|R(δx)| in the linear region R, it is sufficient to show
that the function (0,∞]→ R defined by δ 7→ |z|R(δx)| is
increasing. For some U ∈ Rd×n that depends on the fixed
parameter of φ, we write the restriction φ|R(x) as Ux by
definition of ReLU network and since φ is assumed to have
no bias parameters. Therefore for any δ ≥ α, we can write
as a function of δ:
|z|Q(δx)| = |δµ
>Ux|√
1 + pi/8 δ2 (Ux)>Σ(Ux)
=:
|δa|√
1 + pi/8 δ2 b
,
where for simplicity we have let a := µ>Ux and b :=
(Ux)>Σ(Ux). The derivative is therefore given by
d
dδ
|z|Q(δx)| = δ|a|
(1 + δ2b)
3
2 |δ|
and since Σ is positive-definite, it is non-negative for δ ∈
(0,∞]. Thus we conclude that |z|Q(δx)| is an increasing
function.
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Proposition 2.5 (All-layer Laplace). Let fθ be a binary
ReLU classification network modeling a Bernoulli distribu-
tion p(y|x,θ) = B(σ(fθ(x))) with parameter θ ∈ Rp. Let
N (θ|µ,Σ) be the posterior obtained via a Laplace approx-
imation with prior N (θ|0, σ20I), H be the Hessian of the
negative log-likelihood at µ, and J be the Jacobian as in
Theorem 2.3. Then for any input x ∈ Rn, the confidence
σ(|z(x)|) is a decreasing function of σ20 with limits
lim
σ20→∞
σ(|z(x)|) ≤ σ
(
|fµ(x)|
1 +
√
pi/8λmax(H)‖Jx‖2
)
lim
σ20→0
σ(|z(x)|) = σ(|fµ(x)|) .
Proof. The assumption on the prior implies that
− log p(θ) = 1/2θ>(1/σ20I)θ + const, which has
Hessian 1/σ20I. Thus, the Hessian of the negative log poste-
rior − log p(θ|D) = − log p(θ)− log∏x,t∈D p(y|x,θ) is
1/σ20I + H. This implies that the posterior covariance Σ of
the Laplace approximation is given by
Σ =
(
1
σ20
I + H
)−1
. (12)
Therefore, the ith eigenvalue of Σ for any i = 1, . . . , n is
λi(Σ) =
1
1/σ20 + λi(H)
=
σ20
1 + σ20λi(H)
.
For all i = 1, . . . , n, the derivative of λi(Σ) w.r.t. σ20 is
1/(1 + σ20λi(H))
2 which is non-negative. This tells us that
λi(Σ) is a non-decreasing function of σ20 . Furthermore, it
is also clear that σ20/(1 + σ
2
0λi(H)) goes to 1/λi(H) as σ
2
0
goes to infinity, while it goes to 0 as σ20 goes to zero.
Now, we can write.
|z(x)| = |fµ(x)|√
1 + pi/8
∑d
i=1 λi(Σ)(Q
>d)2i
, (13)
where Σ = Q diag(λi(Σ), . . . , λd(Σ)) Q> is the eigende-
composition of Σ. It is therefore clear that the denominator
of the r.h.s. is a non-decreasing function of σ20 . This implies
|z(x)| is a non-increasing function of σ20 .
For the limits, it is clear that λmin(Σ) has limits 1/λmax(H)
and 0 whenever σ20 →∞ and σ2 → 0, respectively. From
these facts, the right limit is immediate from Lemma A.3
while the left limit is directly obtained by noticing that the
denominator goes to 1 as σ20 → 0.
Proposition A.4 (Last-layer Laplace). Let g : Rd → R be
a binary linear classifier defined by g ◦ φ(x) := w>φ(x)
where φ : Rn → Rd is a ReLU network, modeling a
Bernoulli distribution p(y|x,w) = B(σ(g ◦ φ(x))) with
parameter w ∈ Rd. Let N (w|µ,Σ) be the posterior ob-
tained via a Laplace approximation with prior N (θ|0, σ20I)
and H be the Hessian of the negative log-likelihood at µ.
Then for any input x ∈ Rn, the confidence σ(|z(x)|) is a
non-increasing function of σ20 with limits
lim
σ20→∞
σ(|z(x)|) ≤ σ
(
|µ>φ|
1 +
√
pi/8λmax(H)‖φ‖2
)
lim
σ20→0
σ(|z(x)|) = σ(|µ>φ|) .
Proof. The assumption on the prior implies that
− log p(w) = 1/2 w>(1/σ20I)w + const, which has
Hessian 1/σ20I. Thus, the Hessian of the negative log poste-
rior − log p(w|D) = − log p(w) − log∏x,t∈D p(y|x,w)
is 1/σ20I + H. This implies that the posterior covariance Σ
of the Laplace approximation is given by
Σ =
(
1
σ20
I + H
)−1
. (14)
Therefore, the ith eigenvalue of Σ for any i = 1, . . . , n is
λi(Σ) =
1
1/σ20 + λi(H)
=
σ20
1 + σ20λi(H)
.
For all i = 1, . . . , n, the derivative of λi(Σ) w.r.t. σ20 is
1/(1 + σ20λi(H))
2 which is non-negative. This tells us that
λi(Σ) is a non-decreasing function of σ20 . Furthermore, it
is also clear that σ20/(1 + σ
2
0λi(H)) goes to 1/λi(H) as σ
2
0
goes to infinity, while it goes to 0 as σ20 goes to zero.
Now, we can write.
|z(x)| = |µ
>φ|√
1 + pi/8
∑d
i=1 λi(Σ)(Q
>φ)2i
, (15)
where Σ = Q diag(λi(Σ), . . . , λd(Σ)) Q> is the eigende-
composition of Σ. It is therefore clear that the denominator
of the r.h.s. is a non-decreasing function of σ20 . This implies
|z(x)| is a non-increasing function of σ20 .
For the limits, it is clear that λmin(Σ) has limits 1/λmax(H)
and 0 whenever σ20 →∞ and σ2 → 0, respectively. From
these facts, the right limit is immediate from Lemma A.3
while the left limit is directly obtained by noticing that the
denominator goes to 1 as σ20 → 0.
B. Laplace Approximations
The theoretical results in the main text essentially tell us
that if we have a Gaussian approximate posterior that comes
from a Laplace approximation, then using eq. (1) (and
eq. (2)) to make predictions can remedy the overconfidence
problem on any ReLU network. In this section, we describe
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LLLA, DLA, and KFLA: the Laplace methods being used
in the main text. For the sake of clarity, we omit biases in
the following and revisit the case where biases are included
at the end of this section.
B.1. LLLA
In the case of LLLA, we simply perform a Laplace approxi-
mation to get the posterior of the weight of the last layer w
while assuming the previous layer to be fixed. I.e. we infer
p(w|D) = N (w|wMAP,H−1) where H is the Hessian of
the negative log-posterior w.r.t. w at wMAP. This Hessian
could be easily obtained via automatic differentiation. We
emphasize that we only deal with the weight at the last layer
and not the weight of the whole network, thus the inversion
of H is rarely a problem. For instance, even for large models
such as DenseNet-201 (Huang et al., 2017) and ResNet-152
(He et al., 2016) have d = 1920 and d = 2048 respectively,7
implying that we only need to do the inversion of a single
1920× 1920 or 2048× 2048 matrix once.
In the case of multi-class classification, we now have
f : Rd → Rk defined by φ 7→ WMAPφ. We obtain the
posterior over a random matrix W ∈ Rk×d in the form
N (vec(W)|vec(WMAP),Σ) for some Σ ∈ Rdk×dk SPD.
The procedure is still similar to the one described above,
since the exact Hessian of the linear multi-class classifier
can still be easily and efficiently obtained via automatic
differentiation. Note that in this case we need to invert a
dk × dk matrix, which, depending on the size of k, can be
quite large.8
For a more efficient procedure, we can make a further
approximation to the posterior in the multi-class case by
assuming the posterior is a matrix Gaussian distribution.
We can use the Kronecker-factored Laplace approximation
(KFLA) (Ritter et al., 2018), but only for the last layer of
the network. That is, we find the Kronecker factorization
of the Hessian H−1 ≈ V−1 ⊗U−1 via automatic differ-
entiation (Dangel et al., 2020).9 Then by definition of a
matrix Gaussian (Gupta & Nagar, 1999), we immediately
obtain the posteriorMN (W|WMAP,U,V). The distribu-
tion of the latent functions is Gaussian, since f := Wφ and
p(W|D) =MN (W|WMAP,U,V) imply
p(f |D) =MN (f |WMAPφ,U,φ>Vφ)
= N (f |WMAPφ, (φ>Vφ)⊗U)
= N (f |WMAPφ, (φ>Vφ)U) , (16)
where the last equality follows since (φ>Vφ) is a scalar.
7Based on the implementations available in the TorchVision
package.
8For example, the ImageNet dataset has k = 1000.
9In practice, we take the running average of the Kronecker
factors of the Hessian over the mini-batches.
We then have the following integral
p(y = i|x,D) =∫
softmax(f , i)N (f |WMAPφ, (φ>Vφ)U) df ,
which can be approximated via a MC-integral.
While one can always assume that the bias trick is already
used, i.e. it is absorbed in the weight matrix/vector, in prac-
tice when dealing with pre-trained networks, one does not
have such liberty. In this case, one can simply assume that
the bias b or b is independent of the weight w or W, re-
spectively in the two- and multi-class cases. By using the
same Laplace approximation procedure, one can easily get
p(b|D) := N (b|µb, σ2b ) or p(b|D) := N (b|µb,Σb). This
implies w>φ+b =: f and Wφ+b =: f are also Gaussians
given by
N (f |µ>φ+ µb,φ>H−1φ+ σ2b ) (17)
or
N (f |Mφ+ b, (φ> ⊗ I)Σ(φ⊗ I) + Σb) , (18)
respectively, with I ∈ Rk×k if W ∈ Rk×d and φ ∈ Rd.
Similarly, in the case when the Kronecker-factored approxi-
mation is used, we have
p(f |D) = N (f |WMAPφ+ µb, (φ>Vφ)U + Σb) . (19)
We present the pseudocodes of LLLA in Algorithms 1 and 2.
Algorithm 1 LLLA with exact Hessian for binary classifi-
cation.
Input:
A pre-trained network f ◦ φ with wMAP as the weight
of f , (averaged) cross-entropy loss L, training set
Dtrain, test set Dtest, mini-batch size m, running average
weighting ρ, and prior precision τ0 = 1/σ20 .
Output:
Predictions P containing p(y = 1|x,Dtrain)∀x ∈ Dtest.
1: Λ = 0 ∈ Rd×d
2: for i = 1, . . . , |Dtrain|/m do
3: Xi,yi = sampleMinibatch(Dtrain,m)
4: Ai,Bi = getHessian(L(f ◦ φ(Xi),yi),wMAP)
5: Λ = ρΛ + (1− ρ)Λi
6: end for
7: Σ = (|Dtrain|Λ + τ0 I)−1
8: p(w|D) = N (w|wMAP,Σ)
9: Y = ∅
10: for all x ∈ Dtest do
11: y = σ(w>MAPφ/(1 + pi/8φ
>Σφ)1/2)
12: Y = P ∪ {y}
13: end for
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Algorithm 2 LLLA with Kronecker-factored Hessian for
multi-class classification.
Input:
A pre-trained network f ◦ φ with WMAP as the weight
of f , (averaged) cross-entropy loss L, training setDtrain,
test set Dtest, mini-batch size m, number of samples
s, running average weighting ρ, and prior precision
τ0 = 1/σ
2
0 .
Output:
Predictions P containing p(y = i|x,Dtrain)∀x ∈
Dtest ∀i ∈ {1, . . . , k}.
1: A = 0 ∈ Rk×k,B = 0 ∈ Rd×d
2: for i = 1, . . . , |Dtrain|/m do
3: Xi,yi = sampleMinibatch(Dtrain,m)
4: Ai,Bi = KronFactors(L(f ◦φ(Xi),yi),WMAP)
5: A = ρA + (1− ρ)Ai
6: B = ρB + (1− ρ)Bi
7: end for
8: U = (
√|Dtrain|A +√τ0 I)−1
9: V = (
√|Dtrain|B +√τ0 I)−1
10: p(W|D) =MN (W|WMAP,U,V)
11: Y = ∅
12: for all x ∈ Dtest do
13: p(f |D) = N (f |WMAPφ, (φ>Vφ)U)
14: y = 0
15: for j = 1, . . . , s do
16: fj ∼ p(f |D)
17: y = y + softmax(fj)
18: end for
19: y = y/m
20: Y = Y ∪ {y}
21: end for
B.2. DLA
In this method, we aim at inferring the diagonal of the co-
variance of the Gaussian over the whole layer of a network.
Instead of using the exact diagonal Hessian, we use the di-
agonal of the Fisher information matrix F of the network
(Ritter et al., 2018) as follows
diag(Σ) ≈ (σ20 + diag(F))−1
= (σ20 + Ey∼p(y|x,θ),x∼D(∇θ p(y|x,θ))2)−1 .
Thus, one simply needs to do several backpropaga-
tion to compute the gradients of all weight matrices of
the network. This gives rise to the Gaussian poste-
rior N (θ|θMAP,diag(Σ)). During prediction, an MC-
integration scheme is employed: we repeatedly sample a
whole network and average their predictions. That is, for
each layer l ∈ {1, . . . , L}, we sample the lth layer’s weight
matrix Wl ∼ N (Wl|WlMAP,diag(Σ)) by computing
e ∼ N (0, I)
vec(Wl) = vec(WlMAP + e diag(Σl)
1
2 ) ,
where we have denoted the covariance matrix of the lth
layer as Σl. Note that, the computational cost for doing
prediction scales with the size of the network, thus this
scheme is already orders of magnitude more expensive than
LLLA, cf. Table 3.
B.3. KFLA
LLLA with a matrix normal distribution as described in the
previous section is a special case of KFLA (Ritter et al.,
2018). In KFLA, similar to DLA, we aim to infer the poste-
rior of the whole network parameters and not just those of
the last layer. Concretely, for each layer l ∈ {1, . . . , L}, we
infer the posterior
p(Wl|D) ≈MN (Wl|WlMAP,Ul,Vl)
= N (vec(Wl)|vec(WlMAP),Vl ⊗Ul) ,
where
Ul = (
√
|D|A + 1/σ20I)−1 ,
Vl = (
√
|D|B + 1/σ20I)−1 ,
and A,B are the Kronecker-factors—e.g. obtained KFAC
(Martens & Grosse, 2015)—of the Hessian of the loss w.r.t.
Wl.
During predictions, as in DLA, we also use MC-integration
to compute the posterior predictive distribution. That is, at
each layer l ∈ {1, . . . , L}, we sample the lth layer’s weight
matrix Wl via
E ∼ N (0, I)
Wl = WlMAP + (U
l)
1
2 E(Vl)
1
2 ,
where S,T are the Cholesky factors such that
(Ul)
1
2 (U
1
2 )> = U and (V
1
2 )>V
1
2 = V. Again,
the cost for doing prediction scales with the size of the
network, and it is clear that KFLA is more expensive than
DLA.
C. Training Detail
We train all networks we use in Table 2 for 100 epochs
with batch size of 128. We use ADAM and SGD with 0.9
momentum with the initial learning rates of 0.001 and 0.1
for MNIST and CIFAR-10/SVHN/CIFAR1-00 experiments,
respectively, and we divide them by 10 at epoch 50, 75,
and 95. Standard data augmentations, i.e. random crop and
standardization are also used for training the network on
CIFAR-10. We use a graphic card with 11GB memory for
all computation.
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D. Further Experiments
D.1. Non-Bayesian Baselines
To represent non-Bayesian Gaussian approximations, we
use the following simple baseline: Given a ReLU network,
we assume that the distribution over the last-layer’s weights
is an isotropic Gaussian N (0, σ20I), where σ20 is found via
cross-validation, optimizing (8). The results on toy datasets
are presented in Figure 6. We found that our theoretical
analysis hold under this setup, in the sense that far-away
from the training data, the confidence is constant less than
one. However, predictions around the training data lack
structure, unlike the predictions of Bayesian methods. This
is because an isotropic Gaussian is too simple and does
not capture the structure of the training data. In contrast,
Bayesian methods, in particular Laplace approximations,
capture this structure in the Hessian of the negative log-
likelihood.
D.2. Histograms
To give a more fine-grained perspective of the results in
Tables 1 and 2, we show the histograms in Figures 9 and 10.
The histograms of both the in-distribution data and far-away
OOD data are close together in both MAP and temperature
scaling methods, leading to low AUR scores. Meanwhile
LLLA (representing Bayesian methods) yields clear separa-
tions.
D.3. Asymptotic Confidence of Multi-class Problems
In Figure 7, we present the multi-class counterpart of Fig-
ure 5. We found that, as in the binary case, the Bayesian
method (LLLA) mitigates overconfidence in the asymptotic
regime. We observed, however, that LLLA is less effective
in MNIST, which might be due to the architecture choice
and the training procedure used: The eigenvalues of the
Gaussian posterior’s covariance might be too small such
that (4) is still large.
D.4. Rotated MNIST
Following Ovadia et al. (2019), we further benchmark the
methods in Section 4.3 on the rotated MNIST dataset. The
goal is to see whether Bayesian methods could detect dataset
shifts of increasing strength in term of Brier score (Brier,
1950). Note that lower Brier score is favorable. We present
the results in Figure 8. We found that all Bayesian methods
achieve lower Brier score compared to MAP and tempera-
ture scaling, signifying that Bayesian methods are better at
detecting dataset shift.
D.5. Adversarial Examples
The adversarial datasets (“Adversarial” and “FarAwayAdv”,
cf. Table 2) are constructed as follows. For “Adversarial”:
We use the standard PGD attack (Madry et al., 2018) on a
uniform noise dataset of size 2000. The objective is to max-
imize the confidence of the MAP model (resp. ACET and
OE below) inside of an `∞ ball with radius  = 0.3. The
optimization is carried out for 40 iterations with a step size
of 0.1. We ensure that the resulting adversarial examples are
in the image space. For “FarAwayAdv”: We use the same
construction, but start from the “far-away” Noise datasets
as used in Table 2 and we do not project the resulting adver-
sarial examples onto the image space.
D.6. Bayesian Methods on Top of State-of-the-art OOD
Detectors
We can also apply all methods we are considering here on
top of the state-of-the-art models that are specifically trained
to mitigate the overconfidence problem, namely ACET
(Hein et al., 2019) and outlier exposure (OE) (Hendrycks
et al., 2019). The results are presented in Tables 7 and 8.
In general, applying the Bayesian methods improves the
models further, especially in the asymptotic regime.
D.7. Frequentist Calibration
Although calibration is a frequentist approach for predictive
uncertainty quantification, it is nevertheless interesting to
get an insight on whether the properties of the Bayesian
predictive distribution lead to a better calibration. To answer
this, we use a standard metric (Naeini et al., 2015; Guo
et al., 2017): the expected calibration error (ECE). We use
the same models along with the same hyperparameters as we
have used in the previous OOD experiments. We present the
results in Table 5. We found that all the Bayesian methods
are competitive to the temperature scaling method, which is
specifically constructed for improving the frequentist cali-
bration.
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Figure 6. Binary and multi-class toy classification results using a simple isotropic Gaussian baseline. Black lines represent decision
boundary, shades represent confidence.
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Figure 7. The multi-class confidence of MAP (top row), temperature scaling (middle row), and LLLA (bottom row) as functions of δ over
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Figure 8. Brier scores (lower is better) over the rotated MNIST
dataset. Values shown are means over ten trials. The standard
deviations are very small and not visually observable.
Table 5. Expected calibration errors (ECE).
MNIST CIFAR10 SVHN CIFAR100
MAP 6.7±0.3 13.1±0.2 10.1±0.2 8.1±0.3
+Temp. 11.4±2.2 3.6±0.6 2.1±0.5 6.4±0.5
+LLLA 6.9±0.3 3.6±0.6 5.2±0.8 4.8±0.3
+DLA 15.5±0.2 6.9±0.1 8.3±0.0 4.7±0.3
+KFLA 9.7±0.3 7.9±0.1 6.5±0.1 5.6±0.4
ACET 5.9±0.2 15.8±0.4 11.9±0.2 10.1±0.4
+Temp. 11.0±1.5 3.7±0.8 2.3±0.4 6.4±0.4
+LLLA 6.1±0.2 12.3±0.7 9.3±0.5 6.9±0.3
+DLA 6.2±0.3 4.3±0.3 2.0±0.1 6.0±0.3
+KFLA 6.1±0.3 4.3±0.2 2.1±0.1 4.6±0.2
OE 14.7±1.2 15.8±0.3 11.0±0.1 25.0±0.2
+Temp. 9.0±2.3 23.3±0.7 3.7±0.7 19.4±0.2
+LLLA 6.5±0.6 14.6±0.2 4.1±0.3 24.9±0.4
+DLA 9.1±0.6 15.8±0.3 7.2±0.1 29.0±0.2
+KFLA 10.1±0.9 15.9±0.3 6.4±0.1 29.0±0.2
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Figure 9. The histograms of MAP (top row), temperature scaling (middle row), and LLLA (bottom row) over the binary datasets. Each
entry “Out - FarAway” refers to the OOD dataset obtained by scaling the corresponding in-distribution dataset with some δ > 0.
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Figure 10. The histograms of MAP (top row), temperature scaling (middle row), and LLLA (bottom row) over the multi-class datasets.
Each entry “Out - FarAway” refers to the OOD dataset obtained by scaling the corresponding in-distribution dataset with some δ > 0.
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Table 6. Adversarial OOD detection results.
MAP +Temp. +LLLA +DLA +KFLA
MMC AUR MMC AUR MMC AUR MMC AUR MMC AUR
MNIST - Adversarial 100.0±0.0 0.3±0.0 100.0±0.0 6.8±4.1 100.0±0.0 5.3±0.1 99.6±0.2 2.0±0.9 91.3±1.2 69.2±3.5
MNIST - FarAwayAdv 100.0±0.0 0.1±0.0 100.0±0.0 6.8±4.1 99.9±0.0 9.3±0.6 85.3±1.4 53.0±3.8 55.6±2.0 97.4±0.3
CIFAR10 - Adversarial 100.0±0.0 0.0±0.0 100.0±0.0 0.0±0.0 99.7±0.0 9.1±0.1 99.3±0.1 9.0±1.0 99.2±0.0 5.8±0.4
CIFAR10 - FarAwayAdv 99.5±0.0 8.8±0.0 99.2±0.0 7.9±0.1 17.4±0.1 100.0±0.0 61.3±2.4 89.4±1.0 61.2±1.3 87.8±0.8
SVHN - Adversarial 100.0±0.0 0.0±0.0 100.0±0.0 0.0±0.0 97.6±0.0 32.5±0.3 98.6±0.0 6.8±0.3 98.6±0.1 9.6±0.4
SVHN - FarAwayAdv 99.7±0.0 7.7±0.0 99.5±0.0 6.9±0.1 27.5±0.1 99.6±0.0 61.7±1.4 92.4±0.9 61.0±1.2 94.4±0.3
CIFAR100 - Adversarial 100.0±0.0 0.0±0.0 100.0±0.0 0.0±0.0 100.0±0.0 0.2±0.0 100.0±0.0 0.1±0.0 100.0±0.0 0.0±0.0
CIFAR100 - FarAwayAdv 100.0±0.0 1.3±0.0 99.9±0.0 1.2±0.0 5.9±0.0 99.9±0.0 42.0±1.5 83.9±0.9 42.3±1.8 80.8±1.2
Table 7. OOD detection results when applying post-hoc Bayesian methods on top of models trained with ACET (Hein et al., 2019).
MAP +Temp. +LLLA +DLA +KFLA
MMC AUR MMC AUR MMC AUR MMC AUR MMC AUR
MNIST - MNIST 98.9±0.0 - 99.5±0.0 - 98.9±0.0 - 98.9±0.0 - 98.9±0.0 -
MNIST - EMNIST 59.1±0.0 96.9±0.0 70.9±1.8 96.5±0.1 59.0±0.0 96.9±0.0 59.0±0.0 96.9±0.0 59.1±0.0 96.9±0.0
MNIST - FMNIST 10.2±0.0 100.0±0.0 10.3±0.0 100.0±0.0 10.2±0.0 100.0±0.0 10.2±0.0 100.0±0.0 10.2±0.0 100.0±0.0
MNIST - Noise (δ = 2000) 100.0±0.0 0.0±0.0 100.0±0.0 21.9±9.2 100.0±0.0 0.3±0.2 99.9±0.0 0.3±0.2 100.0±0.0 0.2±0.1
MNIST - Adversarial 10.0±0.0 100.0±0.0 10.0±0.0 100.0±0.0 10.1±0.0 100.0±0.0 10.0±0.0 100.0±0.0 10.0±0.0 100.0±0.0
MNIST - FarAwayAdv 100.0±0.0 0.0±0.0 100.0±0.0 21.9±9.2 100.0±0.0 0.1±0.0 100.0±0.0 0.2±0.0 100.0±0.0 0.1±0.0
CIFAR10 - CIFAR10 97.3±0.0 - 95.2±0.2 - 96.7±0.1 - 94.7±0.0 - 94.9±0.0 -
CIFAR10 - SVHN 62.8±0.0 96.1±0.0 52.9±0.7 96.5±0.0 59.5±0.5 96.1±0.1 53.1±0.1 96.2±0.1 53.7±0.1 96.2±0.0
CIFAR10 - LSUN 72.1±0.0 92.8±0.0 62.6±0.7 93.2±0.1 68.9±0.6 92.8±0.1 59.9±0.6 93.8±0.2 60.4±0.2 93.7±0.1
CIFAR10 - Noise (δ = 2000) 100.0±0.0 0.0±0.0 100.0±0.0 0.0±0.0 16.0±0.0 100.0±0.0 71.7±1.7 92.3±0.7 65.8±1.8 94.4±0.5
CIFAR10 - Adversarial 78.1±0.0 83.1±0.1 71.1±0.5 84.1±0.1 76.8±0.0 83.2±0.1 67.9±0.4 88.5±0.2 67.7±0.3 88.8±0.2
CIFAR10 - FarAwayAdv 100.0±0.0 0.0±0.0 100.0±0.0 0.0±0.0 16.0±0.0 100.0±0.0 72.5±2.4 92.1±0.7 70.7±1.9 93.1±0.5
SVHN - SVHN 98.5±0.0 - 97.3±0.2 - 98.3±0.0 - 96.7±0.0 - 96.2±0.0 -
SVHN - CIFAR10 65.9±0.0 95.6±0.0 58.5±0.8 95.7±0.0 64.0±0.3 95.7±0.0 49.8±0.1 97.5±0.0 48.3±0.1 97.4±0.0
SVHN - LSUN 28.0±0.0 99.3±0.0 24.6±0.3 99.4±0.0 27.8±0.1 99.3±0.0 22.8±0.6 99.6±0.0 21.7±0.6 99.6±0.0
SVHN - Noise (δ = 2000) 17.9±0.2 100.0±0.0 16.0±0.3 100.0±0.0 15.0±0.0 100.0±0.0 45.1±2.1 99.0±0.2 41.6±1.3 99.1±0.1
SVHN - Adversarial 10.4±0.0 100.0±0.0 10.3±0.0 100.0±0.0 10.8±0.0 100.0±0.0 10.4±0.0 100.0±0.0 10.4±0.0 100.0±0.0
SVHN - FarAwayAdv 17.6±0.0 100.0±0.0 15.7±0.2 100.0±0.0 15.0±0.0 100.0±0.0 44.9±2.6 99.0±0.2 44.8±1.5 98.8±0.1
CIFAR100 - CIFAR100 82.0±0.1 - 78.1±0.5 - 79.6±0.1 - 78.7±0.1 - 76.3±0.1 -
CIFAR100 - SVHN 57.1±0.0 77.8±0.1 49.5±0.8 78.7±0.1 52.7±0.1 78.4±0.1 52.4±0.0 77.7±0.1 49.5±0.0 77.4±0.2
CIFAR100 - LSUN 55.1±0.0 78.8±0.1 48.3±0.7 79.0±0.1 50.6±0.1 79.5±0.1 49.8±0.1 79.3±0.1 46.8±0.2 79.2±0.2
CIFAR100 - Noise (δ = 2000) 99.3±0.1 4.2±0.2 99.2±0.1 3.8±0.2 5.4±0.0 100.0±0.0 58.5±1.3 76.1±0.9 51.8±1.1 77.6±0.9
CIFAR100 - Adversarial 1.5±0.0 100.0±0.0 1.4±0.0 100.0±0.0 1.5±0.0 100.0±0.0 1.4±0.0 100.0±0.0 1.4±0.0 100.0±0.0
CIFAR100 - FarAwayAdv 99.7±0.0 3.4±0.0 99.6±0.0 3.1±0.0 5.4±0.0 100.0±0.0 57.7±1.5 76.6±1.0 57.9±1.4 73.4±1.0
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Table 8. OOD detection results when applying post-hoc Bayesian methods on top of models trained with outlier exposure (OE) (Hendrycks
et al., 2019).
MAP +Temp. +LLLA +DLA +KFLA
MMC AUR MMC AUR MMC AUR MMC AUR MMC AUR
MNIST - MNIST 99.6±0.0 - 99.4±0.1 - 97.8±0.8 - 99.4±0.0 - 99.4±0.0 -
MNIST - EMNIST 84.2±0.0 96.0±0.1 77.1±2.6 96.3±0.1 67.3±3.1 94.3±0.7 79.6±0.0 95.6±0.1 79.1±0.0 95.9±0.1
MNIST - FMNIST 27.9±0.0 99.9±0.0 22.8±1.5 99.9±0.0 25.6±1.6 99.9±0.0 27.5±0.1 99.9±0.0 27.3±0.0 99.9±0.0
MNIST - Noise (δ = 2000) 99.9±0.0 26.4±0.2 99.9±0.0 5.0±2.4 66.0±0.6 95.9±0.4 58.4±0.3 97.6±0.3 49.8±0.3 99.3±0.1
MNIST - Adversarial 40.5±0.0 98.8±0.0 35.2±1.1 99.1±0.0 38.7±0.0 98.1±0.0 38.1±0.0 98.7±0.0 35.8±0.1 99.2±0.0
MNIST - FarAwayAdv 100.0±0.0 25.5±0.2 100.0±0.0 3.6±2.4 66.6±0.1 95.7±0.1 59.2±0.3 97.2±0.2 50.5±0.3 99.3±0.1
CIFAR10 - CIFAR10 89.4±0.1 - 92.5±0.4 - 89.2±0.1 - 89.3±0.1 - 89.3±0.1 -
CIFAR10 - SVHN 10.8±0.0 98.8±0.0 11.2±0.1 98.8±0.0 10.9±0.0 98.7±0.0 10.8±0.0 98.8±0.0 10.8±0.0 98.8±0.0
CIFAR10 - LSUN 10.4±0.0 98.6±0.0 10.7±0.1 98.6±0.0 10.6±0.0 98.5±0.1 10.4±0.0 98.6±0.0 10.4±0.0 98.6±0.0
CIFAR10 - Noise (δ = 2000) 99.1±0.1 6.5±0.6 99.4±0.1 7.6±0.7 25.0±0.1 93.6±0.1 77.9±1.0 79.5±2.0 72.7±1.5 84.6±1.2
CIFAR10 - Adversarial 98.5±0.0 2.4±0.0 98.8±0.0 2.6±0.2 98.5±0.0 2.4±0.0 98.5±0.0 2.4±0.0 98.5±0.0 2.4±0.0
CIFAR10 - FarAwayAdv 99.5±0.0 5.2±0.0 99.8±0.0 6.2±0.3 25.1±0.1 93.6±0.1 79.4±1.1 78.4±1.9 78.1±1.4 79.6±1.7
SVHN - SVHN 97.4±0.0 - 95.8±0.3 - 95.7±0.2 - 92.5±0.0 - 93.5±0.0 -
SVHN - CIFAR10 10.2±0.0 100.0±0.0 10.1±0.0 100.0±0.0 14.3±0.6 99.9±0.0 10.8±0.0 100.0±0.0 10.8±0.0 100.0±0.0
SVHN - LSUN 10.1±0.0 100.0±0.0 10.1±0.0 100.0±0.0 14.2±0.6 99.9±0.0 10.8±0.0 100.0±0.0 10.9±0.1 100.0±0.0
SVHN - Noise (δ = 2000) 99.7±0.0 3.0±0.2 99.6±0.1 2.7±0.2 16.2±0.0 99.7±0.0 31.5±1.4 98.4±0.2 33.0±1.3 98.4±0.2
SVHN - Adversarial 44.9±0.0 98.2±0.0 34.4±0.7 98.5±0.0 34.2±0.0 98.5±0.0 17.9±0.2 99.5±0.0 18.2±0.2 99.6±0.0
SVHN - FarAwayAdv 99.9±0.0 2.4±0.0 99.8±0.0 2.2±0.0 16.3±0.0 99.7±0.0 32.1±1.2 98.3±0.2 31.7±1.6 98.6±0.2
CIFAR100 - CIFAR100 59.6±0.2 - 71.8±0.5 - 54.9±0.2 - 51.5±0.2 - 52.0±0.2 -
CIFAR100 - SVHN 3.6±0.0 93.5±0.1 7.2±0.2 93.4±0.1 3.6±0.2 92.9±0.5 3.6±0.0 93.2±0.1 3.6±0.0 93.4±0.1
CIFAR100 - LSUN 2.6±0.0 95.4±0.1 5.0±0.1 95.3±0.1 2.9±0.1 94.6±0.2 2.5±0.1 95.9±0.2 2.5±0.1 95.9±0.2
CIFAR100 - Noise (δ = 2000) 100.0±0.0 1.3±0.0 100.0±0.0 7.3±0.7 25.3±0.1 64.5±0.2 89.7±1.9 25.0±2.7 82.4±1.4 33.5±1.3
CIFAR100 - Adversarial 95.6±0.0 21.7±0.1 96.7±0.0 24.6±0.4 67.3±0.1 40.2±0.2 89.8±0.3 23.9±0.3 89.8±0.2 24.9±0.2
CIFAR100 - FarAwayAdv 100.0±0.0 1.3±0.0 100.0±0.0 7.3±0.7 25.3±0.1 64.5±0.2 89.4±1.6 25.6±2.2 89.1±1.9 27.2±2.2
