Let K ⊂ C be a number field. We show how to compute K-irrationality measures of a number ξ K, and K-nonquadraticity measures of ξ if [K(ξ) : K] > 2. By applying the saddle point method to a family of double complex integrals, we prove Q(α)-irrationality measures and Q(α)-nonquadraticity measures of log α for several algebraic numbers α ∈ C, improving earlier results due to Amoroso and the secondnamed author.
Introduction
In recent years, the quest for irrationality measures and nonquadraticity measures of logarithms or dilogarithms of rational numbers has been the object of deep study (see [M] and the bibliography therein). So far, the best quantitative results have been obtained through the asymptotic behaviour of suitable integrals of rational functions yielding linear or quadratic polynomials with rational coefficients in logarithms or dilogarithms of rational numbers, especially when one can apply to such integrals the permutation group method introduced by Rhin and the second-named author [RV1, RV2, RV3] .
Typical instances of this general approach can be found in [M] (for logarithms of rational numbers) and in [RV3] (for dilogarithms of rational numbers). For example, the first-named author [M] recently showed that, in order to get strong results for irrationality measures and nonquadraticity measures of logarithms of positive rational c 2012 Australian Mathematical Publishing Association Inc. 1446-7887/2012 $16.00 numbers, it is convenient to apply the Rhin-Viola permutation group method to the following family of two-dimensional complex integrals of rational functions: (1 − s) l+k− j+1 (s − t) j+h−k+1 (t − x) k+m−h+1 dt ds.
(1.1)
Here h, j, k, l, m, q are positive integers satisfying h + j + q = k + l + m, and such that
and the parameter x is a real number with 0 < x < 1. In [M, Section 2] , it is shown that the real and imaginary parts of the integral I above have the form
Re(I) = P(x) 1 2 log 2 (1/x) − Q(x) log(1/x) + R(x), 1 π Im(I) = P(x) log(1/x) − Q(x),
(1.2)
for explicitly given polynomials P(x), Q(x), R(x) ∈ Q[x] with controlled degrees and heights. By specializing to x ∈ Q, the right-hand sides of the formulae (1.2) become linear and quadratic polynomials in log(1/x) with rational coefficients P(x), Q(x) and R(x), and thus yield irrationality and nonquadraticity measures of log(1/x). The notions of irrationality and nonquadraticity measures can be extended in a natural way by defining K-irrationality and K-nonquadraticity measures, that is, by replacing the field Q with a number field K ⊂ C (see Definitions 2.1 and 2.7 below). We remark that, for technical reasons, in this more general context one ought to replace the ordinary height of rational approximations by the Weil logarithmic height h(β) of approximations β ∈ K.
The purpose of this paper is to extend the methods of [M] to the Diophantine study of logarithms of algebraic numbers, by choosing the parameter x in (1.1) above to be a suitable algebraic number α ∈ C, or any one of its algebraic conjugates (see Sections 3 and 4 below). Owing to the structure of (1.2), by choosing x = α ∈ C one gets linear or quadratic polynomials in log(1/α) with coefficients P(α), Q(α) and R(α) in the field Q(α). Thus the extension of Marcovecchio's method given here naturally yields Q(α)-irrationality measures and Q(α)-nonquadraticity measures of log α (the principal value of the logarithm) for several algebraic numbers α ∈ C. This restriction for the [3] Measures for logarithms of algebraic numbers 239 field of approximations (that is, K = Q(α) for the Diophantine study of log α) is quite natural, and is not specifically related to the integrals (1.1). The same restriction also automatically arises if one replaces the integrals (1.1) with other integrals of rational functions containing the parameter x, such as the integrals in [H2] or in [V] . The study of Q(α)-irrationality measures of log α for suitable algebraic numbers α ∈ C was introduced about ten years ago by Amoroso and the second-named author [AV] , and the asymptotic behaviour of the one-dimensional complex integrals involved was obtained by applying the classical saddle point method in C. For the asymptotic study of double integrals of type (1.1) with x ∈ C \ {0, 1}, in this paper we require Hata's saddle point method in C 2 (see [H2, Section 1] ). In this way we obtain quantitative improvements on some results of [AV] . This paper is organized as follows. In Section 2 we define K-irrationality measures and K-nonquadraticity measures, and we prove some algebraic lemmas showing how to reduce the computation of such measures to the asymptotics of K-approximations and of their Weil height.
In Section 3 we extend the properties of Marcovecchio's double integrals, by replacing the parameter 0 < x < 1 appearing in [M] with any x ∈ C \ {0, 1}.
In Section 4 we specialize the complex parameter x above to be an algebraic number α, or any one of its algebraic conjugates. Using the lemmas of Section 2, we prove Q(α)-irrationality measures and Q(α)-nonquadraticity measures of log α depending on the asymptotics of the double integrals, on the degree of α and on the leading coefficient of the minimal polynomial of α over Z.
In Section 5 we discuss how to apply the saddle point method in two complex variables, in order to find the asymptotic behaviour of the double integrals of Section 3.
Finally, in Section 6 we treat numerical examples of Q(α)-irrationality measures of log α, improving some results in [AV] , and we find Q(α)-nonquadraticity measures of log α for α = √ a/(a + 1) with a = 6, 7, . . . , 15. We list here the numerical results obtained in Section 6 for the least Q(α)-irrationality measure µ = µ Q(α) (log α) of log α, for the algebraic numbers α considered, together with the corresponding results proved in the paper [AV] . For convenience we write α 0 for the root of the equation 5α 3 − 5α 2 + 1 = 0 for which Im(α) > 0. ( 1.3)
The choice of the algebraic numbers α in (1.3) is motivated both by comparison with the corresponding numerical results previously obtained in [AV] , and by the applications of the C 2 -saddle point method that can be made for α and for its algebraic conjugates.
Since log √ 2 = 1 2 log 2, the first numerical result in (1.3) can be written in the form µ Q( √ 2) (log 2) ≤ 11.55509194 . . . , and, owing to the normalization used for the Weil logarithmic height, it is equivalent to the following bound:
(1.4) for any U ∈ Q( √ 2) with sufficiently large (ordinary) height H(U) (that is, H(U) is the maximum of the absolute values of the coefficients of the minimal polynomial of U over Z). The bound (1.4) should be compared with the best known nonquadraticity measure of log 2 proved in [M] , namely
which holds for any quadratic number U with sufficiently large H(U). We also remark that the last bound listed in (1.3) can be written as
because e iπ/6 = 1 2 ( √ 3 + i), and therefore yields
for all a, b, c, d ∈ Z with (c, d) (0, 0), where C is a constant. In particular, for d = 0, we get the following linear independence measure of 1, √ 3, π over Q:
for all a, b, c ∈ Z, c 0.
Algebraic lemmas
We first recall some well-known definitions and properties concerning the Weil height of algebraic numbers. Let K ⊂ C be a number field, and let M K be the set of places of K. For any v ∈ M K , we denote by | · | v the normalized absolute value associated with v, and we set
If σ is an embedding of K in C and v = v σ is the associated place, then |β| v = |σ(β)| for β ∈ K, and η v = 1 if σ is real and η v = 2 otherwise. On the other hand, if v | p, where p is a prime number, the absolute value | · | v is normalized by taking |p| v = p −1 . The Weil absolute logarithmic height h(β) of β is defined to be
Measures for logarithms of algebraic numbers 241 for all β ∈ K, where log + x = log max{x, 1} for any x ≥ 0. It is well known that h(β) depends only on the algebraic number β, and is independent of the number field K containing β. Also, for any algebraic numbers β 1 and β 2 , h(β 1 + β 2 ) ≤ h(β 1 ) + h(β 2 ) + log 2, (2.2) since max{x + y, 1} ≤ 2 max{x, 1} max{y, 1} for all x ≥ 0 and y ≥ 0. We also recall that for any β ∈ K × we have the product formula
and the Liouville inequality log |β| ≥ −δ h(β), (2.4)
(2.5)
Here K ∞ denotes the completion of the field K with respect to the Euclidean absolute value, that is,
D 2.1. Let K ⊂ C be a number field, let ξ ∈ K ∞ \ K, and let µ be a positive real number. We say that µ is a K-irrationality measure of ξ if for any ε > 0 there exists a constant h 0 = h 0 (ε) > 0 such that
for all β ∈ K with h(β) > h 0 . The least K-irrationality measure of ξ is denoted by µ K (ξ).
By the Dirichlet box principle,
(see [S, pp. 253 and 255] ). For the computation of K-irrationality measures we shall use the following lemma, which yields the conclusion of [AV, Lemma 2.4 ] under a weaker assumption. L 2.2. Let K ⊂ C be a number field, and let δ be defined by (2.5). Let ξ ∈ C, and let (ϑ n ) n∈N be a sequence of elements of K such that ϑ n ξ,
for positive real numbers and c. If
P. If we had ξ ∈ K, then we would have ξ − ϑ n ∈ K × . By the Liouville inequality (2.4) and (2.2),
Dividing by n and making n → ∞, we get ≤ δc by (2.6), thus contradicting (2.7). Therefore ξ K.
For any ε > 0 let ω = ω(ε) > 0 satisfy
and let n 0 = n 0 (ε) > 0 be such that for any n > n 0 ,
Define h 0 to be
Let β ∈ K with h(β) > h 0 , and let
For any n ≥ M such that ϑ n β, we have, by (2.4), (2.2) and (2.8),
(2.9) Therefore, by (2.8),
whence |ξ − ϑ n | < 1 2 |ϑ n − β|. By the triangle inequality we get |ξ − β| > 1 2 |ϑ n − β|, and by (2.9) this yields −log |ξ − β| < log 2 − log |ϑ n − β| < δ(c + ω)n + δ h(β) + (δ + 1) log 2.
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We distinguish two cases.
First case: ϑ M β. We may take n = M in (2.10). Thus
Second case: ϑ M = β. By (2.6) we have lim n→∞ ϑ n = ξ β since β ∈ K and ξ K. Thus ϑ n β for all sufficiently large n. Let N be the least integer such that N > M and ϑ N β. Then, by (2.8) with n = N − 1,
that is,
Taking n = N in (2.10) we obtain
This yields, as in the first case,
This concludes the proof.
We notice that, as a consequence of Lemma 2.2 above, we easily get a proof of [H1, Remark 2.1, p. 339]. C 2.3 (Hata [H1] ). Let ξ ∈ R \ Q, and let (p n ) n∈N and (q n ) n∈N be sequences of integers such that lim n→∞ 1 n log |q n | = σ and lim sup n→∞ 1 n log |q n ξ − p n | ≤ −τ for positive real numbers σ and τ. Then
P. Let ϑ n = p n /q n and K = Q. We observe that lim sup
Moreover, h(ϑ n ) ≤ log max{|p n |, |q n |}, with equality if and only if (p n , q n ) = 1, and
From Lemma 2.2 with
as required.
In order to suitably define a K-nonquadraticity measure of a number, and to prove a statement allowing computation of K-nonquadraticity measures, it is convenient to first introduce K-linear independence measures. Let K ⊂ C be a number field, and let (ϑ 0 : ϑ 1 : ϑ 2 ) be a point in the projective plane P 2 (K), with homogeneous coordinates ϑ 0 , ϑ 1 , ϑ 2 ∈ K not all zero. By analogy with (2.1), we define the Weil absolute logarithmic height of (ϑ 0 :
It is easy to see that h((ϑ 0 : ϑ 1 : ϑ 2 )) is independent of the number field K and, by the product formula (2.3), it is also independent of the choice of the homogeneous coordinates ϑ 0 , ϑ 1 , ϑ 2 . Moreover, for any (1 : σ 1 : σ 2 ), (1 : ϑ 1 : ϑ 2 ), (1 :
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R 2.5. Plainly µ K ((ξ 0 : ξ 1 : ξ 2 )) is invariant if we replace ξ 0 , ξ 1 and ξ 2 by tξ 0 , tξ 1 and tξ 2 , for any t 0. Also, in inequality (2.13) one can replace max{|p|, |q|, |r|} by max{|q|, |r|} without changing the definition of K-linear independence measure. For if |p| > max{|q|, |r|} and |pξ 0 + qξ 1 + rξ 2 |/|p| < 1 2 |ξ 0 |, which is clearly not restrictive, then
L 2.6. Let K ⊂ C be a number field, and let δ be defined by (2.5). Let ξ 1 , ξ 2 ∈ C, and let (ϕ n ) n∈N and (ψ n ) n∈N be two sequences of elements of K such that ξ 1 − ϕ n and ξ 2 − ψ n are linearly independent over K, and
14)
then 1, ξ 1 , ξ 2 are linearly independent over K, and
P. The proof follows the same scheme as Lemma 2.2. If we had p + qξ 1 + rξ 2 = 0 for suitable p, q, r ∈ K with (q, r) (0, 0), up to a permutation we could assume that r = 1, so that
Since ξ 1 − ϕ n and ξ 2 − ψ n are linearly independent over K,
whence, by (2.16),
using the Liouville inequality (2.4) and (2.12) we obtain
whence, dividing by n and making n → ∞, by (2.14) we get ≤ δc, contradicting (2.15). Therefore 1, ξ 1 , ξ 2 are linearly independent over K. For any ε > 0 let ω = ω(ε) > 0 be as in the proof of Lemma 2.2, let n 0 = n 0 (ε) > 0 be such that 17) for any n > n 0 , and let h 0 be max
Let (p : q : r) ∈ P 2 (K) with h((p : q : r)) > h 0 . By Remark 2.5, we must prove that
Since both sides of this inequality depend only on (p : q : r), up to a permutation we may assume that |q| ≤ 1 = r. Define
For any n ≥ M such that p + qϕ n + ψ n 0, by (2.12) and (2.17),
18)
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788712000274
[11]
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Thus, by the triangle inequality,
As in Lemma 2.2 we distinguish two cases.
First case: p + qϕ M + ψ M 0. We take n = M in (2.19) and, similarly to Lemma 2.2, we obtain
Second case: p + qϕ M + ψ M = 0. Since lim n→∞ ϕ n = ξ 1 and lim n→∞ ψ n = ξ 2 , we may take the least integer N such that N > M and p + qϕ N + ψ N 0. Then, by (2.17) with n = N − 1,
Taking n = N in (2.19), we easily obtain
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788712000274 D 2.7. Let K ⊂ C be a number field, and let ξ ∈ C be nonquadratic over K, that is, such that [K(ξ) : K] > 2. A real number µ > 0 is said to be a K-nonquadraticity measure of ξ if for any ε > 0 there exists a constant h 0 = h 0 (ε) > 0 such that
for all β that are quadratic over K, that is, satisfy [K(β) : K] ≤ 2, with h(β) > h 0 . The least K-nonquadraticity measure of ξ is denoted by µ 2,K (ξ).
C 2.8. Let K ⊂ C be a number field, and let δ be defined by (2.5). Let ξ ∈ K ∞ , and let (ϕ n ) n∈N and (ψ n ) n∈N be two sequences of elements of K such that ξ − ϕ n and ξ 2 − ψ n are linearly independent over K and
then ξ is nonquadratic over K, and
P. By applying Lemma 2.6 to ξ and ξ 2 , we see that ξ is nonquadratic over K. For any β ∈ K with h(β) sufficiently large,
by Lemma 2.2 with ϑ n = ϕ n . For an arbitrary β with [K(β) :
since max{1, xy, x + y} ≤ 2 max{x, 1} max{y, 1} for any x, y ≥ 0. Thus h((1 : p : q)) is bounded from above and from below as follows:
Again by Lemma 2.6,
that is, by Definition 2.4, Remark 2.5 and formula (2.20),
for any β with sufficiently large h(β). Furthermore, if |ξ − β| < 1, which is not restrictive, then from
it follows that
Therefore, by (2.21) and (2.22), log |ξ − β| + log + |ξ| + 2 log 2 > −(2 + ε)λ −1 h(β).
for any β with sufficiently large h(β).
As a consequence of Corollary 2.8 we obtain a proof of Remark 1 in [H2, p. 4567] .
C 2.9 (Hata [H2] ). Let ξ ∈ R with [Q(ξ) : Q] > 2, and let (p n ) n∈N , (q n ) n∈N and (r n ) n∈N be sequences of integers such that
for positive real numbers σ and τ. Then
P. Let ϕ n = p n /q n and ψ n = r n /q n , and let K = Q. As in the proof of Corollary 2.3,
Moreover, h((1 : ϕ n : ψ n )) ≤ log max{|p n |, |q n |, |r n |}, and p n = q n ξ 1 − q n ξ − p n q n ξ and r n = q n ξ 2 1 − q n ξ 2 − r n whence lim
From Corollary 2.8 with
Double integrals
In the following sections, we shall combine the algebraic lemmas of Section 2 with the study of the asymptotics of linear forms in logarithms and of their coefficients, expressed by suitable generalizations of the double complex integrals introduced in [M] . Specifically, we extend the integrals of Marcovecchio [M] by taking the parameter x therein to be a suitable algebraic number α ∈ C with deg α ≥ 2, or any one of its algebraic conjugates.
Let h, j, k, l, m, q be positive integers satisfying
and such that
Let x ∈ C \ {0}, and denote by Arg x the branch of the argument of x such that −π ≤ Arg x < π. For any η 1 , η 2 ∈ C satisfying |η 1 | = |η 2 | = 1 and max{0, Arg x} < arg η 1 < arg η 2 < 2π + min{0, Arg x}, we define
where the notation for the limits of integration means that the integration paths for s and t are the half-lines going from zero to infinity through the points η 1 and η 2 respectively. Similarly, for any η 1 , η 2 as above, we define
(3.4)
For x ∈ C \ {1}, we also define the double contour integral
for any and satisfying 0 < < < |1 − x|.
From the results in [M, Sections 2 and 3], we have the following facts. (i) The integrals I
+ (x) and I − (x) are unchanged by replacing η 1 , η 2 with η 1 , η 2 respectively, for any η 1 and η 2 satisfying |η 1 | = |η 2 | = 1 and max{0, Arg x} < arg η 1 < arg η 2 < 2π + min{0, Arg x}.
Also, I
+ (x) and I − (x) converge absolutely, so that the integrations in s and t can be interchanged, and converge locally uniformly for x in C \ {0}. Thus I + (x) and I − (x) are analytic functions of x, in general with a branch point at x = 0.
(ii) For x ∈ R + ,
for polynomials P(x), Q(x), R(x) ∈ Q[x], whence
6)
Moreover, for x ∈ R + \ {1},
By analytic continuation, (3.6)-(3.8) hold for any x ∈ C \ {0, 1}, where in (3.6) and (3.7) the logarithm is defined by log z = log |z| + i arg z with −π < arg z ≤ π. (iii) There exist explicitly given positive integers M, N, γ 1 , γ 2 , with N ≤ M and γ 1 ≤ γ 2 , depending only on h, j, k, l, m, q, such that the polynomials P(x), Q(x), R(x) in (ii) satisfy
where d r denotes the least common multiple of the integers from 1 to r for any positive integer r. Moreover, the integrals I + (x), I − (x), J(x) and the integers M, N, γ 1 , γ 2 are all invariant under the action on {h, j, k, l, m, q} of the permutations σ = (h l)( j k)(m q) and τ = (h k)( j m)(l q).
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788712000274 (iv) For suitable choices of h, j, k, l, m, q not all equal, the integer coefficients of the polynomials (3.10) have a large common divisor. More precisely, let I + n (x), I − n (x), J n (x) = P n (x), Q n (x), R n (x) denote the integrals and polynomials in (ii) with h, j, k, l, m, q replaced by hn, jn, kn, ln, mn, qn respectively, where h, j, k, l, m, q are fixed and n is any positive integer. Then the integers M, N, γ 1 , γ 2 in (iii) are changed to Mn, Nn, γ 1 n, γ 2 n, respectively. In particular, (3.9) becomes max{deg P n , deg Q n } ≤ γ 1 n, deg R n ≤ γ 2 n.
(3.11)
For any n, there exists a positive integer D n such that D n | d Mn and 
Main theorems
In this section we show how to apply the algebraic lemmas of Section 2 to the double integrals I + n , I − n and J n of Section 3, in order to obtain Q(α)-irrationality and Q(α)-nonquadraticity measures for the logarithms of some algebraic numbers α ∈ C. We shall use Hata's C 2 -saddle point method [H2] for the study of the asymptotic behaviours of the double integrals as n → ∞. However, since the technical details in the various applications of the C 2 -saddle point method strongly depend on α, we prefer to postpone such applications to the next sections, for several different choices of α. Here we prove the desired upper bounds for µ Q(α) (log α) and µ 2,Q(α) (log α) subject to conditional assumptions on the asymptotics of the double integrals, which will be justified in the next sections.
Let α ∈ C \ {0, 1} be an algebraic number with deg α = ∆, and let α 1 = α, α 2 , . . . , α ∆ be its algebraic conjugates. Let
be the minimal polynomial of α in Z[x], with a 0 > 0. Suppose that there exist positive constants H, K 1 , . . . , K ∆ such that max lim sup
[17]
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when d = 2, . . . , ∆. According to (2.5), let
(4.4) Let M, N, γ 1 , γ 2 be the integers in (3.11)-(3.13). Finally, let
with Ω dψ(z) as in (3.13), and let log α = log |α| + i arg α, with −π < arg α ≤ π, be the principal value of the logarithm. Under the assumptions above, we prove the following theorems.
P  T 4.1. Let P n , Q n and R n be the polynomials in (3.11) and (3.12). By (3.8) and (4.2), P n (α) = J n (α) 0 for any sufficiently large n. Thus we can apply Lemma 2.2 with K = Q(α), ξ = log(1/α) and ϑ n = Q n (α)/P n (α). Hence, by (3.7),
.
For n → ∞ we obtain, by (4.2), lim sup 6) so that the constant in Lemma 2.2 can be given by
As for the constant c in Lemma 2.2, we get by (2.1)
where D n is the integer in (3.12) and (3.13). Applying the product formula (2.3) to D n P n (α)
(4.8)
For the Archimedean places,
By (3.7), the last quantity does not exceed
Hence, by (3.8), (3.13), (4.2) and (4.3), lim sup
(4.9)
[19]
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Hence for any ultrametric place v,
It follows that
It is well known that, since (4.1) is the minimal polynomial of α,
Combining with (2.1), this yields
As n → ∞ we obtain, by (4.8), (4.9) and (4.11), lim sup
Thus we may take the constant c in Lemma 2.2 to be
By (4.7) and (4.12), the desired conclusion follows from Lemma 2.2.
P  T 4.2. Here we apply Corollary 2.8 with K = Q(α), ξ = log(1/α), ϕ n = Q n (α)/P n (α), and ψ n = 2R n (α)/P n (α). As with (4.6), lim sup
From (3.6) and (3.7) with x = α,
R. Marcovecchio and C. Viola [20] Thus, by (3.8),
whence, by (4.2), lim sup
Since the Weil height h((1 : ϕ n : ψ n )) is independent of the choice of the homogeneous coordinates 1, ϕ n , ψ n ,
whence, by (2.11),
similarly to (4.8). For the Archimedean places we now have, using (3.6) and (3.7),
By the prime number theorem, lim n→∞ (1/n) log d Nn = N. Hence, by (3.8), (3.13), (4.2) and (4.3), lim sup
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As in the proof of Theorem 4.1, by (3.11), (3.12) and (4.10),
Hence we may now take the constants and c to be given by
Then the conclusion follows from Corollary 2.8.
C 2 -saddle point method
In several interesting cases, the best constants H, K 1 , . . . , K ∆ for Theorems 4.1 and 4.2 can be computed by applying Hata's C 2 -saddle point method [H2] to the double integrals I + n (x), I − n (x) and J n (x) defined in Section 3(iv), independently for every x = α, α 2 , . . . , α ∆ . For every choice of x, the exact asymptotic behaviour, as n → ∞, of each of I + n (x), I − n (x) and J n (x) depends on the value of the function
at one of its stationary points in C 2 , that is, at a solution of the system
Writing ∂ log f /∂s = 0 and ∂ log f /∂t = 0, and using (3.1), the system (5.1) becomes
The first step in applying the C 2 -saddle point method for each of the double integrals I + n (x), I − n (x) and J n (x) (see [H2, Hypothesis A, p. 4559] ) is to solve either the equation ∂ f /∂s = 0 with respect to s, thus expressing s as a holomorphic function S (t) of t in a suitable open region D of the t-plane, or, interchanging the roles of s and t, to solve the equation ∂ f /∂t = 0 with respect to t. Since the parameter x does not appear in the first equation (5.2), it is convenient to solve ∂ f /∂s = 0 with respect to s, thus obtaining a function s = S (t) independent of x.
For convenience, as in [M] , besides (3.1) and (3.2) we choose the exponents in the function f (s, t) to satisfy the condition By (5.3), the system (5.2) is
The first equation (5.4) can be written as
whence T (s)T (1/s) = 1, so that the inverse of (5.5) is a two-valued function s of t with branch points at
corresponding to the solutions
of dT/ds = 0, precisely such that
Since, by (3.2) and (5.3), h + k − j = l + k − j > 0 and j − k > 0, the values σ + and σ − are real and distinct, and satisfy 0 < σ − < σ + and σ + σ − = 1. 
is bijectively transformed by T (s) onto the lower t-half-plane
and similarly each of
is bijectively transformed by T (s) onto the upper t-half-plane
Hence the function s = S (t), holomorphic in an open region D, to be used in the C 2 -saddle point method can be chosen as the inverse of t = T (s) either on D = D 1 with values in one of the regions C 1 or C 2 , or on D = D 2 with values in C 3 or C 4 , or on the t-plane deprived of (−∞, τ − ] ∪ [τ + , +∞) with values in one of the s-half-planes {Im(s) > 0} or {Im(s) < 0}, and so on.
In order to find the stationary points of f (s, t), we solve the system (5.4). We eliminate t by substituting T (s) for t in the second equation (5.4). Dividing by ( j + h − k)s, we obtain the cubic equation in s:
If we solve (5.6) with respect to x we get
whence X(s)X(1/s) = 1. Let s = s 1 , s 2 , s 3 be the roots of (5.6), and let t ν = T (s ν ) (where ν = 1, 2, 3), so that the stationary points of f (s, t) (depending on x) with f (s, t) 0 are (s 1 , t 1 ), (s 2 , t 2 ) and (s 3 , t 3 ). For the applications of the C 2 -saddle point method for every choice of x and for each of the double integrals I + n (x), I − n (x) and J n (x), we take two steps.
Step (i). Transform the integration path for t, applying Cauchy's theorem, into a new integration path γ passing through one of t 1 , t 2 , t 3 (say, t * ), so that S (t * ) = s * and 8) and the maximum on γ is attained only at t = t * (see [H2, Hypothesis C] ).
Step (ii). For any t ∈ γ, transform the integration path for s, again applying Cauchy's theorem, into a new integration path δ t (in general depending on t) passing through S (t), so that max 9) and the maximum on δ t is attained only at s = S (t) (see [H2, Hypothesis E] Then, by [H2, formula (1.9) 
In the next section we follow the strategy above for several different choices of x, and for each of I + n (x), I − n (x) and J n (x).
6. Numerical results 6.1. We begin with some applications of Theorem 4.1, in all of which we choose the exponents in the function f (s, t) as in [M, proof of Theorem 1.1] , that is,
These choices yield
(see [M, p. 181] ).
For every choice of the algebraic number α ∈ C \ {0, 1}, we find the constants H and K 1 in (4.2) by applying the C 2 -saddle point method for x = α, and the constants K 2 , . . . , K ∆ in (4.3) by applying the C 2 -saddle point method for x = α 2 , . . . , α ∆ (the algebraic conjugates of α). We discuss in detail the first example, that is, α = 1/ √ 2, and we only sketch the discussion of the other examples. The corresponding values t ν = T (s ν ) are t 1 = 0.79366780 . . . ,
This yields log | f (s 1 , t 1 )| = 32.40667885 . . . , log | f (s 2 , t 2 )| = log | f (s 3 , t 3 )| = −7.61520924 . . . .
We have I
. According to (3.3), the initial integration paths in s and
2) are the half-lines (0, η 1 ∞) and (0, η 2 ∞) respectively, for any η 1 , η 2 ∈ C satisfying |η 1 | = |η 2 | = 1 and 0 < arg η 1 < arg η 2 < 2π. With the notation of Section 5, we take the function s = S (t) for t ∈ D = D 1 = {Im(t) < 0} with values in C 1 , and we choose the modified integration paths γ for t and δ = δ t for s, described in Steps (i) and (ii) in Section 5, as in [M, Section 5] , that is,
Note that, in this case, the integration path δ for s is independent of t ∈ γ. A discussion very similar to [M, pp. 179-180] shows that (5.8) and (5.9) hold. By (5.10) we conclude that the constant H in (4.2) is
in accordance with [M, formula (43) ]. According to (3.5), the initial integration contours in s and t for J n (1/ √ 2) are the circles centred at 1/ √ 2 with radii and respectively, where 0 < < < 1 − 1/ √ 2. We now take s = S (t) on the t-plane deprived of [τ − , τ + ] with values in the punctured disc
and we choose = t 1 − 1/ √ 2. Thus the contour γ for t is the circle centred at 1/ √ 2 passing through t 1 , and a standard calculation shows that (5.8) holds, that is,
The curve S (γ) is an oval contained in the half-disc
and is a connected component of a quartic in the s-plane, symmetric with respect to the real axis. A direct application of the ordinary saddle point method (that is, in C) shows that for any fixed t ∈ γ, the modified integration contour δ t for s, that is, by Cauchy's theorem, a suitable contour enclosing the pole s = t but not the pole s = 1 of the function s
can be chosen to be a contour passing through the saddle point s = S (t) of (6.3) and satisfying (5.9). By (5.10), the constant K 1 in (4.2) is
in accordance with [M, formula (40) ].
For x = −1/ √ 2, the roots of (5.6) are
(6.4)
The corresponding values t ν = T (s ν ) are t 1 = 0.78338155 . . . ,
According to (3.4), the integration paths in s and t for I − n (−1/ √ 2) are the half-lines (0, η 2 ∞) and (0, η 1 ∞) respectively, for any η 1 , η 2 ∈ C satisfying |η 1 | = |η 2 | = 1 and 0 < arg η 1 < arg η 2 < π. We may rotate the integration path for s to the negative half-line (0, −∞), since with this rotation the integration path does not cross the poles s = 1 and s = t. Similarly, we may rotate the integration path for t to (0, +∞). 2), we define the paths δ for s and γ for t by (6.1) and (6.2), but now with the value s 2 given by (6.4). It is easy to see that the curve γ is contained in the half-plane Re(t) < 0, and, moving along γ from zero to infinity, the point −1/ √ 2 lies on the left-hand side. Thus, by Cauchy's theorem, the integration paths δ and γ are admissible for I + n (−1/ √ 2). Again as in [M] , one checks that (5.8) and (5.9) hold with | f (s 2 , t 2 )|. Therefore, by (5.10), lim n→∞ 1 n log |I + n (−1/ √ 2)| = log | f (s 2 , t 2 )| + ( j − h) log |x| + (h + j + k) log |1 − x| = 7.81943300 . . . .
For J n (−1/ √ 2), we take s = S (t) on the t-plane deprived of (−∞, τ − ] ∪ [τ + , +∞) with values in {Im(s) > 0}, as before. Here we take = |t 2 + 1/ √ 2|, so that the contour γ for t is the circle centred at −1/ √ 2 passing through t 2 given by (6.5). The curve S (γ) is the upper half of a quartic in the s-plane, and (5.8) can be easily checked with t * = t 2 .
As with J n (1/ √ 2), for any t ∈ γ one can choose the contour δ t for s enclosing t but not 1, so that (5.9) holds. By (5.10), (ii) α = √ 2/3. Here the discussion is entirely similar to the previous case. We have δ(α) = ∆ = 2 and a 0 = 3. 
For I
+ n (α), the modified integration paths for s and t are the half-line δ = R + s 2 and the curve γ = T (R + s 2 ), respectively. For I − n (α), we choose δ = R + s 3 and γ = T (R + s 3 ), respectively. For J n (α), we choose the integration contour γ for t to be the circle centred at α passing through t 1 , and for any t ∈ γ we choose the modified contour δ t for s according to the ordinary saddle point method, that is, passing through the saddle point s = S (t) ∈ C 3 .
For x = α, we plainly have
− n (α) = I + n (α), J n (α) = J n (α). For x = β = −0.38060945 . . . , the real root of 5x 3 − 5x 2 + 1, we have the values T 1. a h j h/ j µ 2,Q(
