We propose a transformation system for CLP programs and modules. The framework is inspired by the one of Tamaki and Sato for pure logic programs 19]. Here, the use of CLP allows us to introduce some new operations such as splitting and constraint replacement. We provide two sets of applicability conditions. The rst one guarantees that the original and the transformed programs have the same computational behavior, in terms of answer constraints. The second set contains more restrictive conditions that ensure compositionality: we prove that under these conditions the original and the transformed modules have the same answer constraints also when they are composed with other modules. As corollaries we obtain the correctness of both the modular and the non-modular system w.r.t. the least model semantics.
Introduction
As shown by a number of applications, programs transformation is a powerful methodology for the development and optimization of large programs. In this eld, the unfold/fold transformation rules were rst introduced by Burstall and Darlington 5] for transforming clear, simple functional programs into equivalent, more e cient ones. Afterwards, Tamaki and Sato 19] proposed an elegant framework for the transformation of logic programs based on the same rules. Their system was proven to be correct w.r.t. the least Herbrand model semantics 19] and the computed answer substitution semantics 13]. The system was later extended to logic programs with negation and serious research e ort has been devoted to proving its correctness w.r.t. the various semantics available for normal programs.
All the (unfold/fold) transformation systems proposed so far for (constraint) logic programs, with the only exception of 15] , assume that the en- 1 To appear in Proc. ICLP '95. tire program is available at the time of transformation. This is often an unpractical assumption, either because not all program components have been de ned, or because for handling the complexity a large program has been broken into several smaller modules. Indeed, the incremental and modular design is by now a well established software-engineering methodology which helps to verify and maintain large applications. Modularity has received a considerable attention also in the eld of logic programming, as the recent survey 4] shows. Adhering to the above mentioned methodology, we consider here CLP programs as a combination of separate modules. Each module partially de nes some predicates, and di erent modules are combined together by a simple composition operator. Now, a transformation system for modules requires ad-hoc applicability conditions: when we transform P into P 0 we don't just want P and P 0 to have the same (answer constraint) semantics:
we want them to be observationally equivalent whatever the context in which they are employed. When this condition is satis ed we say that P and P 0 are observationally congruent.
In this paper, we develop a transformation system for the optimization of CLP modules. This is accomplished in two steps. First, we generalize the Unfold/Fold system of Tamaki and Sato 19] to CLP programs. The full use of CLP allows us to introduce some new operations, such as splitting and constraint replacement, which broaden the range of possible optimizations. We also de ne new applicability conditions for the folding operation which avoid the use of substitutions and which are simpler that the ones used previously.
Afterwards, we de ne a (compositional) transformation system for modules. This is obtained by adding some further applicability conditions, which we prove su cient to guarantee that the transformed module is observationally congruent to the original one. This system allows us to transform independently the components of an application, and then to combine together the results while preserving the original meaning of the program in terms of answer constraints. This is useful when a program is not completely speci ed in all its parts, as it allows us to optimize on the available modules. When a new module is added, we can just compose it (or its transformed version) with the already optimized parts, being sure that the composition of the transformed modules and the composition of the original ones have the same computational behavior in terms of answer constraints. From a particular case of this correctness result it follows that also the non-modular transformation system preserves the computational behavior and the least model (on the relevant algebraic structure) of programs.
The proofs of the results are contained in the extended version 7].
Preliminaries: CLP programs and Modules
The reader is assumed to be familiar with the terminology and the main results on the semantics of Constraint Logic Programming (CLP for short).
Here we introduce some notations that we will use in the sequel. The original paper 10] by Ja ar and Lassez and the recent survey 11] by Ja ar and Maher provide the necessary background material. We assume programs de ned on a signature with predicates where the set of predicate symbols, denoted by , is partitioned into two disjoint sets: c (containing predicate symbols used for constraints) which contains also the equality symbol \=", and b (containing symbols for user de nable predicates). The notationst andx will denote a tuple of terms and of distinct variables respectively, whileB will denote a ( nite, possibly empty) conjunction of atoms. The connectives \," and 2 will often be used instead of^to denote conjunction. We nd convenient to use the notation 9 ?x from 11] to denote the existential closure of the formula except for the variablesx which remain unquanti ed. A constraint is a rst order formula whose predicate symbols are all in c .
A CLP rule is denoted by H c 2 B This notion is particularly relevant in the eld of program's transformation: in fact we say that a transformation is correct i it preserves program's equivalence, that is, if it maps programs into equivalent ones.
Modular CLP Programs
Following the original paper of R. O' Keefe 17] , the approach to modular programming we consider here is based on a meta-linguistic programs composition mechanism. This provides a formal background to the usual software engineering techniques for the incremental development of programs. Viewing modularity in terms of meta-linguistic operations on programs has several advantages. In fact it leads to the de nition of a simple and powerful methodology for structuring programs which does not require to extend the CLP theory (this is not the case if one tries to extend CLP programs by linguistic mechanisms richer than those o ered by clausal logic). Moreover, meta-linguistic operations are quite powerful, indeed the typical mechanisms of the object-oriented paradigm, such as encapsulation and information hiding, can be realized by means of simple composition operators 2]. Here we follow 3] and say that a module is a CLP program P together with a set Op(P) of predicate symbols specifying the open predicates.
De nition 2.3 (Module) A CLP module P is a pair hP; Op(P)i where P is a CLP program and Op(P) is a set of predicate symbols. 2
The idea underlying the previous de nition is that the open predicates, speci ed in Op(P), behave as an interface for composing P with other modules. On one hand, the de nition of open predicates could be partially given in P and further speci ed by importing it from other modules. Symmetrically, the de nitions of open predicates may be exported and used by other modules.
To compose CLP modules we again follow 3] and use a simple program union operator. We denote by Pred(E) set of predicate symbols which appear in the expression E.
De nition 2.4 (Module Composition) Let P = hP; Op(P)i and Q = hQ; Op(Q)i be modules. We de ne P Q = hP Q; Op(P) Op(Q)i provided that Pred(P) \ Pred(Q) Op(P) \ Op(Q) holds. Otherwise P Q is unde ned.
2
So, when composing P and Q, we require the common predicate symbols to be open in both modules. As previously mentioned, more sophisticated compositions (like encapsulation, inheritance and information hiding) can be obtained from the one de ned above by suitably modifying the treatment of the interfaces (essentially by introducing renamings to simulate hiding and overriding). Now, in order to de ne the correctness of a transformation system for modules, we need a notion of module's equivalence. Here, the relation given for non-modular programs in De nition 2.2 is too weak for our purposes. For instance, consider the modules P : hfp rg; frgi and Q : hfp qg; fqgi.
P and Q are -equivalent, while they clearly have quite di erent behaviors when composed with other modules (consider for example R : hfrg; frgi). The notion of equivalence which we need when transforming CLP modules has to take into account also the contexts given by the composition. In other words, we have to strengthen the relation to obtain a congruence wrt the operator. This is done as follows.
De nition 2.5 (Module's Congruence) Let P and Q be CLP modules.
We say that P is observationally congruent to Q, P c Q, i Op(P) = Op(Q) and for every module R such that P R and Q R are de ned, P R Q R holds.
So P c Q i they have the same open predicates and, for any query, they produce the same answer constraints in any -context. By taking R as the empty module we immediately see that if P c Q then P Q.
A transformation system for CLP
We are now ready to introduce the transformation system. First, it is important to notice rst that all the observable properties of computations we refer to are invariant under '. Moreover, it can be proven (see 7]) that the applicability conditions and the result (up to ') of the transformation operations are also invariant under ' . This implies that we can always replace any clause cl in a program P by a clause cl 0 , provided that cl 0 ' cl. This operation is often useful to clean up the constraints, and, in general, to present a clause in a more readable form. We start from some requirements on the original (i.e. initial) program that one wants to transform. Here we say that a predicate p is de ned in a program P, if P contains at least one clause whose head has predicate symbol p.
De nition 3.1 (Initial program) We call a CLP program P 0 an initial program if the following two conditions are satis ed: (I1) P 0 is partitioned into two disjoint sets P new and P old , (I2) the predicates de ned in P new don't occur in P old nor in the bodies of the clauses in P new .
2
Following this notation, we call new predicates those predicates that are de ned in P new . We also call transformation sequence a sequence of programs P 0 ; : : : ; P n , in which P 0 is an initial program and each P i+1 , is obtained from P i via a transformation operation.
Throughout this section we will use the following working example to illustrate our transformation system. To simplify the notation, when the constraint in a goal or in a clause is true we omit it. So the notation H B actually denotes the CLP clause H true 2B. Notice that the de nition of average needs to scan the list Xs twice. This is a source of ine ciency that can be xed via a transformation sequence. 2
The rst transformation we consider is unfolding. This operation is basic to all the transformation systems and essentially consists in applying a derivation step to an atom in the body of a program clause, in all possible ways. Note Since all the observable properties we consider are invariant under ', to simplify the notation all the de nitions of the transformation operations will be given modulo reordering of the bodies. Moreover, we also assume that the clauses of a program have been renamed so that they are variable disjoint. 
2
In order to be able to perform the folding operation on clause c8 we need now a last, preliminary operation: the constraint replacement. In fact, as we will discuss later, to apply such a folding, c8 should contain also the constraint Len 0 > 0. Clearly, adding Len 0 > 0 to the body of c8 cannot be done via a simple cleaning-up of the constraints: it would transform c8 in a non '-equivalent clause. However, notice that the variable Len 0 in the atom len( JjRest]; Len 0 ) (in the body of c8) represents the length of the list JjRest] which obviously contains at least one element. Indeed, every time that c8 is used in a refutation its internal variable Len 0 will eventually be bounded to a numeric value greater than zero. We can then safely add the redundant constraint Len As we said before, the applicability conditions for the constraint replacement operations are satis ed because each time that the query len( JjRest]; Len 0 ) succeeds in the current program the variable Len 0 is constrained to a value greater than zero.
We are now ready for the folding operation. This operation is a fundamental one, as it allows to introduce recursion in the new de nitions. Intuitively, folding can be seen as the inverse of unfolding. Here, we take advantage of this intuitive idea in order to give a di erent formalization of its applicability conditions which we hope will be more easily readable than those existing in the literature. Recall that the initial program of a transformation sequence is partitioned into P new and P old . As a notational convenience in the following de nition we assume that the body of the folded clause has been reordered so that the atoms that are going to be folded are found on its left hand side.
De nition 3.6 (Folding) Let Here, the constraint e acts as a bridge between the variables of d and cl. For this reason in the sequel we'll often refer to it as bridge constraint.
Conditions F1 and F2 ensure that the folding operation behaves, to some extent, as the inverse of the unfolding one: the underlying idea is that if we unfolded the atom D in cl 0 using only clauses from P new as unfolding clauses, then we would obtain cl back Finally, the purpose of F3 is to avoid the introduction of loops which can occur if a clause is folded by itself. Rates; Sum 0 ); len( JjRest]; Len 0 ) in c9, using c2 as folding clause. In this case, the bridge constraint e has to be XS = JjRest]^RATES = Rates^LEN = Len 0^A V = Sum 0 =Len 0 . In the resulting program, after cleaning up the constraints, the predicate avl is de ned by the following clauses: 3 Note however that the folding clause is always found in P0 and usually does not belong to the \current" program, therefore in practice \undoing" a fold via an unfolding operation is usually not possible. Notice that, because of this last operation, the de nition of avl is now recursive and it needs to traverse the list only once. Here, checking F1 is a
trivial task: what we have to do is to unfold c10 using c2 as unfolding clause, and check that the resulting clause is '-equivalent to c9. Finally, in order to let also the de nition of average enjoy of these improvements, we simply fold weighted sum(Xs; Rates; Sum); len(Xs; Len) in the body of c1, using c2
as folding clause. The bridge constraint e is now Xs = XS^RATES = RatesÂ V = Av^LEN = Len and the resulting clause is, after the cleaning-up c11:average(List, Av) Len > 0 2 avl(List, Rates, Av, Len). Again, we could eliminate the constraint Len > 0 in the body of c11, by applying a constraint replacement operation. In any case, we now have a de nition of average which needs to scan the list only once.
The transformation system given by the previous four operations is correct w.r.t. , that is any transformed program together with a generic query Q will produce the same answer constraints of the original one. This is the content of the following Theorem. Theorem 3.7 (Correctness) If P 0 ; : : : ; P n is a transformation sequence then P 0 P n : 2
This result is proven by showing that the transformation system preserves a semantics modeling answer constraints called answer constraint semantics 9]. Since the least D-model can be seen as an abstraction of such a semantics, we also have the following. Corollary 3.8 If P 0 ; : : : ; P n is a transformation sequence then the least Dmodels of P 0 and P n coincide. 2 4 A transformation system for CLP modules
The above results show the correctness of the transformation system when viewing each CLP program as an autonomous unit. However, as pointed out in the introduction, an essential requirement for programming-in-the-large is modularity: a program should be structured as a composition of interacting modules. In this framework Theorem 3.7 falls short from the minimal requirement since it does not guarantee that a module P will be transformed into observationally congruent one P 0 . Transforming CLP modules requires then a strengthening of the applicability conditions given in the previous section. In what follows, we discuss such modi cations considering the various operations one by one. In the sequel we call open atoms those atoms whose predicate symbol belong Op(P). Moreover, we assume that the transformed version of a module has the same open predicates as the original one. We start with the unfolding operation. In order to preserve the compositional equivalence, we need the following additional applicability condition:
(O1) The unfolding can not be applied to an open atom.
This condition is clearly needed. Consider for instance the module P 0 : hfc1 : p q:g; fqgi. Since P 0 contains no clause whose head uni es with q, unfolding q in c1 will return an empty module P 1 = ;. Obviously P 0 and P 1 are not observationally congruent.
Being closely connected to the unfolding, the splitting operation requires the same kind of precautions when is applied to a modular program. Namely we need the following condition:
(O2) The splitting operation may not be applied to an open atom. The example used to show the need for condition O1 for the unfolding operation can be applied here to demonstrate the necessity of O2.
In order to apply the constraint replacement to modules we need to restate completely its applicability conditions. As am example showing the need of such a change, let us consider the module P 0 : hfc1 : p(X) true 2 q(X):; c2 : q(a)g; fqgi. The only answer constraint to the query q(X) in P 0 is X = a. Therefore, if we refer to the applicability conditions of De nition 3.5, we could add the constraint X = a to the body of c1 thus obtaining P 1 :
hfp(X) X = a 2 q(X):; q(a)g; fqgi. Now P 0 and P 1 are not observationally congruent since, for Q : hfq(b):g; fqgi, the query p(b) succeeds in P 0 Q and fails in P 1 Q. Using the additional applicability conditions just introduced, we can dene now the transformation sequence for CLP modules (for short, modular transformation sequence).
De nition 4.2 (Modular transformation sequence) Consider a module P 0 = hP 0 ; Op(P 0 )i and a transformation sequence P 0 , : : :, P n . We say that P 0 ; : : : ; P n is a modular transformation sequence i , for i 2 0; n], P i = hP i ; Op(P 0 )i and the conditions O1: : :O4 are satis ed by all the operations used in P 0 ; : : : ; P n . 2
As expected, for a modular transformation sequence we can prove a correctness theorem stronger than Theorem 3.7. Indeed, the system transforms a module into an observationally congruent one. Theorem 4.3 (Correctness of the modular transformation sequence) Let P 0 ; : : : ; P n be a modular transformation sequence, then P 0 c P n .
In other words, for any module Q such that P 0 Q is de ned, P n Q is also de ned 4 and a generic query has the same answer constraints in P 0 Q and P n Q. Example 3.2 (part 6) Program AVERAGE can be used in a modular context. Indeed, if we consider that the exchange rates between currencies are typically uctuating ratios, it comes natural to assume exchange rates as an open predicate which may refer to some external \information server" to access always the most up-to-date information. In this context, it is easy to check that all the transformations we performed satis ed O1: : :O4. Therefore Theorem 4.3 guarantees that the nal program will behave exactly as the initial one, even in this modular setting. 2 
Conclusions
The works most closely related to this paper are Maher's 15] and the one of Bensaou and Guessarian 1]. Maher considers several transformations for deductive databases modules with constraints (allowing negation in the bodies of the clauses) and refers to the perfect model semantics. However the folding operation proposed in 15] is quite restrictive since it lacks the possibility of introducing recursion. Indeed it is a particular case of the one de ned here. Moreover, our notion of module composition is more general than the one considered in 15], since the latter assumes each predicate is de ned within a single module and does not allow mutual recursion among modules.
An extension of the Tamaki-Sato method to CLP programs has also been proposed by Bensaou and Guessarian 1], yet there are some substantial differences between 1] and our proposal. Firstly, since in an Unfold/Fold transformation sequence we allow more operations, we obtain a more powerful system. For instance, the transformation performed in Example 3.2 is not feasible with the tools of 1]
5
. Secondly, the semantics they refer to is an extension to the CLP case of the so called C-semantics 6]. Since this semantics can be obtained as an abstraction of the answer constraint semantics, the result on the correctness of the Unfold/Fold system of 1] is a particular case of our Theorem 3.7 (see 7]). A third relevant di erence is due to the fact that since modularity is not take into account in 1], the system introduced in that paper does not produce observationally congruent programs.
To conclude, our contributions can be summarized as follows. We have de ned a transformation system for CLP based on the Unfold/Fold framework of Tamaki and Sato for logic programs 19] . Here, the use of CLP allowed us to de ne some new operations and to express the applicability conditions for the folding operation without the use of substitutions. Our de nition of folding emphasizes its nature of being a quasi-inverse of the unfolding. We hope that this will provide a more intuitive explanation of its applicability conditions. The system is then proven to preserve the answer constraints and the least D-model of the original program. A de nition of a modular transformation sequence is given by adding some further applicability conditions. These conditions are shown to be su cient to guarantee the correctness of the system w.r.t. the observational congruence. As previously argued, this provides a useful tool for the development of real software since it allows incremental 5 In 1] it is used also a replacement operation which allows transformations that cannot be obtained with our system. However, such an operation cannot be tted in a Unfold/Fold sequence, in particular no folding is allowed when the transformation sequence contains a replacement. Therefore the replacement in 1] is an operation orthogonal to Unfold/Fold transformations and beyond the scope of this paper. This issue is investigated in 8].
and modular optimizations of large programs.
