Introduction
In 1987, q -based Bernstein operators were defined and studied by Lupas [21] . In 1997, another q-based Bernstein operator was proposed by Phillips [23] . Since then q-based operators have become an active research area.
Muraru [22] introduced and investigated the q-Bernstein-Schurer operators. She obtained the Korovkin-type approximation theorem and the rate of convergence of the operators in terms of the first modulus of continuity. The term B -continuous and B -differentiable function was first introduced by Bögel in [12] and [13] wherein he studied some important results using these concepts. Further, in 1966, Dobrescu and Matei [15] gave some approximation properties for bivariate Bernstein polynomials using a generalized boolean sum. The Korovkintype theorem for approximation of B-continuous functions using GBS operators is due to Badea et al. [5] .
A very well known Shisha-Mond theorem [27] for B -continuous functions is given by Badea et al. [6] . GBS operators of Schurer-Stancu type were introduced by Bȃ rbosu [7] . Agrawal et al. [1] defined bivariate qBernstein-Schurer-Kantorovich operators by using q -Riemann integral and studied the rate of convergence of these operators. Sidharth et al. [28] introduced GBS operators of Bernstein-Schurer-Kantorovich type and studied the degree of approximation by means of the mixed modulus of smoothness and the mixed Peetre's K -functional. For some important contributions in this direction we refer to [cf. [8, 10, 11, [17] [18] [19] [24] [25] [26] Very recently Bǎrbosu and Muraru [9] defined the q -Bernstein-Schurer-Stancu operators for the bivariate case as follows:
Let p 1 , p 2 
where
) .
Let X and Y be compact subsets of R. A function f :
where ∆f [(x, y); (x 0 , y 0 )] denotes the mixed difference defined by
For any (x, y) ∈ J , the q -GBS operator of Bernstein-Schurer-Stancu type U (α1,β1,α2,β2) m,n,p1,p2
is defined as:
In what follows, let ∥ · ∥ C(I) denote the sup-norm on I.
Preliminaries
Lemma 1 [9] Let e i.j : (e 0,0 ; q m , q n , x, y) = e 0,0 (x, y),
) ,
Lemma 2
For (x, y) ∈ J, we have
Similarly, it can be shown that 
(2.2)
Main results
For f ∈ C(I), the complete modulus of continuity for the bivariate case is defined as follows:
whereω(f, δ 1 , δ 2 ) satisfies the following properties:
Details of the complete modulus of continuity for the bivariate case can be found in [2] .
Further, the partial moduli of continuity with respect to x and y are given by
and
It is clear that they satisfy the properties of the usual modulus of continuity.
The norm on the space C 2 (I) is defined as
For f ∈ C(I), let us consider the following K -functional:
where δ > 0. By [16] , there exists an absolute constant C > 0 such that
whereω 2 (f, √ δ) denotes the second order modulus of continuity for the bivariate case.
Let δ m and δ n be defined as
,
Theorem 1 Let f ∈ C(I). Then we have the inequality
Proof By the definition of partial moduli of continuity, Lemma 1, and using the Cauchy-Schwarz inequality we may write
Hence, we achieve the desired result. 2
Proof Using the linearity and positivity of the operator S
(|s − y|; q n , y)
Applying the Cauchy-Schwarz inequality, we have
This completes the proof. 2 10,10,2,2 (f ; .9, .9,
) (red) is illustrated by Figure 1 .
(f ; q m , q n , x, y) and the operators bivariate q -Bernstein- Figure 2 . 
Degree of approximation
Now we estimate the degree of approximation for the bivariate operators (1.1) by means of the Lipschitz class.
For 0 < ξ ≤ 1 and 0 < γ ≤ 1, for f ∈ C(I) we define the Lipschitz class Lip M (ξ, γ) for the bivariate case as follows:
Proof By our hypothesis, we may write
(|s − y| γ ; q n , y).
Now, using Hölder's inequality with
(e 0 ; q n , y)
Hence, the proof is completed. 2
Theorem 4 Let f ∈ C(I) and (x, y) ∈ J. Then we have
Proof Let (x, y) ∈ J be a fixed point. Then we can write
(.; q m , q n , x, y) on both sides, we have
we have
(|s − y|; q n , y).
Now, applying the Cauchy-Schwarz inequality, we get
This completes the proof of the theorem. 2
Theorem 5 For the function f ∈ C(I), we have the following inequality:
and the constant M > 0 is independent of f and C m,n .
Proof We introduce the auxiliary operators as follows:
then using Lemma 1, we have
((s − y); q m , q n , x, y) = 0.
Let g ∈ C 2 (I) and t, s ∈ I . Using Taylor's theorem, we may write
g(t, s) − g(x, y) = g(t, y) − g(x, y) + g(t, s) − g(t, y)
Applying the operator S * (α1,β1,α2,β2) m,n,p1,p2
(., q m , q n , x, y) on both sides, we get
Hence |S (α1,β1,α2,β2) m,n,p1,p2
Moreover, using Lemma 1
Hence, in view of (3.5) and (3.6), we get
Hence, we get the desired result. 2
Voronovskaja-type theorem
In this section, we obtain a Voronovskaja-type asymptotic theorem for the bivariate operators S (α1,β1,α2,β2) m,n,p1,p2
.
Theorem 6 Let f ∈ C 2 (I). Then we have
Proof Let (x, y) ∈ J. By Taylor's theorem, we have
7) for t, s ∈ I, where ε(t, s; x, y) ∈ C(I) and ε(t, s; x, y) → 0 as (t, s) → (x, y). Applying S
(α1,β1,α2,β2) n,n,p1,p2
on both sides of (3.7), we get
((s − y); q n , y)
+2f xy (x, y)S (α1,β1,α2,β2) n,n,p1,p2
(ε(t, s; x, y)
By using Lemma 3, we may write
Now, applying the Hölder inequality, we have
Since ε 2 (t, s; x, y) → 0 as (t, s) → (x, y), applying Theorem 2, we get
Further, in view of (2.1) and (2.2),
((s − y) 4 ; q n , y)
This completes the proof. The mixed modulus of smoothness of f ∈ C b (A) is defined as
for all (x, y), (t, s) ∈ A and for any (
properties of ω mixed were obtained by Badea et al. in [6] and [4] , which are similar to the properties of the usual modulus of continuity.
The mixed K -functional is introduced in [3, 14] for improving the measure of smoothness.
Now, for f ∈ C b (I) , we define the mixed K -functional by
where 
Now let us define the Lipschitz class for B -continuous functions. For f ∈ C b (I) , the Lipschitz class
The next theorem gives the degree of approximation for the operators U (α1,β1,α2,β2) m,n,p1,p2
by means of the Lipschitz class of Bögel continuous functions.
Considering Lemma 1, we obtain the degree of local approximation for B -continuous functions belonging to Lip M (ξ, γ) .
2
It is clear that
It is observed that for (x, y), (t, s) ∈ J and i, j ∈ {1, 2} S (α1,β1,α2,β2) m,n,p1,p2
((s − y) 2j ; q n , x, y).
. and using Lemma 3, we get the required result.
Example 3
In Figures 3 and 4 , respectively, for m, n = 10, 
It is clearly seen that the operator
gives a better approximation than the operator S (α1,β1,α2,β2) m,n,p1,p2
. given by (1.2) . Then
For the order of approximation of the sequence
Proof From Taylor's formula for the function g 1 ∈ C 2,0 B (I), we get
and by the definition of U (α1,β1,α2,β2) m,n,p1,p2
(α1,β1,α2,β2) m,n,p1,p2
Similarly, we can write 
