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Abstract 
Creep-feed grinding of superauoys is modeled: and analyzed 1n this thesis. 
. . . 
For the experimental data, a dedicated neural network was trained with fe\v 
iterations to provide an intelligent system which integrated multiple sensors. 
The trained neural network was utilized to optimize the grinding process. 
An off-line optimization procedure was carried out by utilizing a Multiple 
Criteria Decision Making (M--CDM) technique. Several conflicts among the 
systenJ outputs were satisfied to achieve the overall optin1ality. Many alter-
nate: solutions were also given to suggest a process strategy for the given con-
straints of the problen1. 
Grinding wheel. profile was digitiied to achieve a model. Several possible 
approaches to simulate the topography were identified. Fractal n1odeling 
_turned out to be the most useful methodology. Fractal properties of the wheel 
surface has been explored. With fractal analysis, the wheel surface topogra-
phy was successfu"lly characterized and regenerated by simulation \vith rc-
n1arkable accuracy. 
Dynamic active cutting edges in the cutting zone for certain working con-
ditions have been obtained. Binary codes associated with each edge consti-
tute to zero-one series which was then used to accomplish a four-state 
n1arkov chain problen1 formulation. A C++ object oriented module was in1-
plemented to fulfill the necessary task. 
1 
1.1 Research Problem 
Chapterl 
In trod ucti on 
As n1ore and more materials are introduced, the machining techniques 
have become a major concern for manufacturing industry. The techniques 
emphasize not only on the efficiency of the produ.c"ti9n process but ·also the 
product accuracy that can be achieved with the process. 
Grinding process is used as a finishing operation. In terms of machining 
aerospace alloys, conventional Al20 3 abrasive wheels is not in favor due to 
the high wheel wear rate in creep feed n1ode. Creep feed grinding with CBN 
or dian1ond abrasive wheels is suitable to n1eet the requirement of productiv-
ity and accuracy. Extensive utilization of CBN or dian1ond wheels will pro-
vide desirable ·properties like: 
1. J-Iigh hardness - provides greater ability to scratch or indent another 
n1 ate r i a l [ 1 ] . 
2. High thern1aJ .conductivity - a large portion of the heat is di5sipated 
through the wheel thus preventing thermal damage to the work 
materials. [1-3] 
3. Produces residual compressive stress[3-6]. 
4. Low wear rate - long wheel life [7]. 
Though diamond and CBN whetls both possess the above properties, the 
chemical instability of diamond in the presence of iron has made CBN 
wheels the only alternative to machine hard to machine a_lloy steels. 
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The optimal performance of grinding process can be ensured by a careful 
and systen1atic selection of working conditions. But due to the complexity of 
the process, making such a judgement is not an easy task. Besides, the exist-
ence of a conflict between objectives makes the p.roblem even more con1plex. 
For exan1ple, a maxin1um material ren1oval rate can be achieved by increas-
ing feed rate ·and depth of cut, but this causes a negative effect on the surface 
finish. Traditionally, economical criteria such as cost, production or profit 
rate are vtilized to achieve. optimal machining operations. Hnwever, this rule 
is too general to be applied to a specific process. It is necessary for the current 
research to develope a dedicated optin1ization n1ethodology that relates in-
puts such as feed rate, depth of cut and the other factors to outputs like po\ver, 
force and surface fini~h. A simultaneous satisfaction of all the objectives is 
then accon1plished by adjusting the paran1eters in the methodology. 
The optimization procedure relies on an accurate description of the system 
behavior. That is to say, an underlying n1odel has to be developed to help in 
the selection of working conditions. For the purpose of the systen1 integra-
tion, the model _must accurately describe the system and provide concurrent 
processing and sensing ability to serve as an on-line controller. Adaptability 
of the en1bedded model is required once the system behavior is changed due 
to the variation in the environment. 
In order to explore the grinding mechanisn1 completely, it is necessary to 
investigate the micro event that occurs during the process. The grinding sys-
tem behavior is due to the interactions between work material and every sin""' 
gle grit present in the cutting.zone~ Due to this interaction, the grinding 
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process produces wear which is represented as a feed back system in Figure 
1.1. 
As sho\vn in Figure 1.1, the kinematic aspects associated with the gr.ind-
ing process can be represented. The· abrasive-material engagen1ent is domi-
nated by the irregular distribution of the wheel geometry. As a result of this 
engagen1ent, chips are formed ano removed, outputs such as force, heat and 
surface finish are generated. Fracture and plastic deformation produced dur-
ing the engagen1ent constitute to the modification of both work piece and 
abrasive grains topography. And this con1pletes the loop as shown in Figure 
1.1. 
It- is thus obvious that the whe,el topography is one of the n1ost predo1ni-
nant factor that affects the overall performance. An accurate description of 
the wheel profile is very desirable.. This is difficult to achieve because the 
wheel surface is as sn1all as n1icro meter. The s.ty lus is often used to charac-
terize. the \Vheel surface. The profiloineter records the data by magnifying the 
magnitude of the moven1ent of the stylus ·when it trnverses across the \\'bet 1. 
As soon as the data is cqllected, analysis should be carried out to recognize 
and then sin1ulate the surface to a desirable degree. 
A methodology that can capture most of the quantitative a·nd qualitative 
information from the wheel topographic data is developed in this thesis. 
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Figure I. I A Feed Back System of Grinding Process 
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1.2 Research Objective 
The current research focuses on: 
1. Neural Network Modeling: 
Develop an intelligent integrated.sensor model which concu~rently 
monitors several system inputs (bond type, feed rate and depth of cut) 
and provide n1odels for multi-objectives optimization of the grinding 
process. 
2. Multiple Objective Optiinization 
Mathematical forn1ulation of the grinding process as a n1ulti-objective 
optin1ization problen1. The solution set for the multi-objective problern 
should provide a process strategy that explicitly specifies the optin1al 
working parametersfor the grindi·ng process. 
3. Modeling and Analysis of Grinding Wheel topography. 
Provide an accurate topographical description for the wheel surtace. 
Based on the experimental data, formulate a simulation for the wheel 
profile whjch will, in turn, serve as an input for further analysis. 
4. Calculation and stochastic- analysis of active cutting edges by applying 
Markov chain theory. 
The procedure for the present research is represented as a flow diagran1 
and shown in Figure 1.2. and Figure 1.3. 
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Chapter 2 
Literature Review 
2.1 Grinding Process 
Grinding is a n1aterial removal process which is carried out by a rotating 
abrasive wheel. Materia.l is re1noved by a shearing process. Grinding is si1ni-. 
lar to milling operation because of n1any irregµlar grains randomly distribut-
ed. on the wheel circun1ference. According to Kalpakjian[8], there are four 
different types of grinding operations, nan1ely, surface, cylindrical, "internal 
and centerless grinding. 
A typicaJ grinding system involves identifying the appropriate input and 
output parameters of the systen1. The inputs include para1neters such as feed 
rate, depth of cut, wheel property and work n1aterial specification. The out-
puts can be analyzed with grinding power, grinding force and surface finish 
and con1ponent accuracy. Such a systen1. is shown in Figure 2.1. 
2.1.1 Introduction 
In this section, creep feed grinding is first discussed. The con1parison of 
performance between creep feed ·and conventional _grinding is tevie\ved. Sec-
tion 2.1.2 is concerned with the n1odeling technique that is used for the grind-
ing process. Regression and slip-line techniques are. also discussed. 
The n1odeling of the wheel topography is reviewed in section 2.1.3. ln this 
section, n1ethodologies about surface n1easuren1ent and surface regeneration 
by fractal methodology are reviewed. The last section discusses the issue per-
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Figure.2.1 Grinding Process Input/ Output Relation Diagram 
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taining to wheel characterization. Possible approaches like time series and 
stochastic sin1ulation are also included in this section. 
2.1.2 Creep Feed Grinding 
Creep feed grinding is basically a stock removal process, although, de-
pending on the requirement, it can produce components without any need for 
further finishing operation. Creep-feed grinding is operated with a lo\v feed 
rate (10-1000 mn1/min) and high depth of cut (1-1 On1m or larger) versus the 
high feed rate (5-25 m/n1in) and low depth of cut (2-25µn1) required in con-
ventional grinding [9]. Therefore, the rnaterial ren1ove rate fron1 creep feed 
grinding is about twenty times that of the conventional grinding. 
As sho\vn in [10], three-types of creep grinding are used in the U.S. indus-
try today, nan1ely, pseudo creep feed, true creep feed and continuous dressing 
creep feed. The configurations for each type of creep feed grinding are pre.., 
sented in Figure 2.2 
'I'he performance of creep feed and pendulum grinding a.re compared in 
the follo\ving paragraphs. Werner [.1 Q] has devel9ped an expression for the· 
normal grinding force which suggests that creep feed grinding require higher 
force and specific energy than pendulun1 grinding for grinding materials clas-
sified as "difficult-to-grind". Measurements of profile wear on the wheel cor-
ner have been carried out on V-shaped profiles [9]. The finding indicates that 
the w~ar is less for the cre·ep-feed. grinding condit_ions. In _[11:], a forn1ula for 
the surface finish produced by both creep feed and pendulum grinding has 
been proposed. The formula shows that in creep feed grinding, surface finish 
can be improved by increasing. the wheel speed. 
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Figure 2.2 Three Types of Creep Feed Grinding 
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2.1.3 Modeling the Grinding Process 
A great deal of effort has been spent in modeling the grinding n1echanis1n. 
Rubenstein[l 2] has derived a linear relation between the norn1al and tangen-
tial force based on the assumptions for the wheel - workpiece contact, grit 
categ.9ry, normal and tangential forces equation, hardness pressure of the 
workp"iece and the ploughing pressure of the workpiece. The useful wheel 
life was also predicted in this paper that corresponds, largely, with the period 
during \vhich the plateau area per _grit increases. During this period, the grit 
wear is found to ·be dominated exclusively by attritious wear. 
ln [13], the stages from friction to ploughing and cutting has been de'-
scribed by utilizing a slip-line field which satisfies all the existing boundary 
conditions by starting from. the velocity relation at the average penetrating 
cutting edge and characterizing the frictional condition at the interface be-
t\veen the cutting edge ~n.d the work n1aterial. On the basis of this n1odel, it 
has been shown that there exists a critical depth of cut before a chip forn1a-
tion arises leading to n1ateria.J ren1oval. 
Wetton[l 4] has compared the thGoretical production of a frontal bulge an9 
lateral walls by n1odifying the slip-line field in the presence of friction. The 
theory explains the transition fron1 the forn1ation of a frontal bulge to contin-
uous swarf or to continuous chips. It is suggested that this approach could be 
extended to a general sliding problem in which the formation of a frontal 
bulge, wedge or prow is observed. 
An empirical n1odel for creep-feed grinding [15] has been derived by uti-
lizing a factorial experin1ental design. The model sin1plified each input tern1 
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by truncating higher order effects. Trends for surface finish, force and specif-
ic energy versus every input are obtained in this report. 
2.1.4. Wheel Surface Modeling of Wheel Topography 
The behavior of the grinding process can be further explored by an appro-
priate n1odeling of the wheel topography. Several works on the topographical 
model have been carried out.Shah and Malkin[l 6], have developed an .on-line 
con1puter,.controlled profilometer which was utirized for quantitative charac-
terization of extremely rough surfaces like grinding wheels and coated abra-
sives. In the devel.oped system, the stylus oscillated while the surface belo\v 
n1oved incrementally so that the surface was stationary when contacted by 
the stylus. 
In [17], the Electrical Discharge (ED) machined surface were studied by 
using Scanning Electron Microscopy (SEM) and profilometer. Relations be-
tween ED~1 conditions, workpiece n1ateri.rd, microscopic analy~is and fra('ta l 
and conv.entional analysis of profiles, were found. It was concluded that it is 
suitable to associate noticeable features of the 111ic.rographs with paran1eters 
derived fro.n1 -rectal and conventional analysis of Profilometer data. The frac-
tal analysis resulted in parameters (fractal din1ension)·which appeared to con-
tain different information about the profile ·than the conventional para1neters. 
·Na yak [18J has modeled rough surfaces as a two-dimension.al, .isotropic, 
Gaussian random process with the help of random process theory analysis. It 
was found that all higher order surface statistics· depended only on the param-
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eters obtained from a single profile for Gaussian isotropic surfaces~ and fro111 
three nonparallel profiles for Gaussian and nonisotropic surf~ces. 
By en1p·1oying parametric stochastic n1odels of autoregressive.,moving av., 
erage (ARMA), .DeVor and Wu [19] have implemented a technique for sur-
face profile characterization. The analysis was established through the 
criteria of ergodicity, sensitivity and oescribability. With 95 percent confi-
dence level, models for profile generated and recorded under identical condi-
tions were statistically equivalent. At 95 percent confidence interval, the 
models \Vere found to detect differences in the structure of the profile gener-
ated under· identical n1achining conditions but was different at different loca-
tion a1ong the progression of the cut. The descriptive ability of the ARMA 
models w~s shown by relating the indiyidual model paran1eters to the various 
physical con1ponents of the surface texture. 
Fractal analysis is· another approach used in n1odeling the surface geon1e-
try. Variety of theories and applications have been developed for fractal ge-
on1etry[20--24]. In '[25], fractal landscape viitb din1ensi-ons between tY/O and 
three were genera·ted by layering Brownian surfaces. 
2.1.5. Grinding Wl1eel Surface Characterization 
In order to obtain a meaningful inforn1ation fron1 either sin1ulated or ex-
perimental data, one will be concerned with the characterization of the data. 
The micro structure and the detailed analysis of the mechanism can be 
achieved by the effective transforn1ation or characterization of the data. 
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In [26], a new apparatus was developed to visually present the behavior of 
abrasive grits during the grinding process .. A method for calculating the effec-
tive grain spacing to determine the distrjbution of cutting edges, as well as 
th~ cutting edge ratio for known worn grain conditions has been derived. 
Conclusions are: 
l. Construction and distribution of cutting edges are largely affected by the 
dressing methods and conditions. 
2. When n1aking the first grinding pass, the top of the grains wear, and the 
worn surface is thrown up so that the working surface of the wheel 
con1es into contact with worn grains. 
3. The worn grain surfaces have n1any scratches very sin1ilar to those of 
finished metal surfaces. 
An exploratory attempt has been n1ade to study the grinding process \vith 
respect to the surface topography and nature of surface int~raction by simula-
tion[27]. The simulated results indicate the potentiality of the sin1ulation 
method in analyzing the grinding process. Percentage of active cutting grains 
and effective grain spacings were also obtained by .sin1ulation. Poorer surface 
finish was predicted for grinding with high feed rate, higher wheel speed and 
coarsely dressed wheel. 
McAdams[28] analyzed the abrasive profile by n1eans of Markov chain 
theory. The Chapn1an-Kolmogrov equations were utilized to investigate the 
distances between successive cutting edges and the lengths of lands on a 
worn grin9ing surface. A first order- two states Markov chain was forn1ulat-
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ed. The state space consists of grits protruding above a reference line being 
coded as 1 and the rest of the grits were coded as 0. 
Malkin [29] has presented a mathematical analysis of the cutting georne-
try during grinding, arising from consideration of the kinematic interactions 
between the top~graphy of th~ grits and workpiece. Aside from leading to 
fundamental parameters, such as undeformed chip thickness, the size of the 
grinding zone and the contact length, a basis for analyzing the abrasive inter-
actions with workpiece, the grinding temperature and the geometry of the 
ground surface generated have been constructed. 
2.2 Neural Network 
The conventional approach to the n1odeling of the grinding process, as 
discussed in the previous paragraph, suffers from few lin1itations. First, a 
large amount of empirical data has to be generated in order to m·odel the sys-
tem response accurately in the traditional way. Secondly, due to the conven-
tional serial con1puting process, the derived n1odel can't adjust itself for 
sin1ultaneous changes in the parameters. Hence, a new modeling technique 
by Artificial Neural Network(ANN) for the grinding process as will be dis~ 
cussed in the following sections is proposed. The ANN is shown in the fol-
lowing sections can overcome the lin1itation of the previous rnodel ing 
techniques. 
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2.2.1 Introduction 
Neural networks are so named since-their design is ·derived from the neu-
ral structure of the human brain. There are two types of neural network: ·Bio-
logical neural networks and artificial neural networks (ANN) [30]. The 
human brain is a biologicql neural network. The basic element of the huinan 
brain is the basic cell called the "neuron''. A neuron consists of four elen1en-
tary components: dendrites, soma, axon, and synapses. The dendrites are the 
input channels and are the ext.ensions of the soma. Through the synapse·s, 
the dendrites receive the excitation or inhibition signal fron1 other cells. The 
soma is the body of the neuron. The axon is the output channel, the extension 
of son1a, and carries nerve i1npulses frorn son1a to other neurons. The origin 
and the end of the axon are called hillock and bouton respectively. The syn-
apses are areas of electro chemical contact between neurons. 
The ANN is to sin1ulate a biological neural network. So their structures 
are sin1ilar to each other, nan1ely, a basic ANN n1odel is con1posed :of a large 
nun1ber of neurons; ·Jinked to each other with connection weights and each 
neuron has n1ultiple inputs and single output. 
Neural networks have just started to becon1e popular but- their research are 
not new. Their history dates ·back n1ore than 40 years. Work in neural netw.ork 
is classified by DARPA [31] into three areas, as shown in the following page. 
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2.2.2 Neural Network Models 
There is no unique way to classify the neural network models, since these 
n1odels contain different methods of learning, structures and functions. A 
simple classification of ANN model from model is shown in Figure 2.3 
The characteristics of ANN models have been surveyed and a brief dis-
cussed is presented below. A complete discussion on each n1odel is described 
in [31,32]. 
1 . {eedback vs. Feedforward 
Figure 2.4 shows the architecture of feedforward and feedback ANN 
n1odel. In brief, if no Proces.s Units(PU) output is dependent on any of 
its previous values, then the network is said to be feedforward. But, in 
the feedback network, PU 's output will be connected with its input. 
2. Linear vs. Nonlinear 
In both linear and nonlinearn1odels, the receiving PlJ takes into account 
the rates at which PUs are sent, multiplies them by their corresponding 
weights and sun1s them up. The difference between these two models 
lies in the relationship between the output of PU and the sumrnation. 
Linear model n1eans the output of PU is a linear function of sun1n1ation 
and nonlinear model's output is a nonlinear .function of summation. 
3. Association vs. ·Evaluation 
There are two types of ANN input/output architectures: association and 
20 
evaluation [33]. 
In association: ANN takes an input and tries to associate 'it with a 
previously d~fined output category. 
In evaluation: ANN takes each input and produces an evaluation of that 
input. If it is the transition between two states that needs to be evaluated, 
the network is supplied with before and after situations as part of its 
input. It rates this pair of state. 
4.. ·Learning Paradigms 
ANN can be classified by the learn.ing paradigms, because these learning 
paradign1s provide a good idea of the potential capabilities of the neural 
network technology [35]. These learning paradigms will be discussed in 
the next section. 
5. Fully Connected vs. Sparsely Connected 
If PUs are connected to all other PUs, \Ve call it a fully connected 
network. In the sparsely connected network, the PUs are only 
connected to few others. 
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2.2.3 Learning Algorithn1 
The learning rule is the heart of a neural network. It defines how to change 
.._, 
the weights in response to a given input/output pair. From the previous re-
search [31,34], three types of learning rule exist: supervised learning, unsu-
pervised learning and self-supervised learning. 
In this section, six well-known learning rules such as Hebb 's Rule, Delta 
rule, Gradient Decent rule and Back Propagation rule will .be briefly dis-
cussed. 
1. Hebb Rule 
This rule is one of the first and certainly the best-kno\Vll. The basic idea 
of Hebb rule is: If PU a i receives an input from another PU bj, and if 
both are highly active, the weight w ij fron1 ai to b j should be 
strengthened. tlebbian rule is usually expressed as follows 
vw . . = 11a-b. 
t,) l ) 
Where ri is the learning rate, \vhich is the rneasure of speed of 
the convergence of the initial \Veight pattern to the ideal _pattern 
2. Delta Rule 
The Delta rule, also called Least Mean Squared (LMS), was developed 
by Bernard Widrow and Ted Hoff. The network itself was called 
ADALINE, a shortened for of ADAptive LINear Elen1ent. This rule 
states that if there is a difference between the actual and the desired 
output during training, then the weights are changed to reduce the 
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difference. The amount of change to the weight i~ ob.tained by 
multiplying the error of the outputs with the values ofthe inputs and the 
learning rate is: 
w-·· = (t··-a·)*b· 
· ij I I · J 
Where t i is the desired target 
3. Gradient. Descent Rule 
Gradient Descent rule minimizes the error measure Eby a procedure 
that modifies the connected weights by an amount proportional to dE/ 
dWi·1·: 
' ' 
dE l\ w . . = 11 . 
. ') dW .. 
1, J 
The drawbacks of this approach are: 1. It converges very slowly.? .. It 
can not provide a global minimu1n, that is, it:just finds a local n1inin1un1. 
4. Back Propagation Rule 
This is a supervised l~arning rule in which training runs for\vard through 
the network layers first, then the errors are propagated backwards, and 
the connected weights are updated in order to reduce .the errors. So far 
this rule is commonly used in neural network. The Back Propagation 
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where: 
algorithm is shown as follows: 
1. Initialize the weights and the thresholds to small randon1 values. 
2. Present input and desired outputs. 
3.Calculate the actual outputs by sigmoid function. 
4. Adapt weights. 
Use a recursive algorithm starting at the output nodes and working back 
to the first hidden layer. 
Adjust weights by 
W · · ( t + J ) - W · · ( t) + Y) 0. _.X '. 
l, J l, J . J l 
W ij (t): the weight fron1 hidden node i or fron1 an input 
to node j at time L 
' xi _;· either the output of nod~ i or is an input 
ri = learning rate 
bj = an error tenn for node j 
If node j is an output. node, then 
b · = y · ( 1 - y ·) (d · - y ··) J J . J J J 
where dj: the desired output of node j 
Yj: the actual output 
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If node j is an internal hidden node, then 
where: k = over all nodes in the layers above node j 
5. Repeat by going to step 2. 
2.2.4. Neural Network Applications 
As pointed out in [34,35] Neural network has been applied to ·areas like 
pattern recognition, expert syste1n, speech processing, decision support sys-
ten1, neural 1nodeling and natural language processing. 
By using a co1nbin.ation Qf rule-base and n1odeling technique, Chrysso-
louris and Gullot proposed an approach to the selection of process paran1e-
ters.[36]. Three modeling techniques, nan1ely, multiple regression, GMDH 
and ne4ral network were utilized in the r~search. The best results were ob~ 
tained from the GMDH and neural network with din1ension such as 5x20x1. 
A schen1e· presented by Rangwala and Dornfeld utilized a feedfor\vard 
neural network for the learning and synthesis task[37-39] .. Back propagation 
was then used as a training algorithn1 on the· n1odel to set up a multi-layer for 
moni.torirtg tool wear in turning operation[ 40]. A 1nultiple sensor schen1e uti-
lizing cutting force and acoustic en1ission information was also developed. 
The network showed a:'h.igh convergent rate and ability to integrate and gen-
eralize information from different sources with 95% accuracy in a turning op-
eration. Steep descent was used to minin1ize the training error in ba~k 
:propagation algorithn1. Inputs to the network were defined as multichannel 
26 
autoregressive (AR) series model parameters and po.wer spectrum amplitude. 
Following observations were obtained: 
1. By applying the n1ultichannel AR time series n1odel with the neural 
network structure for learning the characteristics of the signals from 
multiple sensors which depend on the state of cutting tool, tool \Vear can 
be effectively detected. 
2. The system can be applied to a wide range of cutting conditions. This 
feature n1ake .it possible to significantly reduce in-plant calibration tirne. 
3. Optin1al condition and efficiency of the tool wear detection systen1 \viii 
be ensured by carefully selecting the network paran1et~rs. 
In [ 41], an intelligent monitoring and'. diagnostic systen1 for quality assur-
ance based on the integration of multiple sensors like cutting force, acoustic 
en1ission and ·spindle vibration via multi""layer neural network in conj.unction 
with an expert systen1 has been developed. The surface finish and bore toler-
ance i11 circular end 1nilling of 60Gl-TG alurni11u1n work.piece was obtained. 
RMS of the horizontal resuHant force, of spindle acceleration and acoustic 
en1ission event n1agnitude were found as the best sensor feature that could be 
correlated with surface finish and bore tolerance. The .effect of different sen-
sor fusion, network structure and the nun1ber of data points used in the train-
ing set on the network performance were evaluated. 
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Chapter 3 
Experiment and The Neural Network Modeling 
of Grinding Process 
The experiment pertaining to the creep feed grinding of two (ypes of su"" 
peralloys is discussed in Section 3.1. The machine setup and different work-
ing conditions are also included in the discussion. Section 3.2 .focuses on the 
neural network model obtained fron1 the training procedure. The results of 
the experin1ent as well as the neural net\vork perforn1ance are discussed in 
section 3.3 
3.1 Data Collection 
The experi111ents were carried out by using CBN wheels 111easuring 17.78 
cn1 in dian1eter and 0.317 cn1 in width. The work n1ater.ials used in the exper-
in1ent are Ti- 6A.l-4V and lnconel 718 of di1nension 6.99 cn1 x 2.54 c1n x 2.54 
c111. A JUNG creep feed grinder was used to perforn1 the grinding test. A spe-
cial fixture was designed to hold the workpiece on top of the KISTLER 9257 
three co~ponent dynanJometer. ADCOOL #3 was used as a coolant at a flo\v 
rate of 20 gallons/n1in. Wheel speed was n1aintained at 20 n1/s. A brake con-
trolled truing device was used to true the CBN wheel. This was followed. by 
dressing with SiC sticks. Though the dressing conditions can't be clain1ed to 
be identical it can be assumed. to be within experimental error. The force 
con1ponents were sampled at intervals of 50,100 or 200 ms depending on the 
feed .rate .of the work piece. Power and force were obtained from the an1plifier 
reading. These digitized data were stored on floppy disks for the later pro-
2s 
cessing. Surface finish values for the ground surfaces were measured by 
PERTHERN profilometer. The working conditions are as follows: 
CBN Wheels 
Bond 
Resin 
Vitrify 
Mesh size 
120/140 
150 
(;:oncentration 
125 
180 
Feed Rate: 25 m1n/m·in, 50 mm/n1in, 100 mm/min 
Depth of Cut: 0.625 mm, 1.25 mm, 1.875 mm 
Work Material: Ti-6Al-4Y, Inconel 718 
3.2 Net,vork Model of The Process 
Wheel bond type, feed rate and depth of cut con1prise the input vector of 
the network. The output vector from the network consists of power(P), 
forc~(Fn) and surface finish(Ra). Twelve out of eight.een data points are pre-
sented as training set. ·The rest of the data points were useµ to verify the con-
vergence of the network. The networks w·ith one to six h idde:n nodes ,vere 
trained to investigate the effect of the nun1ber of hidden nodes to the overall 
perforn1ance. The one which gave the ·best result was selected to formulate 
the model for t.he optimization of the grinding process. The system co·nfiguta-
tion is shown in Figure 3.I 
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Optimal Working Condition Optimal Systen1 Outputs 
Optimization procedure 
Network Model 
Hidden Layer 
Figure 3.1 Neural Network Model of Grinding process 
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3.3 Experiment Result and Network Performance 
The convergence of the networks was observed during the training pro-
cess. Faster convergence was achieved with more nodes in the hidden layec 
But this is not the best rule to guarantee the convergence. No obvious differ-
ence in the convergence among the network$ was observed after increasi.ng 
the node nun1ber to three. 
Figure 3.2 shows the perfonnance of the networks trained for Ti-6Al-4V. 
The. network with two nodes in.the hidden layer gave the least error and it 
was selected to forn1ulate th~ n1odel. .Although this network. didn't provide 
the fastest convergence, it provided the ·n1inin1un1 least square error. Figure 
3.3 is the perforn1ance diagram for Inconel 718. Network with only one hid-
den node \Vas selected due to the least error. 
Figures 3.4 and 3!5 show the forces and surface finishes versus feed rate 
and depth of cut for grinding Ti-6Al-4V and Inconel 718, respectively. For 
both materials, an obvious increase in force is observed by increasi11 g the 
feed rate and depth of cut. Although not as pron1inent as that of the force, a 
lager va1ue for surface finish was also observed by increasing the .. feed rate 
and depth of cut. 
Based on Figure 3.4 and the results of the experin1ent, con1parison of the 
perfonnance between vitrified artd resinoid wheels can be n1ade when cutting 
Ti-6Al-4V: 
•Vitrified wheel requires less normal force and power than resi.noid \vheel 
at higher feed rate. 
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• No distinction can be made between the performance of vitrified and res-
inoid wheel as far as surface finish is concerned. 
• Lower power and force were required for vitrified wheel especially at 
higher depth of cut. 
Figure 3.5 shows the corresponding information Inconel 718. Based on 
this figure and the results fron1 experiment, following observations are niade:: 
• Resinoid wheel requires less force than the vitrified wheel. The higher 
the depth of cut and feed rate the n1ore force is required for vitrified wheel 
than for resinoid wheel. 
• Vitrified wheel generated bet_ter surf.ace finish at higher feed rate and 
.depth of cut. 
• Resinoid wheel also had the advantage over vitrified wheel in consun1ing 
less power for the sarne working conditions. 
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Chapter 4 
Grinding Process Optitnization 
The optin1ization of the neural network models obtained in chapter three 
is discussed here. Section 4.1 is pertaining to the optimization methodology 
that was utilized to solve the multi-objective problem. Section 4.2 presents 
the formulated optimization model. Section 4.3 concludes the chapter with 
the discussion of the results obtained from the optimization procedure. 
4.1 ·optin1ization Metl1oclology 
The objectives of a 1nulti-objective optimization problem can be con1-
bined into a single function by assigninga weight for each objective.The op-
timization can then be achieved by paran1etric variation of the weights 
assigned to each obj"ective and he set of no1i.-dominated solution can be ap""' 
proxin1ated. The procedure begins by optin1izing: each objective individually. 
After each objective is optin1ized, systen1atic va.riation in the weight is car-
ried out. Each weight is varied fron1 zero to son1e upper hound using a prFde-
termined step ·size. The n1ethod presented by Cohen[ 42] is utilized to check 
the inferiority of the alternate optin1a, which n1ight occur when one or n1ore 
weigµts are set to zero. 
The branch and bound n1ethod is used to solve th.e single objective non-
linear mixed integer prqblems. Based on[43] the n1ost fractional integer vari-
able is selecttd as the branching variable and the node with the lowest bound 
is selected as the branching node. An algorithn1 based on the Generalized Re-
duced Gradient (G-RG) method is used to solve the intermediate nonlinear 
continuous problem. 
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4.2 Problem Formulation 
.j 
The output of the sigmoid transfer function utilized jn the network models 
was constrained to give a value between zero and one which w~s indeed per-
forming a normalization of the outputs. The norrnalized optin1ization model 
from neural network is formulated as follows: 
Multi-Objective Optin1ization From Neural Network Model 
Min= W1 xP+W2Ra+lV3 xFn-W4 xMRR 
0.333333 < d < 1.0 
0.25 <J < 1.0 
0 < P < VP 
O<Ra<VRa 
0 < F,:i < VFn 
P = 1/ (1 + exp (-net31 )) 
Ra = 1/( 1 + exp (-net32 )) 
Fn = 1/ ( 1 + exp(-net33 )) 
net 31 = out21 x W 211 + out22 x W221 + t 31 
net32 = out21 x W212 + out22 x W222 + t32 
out21 = 1/ ( 1 + exp (-net21 )) 
out22 = 1/ ( 1 + exp ( -net22_)) 
nef21 = outl1 x wlll + out12 x W121 + outl3 :><: W131 + '21 
net22 = out 11 x W112 +·out12 x W122 + out13 x W132 + t 22 
out11 = 1/(l+exp(-(b+tu))) 
oui 12 = 1/(l +exp(-(d.+t 12 ))) 
out 13 = 1/(l+exp('"""(f+t13))) 
where 
W 1: weight for power;, W2: w~ight for surface finish (Ra) 
W3:.weightfor norm.al force (Fn), W4: weight for MM 
UP: upper bound for power 
URa:upper bound for surface finish,UFn:upper bound for force 
neti{ net input of the jth node in layer i 
outif output of the jth node in layer i 
lif threshold ofthe jth value in layer i 
Wijk: the kth element of weight set for the jtl~ node in layer i . . . 
out22,net22,tz2 ,W221 ,W222 ,W223 are set to Om the network for lnconel 718 and 1 tor T1-6A1-4V 
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4.3 Optin1al Systen1 Condition 
The upper bound settings for P, Ra and Fn for Ti-6-A1-4V were set at 3.5 
KW, 1.3 µm and 95N, respectively. The maximum feed rate and depth of cut 
are set at 100 n1n1/n1in and 1.875 mm. Optimization strategies for r~sinoid 
and vitrified wheel are provided in Table 4.1 and 4.2 respectively. 
TABLE 4.1 Result of optirnization study for resino-id wheel (Ti-6Al-4V) 
W1 \V2 \V3 W4 p Ra Fn ~IRR d f 
1 0 0 () 1.44 0.730 29.11 15.625 0.625 25 
0 1 0 0 1.44 0.730 29.11 15.625 0.625 25 
0 O· 1 () 1.44 0.730 29.11 1· 61-~- -~ 0.625 25 
0 0 () 1 3.50 1.179 80.43 78.528 1.827 42.96 
1 1 1 1 1.44 0.730 29.11 15.625 0.625 25 
1 1 1 2 1.44 0.730 29.11 15.625 0.625 25 
1 1 1 3 1.73 0.750 38.61 23~916 0.625 38.26 
TABLE 4.2 Result of optimization study for vitrified ,vheel (Ti-6Al-4V) 
W1 \V2 \V3 \V_. p Ra Fn ~'IRR d f 
1 0 0 () l.69 0.864 31.52 15.625 0.625 25· 
0 1 0 () 1.69 0.864 31.52 15.625 0~625 25 
0 0 1 () 1.69 0.864 31.52 15.625 0.625 25 
0 0 0 I 3.50 1.207 78.78 74.813 1.875 39.90 
1 1 1 1 1.69 0.864 31.52 15.625 0.625 25 
1 1 1 2 1.69 0.864 31.52 15.625 0.625 25 
1 1 1 3 3.50 1.195 78.78 74.831 1.875 39.91 
According to the above tables, n1inimum:power(P), surface finish(Ra) and 
force(Fn) for resinoid wheel can be achieved simultaneously by setting W4 to 
a value less than three. ·The maxin1um MRR for resinoid w-heel can be 
achieved by s~tting the feed rate of 39.91 mm/min and depth of cut of 1.875 
mn1 under the current constraint. 
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The minimum power(P), surface fiµish(Ra) and force(Fn) for vitrified 
wheel can also be achieved simultaneously by setting W 4 to .a value less than 
3. A 39.91 mm/Inin and 1.875 n1m depth of cut can help in achieving n1axi--
n1um MRR. 
When setting feed rate equal to 25 mm/min and depth of cut to 0.625 n1n1 
which is the condition when both types of wheels achieve the optin1al po\v-
er{P), surface finish(Ra) and force(Fn), resinoid wheel performs better than 
vitrified wheel. If the MRR is the major concern under the current constraint, 
th~ suggestion will be to choose resinoid wheel. 
A value path diagran1 is drawn to facilitate the visualization of the trade-
off bet\veen the objectives and is shown in Figure 4.1. The line number \Vith 
the _associated weight set is sho\vn as follows: 
W1 W2 W3 W4 Line Nun1her: 
1 0 0 0 1 
0 1 () () 2 
0 0 1 0 3 
0 0 0 1 4 
1 1 1 1 5 
1 1 1 2 6 
1 -1 1 3 7 
The upper bounds for P, Ra and Fn are set at 2.68 :KW,1.29 µm and 328 N 
for Inconel 7i 8. Th~ maximum feed rate and depth of cut are set at 100 n1n1/ 
min and 1.875 n1n1. Optimization strategies for resinoid and vitrified wheel 
are provided in Table 4.3 and 4.4 respectively. 
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TABLE 4.3 Result of optimization study for resinoid wheel (lnconel 718) 
W1 \V2 \V3 . \V 4 p Ra Fn MRR d 
f 
1 0 0 0 1.64 1.004 71.~0 15.625 0.625 25
 
0 1 0 0 1.64 1.004 71.30 15.625 0.625 25 
0 0 1 0 1.64 1.004 71.30 15.625 0.625 25
 
0 0 0 1 2.68 l.078 113.58 146.144 1.773 82.42 
1 1 1 1 2.02 1.031 86.14 125.425 1.623 
77.28 
1 1 1 2 2.42 1.06 102.35 140.012 1.729 80.9
6 
1 1 1 3 2.68 1.078 113.58 146.144 1.773 
82.42 
TABLE 4.4 Result of optirnization study for vitrified wheel (lnconel 718) 
W1 \V2 \V3 \V ~ p Ra Fn 1\IIU{ d f 
1 0 0 () 1.65 0.527 7J.39 15.625 0.625 
25 
0 1 0 () 1.65 0.527 71.39 15.625 0.
625 25 
0 0 l 0 1.65 0.527 71.39 15.625 0.
625 ' --~ 
0 0 0 1 2.68 1.078 113.60 94.550 
1.384 68.32 
1 1 1 1 1.94 l.025 82.96 74.115 1.
209 61.25 
1 l 1 ' 
2.26 l.049 95.96 85.887 1.312 65:46 
-
1 1 1 3 2.59 1.072 10-9 .68 92.982 
l.371 67.81 
It can be observed fron1 the tables, by 01nitting the in1portance of M_R·R, 
optin1al values of power(P), surface finish(Ra) and force(Fn) for the resinoid 
\vheel can be obtained si111ultaneousl y by operating feed rate and depth of cul 
at respectively 0.625 mn1 and 25 n1m/n1in. The n1axin1un1 MRR for resinoid 
wheel can be achieved by setting the feed rate at 68:32 mn1/n1in and depth of 
cut at 1.384 n1n1 under the current constraint. 
The minimun1 power(~), surface finish(Ra) and force(Fn) can also be 
achieved simultaneously with the vitrified wheel. This requires a setting of 
0.625 mm depth of cut and 25 n1n1/n1in feed rate. Under the current con-
straints, maxin1um MRR can be achieved at 1.384 mn1 depth of cut and 68.32 
mm/min feed rate. Again, decision maker can visualize the value path dia-
40 
gram shown in Figure 4.2to realize the appropriate optimal combination of 
working conditions. 
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Chapter 5 
Modeling Wheel Topography and Wheel 
Characterization of CBN Wheels 
The author believes that an accurate n1odeling of the interaction between 
the work-grit will help in the exploration of the grinding process, and in turn 
will help in controlling and in achieving the optimal strategy for the process .. 
The ideas and the applications presented in this chapter provide ne\v ap-
proaches to achieve this goal. 
Section 5.1 describes the details pertainingto the wheel profile data acqui-
sition. The equ-ipment and th~ "layout of the data collection device are also 
presented schen1aticall y. 
Section 5.2 proposes a new approach (see Figure 5.1) for the sin1ulation 
and modeling of the wheel profile based on the Fractal analysis. Section 5.3 
presents the Iterative Function Systen1 (IFS) to simulate the CBN wheel pro--
file. Section 5.4 discusses the technique to calculate the dynamic active cut-
t_ing -edges. Section 5.5 utilizes the Markov Chain theory to characterize tbe 
wheel profile and to achieve a probabilistic n)odel for the active cutting edges 
in the ~utting z_one. Section 5.6 develops a new approach for the n1odeling of 
the ~ynan1ic interaction in the cutting zone by Queueing theory. 
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Digitized Wheel Profile Active Grits Calculation 
Markov Chain Formulation Simulation Active Grits Distribution 
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Po= Pio + · · · 
P1 = Po 1 + · · · 
Queueing Model of Grinding Process 
Mirror Image 
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Figure 5.1 Modeling the Dynamics of Grinding Process 
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5.1 Data Collection 
For the purpose of analyzing the geometric attributes and the dynamic cut-
ting events along the wheel circumference, measurements were made paraiiei 
to the cutting direction on the ·wheel..Figure 5.2 shows the collection systen1. 
In Figure 5.2, the first computer was used to control the speed and the di-
rection of the step motor. The program on the computer was designed in a 
way that the first motor will step 400 times to complete one rotation. The 
overall gear ratio is .969 w.hich results in a 387600 resolution for the- systen1. 
The stylus was fixed as wheel was rotating. The magnitude of peaks and val-
leys on the wheel was then fed into SSP profilometer via the stylus. Norland 
3001 then received the signals fron1 the profilon1eter by checking the data 
line at a certain interval which was set based on a specific resolution require-
ment. The- data was then sent to the second computer and transformed into 
ASCII forn1at to facilitate further processing. 
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Figure 5.2 Wheel Profile Data Acquisition System 
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5.2 .Fractal and Fractal Din1ension 
A n1athematical definition of fractal is provided in[ 44] \vhich states that a 
fractal is located in the space whose points are the compact subsets of a con1-
plete metric space. Mandelbrot (1986) proposed a definition on fractal as fol-
lows: 
"A fractal is a shape made of parts siJnilar to the whole .in so,ne way". 
An object is said to be a fractal, or exhibit fractal behavior over a range of 
scales of observations, if, over that range, the object demonstrates self-sin1i-
lari-ty. A fern showed in Figure 5.3 exemplifies the. si-n1ilarity. The pattern of 
the entire picture in Figure 5.3 is a feru. Focus oh any portion of the origi-nal 
pictute and n1agnify it to a certain degree, \Ve can still get the san1e pattern 
\vhich is a fern. The procedure can be carried out recursively and infinitely 
and each tin1e we. can associate this \Vith the original pjcture. This phenon1e-
non also occurs in natural object geon1etry. 
Fractal din1ension [25] is the n1ost in1portant factor to characterize a frac-
tal. The fractal di111ension has the follo\Ving property: 
N ( 0) a: O~ 
Where: D is the fractal di1nension. 
6 is the n1easuring unit. (1) 
N(b) .is the nun1ber of 6 units required to cover the graph 
of the fractal 
Fractal din1ension is invariant under various distortion of the orig"inal 
graph and is independent of the n1easuring unit used. 
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Several techniques haye been utilized to calculate the fractal dimension, 
including: the slit-island method[ 45], the structure function[ 44] and coastline 
or compass ·method[ 47]. Another approach which is called variation n1ethod 
was developed in[48]. The variation method was shown to be n1ore suitable 
for the digitized profile data than the above methods and therefore it was cho-
sen to achieye the fractal dimension for the grinding profile. 
The variation method was applied to the CBN wheel profile along parallel 
and perpendicular to the wheel circumference directions. The procedure 
starts with an. initial measuring unit R1 as the horizontal distance betvveen a 
specified nun1ber of digitized points- in the interval R1. The area of the box 
\Vas calculated an9 the box construction repeated for the sarne R, but incre-
n1ented by one data point along the trace. The process continues until the op-
posite end of the curve is reached. The area. of the individual box is su1nrned 
and norn1alized by dividing by R2 to yield the numper of the boxes N1 of side 
R1 required to cover the profile trace. 
The algorithm proceeds in this 111anner over the entire rauge of sc.Jccted 
n1easuring unit lengths. The fractal dimension was calculated fron1 the slope 
of the log-log plot of the N(R) as a fu.nction of 1/R. The log-log plots for vit-" 
rified.and resinoid wheels are shown in Figure 5.4. Fractal din1ension for 
each wheel was obtained from calculating the slope of the linear region of the 
curve. Table 5.1 ·shows the results! Con1pared to the associated surface finish 
(Ra), the fractal for the coarser wheel reveals higher occupation of the n1etric 
space than that of the finer wheel. 
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Ra (µm) 
Fractal Dimension 
(Traverse) 
Fractal Dimension 
(Longitude) 
TABLE 5.1 
Vitrified Wheel 
10.44 
1.115 
1.277 
50 
Resinoid Wheel 
12.18 
1.183 
1.332 
Fig. 5.3 A Fern Generated by Iterative Function 
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5.3Wheel Surface Generation by Fractal Interpolation 
In view of the natural object geon1etry, more and more details can be ex-
plored by magnifying a portion of the object each time. The magnified por-
t.ion is similar to the geometric attributes. Examples of the objects that 
preserve the sin1ilarit_y are· ferns, trees, metal surfaces, rocks, projection of 
cloud surfaces ... ,etc. 
As far as measuring and n1odeling a curve is concerned, e]en1entary Junc-
tions, such as trigonometric functions and rational functions have their roots 
to Euc:]idean geon1etry. They share the features that when their graphs are 
n1agnified sufficiently, locally they look like straight lines. Moreover, the 
fractal din1ension of those graphs is al\vays one. The above two constquenc-
es can be fitted with man-made geometries such as. circle and line but \von 't 
be the case for the natural objects. It is thus appropriate to investigate the 
w_heel profile by fractal analysis. 
Fractal interpolation is a n1ethodology proposed here to rnodel and sin1u-
late the wheel profile. It has been proved that the graph generated b:y fractal 
interpolation is, in fact, the fractal of the original data [44]. For a set of data 
{(xi,Fi): i = Q, 1,2 ... N} where N is the nun1ber of data points, the methodology 
is carried out by first defining a set of affine transforn1ations in the forn1 of: 
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The transformations are contained in the data according to 
(1) 
and 
( 4) 
for n =l ,.2, ... ,N. 
The coefficients are calculated according to 
a x0 + e = x 1 n n n -
axN+e =X n n n 
(5) 
c x0 + d F0 + 1· . = F .i n · n n n-
c XN+ d FN+1·· = .F ~ · n n n 
The vertical scaling factor dn n1ust satisfy the following equation to ac-
count for fractal dimension of the object: 
D-1 N (!) L idnl = i 
n = 1 
(6) 
After the affine transformation n1atrices are generated, data points ar~ 
transformed by randomly selecting one transformation from the transforn1a~ 
tion set. 
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A program was .implemented to accomplish this methodology and to sin1-
ulate the wheel profile. The resolution of the simulated result can be in-
creased by adjusting the parameters in the program. The windowing functi·on 
is also utilized to render the zooming of the fractal curve. The simulated pro-
file along with the corresponding experimental profile for vitrified and res-
inoid wheels are shown in Fig~re 5.5 .. These simulated profile were generated 
by san1pling 1/10 of the original data points and then fed into the progran1. 
More sin1ula"ted profile can be produced by following this procedure \vith the 
simula"ted or experimental data. 
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5.4 Active Cutti11g Edges Calculation 
It's been sho\vn [29] that the undeformed chip thickness for grinding is: 
where 
1 
( V w\ a 2 h = 2L - (-. ) 
m \Vs} de 
h111 = undeformed chip thickness. 
L = distance between each cutting point 
Yw = feed rate 
Vs = wheel speed 
a = depth of cut 
de = effective wheel dian1eter 
(7) 
The criterion that identifies a cutting point as active, is that hm is strictly 
greater than zero. Based on this, a progran; was developed to calcul'ate the( 
number of the active cutting edges and to attach a binary code {or each active 
edge. Fron1 the results of the calculation, average number of cutting edges for 
the vitrified \vheel was 19 and 16 for the resinoid wheel. The \vheel speed 
was a don1ina.nt factor for the active edges ·under the current working condi.-
tion (Vs = 167 .64 m/s, Vw = 25 - 100 n1n1/Inin and a = 0.625 - 1.87 5 n1n1). 
The number of active cutting edges w·ere the same for every combination of 
feed rate and depth of cut setting. However, one observation as expected can 
be made: Due to the higher concentration and finer n1esh size, vitrified wheel 
has more grits than resinoid wheel and therefore a higher nun1ber of active 
cutting edges. 
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5.5 Markov Chain Characterization of Wheel Profile 
A stochastic process is the mathematical abstraction of an empirical pro-
cess whose development is governed by probabilistic laws. Fro1n the point of 
the mathen1atical theory of probability, a stochastic process is best defined by 
a family of a randon1 variables, {X ( t), t ET} , defined over some index set or 
parameter space T. The stochastic process can be further classified as discrete 
or continuous depending on the value tha~· parameter space T can take on. A 
Markov process is defined as a stochastic process which possesses the men10-
ry less property such that: 
Pr {X(tn) < Xn I X(t 1) = x jJ •• ·J X(tn-.1> = Xn-JJ 
= Pr{X(tn) ~ Xn I X(tn-JJ =· Xn-1} (8) 
The discrete -parameter Markov ·chain is defin_ed as a Markov _process 
with discrete paran1eter and discrete state space. The probabilisfic structure 
of the process is detern1ined by the transition n1atrix which in the forrn of:· 
Poo Poi ... Pam 
P10 Pu plm 
(9) 
Pmo p ml pmm 
m 
P .. 2!:. O " P.. = l , i = 0, 1_, .. .. , nz lj ' L,i l) 
j-0 
58 (10) 
It is appropriate to associate the active cutting edge with binary codes gen-
erated from section 5.4 as a discrete Markov chain. A "sample~' binary code 
. . 
series ts.:-
1 1 1 
Based on the observation of the experimental series, two major states can 
be classified for the profile: 
1. abrasive grains which account for the cluster of l's in the series. 
2. flat areas between abrasive grains account for the clusters of O's in the 
. 
serres. 
Within each n1ajor state, two sub.,.state can be further recognized: 1 and 0 
in 1 'sand O's cluster; The state space anQ paran1eter space are thus defined as: 
state space: {Xi},Xi = 0 or 1 
paran1eter space: {i}, i > 0, i E Z 
The forn1 of the resultant second order Markov chain is: 
00 01 10 11 
.oo X X X X 
01 X X X X 
10 X X X X 
11 X X X X 
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A program was developed to recognize the major state and then calculate 
the probability transition matrices for each series. The resultant transition 
n1atrices for the vitrified and resinoid wheel are shown below: 
Vitrified Wheel 
0.977003 0.000997 0 0.001999 
1 0 0 0 
0 0 0.373889 0.626111 
0.177217 0 0.057782 0.765001 
Resinoid Wheel 
0.97901 0.000698 0 0.001401 
1 0 0 0 
0 0 0.27 0.73 
0.167367 0 0.073799 0.758835 
'The probability matrices obtained from the previous stage were then taken 
to conduct the sin1ulation of the active edges in the cutting zone~ One thou-
sand times of sin1ulation were conducted for each wheel profile. During ev-· 
ery simulation, the total number of active cutting edges were recorded and 
stored in an ASCII format file. 
Table 5.2 shows the statistics of the total nun1ber of active eclges for each 
wheel. Both wheels showed very high skewness and unsatisfactory normal 
plots results. Therefore, distributions that are skew in shape such as lognor-
mal and Garnma distribution are appropriate to fit this data. The Gamn1a dis-
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tribution was chosen because of a good fitting result. figure 5.6 shows the 
Gamma probability fitting for vitrified and resinoid wheels. The a and~ pa-
rameters of the Gamma distribution for vitrified and resinoid wheels are 
4.09035, 0.100837 and 2.5558, 0.08355, respectively. 
From the statistics, vitrified wheel is expected to have 10 rt1ore active edg-
es in the cutting zone on the average than the resinoid wheel. The shape of 
the distribution for the vitrified wheel is also more centered than that of res-
inoid wheel_. The median, maxin1um and minimum of the vitrified wheel are 
higher than that of resinoid wheel, which indicates a prospective higher num-
ber of cutting edges. Assun1ing both w·heels are subject to the s~n1e load, th_e 
resinoid wheel will have a higher unit load than that of the vitrified wheel, 
and, therefore, higher wheel wear rate and thern1al dan1age. The ·above prop-
etties.are due to higher concentration and finer mesh size of the vitrified 
wheel than that of the resinoid wheel 
TABLE 5.2 
Vitdfied wheel Resinoid. '-''heel 
Ave1·age 40.564 30.59 
1Vlediun1 38 24.8411 
Geometric Mean 39.72 '24,8411 
Variance 395.463 326.853 
l\laxin1 um 183 118 
Miniruum 4 1 
Range 179 117 
Skewness 1.2432 0.93846 
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5.6.1 Queueing Systen1 for Grinding Process 
A queueing system can be described as customers arriving for service, 
waiting for. service, and if having waited for service, leaving the syste1n after 
being served. Characteristics- of a queueing system include: 
1 ~ Arrival pattern of custom_ers: Often n1easured in tern1s of th~ average 
nun1ber of customers entering the system per unit time of by the average 
time bet\veen every successive arrival. 
2. Service pattern of the servers: service patterns can be as \Yell described 
as the rate of service or the .n1ean tin1e to accomplish a service. 
3. Queueing discipline: Refers to the n1anner by which custon1ers are se-
lected for service when a queue has fonn.ed. The n1ost con1n1on disci-
plines are: first coh1e first served (FCFS), last come first served (LCFS), 
selection in random which is independent of the arrival order for service 
(RSS) and a variety of priority schemes. 
4. System capacity: The limitation to the amount ofwaiting roon1 or to the 
lepgth of the queue that systen1 can hold. 
5. Nun1betof systen1 channels: refers to the nun1ber of parallel service sta-
tions \vhich can serve the custo1ners simultaneously. 
6. Number of service stag.es: The service stations may contain several 
stages to finish the service. 
A queueing system can be denoted by a notation in the form of A/B/X/ 
Y /Z, where A indicates in son1e way the interarrival distribution, B the ser-
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vice pattern as described by the probability distribution, X the number of ser-
vice ·channel, Y the restriction of system capacity and Z·the queue discipline . 
. In many ca$eS, only the first three symbols are used and we are assuming a 
queueing system with no capacity constraint and follows a FCFS queue disci-
pline. For example, M/Ek/1 stands for a queueing system with exponential ar-
rival, Erlang type k service, one service channel, no.. limitation to queue 
capacity and service according to FCFS basis. 
5.6.2 Cyclic Queues 
Consider a queueing network shown in Figure 5. 7 with the follo\ving 
characteristics: 
1. Mean service tin1e for each channel at node i is µi 
2. Arrival from the "outside" to node i with n1ean rate ri 
3.The probability that ·a custon1er has completed service at node i \Vil I go 
next to node j (routing probability) is rij (assun1ing i'ndependent of the 
state of the systen1}, where i = 1, 2, ... ,k and riO indicates the probability 
that a customer will depart fron1 node i. 
A cyclic queue is defined· by:: 
,.,j = G ( j = i + l; 1 ~. i < k-1) ( i = k; j= 1) 
(elsewhere) 
,-. = 0 
{ ' 
r.0 = O l. 
for all i 
for all i 
(11) 
which conceptually means that no.customer may leave or enter the systen1 
and all the customers in the queue are served in a circular nianner and when 
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the last node finishes the service, the customer is then cycled back to the first 
node 
Figure 5.7 A network Model 
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5.6.3 Queueing Modeling for the Grinding Process 
In this thesis it is proposed that a grinding process can be modeled as a 
queueing system. Consider the events occurring in the cutting zone, each grit 
on the wheel enters the zone successively, .intersects with the workpiece if it 
is an active grit, generates the chip as a result of the deformation caused by 
the intersection, and finally leaves the zone. Each active grit can be abstract 
custon1er entering an area to be served and the cutting zone is the area \vhere 
service takes place. 
Fronl the four-state Markov chain generated in secti,on 5.5, the probabilis-
tic structure of the incoming active grits is detern1ined and unconditional 
probability can be calculated which in turn defines the custon1er arrival distri-
bution. The service area will be defined as the cutting zone depending on the 
feed rate_, de_·pth of cut and wheel speed. According to the factors taken into 
account to forn1ulate the queueing system, different service disciplines, dis-
tributions of the service pattern and the number of channels \vill be selected. 
One of the major factors that can be included in this. queueing systen1 to en-
hance the generality of the n1odel, is the abrasive wear which can be classi-
fied into two categories, nan1ely, attritions \Vear and fracture wear. Bet\veen 
the two, th~ fracture wear is responsible for most of the stochastic behavior of 
the abrasive wear in the cutting zone. The fornlation of an appropriate queue-
ing system will depend on how fracture \Vear is en1phasized on. 
By assigning n1ore weight for the fracture wear, the service tin1e can take 
on values from a certain distribution to represent the fracture phenon1enon of 
the abrasives during grinding. From the engineering point of vie\v, the do-
main of the distribution must be restricted, that is to say, .the service tirne for 
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an abrasive can not g_o beyond the· time it spends in the cutting zone by a cer-
tain wheel speed without breaking. Based on this observation, an appropriate 
distribution \v.ill be the Beta distribution which is: 
{ 
1 Xa - l (l _ X) b - l 
f(.x) _ B(a,b) 
0 
0 <X<l 
otherwise 
1 
B(a,h) = Jxa-l(l-x)b-ldx (12) 
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In practice, the a and b para1neters n1ust be carefully chosen based on the 
experin1ental data, The experimental data has to be norn1alized to be suitable 
for applying the Beta distribution. If due to the limitation of the available 
equipment, the a, b paran1eters can be determined by setting a reasonable val-
ue. Based on the above argun1ent, assu1i1ing that the grinding proceeds in a 
steady state, the process can be n1odeled as a G/G/C queueing systen1. Th(, 
number of channels has to be detern1i11ed by the cutting zone length and the 
associated profilometer setting. 
A different approach for the n1odeling is by assun1ing an attritious \vear 
dominated ~ituation. In this case, a finite arrival population is obtained. The 
entire population is the collection of all the active grits around the wheel cir-
cumference. Each grit enters the zone successively and takes a\vay certain 
amount of the work n1aterial as the chip. The service time in this case can 
also be a Beta distribution ·with carefully identification of the a, b paran1eters 
from the experimental data. Therefore, a cyclic queue is the best to describe 
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this phenomenon. Again, in order to adjust to the reality, the number of nodes 
in the· cyclic queueing system has to be determined by the numbers of the sig~ 
nals that the cutting zone length can accommodate. 
No matter which queueing system is chosen to model the process, steady 
state probability, the expected number of active grits· in the zone can be esti-
mated, the dynan1ics of the grinding process can also be monitored by sin1u-
lation. 
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Chapter 6 
Conclusion 
Ideas relating to the macro to the micro behavior of .the grinding _process 
have been described in this thesis. Creep feed grinding of superalloys by 
CBN abrasives was first investigated. CBN is a superabrasive that is superior 
to synthetic diamond in two asp·ects: 
1. Thermal stability up to 1300 °C in normal atn1osphere. 
2. Chemical stability when grinding steel. 
Grinding in .creep feed mode has the advantages of high production rate, 
low thern1al damage, less tendency to chatter and high forn1 holding charac-
teristic. Due to this advantage, CBN :abrasives combined with creep feed 
grinding give a very good perfonnance for the .1nachining of the ·superalloys. 
Due to the intricate nature of the grinding process, n1odel building is a 
complex task. In atten1pting to control the process, a potential n1odel for 
n1onitoring .the input/output of the process is strongly in den1and.The neural 
network n1odels were- constructed to facilitate the concurrent ·control ~nd the 
-recognition of an accurate output pattern based on partial syste111 input infor-
mation. For the two given experin1ental data sets, the neural networks \Vere 
able. to converge within 20,000 iterations and gave an accurate n1apping fron1 
the input. to the output for the test data sets. The trained neural networks \vere 
then fed forward to facilitate the n1ulti-objective optin1ization. Optimization 
strategies were visually presented by value-path .diagrams and Table4.1-4.4. 
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Surface modeling h~s been a research area which has recejved necessary 
attention fron1 the researchers in material science and geological science. To 
_achieve a precise macro model for the grinding process, the events occurring 
at the interface of the grits and the workpiece has to be investigated first. To 
facilitate this, the wheel profile has to be modeled. Different approaches such 
as time series analysis and stochastic process analysis hav~ been discussed. 
The author proposes a new approach for the modeling of the wheel profile by 
fractal analysis which can be extended to three dimensional n1odeling. The 
fractal din1ensions for vitrified and resinoid wheel profiles were measured by 
the variation n1ethod. Observation was made that coarser the profile the high-
er the dirnension, which n1eans a -denser occupation of the n1etrie.space by the 
fractal. Based on the fractal din1ension \vhich characterizes the profile, IFS 
interpolation was carried out to conduct the sin1ulation for each \vheel. The 
resultant sin1ulated profile shows a good approxi1nation of the original pro-
file. 
Nun1ber of active cutting edges was calculated to give a detailed descrip-
tion in the cutting zone. Frain the calculation, the finer wheel gave a higher 
number of cutting edges, which was suitable to achieve the expected result. 
Four-state Markov cha.ins were- then generated which de_tern1ines the probabi-
listic structure of the process for each wheel. Based on the n1atrices, sin1ula-
tions were conducted to generate the distribution of the number of active 
cutting edges. The Gamma distribution turned out to be an outstanding fit for 
the data. Based on the statistics and the Gamma parameters, vitrified wheel is 
superior to resinoid wheel due to less unit load on the active grits. 
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The last part of the thesis shows the approach to model the micro behavior 
of the grinding process. by treating the active cutting edges as customers and 
the cutting zone as the service area. Different queueing systen1s can be ap-
plied depending on the wheel wear mechanism. A cyclic queue was den1on-
strated to be an appropriate n1odel when the process is subjected. to n1ore 
attritious \Vear than fracture wear. If, instead, fracture wear dominate the 
wheel wear mechanism, a G/G/C queueing system was proposed to represent 
an ~ppropriate n1odel for the grinding process. 
Based on the research presented in this thesis, the author \Vould like to 
point out several directions and possible approaches for the future research. 
1. Increase the speed of eonvergence for the learning of the neural net-
work. 
2. Escape fron1 the trap of 1ocal opti111al during the training of the neural 
network. 
Effort has been n1ade during the learning of the ilCural nLt\vork to in-
crease the speed of convergency by adjusting the mon1entum tern1 and the 
learning rate of the back propagation learning algorithn1. The result \Vas suc-
cessful to son1e degree although not totally satisfactory. The possible solution 
to. achieve the above objectives is to en1bed a genetic algorithm as \veil as a 
simulated annealing technique in the learning algorithm as pointed out in 
[49]. 
3.Three din1ensional modeling of the grinding wheel profile. 
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The final goal for the surface modeling is to provide a three dimensional 
model for the wheel profile in order to facilitate the "real world" simulation 
of the process. Possible approaches can be focussed on: 
Time Series: To look at the correlation between two time series and 
based on the n1odel of one time series and the correlation function be-
tween the series, construct the entire surface topography .. 
Stochasti~ Process Analysis: The approach will proceed as: First, 
randomly allocate the pe·aks of the profile according to the distribu-
tion function obtained fron1 the experimental data. Second, research 
the correlation function between peaks. The proposed correlation 
function is of the forn1: 
p = 1 
-kx e -
where: p: correlation between two points on the profile 
k: a. constant from the experin1ent?l data 
x: rectangular or euclidean distance between points 
Third, construct the surface successively according to the peak loca-
tion of the correlation function. 
Fractal Analysis: It offers a potential in modeling a three dimensional 
topograpby. An efficient way of rneasuring the fractal din1ension for 
a three dimensional object by performing a three dimensional IFS in-
terpolation has to be researched. 
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4. Software Integration 
The author has made an endeavor toward the object-oriented progran1-
ming for the developed algorithms in this research. An integrated grinding 
simulation system can be established based on the objects developed so far. 
More po\verful and flexible simulation system can be developed by including 
the factors like wheel wear, thermal damage and machine tool rigidity. 
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