Abstract. This paper reviews the derivation of some macroscopic models for superconductivity and also some of the mathematical challenges posed by these models. The paper begins by exploring certain analogies between phase changes in superconductors and those in solidification and melting. However, it is soon found that there are severe limitations on the range of validity of these analogies and outside this range many interesting open questions can be posed about the solutions to the macroscopic models.
1. Introduction. The aim of this paper is to review some macroscopic models for the composition and electromagnetic behavior of solids that can change their phase from normal to superconducting. This transformation is popularly associated with a transition temperature T, but, in fact, it occurs across a curve H0 H(T) in the plane of the applied temperature and the magnitude of the applied magnetic field H0 as in Fig. 1 ; Tc is the largest temperature at which superconductivity is possible, which is when H0 0.
The coupling between the thermal and electromagnetic effects principally takes place through a latent heat release at the phase change and because of ohmic [2] , namely, that magnetic flux is completely expelled from any region that is in the superconducting phase.
The simplest configuration in which to describe these phenomena is that of a cylindrical wire, with cross section f ( Fig. 2(a) ), placed in an axial magnetic field (0, 0, H0) [3] . Here In modelling the evolution of one of these configurations, we follow [3] (7) n Solid where L is the latent heat. When T, is constant, and this model is supplemented by suitable initial and boundary conditions, it is known to be well posed just as long as neither superheating nor supercooling occurs, i.e., Tsond < T,, Tliquid > Tm [5] . However, when either of these conditions is violated, the model appears to be ill-posed and thus needs to be regularized [6] . The most popular way of doing this is by writing (8) ZVn, where 1/R is the mean curvature of the surface T Tm with a suitable sign, and a and/ are positive constants. The mathematical effects of (8) are not well understood, although some well-posedness results are beginning to appear ( [7] , [8] ), but (8) is often accepted as covering many practical cases of unstable crystal growth. The layout of the rest of this paper will be strongly influenced by the analogy between models for solidification and models for superconductivity. A particularly useful link is provided by the so-called "phase field" regularization of (6)-(8) [9] , whereby the phase boundary T T, is smoothed by introducing an "order parameter" Fe(-1, 1) such that (6) (9) , (10) .
We shall now begin our discussion of macroscopic superconductivity modelling, starting with free boundary models analogous to (3)- (5) and then proceeding to models in which the phase boundary is smoothed as in (9) , (10) . In 2 we shall write down the generalization of (3)-(5) to a three-dimensional superconductor undergoing a phase change.
This will take the form of a "vectorial" Stefan problem, albeit a very different one from the alloy solidification vector equation, as described say in [10] . Nonetheless (4) is (14) II l & as the phase boundary F, which now has curvature in two directions, is approached from the normal region.
We write (ld) However, E curl H in the normal region and E H 0 in the superconducting region. Hence, approaching F from the normal region, we find that (15) curl H A n -VnH; this condition was written down in [12] .
We can make some elementary observations about (12)- (15).
(i) It is a consequence of (12a) and (15) that (13) holds; this fact is proved in Appendix 1.
(ii) Unlike the situation for the scalar case in an aligned external field (3)- (5) (iv) Similarity solutions can be found, as in the Stefan problem, when there is circular symmetry and I-I is either aligned (as in (3)- (5)) or azimuthal [14] .
(v) The local stability of steady and unsteady solutions to (12)- (15) can be studied by methods similar to those employed for the Stefan problem [14] . We may consider a locally planar phase boundary F, whose equation is z Vt, with the normal region being in z > Vt, and we seek perturbations to the exact solution (16) 
We have the option of considering boundary perturbations perpendicular or parallel to I-I0"
In the first case, we have a situation described by the model (3)- (5), and hence the classical analysis for the Stefan problem carries over to show that the solution is stable to all wavelengths when the normal region is expanding (V < 0), but unstable to all sufficiently short wavelengths when it is contracting (V > 0).
In the second case we can write F as and x Vt + ee at sin ny, n > O, e << 1, (17) I-I= I-I + e(H, H2, H3), where Hi(x, y, t) satisfy the diffusion equation. The free boundary conditions (13) , (14) now enable us both to find a unique H2 that decays spatially as we move away from the free boundary, and also to find a dispersion relation for a which gives stability for all wavenumbers n. The field components H1 and H3 can be computed subsequently.
These formal arguments lead us to believe that the status of the vectorial Stefan model (12) - (15) is analogous to that of the classical Stefan model in that it is only likely to be well posed when the normal region is expanding: some preliminary results are given in [15] . When the normal region is contracting, the model needs to be regularized, and the Stefan analogy suggests that this might be done either by introducing higher order derivatives into the free boundary condition (as in (8)) or by smoothing the phase boundary altogether (as in (9) , (10)). The former is difficult to do in the absence of further uncontroversial physical evidence, but a first step in the direction of the latter was taken by London [11] who proposed that the superconducting phase should be endowed with a structure given by (11) . Since j curl2A, this would imply a boundary layer structure for the vector potential in the superconducting region when the constant of proportionality in (lla) is large; H would no longer need to be discontinuous on the phase boundary F. 3 [16] . Fortunately, in the steady state, a phenomenological theory can be written down quite easily without such quantum modelling. It is even more satisfying that this phenomenological Ginzburg-Landau theory can be derived as a formal limit of the BCS theory [17] .
We first need to define real vector and scalar potentials A and such that, from (1), 0A 
Here (20) is also a consequence of (20) , (21) , but it is now a trivial deduction from (24 We expect that when suitable initial conditions are given for f, , and Q, together with appropriate boundary conditions, then, with the usual proviso that f > 0, (26) - (28) constitute a well-posed problem for f, , and Q from which the physical fields E, H can be computed using (18) . These fields will then automatically satisfy (lb-d) but 4. Asymptotic solutions of the Ginzburg-Landau model: reduction to a free boundary problem. We now proceed to try to relate the above models (23) , (24) and (26)- (28) to the free boundary models of 2 in the same way that it was possible to relate the phase field model to the Stefan problem. As well as obviating the need for any quantum mechanical considerations, it would be slightly easier to carry out this procedure just in the steady state first; however, the extra complication caused by the time derivatives in (26) - (28) is not great, and we shall proceed directly to the evolution case. As with the phase field model, we initially anticipate that the solution structure will comprise normal and superconducting regions separated by a transition layer; however, we shall soon see that this expectation will often not be warranted. When we assume smooth variations for , Q, and f, we soon find that either f(0) 0 or Q(0) 0; such variations will correspond to "outer" normal and superconducting regions respectively. Proceeding to second order in these outer expansions, we find that in the normal region, f(1) 0, and hence so that 
f 0 as z +cxz (normal).
By integrating (31) and (32) (37) can be seen to imply (14) .
We have thus retrieved our vector Stefan model (12) - (15) (38) at first order;
in the corresponding phase field analysis [9] , the fact that the order parameter F changes from -1 to + 1 rather than 0 to / 1 means that an asymptotic limit can be taken in which stabilization occurs at lowest order.
5. Superconductor classification and type II superconductors. The preceding section has attempted to give a microscopic basis for the free boundary models described in 2, but, in view of (38) , the sharp-interface theory is only satisfactory mathematically in the case n < 1//; hence it is only in this case that we can justify the use of the model (12) - (15) to describe the incomplete phase diagram in Fig. 4 . It predicts that, for materials satisfying this criterion, called Type I superconductors, the change of phase occurs by means of phase boundaries propagating through the material in ways analogous to, say, solid/liquid phase boundaries. Moreover, it predicts that these phase boundaries will be prone to instability in cases when the normal region contracts, in the same way that the freezing of supercooled liquids is unstable.
These predictions for Type I superconductors are more or less in agreement with observation [23]- [25] , the only exception being that the phase diagram in Fig. 4 does not indicate the hysteresis which is observed in such materials. The experimental observations that indicate that some new mechanism operates when n > 1/Vc are shown schematically in Fig. 5(a), (b) until H0 reaches a new value He2. Moreover, some small "surface" superconductivity is observed for Hc. < H0 < H3; the reason for this terminology will become apparent shortly.
Our task is now to explain the hysteresis in Fig. 5a and, more importantly, how phase changes occur when and A are small in Type II superconductors. The first mathematical clue to this behavior can be discerned ifwe consider small, steady perturbations about the exact solution of (23), (24) that represent purely normal material in a field perpendicular to the z-direction, namely, (39) f 0, Q (0,-(Hoz + Qo), 0), Qo, Ho const.
When f depends on z alone (i.e., X 0, f(z) in (20) [26] , [27] from a weakly nonlinear analysis of (31), (35) This approach can be adapted to consider finite slabs of material and other boundary conditions. We shall not give any details here but merely note that the field at which superconductivity first appears is even larger than /'7 for finite slabs, and that by considering boundary layers near the surface of slabs of size much greater than , the theory can predict the existence of the previously-mentioned third critical field He3 [28] . However, this third critical field only exists in configurations in which the imposed magnetic field has a component parallel to the boundary of the material.
These ideas go some way towards explaining the phenomena in Fig. 5 , and, in particular, the gross features of Fig. 5b and the hysteresis in Fig. 5a , because the bifurcation at Hc in a Type I superconductor can now be thought of as an analogy of nucleation in supercooled freezing. However, we have not yet elucidated the structure of the phases in Type II superconductors when H < H0 < H.. Some indication of this can be obtained by considering two-dimensional perturbations to (39) . and is nearly azimuthal, as is the vortex solution of 3.1 (see Fig. 8 ). The situation in Fig.  8 is dramatically different from Fig. 6 because I] vanishes at the "quantized" vortices. It is the basis of the work in [26] , [29] , where solutions periodic both in z and y as in Fig.   9 are sought for H0 slightly less than He2. The zeros of are found to lie on the points of a lattice with the phase of varying by 2r around each zero. In [30] a hexagonal lattice is shown to have the lowest free energy; there seems to be no prescription for the vortex spacing, but it must be such that the vortices and their surrounding normal material can transmit the whole of the applied magnetic field. As the field H0 is lowered further it is conjectured that the lattice points move further apart with f tending closer to unity in the regions between, so that the solution resembles a lattice of "normal filaments," each surrounded by a superconducting current vortex, embedded in a superconducting matrix (see Fig. 9 ). When the distance between filaments is large compared to the penetration depths A, (i.e., when interaction between the filaments is negligible), we expect each filament to resemble the vortex solution given in 3.
As the separation between filaments increases, filaments will migrate to the boundary of the specimen and be lost. As H0 reaches the critical value He1, the last filament disappears and the material becomes wholly superconducting. The value of HI has been estimated in [29] using an energy argument.
Of course the wholly superconducting state will still have a boundary layer at the surface of the material in which H decreases from its surface value to its value of zero in the bulk of the material. Such a solution was given in [18] .
We are now in a position to complete the response diagram Fig. 4 ; this is done in Fig. 548   S.J. CHAPMAN, S. D. HOWISON, AND 1/x/', the equations exhibit "self-duality symmetry" [32] , in that the free energy can be written as an integral of a sum of squares of just two first-order operators together with an exact differential. In this case solutions of the second-order equations (31) , (32) [37] [38] [39] . A similar argument can be applied to the problem in Fig. 1 (13) to depend on T as in Fig. 1 , and appending equations for T on either side of the free boundary, together with Stefantype conditions on the boundary itself. This has been done in one space dimension in [40] . Heat is generated via Ohmic heating in the normal phase, and 0, the dimensionless temperature difference from Tc scaled with T, satisfies 00 (42) fl pc/#crk and r/= H/crkTc are dimensionless parameters measuring the ratios of thermal to electromagnetic timescales and ohmic heating to thermal conduction respectively (the density p, specific heat c, and thermal conductivity k are assumed constant).
In some respects this model resembles the one-phase alloy solidification problem, with H playing the role of the impurity concentration. We also note that it bears a superficial resemblance to the "thermistor" problem [41] with a step-function conductivity, but a closer examination shows that the interface conditions for the two problems are quite different.
Of more interest, however, is the interaction between thermal and electromagnetic effects for a Type II superconductor. In particular "hot spots" generated near vortex filaments may have a significant effect on their motion. This situation can be modelled by a generalization of the Ginzburg-Landau equations in which temperature appears as a variable rather than a parameter. As shown in Appendix 3, the resulting time-dependent 
