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Sensible au style, ravi d'entendre une image originale ou 
une phrase "bien tournée", ш littéraire n'écoute pas un discours de 
la même oreille que son collègue linguiste: la profession détermine 
l'observation. La nôtre nous a valu l'observation de créations "ana-
logiques", et ce jusque dans les registres les plus respectés. Pour 
ceux qui ne placent pas l'analogie au premier rang de leurs préoccu-
pations quotidiennes, ces "fautes" passaient souvent inaperçues. L'ac-
tivité soutenue que nous avons déployée dans cette direction nous a per-
mis de constater que l'analogie n'est pas l'apanage de l'enfance. C'est 
lä une constatation qui forme la pierre angulaire de la théorie du ni-
vellement analogique que nous allons avancer et défendre dans cette 
étude. 
En matière d'analogie et dans le cadre de la grammaire 
generative, l'évolution de la pensée a été profondément marquée par 
les travaux de Kiparsky. Dans l'optimisme caractéristique des premiers 
temps d'une théorie scientifique nouvelle, Kiparsky croyait avec les 
pionniers du générativisme que les changements linguistiques, y compris 
les changements analogiques, trouveraient une description adéquate s'ils 
étaient formulés comme la simplification de la grammaire. Bientôt, l'op-
timisme initial dut battre en retraite devant de nombreux cas de change-
ment analogique que la description generative qualifiait de complications 
grasmaticales. Pour pallier les inadéquations qui avaient été mises au 
jour, Kiparsky proposa d'enrichir la mesure d'évaluation formelle de 
contraintes substantives, dont l'une, le principe de la cohérence para-
digmatique, attribue & la grammaire un coût proportionnel au degré d'al-
lomorphie qu'elle engendre. Koefoed fut l'un des premiers â douter de 
l'utilité des contraintes substantives, bientôt suivi de Kiparsky lui-
même. Dana une étude récente, Kiparsky (1978) abandonne le point de vue 
traditionnel qui, jusqu'alors avait été le sien, et selon lequel l'analo-
gie constitue une force qui élimine la complexité arbitraire du système 
linguistique. Au lieu de conclure à l'inadéquation de la description or-
thodoxe, qui s'avère incapable de représenter le changement analogique 
comme une simplification du système —conclusion que Koefoed avait su 
tirer— Kiparsky prend un tout autre biais. "Linguistic change", dit-il, 
"can no longer be used as a probe into linguistic structure in the direct 
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and naive sense that many of us used to think" (1978: 92). D'après lui, 
les changements analogiques naissent de 1'interaction entre le système 
grammatical et d'autres systèmes (performantiel, fonctionnel) et il se-
rait mal avisé de les expliquer à l'intérieur même du système gramnati-
cal. A chaque étape de son apprentissage l'enfant construit la grammaire 
la plus simple qui soit compatible avec les données qu'il a à sa dispo-
sition. Cependant, l'acquisition de la grammaire ne se fait pas pour 
chaque individu d'une façon identique à cause des différences qui existent 
dans les inputs linguistiques. De ce fait il peut se produire que l'enfant 
arrive i une généralisation qui n'est pas optimale comparée au système de 
l'adulte. Ainsi se crée dans la langue un fonds de variations. Face à la 
variation ainsi créée la communauté linguistique refuse de standardiser 
les changements trop saillants ou non-fonctionnels. Le résultat défini-
tif de l'interaction entre l'apprentissage imparfait et la sélection qui 
se produit dans la communauté linguistique peut parfois se solder par une 
grammaire plus compliquée. Il peut arriver encore qu'un enfant découvre 
une règle trop tard, après avoir déjà régularisé un certain nombre de 
paradigmes. Même si, après coup, il s'avère que par cet acte il a com-
pliqué la règle qu'il a fini par apprendre, il ne revient pas, pour cause 
d'inertie, sur sa décision originale. 
Malgré le revirement théorique proposé par Kiparsky nous dé-
fendrons dans cette étude le point de vue "naif", c'est-à-dire nous adop-
terons la conception traditionnelle du changement analogique qui consi-
dère que ce type de changement linguistique est motivé par le désir du 
locuteur de se défaire de l'allomorphie encombrante présente dans le sys-
tème qu'il doit apprendre ou employer. Les raisons importantes qui sont 
â la base de notre position ne tiennent pas au fait que Kiparsky omet 
dans la présentation de son changement d'orientation "most of the cri-
tical discussions of alternative views and nearly all supporting data" 
(197Θ, note 1), réservant ces données pour une étude à paraître. Notre 
refus de noua engager dans la direction qu'il indique tient aux sérieuses 
réserves que nous éprouvons ä l'égard d'une conception de l'apprentissage 
du langage, fondamentale pour Kiparsky, qui suppose un enfant qui propose 
et une communauté linguistique qui juge. 
Dans ce travail nous tenterons de montrer que les changements 
analogiques qui dans la théorie orthodoxe conduisent à des complications 
grammaticales concernent tous l'élimination d'une allomorphle d'un certain 
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type. La constatation que l'analogie n'est pas l'apanage des jeunes lo-
cuteurs nous donne la conviction que ce type d'allomorphie est encom-
brante pour l'enfant comme pour l'adulte, et qu'elle est symptomatique 
de certaines propriétés structurelles du système. Le fait que dans le 
langage des adultes les formations analogiques sont moins nombreuses que 
dans celui des enfants ne prouve pas pour nous que l'adulte a construit 
un système optimal, où l'optimalité est définie à l'aide des entités for-
melles de la gramnaire generative orthodoxe. Tout ce que cette différence 
prouve c'est que l'adulte a un accès plus facile aux données pertinentes 
& la production de la parole, mais ne dit rien sur la façon dont ces 
données sent organisées. Un fait empirique trivial permettra de démontrer 
le bien-fondé de la distinction que nous faisons. La forme alterai, con-
struite par l'adjonction du suffixe du futur à la forme de l'infinitif 
aller, remplace souvent dans le langage de l'enfant la forme "adulte" 
irai. Dans le langage d'un adulte la forme alterai est extrêmement rare 
—nous ne l'avons jamais observée— bien que l'alternance al ъ ir soit 
complètement isolée dans la morphophonologie du français. Dans ce cas, 
la non-occurence de alterai ne peut pas être expliquée par la découverte 
d'une règle qui permettrait à l'adulte de dériver une des formes alter-
nantes de l'autre: le locuteur a stocké les deux formes dans sa mémoire 
et il a appris leur distribution. Il s'agit la d'un cas de supplétion, 
mais il en va de même pour les alternances issues d'anciennes règles 
phonologiques. Le locuteur adulte connaît mieux non seulement les règles 
actives mais aussi les allomorphes qui sont le résultat synchronique de 
règles mortes. En effet nous montrerons que les changements analogiques 
n'affectent que les alternances produites par des règles qui sont syn-
chroniquement mortes (cf. aussi Hogg, 1979: 58) et nous proposerons â 
cette fin de distinguer au niveau de la description entre connaissance 
d'allomorphes et connaissance de règles. Les alternances non-productives 
seront toutes lexicalisées et de ce fait seront susceptibles d'être éli-
minées par les forces analogiques. Dans un tel modèle descriptif le lexique 
est forcément plus complexe que dans la théorie orthodoxe. Cette diffé-
rence de description, cependant, ne peut pas être alléguée à elle seule 
pour plaider pour notre modèle descriptif plutôt que pour celui de Kiparsky, 
tant que la réalité psychologique n'a pas été établie avec un minimum de 
certitude. On constate néanmoins qu'un nombre croissant de linguistes et 
de psychologues attirent l'attention sur le rôle que joue la mémoire dans 
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l'acquisition linguistique. C'est d'eux que Bolinger se fait le porte-
parole lorsqu'il dit: "If I may play St. Augustine to St. Peter and ex-
aggerate a bit, I would say that the human mind is less remarkable for 
its creativity than for the fact that it remembers everything" (1976: 2). 
En admettant que le locuteur doit retenir une bonne partie 
des variations qui existent dans sa langue, nous pouvons prédire que 
l'adulte fait lui aussi des "fautes" analogiques lorsque sa mémoire lui 
fait défaut. En plus nous fournissons une explication pour le fait qu'il 
accepte plus facilement une forme régulière qui est le résultat de la 
régularisation d'une alternance non-productive qu'une forme analogique 
qui résulte de l'élimination d'une alternance productive. L'allomorphie 
hon[t} "chien" ^  hon[dl-en (plur) est engendrée par une règle productive 
du néerlandais. L'adulte n'acceptera pas la forme analogique AonftJ-en, 
qu'on observe parfois dans le langage des enfants. L'alternance t ъ d en­
gendrée par Auslautverhärtung n'est pas pour le locuteur une allomorphie 
encombrante dont l'élimination simplifierait son système. Par contre, il 
accepte facilement la forme Z[oJt-je pour Z[o]t-je, diminutif refait 
sur le singulier Z[o]t "lot", parce que l'alternance ο 'ν« о n'est plus 
productive en néerlandais. 
L'argumentation qui doit étayer nos idées sur le changement 
analogique se repartit sur quatre chapitres. Le premier chapitre, qui 
sert aussi d'introduction méthodologique, soulève les questions qui vont 
constituer l'objet d'une discussion plus étoffée dans les chapitres sui-
vants. Nous y exposerons, en particulier, le fonctionnement de la mesure 
d'évaluation telle qu'elle a été développée dans la théorie standard. Nous 
récapitulerons ensuite, dans le chapitre 2,1a conception orthodoxe de l'é-
volution linguistique et surtout son traitement des changements analo-
giques. Nous y introduirons l'universel de Humboldt et nous soulignerons 
la pertinence pour ce principe de la distinction entre règles phonolo-
giques actives et mortes. Soucieux de distinguer au niveau de la descrip-
tion entre deux types de régularité,nous proposerons dans le troisième 
chapitre, sous forme de règles distributtonnelles, un formalisme qui ser-
vira Â exprimer les régularités morphophonologiques des allomorphes lexi-
calisés. Ce faisant, nous serons amené à faire un examen critique de la 
théorie des règles inversées. Enfin, dans le dernier chapitre, nous pré-
senterons l'analyse détaillée d'un exemple de changement analogique qui 
a été beaucoup discuté par les générativistes. Il s'agit du rhotacisme 
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ία tin pour lequel nous formulerons un principe qui, en interaction avec 
le modèle de description que nous défendrons, permettra de caractériser 
précisément la sous-classe des paradigmes présentant l'alternance s 'v r 
qui a été nivelée. 
Tout en choisissant de travailler dans le cadre théorique de 
SPE, nous espérons montrer que les changements analogiques n'apportent 
aucune justification a la monomorphie lexicale poussée à l'extrême et 
dont la nécessité découle de l'application de la mesure de simplicité 
telle qu'elle est définie dans cette théorie. 

Chapitre 1 
Le pouvoir explicatif de la grammaire gënérative-tranaformationnelle 
1.1. Introduction 
Considérée comme le but ultime et le critère absolu d'une 
théorie linguistique adaptée û son objet, l'adéquation explicative 
a été au centre des débats qui ont déterminé l'évolution de la gram-
maire generative depuis sa première formulation approfondie, celle de 
Chomsky (1965). Aussi peut-on s'attendre qu'une analyse de la façon 
dont cette notion est théoriquement conçue et du rapport entre sa 
conception théorique et les faits empiriques, nous permette de nous 
faire une idée du genre d'explication que la théorie linguistique 
generative se propose d'apporter. 
1.2. La tâche de la granmaire 
La capacité du locuteur/auditeur de comprendre et de produire 
des phrases qu'il n'a jamais entendues auparavant, ainsi que sa capa-
cité de donner d'une façon systématique des jugements linguistiques 
concernant la granmaticalité des phrases de sa langue et les rapports 
de sens qui existent entre elles, avaient conduit Chomsky à exiger 
d'une granmaire qu'elle décrive précisément cette connaissance linguis-
tique qui était à la base de ces capacités. De cette façon seulement, 
la linguistique pourrait échapper à la stérilité des pratiques usuelles 
de segmentation et de classification pour faire enfin de la créativité 
tant caractéristique du langage humain l'objet de sa discipline. Pour 
atteindre cet objectif, une grammaire devrait être non seulement en 
mesure d'énumérer toutes les phrases graomaticales d'une langue, et 
celles-là seulement, mais encore elle devrait être capable d'assigner 
& ces phrases les descriptions structurales appropriées conformes à 
la connaissance linguistique tacite, c'est-à-dire la compétence du 
sujet parlant. La connaissance linguistique étant devenue pour la 
grammaire generative transformationnelle (dorénavant GGT) l'ultime 
source d'explication, les linguistes qui s'inspirent de Chomsky se 
sont tournés vers la psychologie cognitive. Car, s'il est vrai que la 
compétence du sujet parlant est hautement structurée et que, d'autre 
part, l'enfant est capable d'abstraire ces structures avec une rapidité 
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et une adresse surprenantes à partir des actes de parole qu'il entend autour 
de lui, il n'est pas illogique de penser que la tâche du linguiste qui veut 
décrire la compétence du locuteur arrive â la confondre avec celle 
qu'accomplit l'enfant lorsqu'il apprend sa langue. C'est précisément 
ce que fait Chomsky lorsqu'il propose de comparer le développement d'une 
théorie linguistique â la constrjction d'un modèle d'acquisition du langa-
ge. Ce parallélisme est énoncé en termes très clairs par Kiparsky lorsqu'il 
dit: "the child is the synchronic linguist par excellence' (1970.310). 
L'enumeration et la description des phrases grammaticales 
n'épuisent pas pour Chomsky la compétence linguistique ou la faculté 
de langage. Il y a plus, et la tâche de la granmaire va plus loin. Dans 
l'optique des générativistes, une théorie linguistique est explicativement 
adéquate, si elle est capable de fournir les moyens qui permettent de 
choisir, parmi un nombre indéterminé de grammaires qui engendrent toutes 
les phrases acceptables d'une langue naturelle, et celles-là seulement, 
la grammaire qui rend compte des intuitions et des jugements linguis-
tiques du locuteur autochtone de cette langue. Ainsi conçue, l'adéquation 
explicative est une caractéristique de la théorie linguistique univer-
selle et non pas de la grammaire d'une langue particulière. Traduit en 
termes d'acquisition, cela revient â dire qu'une théorie linguistique 
doit être en mesure d'expliquer, par la spécification des mécanismes 
que l'enfant met en oeuvre lors de la période d'apprentissage, comment 
celui-ci arrive â construire sa propre grammaire â partir des actes de 
parole perçus. Les hypothèses que Chomsky a formulées sur la nature de 
ces mécanismes sont, dans une large mesure, influencées par le postulat 
empirique selon lequel les données linguistiques auxquelles l'enfant 
est exposé et à l'aide desquelles il construit sa grammaire constituent 
un corpus de phrases dont la qualité est gravement atteinte par les 
difficultés de la parole, qui empêchent les adultes de ne produire que 
des phrases grammaticales. Cela l'a amené â conclure que l'enfant ne 
pourrait apprendre sa langue adéquatement s'il ne disposait pas d'une 
faculté linguistique innée. Au lieu de postuler des stratégies cogni-
ti ves très puissantes qui relèveraient de l'intelligence générale - un 
point de vue qui aurait été tout à fait possible et qui est défendu par 
grand nombre de psychologues (voir Black, 1970 et Levelt, 1975) - Chomsky 
pose une hypothèse très forte sur la nature du cerveau humain, qui selon 
lui posséderait un schéma inné essentiellement linguistique et au moins 
partiellement indépendant de la cognition, bien qu'en interaction avec 
elle: 
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"....There is surely no incoherence in supposing that one of 
the components of mind - the language faculty - has particular 
properties, abilities, and limitations....What we face....is 
the empirical problem of determining the precise character of 
the faculty of language, and the combined conceptual-empencal 
problem of placing this faculty properly in a general theory 
of mind" (Chomsky, 1970:470). 
Le degré de succès avec lequel les linguistes parviendront à la spécifi-
cation du schéma inné et à sa formulation théorique dépendra des progrès 
effectués dans l'étude des universaux linguistiques, toute propriété 
qui s'avère caractéristique du langage humain et qui, de ce fait, figure 
dans la description de chaque langue naturelle est censée faire partie 
du schéma inné et contribue & la limitation du nombre d'hypothèses pos-
sibles dans le choix des granulaires à acquérir. Par exemple, il s'avère 
nécessaire, pour la description adéquate de la compétence, que la com-
posante syntaxique d'une grammaire contienne des règles transformation-
nelles qui transforment des structures profondes abstraites en structures 
superficielles (Chomsky, 1957 et 1965: chap. 1). La découverte de l'uni-
versalité du caractère transformationnel des langues naturelles conduit, 
suivant le principe exposé, à la supposition que la propriété en question 
relève de la faculté linguistique innée et limite de ce fait la liberté 
de l'enfant au choix de cette classe de grammaire. Ainsi, la recherche 
des universaux linguistiques est devenue cruciale pour le développement 
de l'adéquation explicative de la théorie: 
"En linguistique le véritable progrès c'est de découvrir que 
certains traits appartenant & des langues données peuvent être 
ramenés & des propriétés universelles du langage et expliqués 
en référence A ces aspects plus profonds de la forme linguis-
tique" (Chomsky, 1965, cité & partir de 1971: 56). 
Admettons que la classe des grammaires generatives transformationnelles 
est capable de fournir une granmaire descriptivement adéquate pour toutes 
les langues naturelles et que cette classe est, par ailleurs, restreinte 
par un certain nombre d'universaux linguistiques. Une grammaire de cette 
classe englobe une composante syntaxique, qui à l'aide d'un ensemble de 
règles extrinsèquement ordonnées, les transformations, relie des structures 
sous-jacentes, produites par le jeu concerté des règles syntagmatiques et 
d'un lexique à des structures superficielles. La sémantique et la phono-
logie sont, dans ce type de grammaire, considérées comme des composantes 
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interprétatives, ce qui revient à dire que Xa syntaxe opère, vis-à-vig de 
ces composantes, d'une façon indépendante. Dans l'état actuel des connais-
sances, il ne parait pas possible de restreindre cette classe de granmaire 
de façon que l'on puisse prédire la meilleure grammaire possible pour une 
langue particulière dont les données empiriques sont connues. Plus d'une 
granmaire du type mentionné pourrait décrire correctement les intuitions 
du locuteur natif, mais étant donné le but qu'il s'était posé, Chomsky 
s'est vu astreint à développer des moyens qui permettent la sélection 
d'une granmaire pour une langue spécifique. La solution qu'il a proposée 
consiste A incorporer dans la théorie une mesure d'évaluation qui choisit, 
parmi les granmaires possibles d'une langue, celle qui présente le plus 
haut degré d'importance linguistique. Sur le plan théorique aussi bien 
qu'au niveau des faits empiriques, le développement d'une mesure d'évalu-
ation paraît une entreprise extrêmement difficile. Non seulement il est 
nécessaire de rassembler un corpus suffisamment vaste pour distinguer dans 
les langues les phénomènes linguistiquement importants, mais aussi il faut 
trouver les moyens formels qui, intégrés dans la théorie, reflètent expli-
citement le caractère naturel de ces faits. Moyennant ce formalisme, les 
données qui permettent d'estimer le degré d'importance d'une généralisation 
linguistique sont sorties du domaine de l'intuition des locuteurs natifs. 
Etant donné les rapports étroits qui doivent exister entre la nature des 
régularités exprimées dans les jugements des locuteurs et le genre de 
régularités que l'on peut observer de façon plus directe en étudiant 
d'autres domaines - tels que l'acquisition du langage, l'évolution 
linguistique et les universaux du langage - la gamme de données dont dis-
pose le chercheur pour établir le degré d'importance linguistique d'un 
processus se trouve considérablement élargie. Or, la décision concernant 
la mesure d'évaluation à adopter pour juger des généralisations dépendra, 
dans une large mesure, de sa propriété & caractériser "the notion 
"linguistically significant generalization", in a way which is empirically 
testable through the investigation of linguistic universals, language 
acquisition and linguistic change" (Kiparsky, 1972·190). Posée en termes 
formels, une mesure d'évaluation adéquate devrait, devant les diverses 
descriptions que permet la théorie linguistique, assigner un coefficient 
aux solutions concurrentes de telle sorte que la solution qui présente 
le plus haut degré de généralisation linguistique puisse être choisie. 
Dans Aspects Chomsky a essayé d'élaborer une procédure qui assigne aux 
granulaires concurrentes un coefficient numérique dont la valeur dépend 
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du nombre de symboles qui figurent dans les règles de ces grammaires. 
Evidemment, pour que la longueur soit une mesure douée de sens, les 
symboles doivent être choisis de telle sorte que plus une règle est 
générale, moins elle contient de symboles. Là encore, c'est la raison 
d'être des conventions de notation que de spécifier d'une façon précise 
comment et dans quelles conditions deux règles peuvent être généralisées. 
Une généralisation résultant de l'application des conventions notation-
nelles comporte une suite de symboles dont le nombre est inférieur à la 
somme des symboles figurant dans les règles individuelles. Ainsi, le 
formalisme constitue une tentative de convertir des considérations de 
généralité en termes de longueur. La tentative peut être considérée 
réussie, si la simplicité formelle soutient chaque fois l'épreuve d'une 
justification empirique de la manière indiquée par Kiparsky. 
Pour atteindre le niveau de l'adéquation explicative, la 
théorie doit répondre â une double exigence. D'une part, elle doit 
définir la classe de grammaire appropriée ä la description des langues 
humaines, d'autre part, elle doit spécifier la forme d'un mécanisme 
d'évaluation que l'enfant est supposé mettre en oeuvre lorsqu'il choisit 
la grammaire de sa langue & partir de l'information linguistique dont il 
dispose. C'est dans la mesure où elle réussit à accomplir cette double 
exigence qu'elle "fournit une explication de l'intuition du sujet parlant, 
sur la base d'une hypothèse empirique touchant la prédisposition innée 
qui amène l'enfant & développer un certain type de théorie" (Chomsky, 
1971:44). C'est en ce sens que doit être comprise la notion d'explication 
en granmaire generative: on a expliqué un fait linguistique lorsqu'on 
a réussi à montrer que le phénomène étudié relève d'une propriété univer-
selle du langage humain qui, par conséquent, fait partie du schéma linguis-
tique inné. 
1.3. La notion de généralisation significative en phonologie 
Le problème de la généralisation significative a été étudié 
dans les diverses composantes de manière inégale. C'est en phonologie 
que les tentatives de formalisation ont eu assez de succès pour que 
nous puissions estimer à quel point la simplicité formelle arrive â 
distinguer les généralisations importantes de celles qui ne le sont 
pas. Pour ce faire, nous examinerons de près les mécanismes (traits 
phonétiques, règles, conventions) qui ont été mis en oeuvre pour la 
construction des règles phonologiques. 
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1.3.1. Les traits phonétiques 
Déjà dans Principes de phonologie, Trubetzkoy a abandonné 
la conception du phonème conme "unité phonologique non susceptible 
d'être dissociée en unités phonologiques plus petites et plus simples" 
(TCLP IV, p. 311). L'analyse de l'aspect oppositionnel des sons, qui 
découlait de la découverte de rapports corrélatifs, conduit à son tour 
les phonologues à concevoir le phonème comme "la somme des particularités 
phonologiquement pertinentes que comporte une image phonique" 
(Trubetzkoy, p. 40). Convaincu que le trait distinctif constitue l'élément 
structurant à l'intérieur du système phonologique, on avait procédé A 
une décomposition du phonème de plus en plus détaillée. La vue des 
éléments constituants ainsi obtenue avait permis de situer le rôle dis-
tinctif, non plus au niveau général du phonème - comme on l'avait fait 
jusqu'alors - mais au niveau précis du trait. Le changement d'orientation 
est manifeste dans Preliminaries to Speech Analysis (Jakobson et al. ), 
où le trait distinctif a remplacé définitivement le phonème au rang des 
préoccupations primordiales du phonologue. Dans Preliminaries les auteurs 
introduisent l'hypothèse du binarisme des traits distinctifs, caracté-
ristique qui, dans Principes, était réservée aux oppositions privatives. 
Selon Jakobson et al , ce postulat théorique correspond â l'obligation, 
pour le locuteur conme pour l'auditeur, de faire une série de choix, 
soit entre deux qualités extrêmes d'une même catégorie (compact/diffus), 
soit entre l'absence ou la présence d'une qualité (voisé/non voisé) 
2 
(p.3) . Au moyen d'une analyse qui, par l'extraction des redondances, 
réduit au minimum le nombre de choix que le locuteur doit effectuer 
lorsqu'il met en pratique sa compétence linguistique, ainsi que par 
l'extension du principe de la distribution complémentaire à un niveau 
qui dépasse les langues individuelles (p. 7), les auteurs en arrivent 
A établir une liste de douze traits distinctifs. Comme ces traits doivent 
permettre la description phonémique des énoncés de toutes les langues 
naturelles, ils constituent une hypothèse universelle sur la façon dont 
les langues construisent leur système d'oppositions. 
Lorsque Chomsky et Halle présentent dans The Sound Pattern 
of English (dorénavant SPE) leur théorie de la phonologie generative, 
ils ont retenu deux principes essentiels de la théorie jakobsonienne 
des traits distinctifs: 1'universalisme et le binarisme. Les modifica-
tions qu'ils apportent découlent des difficultés que la théorie de 
Jakobson avait éprouvées dans la poursuite de son objectif. Les recherches 
-12-
provoquées par Preliminaries avaient montré que l'inventaire proposé 
n'était pas suffisamment étendu pour rendre compte de toutes les oppo-
sitions rencontrées et qu'il fallait donc augmenter le nombre de traits. 
En тёше temps, SPE abandonne les paramètres acoustiques proposés par 
Jakobson pour caractériser les sons du langage en termes articulaboires. 
A ces modifications techniques s'ajoute une nouveauté théorique impor-
tante. La phonologie n'est plus une branche plus ou moins autonome de 
la linguistique, mais la "composante" d'une granmaire generative chargée 
de stipuler le mécanisme qui relie une représentation sémantique à la 
représentation phonétique correspondante. Après que les transformations 
syntaxiques ont disposé les morphèmes dans leur ordre de surface, il 
appartient à la composante phonologique de préciser la manière dont la 
séquence en question est prononcée. Afin de pouvoir exprimer le fait 
qu'une grande partie de la variation phonétique d'une langue est régu-
lière et générale, la représentation des morphèmes au niveau de la struc-
ture de surface syntaxique ne contient pas déjà le détail phonétique. 
Dans la plupart des cas, ces structures ne correspondent qu'indirecte-
ment à ce qu'on appelle d'habitude le niveau phonétique systématique. 
Les rapports entre la structure sous-jacente abstraite ou phonémique 
systématique et la structure phonétique systématique sont exprimés par 
des règles phonologiques qui peuvent être considérées comme "the for-
malized representations of the phonological processes of a language" 
(Botha, 1973: 225). Aussi, le degré d'abstraction des représentations 
sous-jacentes est dans une large mesure déterminé par l'existence dans 
la langue de régularités qui, sous forme de règles, prédisent la varia-
tion qui se manifeste à la surface. Souvent, il est possible de prédire 
la variation a partir d'un membre d'un groupe d'allomorphes ou d'allo-
phones, mais il se présente des cas où l'on devra choisir, pour des 
raisons de simplicité formelle et de généralité, de prédire toutes les 
variantes à partir d'une séquence qui n'apparaît jamais telle quelle 
dans aucune forme de surface. Un niveau établi suivant ce principe n'a 
rien en conmun avec le niveau de représentation contrastif de la phono-
logie traditionnelle. LA, la notion de contraste jouait un rôle décisif, 
ici, c'est le pouvoir de prédiction qui détermine la représentation sous-
jacente. Il s'est avéré mime qu'un niveau contrastif indépendant ne 
correspond à aucune étape naturelle du processus génératif d'une grammaire . 
Aussi serait-il surprenant qu'un système de traits du type jakobsonien 
développé à l'intérieur d'un cadre théorique particulier convienne aux 
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besoins descriptifs de la granraalre generative. On a pu montrer en effet 
(voir McCawley, 1967; Kiparsky, 1968) qu'un système minimal de traits dis-
tinctifs n'est pas suffisamment détaillé pour permettre la description 
des généralisations linguistiquement importantes rencontrées dans les 
langues humaines. Pourtant, cela n'empêche pas que le système de traits 
d'une grammaire generative doive être aussi en mesure de rendre compte 
des aspects oppositionnels des sons. Mais il convient de rappeler que la 
composante phonologique d'une telle grammaire est censée spécifier, au 
niveau phonétique systématique, tous les aspects phonétiques d'une langue 
dans des termes qui permettent de la distinguer de toutes les autres 
langues d'une façon systématique. Cela revient à dire qu'un ensemble 
de traits, afin de pouvoir fonctionner convenablement dans une théorie 
d'apprentissage linguistique, doit fournir les moyens de spécifier tout 
ce qui n'est pas "characteristic simply of an individual speaker (...) 
Sioiü characteristic of all speakers of all languages (i.e. language 
universale)" (Ladefoged, 1971:54). En anglais, par exemple, une règle 
phonologique rendra compte de la variation allophonique d'aspiration 
qui existe dans la prononciation des occlusives non-voisées. Ainsi, 
la granmaire exprime le fait que les différences en question, bien que 
non-distinctives, sont linguistiquement significatives et doivent être 
apprises par quiconque veut parler correctement l'anglais. En outre, la 
grammaire stipule dans quelle mesure le degré d'aspiration qui est 
typique des obstruantes de l'anglais s'écarte du degré d'aspiration des 
consonnes dans d'autres langues (voir Schane, 1973: 95). Il est évident 
qu'une notation binaire n'est pas capable de rendre compte des différences 
subtiles dans la réalisation concrète des traits phonétiques. C'est la 
raison pour laquelle la théorie generative contient des règles qui trans-
forment la valeur algébrique (+ ou -) d'un trait en valeurs arithmétiques 
établies sur une échelle graduée. A l'intérieur d'une langue particulière, 
l'utilisation de traits a valeur arithmétique nous permet d'indiquer les 
variations allophoniques subtiles qui ne découlent pas de 1'application 
de principes universels. De plus, dans une perspective interlinguale, 
nous constatons qu'il est possible d'indiquer des différences de degré 
systématique dans la réalisation des traits. Nous pouvons conclure alors 
que les traits spécifiés remplissent une double fonction. Au niveau 
phonémique systématique, ils indiquent pour chaque segment d'un élément 
lexical qu'il appartient ou non aux différentes catégories qu'ils défi-
nissent. (Comme nous voulons savoir seulement, & ce niveau, quels éléments 
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du son servent à différencier les morphèmes, il suffit d'indiquer si 
l'élément en question est présent ou absent). Au niveau phonétique sys-
tématique, Ils spécifient jusqu'à quel degré une qualité phonétique est 
présente. 
Tout au long de notre exposé il a été admis tacitement que 
les traits possèdent des correspondants physiques détermlnables. C'est 
là une implication évidente du fait qu'on exige d'un ensemble de traits 
qu'il soit utilisable à la fols pour les représentations phonémique et 
phonétique. Aussi, au niveau phonétique systématique, les traits peuvent 
être définis comme des gammes, fondées en l'occurence sur des données 
artlculatoires, qui, à en croire Chomsky et Halle, n'admettent qu'un 
nombre fixe de valeurs Une telle conception du trait conduit tout 
naturellement ses auteurs à faire une hypothèse sur les capacités de 
production universelles des organes de la parole, 
"L'ensemble total des traits est Identique à l'ensemble des 
propriétés phonétiques que l'on peut, en principe, contrôler 
dans la parole; ils représentent les capacités phonétiques 
de l'homme, et sont donc - c'est l'hypothèse que nous posons -
les mêmes pour toutes les langues" (SPE 294/95). 
En termes d'apprentissage linguistique, cela revient à dire que la 
tâche de l'enfant consiste à sélectionner, dans l'ensemble des traits 
permis, ceux dont 11 aura besoin pour parler sa langue maternelle. 
Le trait phonétique tel qu'il est conçu en phonologie gene-
rative est censé définir une propriété empirique d'un autre genre. Nous 
avons vu que les sons se laissent grouper dans des classes qui se caracté-
risent par la présence ou l'absence d'une qualité phonétique. Or, il 
s'avère que les règles s'appliquent à ces classes plutôt qu'à des segments 
individuels. Les traits du système de Chomsky et Halle sont choisis sur la 
base de leur pertinence aux processus morphophonologlques, phonotactiques 
et phonétiques rencontrés dans les langues dont les descriptions étaient 
à leur disposition. Aussi sommes-nous en droit de supposer que leur 
théorie de traits est aussi capable de définir l'ensemble de classes 
et de sous-classes naturelles, с'est-à-tlire les classes dont les membres 
subissent les mêmes processus phonologiques. Conme les traits font partie 
de la mesure d'évaluation basée sur la simplicité, et que, d'autre part, 
les classes naturelles jouent un rôle crucial dans les généralisations 
llngulstiquement pertinentes, une définition formelle d'une classe naturelle 
doit logiquement se faire en termes du nombre de traits qui la constituent 
-15-
"We shall say that a set of speech sounds forms a natural 
cíase if fewer features are required to designate the class 
than to designate any individual sound in the class" 
(Halle, 1964: 328). 
Selon cette définition, les segments / u,o,o / du francais forment 
une classe naturelle, parce que la spécification de chaque segment 
Individuel exige au moins un trait de plus que celle de la classe 
entidre. Ainsi /u/ est défini par les traits [+ syllabique, + arrière, 
+ rond, + haut] , /o/ est spécifié conme [+ syllabique, + arrière, + rond, 
- haut, - bas] et /э/ conme [+ syllabique, + arrière, + rond, + bas] . 
La classe entière se définit au moyen des traits [+ syllabique, + arrière, 
+ rond]. 
1.3.2. Les règles phonologiques et les conventions d'abréviation 
Etant donné qu'en phonologie generative la pertinence d'une 
généralisation est fondée sur le critère de simplicité, la notation et 
les conventions d'abréviation adoptées pour formaliser les processus 
phonologiques ne peuvent être arbitraires. Toutes les décisions qui 
portent sur le formalisme auront des conséquences pour la complexité 
des règles, qui constituent à leur tour des hypothèses sur la forme et 
le contenu des régularités qui déterminent l'apprentissage linguistique. 
L'analyse détaillée de toutes les conventions de notation qui ont été 
proposées par les générativistes dépasserait le but de notre exposé. 
Nous nous contenterons d'indiquer globalement les conséquences théoriques 
qui découlent de l'adaptation d'une mesure d'évaluation fondée sur la 
simplicité. A cet effet, nous passerons brièvement en revue quelques-
unes des conventions notationnelles qui reviennent fréquemment. Pour 
une analyse plus complète, nous renvoyons & Anderson (1974) ou Sommer-
stein (1977). 
Dans les descriptions phonologiques, on se sert généralement 
de deux types de règles dont l'utilisation et les caractéristiques for-
melles s'expliquent le mieux A l'aide d'un exemple. 
La nasalisation du français peut être décrite formellement 
4 
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On a recours aux règles du type (1) pour décrire les processus qui affectent 
plus d'un segment d'une séquence. Le cas le plus évident qui en demande 
l'utilisation est celui de la métathèse. En l'utilisant dans la descrip-
tion de la nasalisation en français contemporain, on manifeste la volon-
té d'indiquer que le processus en question doit être considéré comme un 
processus instantané, une fusion immédiate entre la voyelle et la consonne 
nasale suivante (voir Schane, 1973: 68). Il a été reconnu par Chomsky et 
Halle (SPE: 361) que l'introduction dans la composante phonologique de 
règles du type (1) pose des problèmes pour l'attribution de la valeur par 
la mesure d'évaluation. Pour autant que nous sachions, le problème n'a 
jamais été résolu, bien qu'une solution satisfaisante ne soit pas A pri-
ori inimaginable. Avant de se mettre à la recherche d'une telle solution, 
il faudrait, bien sûr, être convaincu du bien-fondé du critère d'évalu-
ation. Or, nous verrons dans les sections suivantes que le principe de la 
simplicité n'est pas un critère d'évaluation infaillible. 
Le phénomène décrit par la règle (1) peut aussi être formali-
sé sous la forme (2a) et (2b) qui présente la nasalisation comme un pro-
cessus qui s'effectue en deux étapes, d'abord assimilation, puis efface-
ment de la consonne nasale. Ce type de règle, qui s'emploie chaque fois 
que le changement à décrire n'affecte qu'un seul segment d'une séquence, 
peut être représenté par le modèle général suivant, 
(3) A > В / X 
où chaque lettre remplace une (A,B) ou éventuellement plusieurs (X,Y) 
colonnes de traits, appelées matrices, et où A, Β, X et Y peuvent être 
zéro. Les matrices A, X et Y constituent la description structurale de 
la règle; la matrice B, le changement survenu. Par convention, les matrices 
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de traits de la description structurale ne sont que partiellement spéci-
fiées. Elles contiennent le nombre minimum de traits nécessaires pour 
restreindre l'application de la règle â la classe ou au segment appropriés. 
Dans le changement structural ne figurent que les traits dont la valeur 
doit être modifiée afin de produire la sortie correcte. 
On aura constaté que la notion de classe naturelle s'intègre 
élégamment dans ce formalisme. Une règle qui s'applique â une telle classe 
sera jugée plus simple par la mesure d'évaluation qu'une règle qui s'applique 
â un de ses membres. Considérons, à titre d'exemple, le processus phonolo-
gique qui aboutit en bas latin au voisement des consonnes sourdes p, t, k, 
a, f en position intervocalique, un changement dont témoigne l'évolution 
des mots tels que ripa (> riba > > rive), vita (> vida > > vie) , 
Beaura ( > ведиги > >sùr), causa (> >ohose) et malifatius (> > 
mauvaie) . Le groupe p, t, k, ƒ, s qui, dans le cas du latin tardif, 
répond à la définition de classe naturelle, peut être représenté par les 
traits [- sonant, - voix ] . La règle, qui s'applique "Avide" aux consonnes 
déjà voisées, s'écrit 
(4a) [ - son ] :> [ + voix] / V V 
La grammaire A qui contient la règle (4a) est considérée comme plus simple 
que la grammaire В identique à A par ailleurs, mais qui au lieu de (4a) 









(5) 7 " ^ > [+voix] / V 
La pertinence linguistique relative qui est attribuée aux grammaires A 
et В par la mesure d'évaluation exprime convenablement le fait que les 
processus phonologiques touchent généralement des classes entières de 
sons. C'est là un fait qui peut être vu comme un succès de la mesure 
d'évaluation développée par Chomsky et Halle. 
La règle (4a) ne recouvre pas néanmoins le processus de voise-
ment dans toute son étendue. L'évolution de mots comme capra (> cabra 
> >chèvre) ι pâtre ( >*padre > >père), auric(u)la ( > aurigla >— > 
oreille ) montre que le voisement ne se limite pas au contexte vocalique. 
Le même changement se produit dans le contexte V L (liquide). On 
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pourrait rendre compte de ce fait en ajoutant & (4a) la régie 
(4b) [- son] > [+ voix] / V L 
mais ce faisant, on Impliquerait l'hypothèse de deux processus différents 
alors que ces deux changements sont généralement considérés comme apparte-
nant au même phénomène. Le formalisme fait clairement ressortir la ressem-
blance structurale qui existe entre les règles (4a) et (4b) et qui s'appuie 
dans le domaine empirique sur la solidarité qui unit les contextes 
V - V et V - L dans un grand nombre de processus phonologiques . Une 
théorie linguistique adéquate devrait nous permettre d'exprimer cette 
solidarité. En termes plus généraux, nous voudrions qu'une théorie linguis-
tique fournisse les moyens formels et les conditions d'application capables 
de préciser jusqu'où il est permis de considérer un certain nombre de 
séquences figurant dans des règles différentes comme étant naturellement 
reliées. Pour pallier ce besoin, Chomsky et Halle ont introduit certaines 
conventions de notation dont l'une, la notation par accolades, est utili-
sable pour exprimer le rapport structural entre les règles (4a) et (4b). 
Nous emprunterons à Anderson (1974: 81) la formulation précise du prin-
cipe qui régit la notation par accolades: 
"If two adjacent strings (representing formally specified rules) 
in the grammar Σ\ and Σ2 differ from one another only in that 
Σι = 'AsjB', while £ 2 » 'As.B', where A and В are arbitrary 
strings of symbols (perhaps null), and s 1 and s 2 are arbitrary 
(nonnull) strings, the pair Σ1Σ2 c a n be abbreviated as 
•A{ Sl } В ·." 
Acceptant le point de'vue jakobsonien, d'après lequel chaque changement 
diachronique procède d'une variation synchronique (cf. Jakobson, 1963: 37), 
nous pouvons supposer que les règles (4a) et (4b) ont fait partie, au moins 
en tant que règles facultatives, de la grammaire intériorisée par une ou 
plusieurs générations de locuteurs parlant le bas latin. Il n'y a pas lieu 
de croire que dans la phonologie de cette langue d'autres règles aient été 
ordonnées entre (4a) et (4b) . Très probablement, les règles ont satisfait 
a la condition de contiguïté formulée dans le principe qui régit l'appli-
cation de la convention par accolades, de sorte que nous sommes en droit 
de télescoper (4a) et (4b) sous la forme 
-19-
(4) [ - son] > [+ voix] / V 
Si l'on admet que les accolades représentent une généralisation linguis-
tiquement pertinente, on approuvera que la mesure d'évaluation fondée sur 
le calcul des traits considère comme plus économique la grammaire qui, au 
lieu des règles (4a) et (4b), contient la généralisation (4). 
Cependant, même sous la forme (4), la règle ne reflète pas le 
processus de sonorisation tel qu'il s'est produit en réalité. Cela tient 
au fait que le voisement du ƒ n'était pas aussi général que celui des 
autres consonnes. C'est que ƒ passe â V seulement entre deux voyelles: 
* malifatius > mauvais, extufare > étuver. Dans le contexte V - L, au 
contraire, ƒ persiste: trifolium > trèfle, ossifraga > orfraie. 
Une façon de bloquer le processus consisterait à marquer les entrées 
lexicales des mots contenant la suite VfL par un trait de règle négatif 
( [ - règle Voisement] ) . Pareille solution est non seulement peu élégante, 
mais aussi quelque peu suspecte. En traitant les suites VfL comme des 
exceptions à la règle de voisement, on suppose qu'elles devraient être 
voisées par la règle en question, mais qu'elles ne le sont pas pour une 
raison donnée, quelle qu'elle soit. Nous n'aurions pas hésité devant cette 
solution si la séquence VfL constituait une suite purement arbitraire. 
Or, il est difficile de ne pas voir là un groupe naturel. C'est pourquoi 
il semble plus juste d'y voir, plutôt que des exceptions, des contre-
exemples à la version générale de la règle de voisement. A son tour, cette 
considération pourrait nous amener à rendre compte du comportement aberrant 
de ƒ en éliminant ce segment de l'input de (4). Cela nécessiterait le 
retour a deux règles séparées, l'une s'appliquant à toutes les obstru-
antes dans le contexte V - V, l'autre excluant le voisement de ƒ dans 
le contexte V - L. A part le problème que poserait la définition de l'input 
de la deuxième règle, nous détruirions la généralisation qui nous semblait 
si satisfaisante. Il serait, toutefois, possible de sauver la généralisa-
tion (4), si nous arrivions à indiquer qu'il existe des conditions d'appli-
cation propres à certains éléments de l'input. Pour le cas qui nous pré-
occupe, il faudrait préciser que, lorsque la [- son] est ƒ, le voisement 
ne se produit que dans le contexte V - V. C'est, entre autres, pour rendre 
compte de ce type d'interdépendance que la plupart des phonologues se 
servent d'une autre convention de notation, la notation par angles 
(angled brackets). Avant de montrer le fonctionnement de cette convention 
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d'abréviation, il est nécessaire de réexaminer la généralisation (4). 
Comme le système de traits distinctifs ne permet pas de grouper les 
voyelles et les liquides dans une seule classe naturelle, la notation 
par accolades s'avère le moyen indiqué pour exprimer l'affinité que 
manifestent les contextes V - V et V - L dans le processus de voisement. 
Malheureusement, c'est cette façon même de formuler le processus, la 
seule façon possible au sein de la théorie des traits distinctifs de 
SPE, qui maintenant nous empêche d'employer la notation par angles pour 
bloquer le voisement de ƒ dans le contexte V - V. Le fait est que cette 
convention d'abréviation est limitée d'une façon spécifique. Pour illustrer 
cette limitation, nous reformulons (4) en utilisant le trait "vocalique", 
dont la valeur positive définit précisément la classe de segments qui se 
compose des voyelles et des liquides (cf. Jakobson et al: 1951). 
(4') [- son] > [+ voix] / V [+ vocalique] 
Pendant la période où le processus de voisement est actif, ƒ est la seule 
consonne non-voisée qui soit à la fois [+ continu] et [- coronai]. Le 
trait "consonantique" oppose les classes de voyelles et de liquides, qui 
se définissent respectivement par les matrices [+ vocalique, - consonan-
tique] et [+ vocalique, + consonantique]. Maintenant nous sommes en 
état de décrire formellement l'interdépendance, qui, dans la règle (4'), 
doit s'établir entre l'input et l'environnement phonologique: si le seg-
ment affecté par la règle a les propriétés [- son, + cont, - cor] , le 
changement se limite au contexte V - [+ voc, + cons] . Au moyen de la 
notation par angles, nous pouvons greffer cette condition sur la règle 
(4') de la façon suivante: 
(4") 
- son 
-> [+ voix] / V L.+ V O C ^ 
I S,- con§> 
Afin de garantir l'application correcte de la règle, nous adopterons, à 
l'instar de Sommerstein (1977: 140), la convention d'interprétation sui-
vante : 
If Ρ is any expression composes <-_ tp_~-£jed ic-tures, ther 
a schema X <У> Ζ |<-p>| ^ ' >·'ιμ""'~ ¡,-ρ Ι J·s an input 
segment and not an environment «¡eqmp-it, it inLprpr^t ι u η < 





Là règle (4'') aurait donc deux lectures différentes, l'une avec les traits 
indiqués entre les angles, l'autre sans ces traits et, ipso facto, sans les 
angles. Donc, 






'. - son] > 
[+ voix ] / V 1+ voc I - cons 1 
[ + voix] / V [ + voc] 
Interprété de cette facon, le schéma (4'') fera passer ƒ à υ seulement si 
le segment qui suit est [- cons' et (+ voc] . Toutes les autres consonnes 
seront voisées indépendamment de la valeur consonantique de ce segment. 
Il est à noter que la sous-séquence (4'' a) constitue le cas 
particulier alors que (4'' b) représente le cas général. En termes plus 
abstraits, on peut dire que l'ensemble des séquences qui satisfait à la 
définition 
V [+ segment] ί + ^ ^ „ , , J ( = 4 " a) 
consonantique 1 
est un sous-ensemble de l'ensemble des séquences qui satisfait à la défi-
nition 
V [+ segment] [+ vocalique] (= 4'' b) , 
ce qui en 1'occurence tient au rapport d'inclusion qu'établit la conception 
jakobsonienne des traits distinctifs entre, d'une part, la classe des 
voyelles et des liquides et, d'autre part, la classe des liquides. C'est 
précisément l'existence de ce rapport particulier entre les règles (4'' a) 
et (4'· b) qui est pertinente, pour que la notation par angles soit uti-
lisable. Dans la théorie de SPE, l'établissement d'une relation d'inclu-
sion est impossible du fait que les voyelles et les liquides sont définies 
comme des classes complémentaires. 
Les données linguistiques ne sont pas suffisamment claires, 
pour que nous puissions tirer de l'analyse présentée un argument pour la 
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réintroduction du trait "vocalique". Nous ne pouvons pas nous assurer 
notamment que les contextes V - G et V - N, comme nous l'avons admis dans 
notre exposé/ aient bloqué le voisement des obstruantes. Ainsi, nous ne 
connaissons aucun exemple sûr d'une suite І Ι N qui ait existé 
au moment où la règle de voisement intervocalique était active. La diffi-
culté tient au fait que la chute des voyelles non-accentuées, processus 
phonologique qui produisait parfois ces séquences inconnues du latin 
classique, a commencé bien avant le processus de voisement et a continué 
longtemps après. Il est impossible, par exemple, de fixer avec précision 
la date de la chute de la voyelle pénultième dans un mot comme азгпив 
( > Sne). Bien qu'une forme graphique azne soit attestée (cf. Pope, p. 114), 
le г peut être le résultat d'un voisement intervocalique régulier (et même 
d'un processus d'assimilation). Evidemment, l'absence structurelle de 
suites V Ι Ι N en latin tardif pourrait nous amener à inclure le 
contexte ν - N dans la description structurale de (4''), suggérant par 
14 que le voisement se serait produit dans ce contexte, si ce contexte 
avait existé . Dans ce cas, la règle (4'') pourrait être reformulée dans 





/ + t \ 
[ + syll ] 
[+voix] / ν — U - ^ l 
<- cont>' 
Pour ce qui est du contexte V - G, la situation est plus 
compliquée encore. Nous savons que fakya ( < facia) et sapya ( < sapia ) 
ont donné respectivement /ace([s]) et sache ([ƒ]). D'autre part, таігопет 
donne raison l[yz]). Pour rendre compte du comportement divergent de ces 
consonnes vis-à-vis du processus de voisement, certains linguistes supposent 
que к (Pope, p. 130) ou к et ρ (Canavati, p. 20) se sont géminées dans le 
contexte V - y , avant que la règle de voisement ne soit devenue active. 
Pourtant, lorsqu'on s'engage dans l'hypothétique, d'autres 
solutions sont possibles. Ce qui rend l'hypothèse de la gemination ad hoc· 
c'est qu'elle suppose un manque de solidarité entre les membres d'une 
classe par rapport â un processus donné, sans qu'il y ait le moindre 
fondement naturel et seulement pour expliquer leur comportement différent 
par rapport à un processus ultérieur. Il y a une autre façon d'expliquer 
les faits à l'étude, qui nous paraît plus plausible que la précédente. Si 
l'on rejette l'hypothèse de la gemination, il faut admettre que le contexte 
V - Y ait bloqué le voisement de l'obstruante. Par ailleurs, nous savons 
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que lee suites β + y, te + y et г + y ont donné y + s, y + t , y + r: 
nausea > поіве, messione > moisson, ratione > raison, area > aire. 
Il ne semble pas en contradiction avec les faits de supposer que l'inter­
version de la consonne dentale et du yod ait eu lieu avant ou au même temps 
que le processus de voisement était actif. (Bonnard, 1975: 36, situe la 
métathèse déjà au deuxième siècle). Nous supposons ensuite que l'évolution 
de y dans sapya est identique à celle du même segment en début de mot 
(jour > a оси > jeu). Pour empêcher le voisement de к dans fakya, il faut 
admettre que l'affrication de la palatale fut postérieure à celle de la 
dentale. C'est lä une hypothèse dont l'originalité ne nous revient pas 
(cf. Pope, p. 129). La métathèse du yod et de la dentale représente, dans 
notre analyse, un phénomène d'une activité relativement courte. Comme la 
productivité à longue échéance n'est pas caractéristique de la métathèse, 
11 n'y a là rien de surprenant. Finalement, il semble nécessaire de modifier 
le contexte gauche de la description structurale de (4''), qui, maintenant, 
doit inclure les semi-voyelles. Cela pourrait se faire par la substitution 
du trait [-cons] au symbole V (» [+syllabique]). Pourtant, on pourrait aussi 
bien considérer la suite V + y comme une diphtongue, de la même façon que 
la suite au dans un mot comme aausa ( > chose) est analysée normalement 
conme un segment unique. Un approche pareil des faits nous permet de main-
tenir la règle (4'') telle quelle. Si notre interprétation des données est 
adéquate, l'évolution (partielle) des mots fakya, sapya, ratyo a été 
suit: 





















(fakya) (uapya) (ratyone) 












/ Í Sapd^a 
(10) [-son] -> [-voix] / [-voix] sapt a 
[fat ya] [sapt''a] [rayd one] 
V V V 
face sache raison 
Reste le groupe Consonne + W. En position intervocalique, ce groupe 
a été éliminé très tût par assimilation: potui > potui > powuii sapui > 
sapin. > ваілп. (cf. Pope, p. 150; p. 399), selon qui les formes alter­
natives du parfait potui qui, en ancien français, manifestent (les traces 
d') une consonne intervocalique voisée, ont perdu la semi-voyelle avant 
le processus de lénition). La suite vélaire + w pose un problème d'un 
autre genre. Si on l'analyse comme deux segments indépendants, il faut 
permettre le voisement des vélaires dans le contexte V - w (comparez 
aqua et Aiguee-Mortes). Si, au contraire, on l'analyse, dans la tradition 
de la linguistique romane, comme un seul segment (labialisë), son voisement 
intervocalique découle de l'application régulière de la règle (4). 
Faute de données précises, on pourrait substituer à (4''') une 
règle qui englobe les contextes V { V, L, G, N} . Tenant compte de 
1'évolution particulière de ƒ, la règle aurait alors la forme 
(4"' ') <+contv -cor / 
-> [+voix] /V-
L-cons J [ +son 1 <-cont>| 
Il se peut que l'étude du processus de voisement dans d'autres langues 
nous permette de choisir parmi les différentes possibilités de formali-
sation . En gallo-roman, les seuls cas sûrs sont ceux où les consonnes 
se trouvent dans l'un des contextes V - J.| . Même si des données supplé-
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mentaires nous amènent à opter pour l'une des règles (4'1') ou (4,>,,)> 
la discussion du processus de voisement aura permis de constater claire-
ment combien les notions de "trait phonétique", "classe naturelle" et 
"processus naturel" se tiennent en phonologie generative. 
Avant d'abandonner la discussion des conventions d'abrévia-
tion arrêtons-nous brièvement sur la question de savoir dans quelle me-
sure il y a recouvrement entre les notions de processus naturel et de 
généralisation linguistiquement pertinente. La plupart du temps les 
phonologues réservent la notion de naturante à l'étude de l'origine et 
de l'évolution d'un changement phonétique. L'idée suivant laquelle le 
changement phonétique est motivé par la tendance à l'optimalisation ar-
ticulatoire des suites phonétiques est sans doute sous-jacente à cette 
pratique. Etant donné qu'il est impossible pour le moment de préciser 
par des données indépendantes ce qui est articulatoirement naturel, la 
définition du processus naturel est forcément circulaire. Il est admis 
plus ou moins explicitement que tous les processus phonétiquement con-
ditonnés qui sont productifs constituent des processus naturels. 
Cependant, la notion de "processus productif" est à son tour 
très vague. La définition courante qui veut qu'un processus productif 
ne permette pas d'exceptions, nous parait discutable. Pour autant que 
nous sachions, il n'existe pas de processus phonétique qui, â ses débuts, 
ne connaisse pas d'exceptions. Surtout les mots peu fréquents du voca-
bulaire hérité peuvent, du moins pendant un certain temps, se soustraire 
S un changement phonétique: "Infrequent items are the most resistent to 
phonetically motivated change" (Hooper, 1976a: 95). Nous croyons, néan-
moins, qu'il y a certains domaines du vocabulaire ou un processus doit 
manifester son activité pour être considéré productif: les mots fréquents, 
les emprunts, les sigles et les abréviations (cf. aussi chap. 2, p. 57 ) 
Ainsi défini, et dans la mesure ou il représente une règle facultative 
ou variable, un processus naturel fera partie de la granmalre de la péri-
ode où il est actif et correspondra de ce fait a une régularité du type 
apprise par le locuteur autochtone. Devenu obligatoire, il continue à 
faire partie de la grammaire à condition qu'il ait produit des alternances. 
Cependant, le principe de simplicité n'a pas été conçu unique-
ment pour distinguer les processus naturels de ceux qui ne le sont pas. 
Il représente un principe d'organisation qui régit la structure interne 
de l'ensemble de la grammaire. Plus précisément, il prédit que le locuteur 
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intègre une règle nouvelle dans sa grammaire de façon optimale. Considéré 
par ce biais, la naturalità articulatoire perd entièrement sa pertinence. 
Seule la simplicité du système est déterminante, même si les généralisa-
tions faites par le locuteur devaient conduire â des règles non-naturelles 
(cf. Bach et Harms, 1972). (Bien que la naturalità puisse parfois jouer 
un rôle si le besoin de simplicité globale du système ne permet pas de 
choisir entre les diverses formulations possibles d'une règle synchro-
nique (cf. Hyman, 1975 97). Une règle naturelle peut aussi se distinguer 
d'une généralisation linguistiquement pertinente du fait que celle-ci 
peut se faire indépendamment de la productivité du processus. Dans la 
théorie generative orthodoxe, la productivité n'est pas pertinente pour 
la forme d'une règle synchronique. Seule la présence d'alternances jus-
tifie l'existence d'une règle dans un modèle de compétence. Aucune 
différence essentielle de représentation ne permet de distinguer un 
processus productif d'un processus qui ne l'est pas. Ce sont là des 
considérations que nous examinerons en détail dans les chapitres suivants. 
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1.3.3. L'ordre des règles phonologiques 
Dans le modèle standard, les règles phonologiques qui trans-
forment les formes sous-jacentes en représentations superficielles sont 
extrinsèquement ordonnées. Cela signifie que les règles ne s'appliquent 
à une séquence donnée qu'une seule fois et dans un ordre qui est fixé 
par le linguiste. On justifie généralement le principe de l'ordonnance 
extrinsèque des règles en avançant qu'une telle convention assure une 
formulation naturelle et simple des processus d'une langue (cf. Schane, 
1973: ΘΘ). Considérons à cet effet les dérivations suivantes empruntées 
ΐ la phonologie du français contemporain, où s représente le morphème du 
pluriel, э le suffixe du féminin et où les signes +, /V et Φι fat indiquent 
respectivement les frontières de morphème, de mot et de syntagme. 
( 1 1 ) V
 l+nas I jfrl Ί+nas 1 0 3 





(13) С > 0 / [-seg] l^, 
(14) Э > 0 / & 
[petilapë] [patitlapin] 
Si l'on disposait les règles (11) et (13) dans l'ordre inverse, l'appli-
cation de (13) â la séquence lapin+s détruirait le contexte conditionnant 
de (11), ce qui empêcherait la voyelle i d'être nasalisée. La façon dont 
on pourrait produire la sortie voulue, si l'on ne veut pas imposer un ordre 
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 [-nas] * 0 ' [-seg] 
Maintenant l'ordre n'est plus déterminé extrinsèquement mais intrinsèque-
ment, c'est-à-dire par le contenu même des règles. On constate alors que 
l'abandon du principe de l'ordre extrinsèque entraîne la complication 
de la règle (13). 
Le rapport de (11) à (13) n'est pas le seul â être pertinent 
pour la dérivation des séquences superficielles correctes. La règle (11) 
est encore crucialement ordonnée par rapport aux règles (12) et (14). En 
outre, la règle (13) doit nécessairement précéder la règle (14). S'il 
fallait reformuler toutes les règles de telle sorte que leur application 
soit déterminée par leur propre forme, il ne suffirait pas d'une compli-
cation mineure du genre de (13). L'analyse des faits serait tout à fait 
différente et toucherait même à la forme des séquences sous-jacentes. En 
fin de compte, le choix entre les différents principes qui régissent 
l'application des règles est une question empirique qui relève de la 
validité psychologique des descriptions phonologiques, mais rien ne permet 
de poser de façon apnoriste que les règles nécessaires à la description 
synchronique d'une langue doivent être toutes générales et naturelles. 
Nous supposons que pour le moment il n'y a pas de raisons urgentes qui 
nous obligent à rejeter l'ordre extrinsèque et l'élégance formelle des 
descriptions qui lui est propre. C'est pourquoi nous faisons, avec SPE, 
l'hypothèse qu'il représente une contrainte universelle sur la forme des 
grammaires naturelles. 
En examinant la façon dont les règles (11 - 14) sont ordonnées, 
on constate qu'il existe entre ces règles des relations de types différents. 
Comparons, par exemple, le rapport entre les règles (11) et (12) d'une part, 
et entre les règles (13) et (14) d'autre part. La règle (11) crée des formes 
qui satisfont à la description structurale de la règle (12). On dit que 
(11) "alimente" (12) et la relation (11) - (12) est appelée un ordre 
"d'alimentation". Le même rapport se serait créé entre (13) et (14), si 
(14) avait été ordonnée avant (13). Dans ce cas, l'effacement du segment 
final de petit + β aurait créé une séquence à laquelle (13) aurait pu 
s'appliquer. On comprend que c'est précisément pour empêcher une relation 
"d'alimentation" que (14) a été rangée après (13). On appelle pareille 
С 
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relation entre deux règles phonologiques un ordre de "contre-alimentation". 
Il se peut, en plus, qu'une règle détruise certains ou, éventuellement, 
tous les environnements auxquels une règle plus tardive pourrait s'appli-
quer. On dit alors que la première règle "saigne" celle qui suit. Comme 
nous venons de le voir, pareille situation se serait créée si dans la 
dérivation ci-dessus la règle (13) avait précédé la règle (11). Pourtant, 
(11) a été ordonnée de telle sorte qu'elle s'applique avant que le contexte 
qui conditionne son application ne soit détruit par (13). C'est pourquoi 
l'ordre (11) - (13) est dit "contre-saignant". Un exemple particulièrement 
clair d'un ordre saignant a été proposé par Kiparsky (1968: 17Θ-9). Les 
composantes phonologiques de deux dialectes suisses, parlés l'un dans 
la région de Schaffhausen, l'autre dans la région de Kesswil, contiennent 
12 
les règles suivantes 
(15) Umlaut -> [+ant] / pluriel 
(16) Abaissement vocalique 
(devant dentales, pala-










Lorsqu'on compare, dans le dialecte de Schaffhausen, la forme phonétique 
du singulier boda 'sol' à son correspondant pluriel h^da , on constate 
que les voyelles arrondies n'ont pas le même degré d'ouverture. Etant 
donné la forme sous-jacente /boda/, Umlaut doit s'appliquer d'abord, 







P l u r i e l 
/ b o d a / 
b0d4 
[Ъфаз] 
Dans le dialecte de Kesswil, le pluriel de boda est b œ d a , donc la 
voyelle arrondie est [+bas] dans les deux formes. En admettant que ce 
dialecte possède les mêmes formes sous-jacentes et les mêmes règles que 





Abaissement ЬОаэ boda 
Umlaut bœde 
[boda] [bœde] 
SI l'analyse de Kiparsky est correcte, ces exemples montrent que deux 
dialectes peuvent différer par l'ordre d'application des règles. Par 
ailleurs, il est intéressant de noter que, pour ce qui est de l'allo-
morphie discutée, le dialecte de Kesswil était à l'origine identique à 
celui de Schaffhausen. Dans la perspective diachronique, cela signifie 
que l'ordre des règles phonologiques est susceptible de changer dans le 
temps. L'ordre saignant original aurait été remplacé ici par un ordre 
contre-saignant. Ce fait est particulièrement intéressant pour la théorie 
du changement linguistique. Pour que celle-ci soit explicativement adé-
quate, elle doit être en état de prédire la direction du changement et 
d'indiquer la motivation de la réordonnance des règles. Ce sont lì des 
considérations d'une importance capitale pour la théorie et au centre 
de nos propres préoccupations. Nous leur consacrerons une étude détaillée. 
1.4. Conclusion 
Dans ce qui précède, nous nous sommes efforcé d'exposer, plutôt 
que de discuter, l'apparat formel de la grammaire generative et la justi-
fication théorique qu'elle veut lui attribuer. Nous avons indiqué que cette 
théorie grammaticale exige que la naturante d'un processus linguistique 
soit explicitement mise en évidence par le formalisme adopté pour expri-
mer le processus. C'est pourquoi, en plus des universaux de forme (règles, 
conventions) et de substance (l'inventaire des traits universels) qui 
placent une contrainte absolue sur la notion de "règle phonologique possible" 
la théorie cherche à se doter d'une mesure d'évaluation qui décide, parmi 
les descriptions théoriquement possibles d'un processus donné, celle qui 
est linguistiquement la plus naturelle. La mesure de simplicité telle 
qu'elle est présentée dans SPE —les données phonétiques se prêtent mieux 
à des considérations de cet ordre— est un exemple d'une telle mesure 
d'évaluation. Le degré de naturalità qu'elle attribue aux règles phono-
logiques doit être en accord avec les données empiriques tirées des systèmes 
-31-
ou des processus linguistiques, â l'aide desquelles le linguiste peut en 
vérifier chaque fois l'adéquation. De plus, étant un modèle de compétence, 
une grammaire generative constitue une hypothèse précise sur la façon 
dont s'organise et s'acquiert, du point de vue de la forme et du contenu, 
la connaissance linguistique tacite du locuteur autochtone. La mesure 
de simplicité stipule la façon dont les processus qui s'ajoutent sont 
intégrés dans l'ensemble de la grammaire. L'intégration de chaque règle 
nouvelle peut conduire â une redéfinition non seulement de la règle ajou-
tée, mais de toutes les entités grammaticales. La redéfinition ne peut 
toucher que l'ordonnance et le contenu des règles, leur forme étant dé-
finie par la théorie. Par conséquent, un examen critique du critère de 
simplicité justifierait au moins deux approches différentes. L'une, bra-
quant l'attention sur les phénomènes phonétiques, étudierait la question 
de savoir si ce critère permet d'évaluer adéquatement la naturalità rela-
tive des processus phonologiques. L'autre pousserait la discussion sur 
la forme de la grammaire synchronique et soulèverait la question de sa-
voir s'il est justifié de supposer que les généralisations faites par 
l'enfant qui découvre les régularités phonologiques sont toutes du même 
type et intégrées de façon optimale. 
L'adéquation de la mesure de simplicité â l'évaluation de la 
naturalité des processus phonologiques, a fait l'objet d'innombrables 
critiques, à commencer par Chomsky et Halle eux-mêmes, qui admettent: 
"la mesure proposée fournit jusqu'à un certain point les résultats dé-
sirés, mais en bien des cas elle y échoue totalement (1971: 400)". Le 
défaut essentiel de son échec tient à "une approche excessivement formelle 
des traits, des règles et de l'évaluation " (ibid.). En effet, la mesure 
de simplicité ne prend en considération que le nombre de traits nécessaires 
â la représentation d'un segment, d'une classe ou d'un processus. Il négli-
ge la considération du "contenu intrinsèque" des traits. Pour remédier aux 
défauts de la mesure d'évaluation, Chomsky et Halle développent leur théo-
rie de la "marque". Ce système englobe un ensemble de propositions, les 
conventions de marquage, dont la fonction est d'indiquer explicitement 
que certains traits se combinent plus facilement que d'autres, non seule-
ment à l'intérieur des segments, mais aussi dans les suites phonologiques. 
Le dcxnaine empirique sur lequel cette théorie se fonde est de nouveau 
établi â l'aide des universaux linguistiques, du langage des enfants et 
des changements linguistiques. Etant donné que la théorie de la marque a 
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été développée en vue d'un meilleur fonctionnement de la mesure de simpli-
cité, son optique primordiale est de représenter сошпе simples les con­
figurations de traits qui sont naturelles et comme complexes celles qui 
sont non-naturelles. 
En plus de leur fonction primaire qui est de définir les 
combinaisons de traits "idéales", les conventions de marquage peuvent 
entrer en interaction avec les règles phonologiques grâce au principe 
d'association {linking). Si certaines conditions sont remplies, l'asso-
ciation permet de simplifier le changement structural d'une règle donnée. 
Ainsi simplifiée, cette règle reçoit de la mesure d'évaluation un degré 
de naturante plus élevé. Par exemple, le processus de palatalisation 
avec affncation concomitante fc, g — > t , d' / — {i, e, ]}, qui pro-
duit les alternances î( л, t et g Ί, âP en bas latin, peut être formulé 
au moyen de la règle 
(19) [- ant] > [- arr] / 1- consl -arr | 
qui est très simple. Strictement parlant, la règle (19) dit seulement 
que fe et g sont palatalises dans le contexte décrit. Cependant, la thé-
orie contient une convention de marquage qui stipule que les consonnes 
palatales ont la propriété naturelle d'être coronales. En vertu d'une 
autre convention les palatales coronales sont "naturellement" affriquées. 
Une troisième convention de marquage définit les affriquées coronales 
comae des stridentes. C'est grâce a la simplicité de la règle (19), ob-
tenue par le principe de l'association, que la théorie de la marque arrive 
â définir l'évolution de к & t dans le contexte — {i, e, j} comme un 
processus naturel. Au contraire, si k arrête son développement au stade 
Vy , le changement structural de la règle qui engendre l'alternance к ^ kr 
doit être compliquée par l'adjonction du trait [- coz], afin de bloquer 
l'application des conventions de marquage. C'est ce dernier fait qui sur-
prend, car on est amené & la conclusion bizarre que la règle к — > kp/— i 
est moins naturelle que la règle к — > t /— i. Le problème semble tenir 
au fait que les conventions de marquage définissent les propriétés intrin-
sèques des segments qui sont par excellence appropriés à servir d'éléments 
d'un système phonologique idéal. Evidemment, la conclusion que k^ ne fait 
pas souvent partie du système phonologique ne permet aucunement de con-
clure que dans le contexte — i, kr n'est pas une variante naturelle de k. 
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Apparemment, il est nécessaire de distinguer, même au niveau des processus, 
entre au moins deux types de naturalità, l'un phonétique (articulatoire), 
l'autre plus abstrait qui, peut-être, définit la naturante d'une unité 
à un niveau ou, dans le cadre des unités co-occurentes, la perception et 
l'articulation se confondent et donnent lieu au segment idéal à tous points 
de vue, qui, selon le système, peut être Te ou t . Cependant, même si l'on 
accepte le bien-fondé de la distinction proposée, il est invraisemblable 
que la simplicité soit à elle seule suffisante pour distinguer les seg-
ments, systèmes et règles qui sont naturels de leurs homologues qui ne 
le sont pas. Toutes les propositions quelque peu élaborées qui ont été 
faites pour définir ce qui est naturel en phonologie contiennent des con-
traintes de substance qui complètent le critère formel de la simplicité 
(cf. SPE: chap. 9; Chen, 1973; Kean, 1980; Van Lessen Kloeke, 1980). La 
discussion se cristallise alors autour de la place du critère de simpli-
cité dans une théorie adéquate de la naturante. Nous ne nous engagerons 
pas dans ce débat; nous nous adresserons plutôt â la question de savoir 
dans quelle mesure la notion de "règle phonologique possible" telle qu'elle 
est définie dans la théorie orthodoxe est propice à la représentation de 
la connaissance linguistique du locuteur autochtone. 
Notes du chapitre I 
1. Suivant qu'elle possède la premxère des propriétés nommées ou toutes 
les deux, une grammaire est appelée respectivement "observatiormellement 
adéquate" ou "descriptivement adéquate". 
2. Notre formulation suggère à dessein que Jakobson reconnaît au binarisme 
une validité psychologique indéniable (voir Ruwet, 1963: 19). 
3. Se fondant sur le processus de voisement en russe. Halle a nié l'existence 
d'un niveau contrastif dans la composante phonologique de la grammaire 
generative (1959). Cette argumentation a été reprise dans une multitude 
de publications, dont, pour ne citer que les plus accessibles, Chomsky, 
1964: chap. 4; Anderson, 1974: chap. 3; Sommerstein, 1977: chap. 6. 
4. Conformément à l'usage nous employons V pour Voyelle, С pour coneorme, 
N pour coneorme nasale, L pour liquide et G pour glide. 
5. Le processus en question fait partie du phénomène plus général de la 
lénltion (cf. Bichakjian, 1977: 196-203). 
6. Dans la matrice suivante figurent les traits nécessaires & la description 
des consonnes du latin tardif (vers la fin du quatrième siècle) . 
p t k k b d g g f ν s ζ В 5 t d m n r l j w 
sonant - - _ _ _ _ _ _ _ _ _ _ _ _
 + + + + + + 
consonantique + + + + + + + + + + + + + + + + + + + + - -
continu _ _ _ _ _ _ _ _
 + + + + + + _ _ _ _ + + + + 
voisé _ _ _ _
 + + + + _ + _ + + + _ + + + + + + + 
antérieur + + - - + + - - + + + + + + + + + + + + - -
coronal - + - - - + - - - - + + - + - + - + + + - -
haut - - + + - - + + - - - - - - - - _ _ _ _ + + 
nasal _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ + + _ _ _ _ 
strident _ _ _ _ _ _ _ _ + + + + _ _ + + _ _ _ _ _ _ 
latéral 
rond 
Nous supposons que les fricatives vélaires ( χ,γ ) sont déjà passées à 
des glides (cf. Pope). 
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7. Pour Martinet (1955: 257, note 5) l'expression "position intervocaliqua" 
couvre les contextes V - V et V - L, car il s'agit dans les deux cas 
d' "articulations ouvertes". 
8. Cf. Zonneveld (197Θ) pour une étude détaillée de la théorie des exceptions 
en phonologie generative. 
9. La convention d'interprétation s'applique donc seulement si les angles 
établissent une dépendance entre l'input et le contexte conditionnant. 
Pour d'autres emplois de la convention d'abréviation voir Sommerstein. 
La séquence de "sous-règles" (4'' a-b) est dite "diejoinctive-
ment ordonnée, parce que 
1. la règle générale (4'') s'applique d'abord dans le contexte (a) et 
ensuite dans le contexte (b); 
2. si la règle générale s'est appliquée au contexte (a), elle ne 
s'applique plus au contexte (b) . 
10. Canavati (p. 25) exclut le contexte V - N, sans qu'elle fournisse une 
justification empirique. Contrairement aux faits, elle n'exclut pas le 
voieement de ƒ devant une liquide. 
11. D'après Martinet (1955: 257) la lénition en celtique se produit devant 
voyelle, liquide, ω et n. Il pourrait donc s'avérer nécessaire d'établir 
un schéma des contextes qui, à des degrés de probabilités différents, 
provoquent la lénition. 
12. Nous empruntons ä Robinson (1976: 148) la règle (12), qui est une version 
retravaillée de la règle d'abaissement proposée par Kiparsky. 
13. Kiparsky fournit les données qui montrent que la différence entre 
les deux dialectes ne peut être décrite comme une extension du domaine 
d'application de la règle d'abaissement. 
Chapitre 2 
Simplicité et changement linguistique dans la théorie standard 
2. К Introduction 
Doté d'un mécanisme d'apprentissage peu connu, qui, par hypo-
thèse, relève d'une faculté proprement linguistique complétée d'un certain 
nombre de stratégies cognitives, l'enfant réussit avant l'âge de la puber-
té à construire à partir des actes de parole accomplis par les personnes 
qui constituent son environnement social la grammaire de sa langue mater-
nelle. L'apprentissage de la grammaire, qui est un procès individuel répé-
té par chaque nouveau membre de la communauté linguistique, provoque une 
discontinuité dans la continuité linguistique. Pour les linguistes modernes, 
cette discontinuité est un des facteurs déterminants de l'évolution des 
langues. 
Pour des raisons génétiques et fonctionnelles, la transmission 
de la grammaire se caractérise par l'absence de changements spectaculaires. 
Les propriétés linguistiques qui relèvent de la faculté innée du langage 
transmise génétiquement forment une charpente structurale que l'on retrouve 
dans la grammaire de chaque individu. De ce fait les différences possibles 
entre les grammaires de deux générations successives sont fortement 
restreintes et se réduisent en fait à des détails. En plus, les changements 
marginaux possibles tombent sous le contrôle sévère de la contrainte fonc-
tionnelle de l'intelligibilité entre les membres d'une communauté linguis-
tique. Bien que la marge de tolérance soit difficile à. déterminer avec 
exactitude, il est certain que cette contrainte exerce une influence qui 
tend & fermer l'éventail des changements possibles et à refouler l'inno-
vation censée caractéristique de la grammaire des adultes, innovation qui 
se traduit sur le plan formel par l'addition de nouvelles règles. Ces règles 
ne peuvent être ajoutées qu'en nombre limité, elles sont toujours phonétique-
ment naturelles et elles sont insérées relativement tard, vers la fin de la 
liste des règles ordonnées (cf. King, 1969: 65). 
Parmi les types de changements qui se produisent dans les habi-
tudes articulatoires des adultes, on signale souvent l'adoption d'une pro-
nonciation de prestige. Prenons, à titre d'exemple, un campagnard qui, 
après s'être établi è Paris, s'efforce à remplacer son г coronal par le 
г uvulaire qui appartient à la prononciation prestigieuse . Deux solutions 
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formelles sont à notre disposition pour représenter la différence de pro-
nonciation. La première, qui est formellement la plus simple, consiste à 
remplacer la description segmentale du r coronal par celle du г uvulaire 
dans toutes les entrées lexicales qui contiennent cette consonne. La deuxième 
solution consiste A ajouter à la fin de la liste ordonnée des règles phono-
logiques de sa grammaire une règle supplémentaire, qu'on représentera ici 
sous la forme г > H. Or, le modèle de changement linguistique fondé 
sur les principes de la grammaire generative, part de l'hypothèse que les 
adultes sont incapables d'intégrer de façon optimale les innovations linguis-
tiques dans leur grammaire. Par conséquent, la deuxième solution paraît re-
fléter la façon la plus naturelle possible de modifier la grammaire d'un 
adulte. Au contraire, la capacité de construire une grammaire optimale est 
réservée aux enfants: 
"The adult may have added a rule giving him a nonoptimal grammari 
the child will construct an optimal grammar producing the same 
output. If there is no simpler grammar that produces the same 
output as that of the adult grammar plus the innovation, the 
child's grammar can consist of the adult grammar plus innovation" 
(King, 1969. 84). 
La simple reformulation de la grammaire des adultes ne repré-
sente pas l'aspect le plus intéressant du rôle que joue l'activité simpli-
ficatrice de l'enfant dans l'évolution linguistique. Les études du langage 
enfantin ont montré que dans l'apprentissage linguistique on peut distinguer 
des stades successifs qui se caractérisent par un accroissement du degré de 
complexité et d'adéquation grammaticales. Dans les travaux de phonologie 
historique effectués par des générativistes, on postule systématiquement 
que c'est cet apprentissage linguistique graduel qui constitue la source 
des changements linguistiques les plus importants: perte, simplification, 
et réordonnance des règles. Face aux données linguistiques, l'enfant com-
mence par l'hypothèse la plus générale possible. Il ne la modifie que 
lorsque les données supplémentaires en prouvent la nécessité ou lorsque 
les adultes manifestent leur désapprobation. Il arrive néanmoins que cer-
taines "innovations" des grammaires intermédiaires résistent à la correction 
des adultes et qu'elles soient retenues par l'enfant jusque dans sa grammaire 
définitive. Celle-ci s'avérera ainsi plus générale que celle de ses parents. 
Considéré sous ce biais, le changement linguistique est dû essentiellement 
à la propriété généralisatrice des mécanismes d'acquisition. Etant donné 
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que la mesure d'évaluation telle qu'elle est définie dans la théorie gram-
maticale est censée caractériser les régularités "du type que l'enfant 
utilise comme mode d'organisation des données auxquelles 11 est confronté 
au cours de l'acquisition du langage" (SPE p. 117), elle doit, le cas éché-
ant, indiquer les simplifications survenues en précisant la diminution du 
nombre de règles ou de traits. 
Depuis quelques années, cependant, l'acquisition du langage par 
l'enfant et les changements linguistiques qui en découlent sont présen-
tés en termes plus nuancés. Les chercheurs se sont rendu compte que l'évo-
lution linguistique ne peut être expliquée comme étant uniquement une sim-
plification progressive du système de règles. On a constaté la nécessité 
de distinguer différents types de simplicité qui correspondent aux diffé-
rents procédés de performance mis en oeuvre dans l'apprentissage de la 
langue. Les considérations qui ont conduit & ce revirement théorique 
méritent un examen approfondi. 
2.2. Nivellement analogique: généralisation du segment dérivé 
La perte d'une règle (morpho)phonologique représente un cas 
de simplification grammaticale fréquent. Le plus souvent la perte d'une 
règle va de pair avec la lexicalisation de la forme qu'elle a produite. 
Ainsi savons-nous qu'au premier siècle de notre ère il s'est ajouté à 
la granulaire du latin une règle qui effaçait V en position intervocalique 
si l'une des voyelles contigués était vélaire. L'évolution des mots 
avunculu > oncle, vibuma > vivurna > viorne etc. nous le prouve, mais 
celle des mots sapone > ваЬопе > ваооп, ripa > *riba > rive etc. nous 
oblige à conclure que cette règle a cessé d'être productive (dans le courant 
du cinquième siècle). Comme elle n'a pas laissé de traces synchroniques sous 
forme d'alternances, elle a disparu de la grammaire et les séquences qu'elle 
a produites ont été lexicalisées. 
Il peut arriver, cependant, que la relexicalisation n'affecte 
qu'une partie des séquences engendrées par une règle phonologique donnée. 
C'est ce qui s'est produit en latin, lorsque la désinence -os du nominatif 
a été remplacé par -or (en passant par or ) dans la plupart des polysyllabes 
non-neutres du type honoB ъ Ьопоггб, arbôs -ν, arboris. La règle qui produisait 
l'alternance s ъ r, que nous représenterons sous la forme s — > ^/V - V, 
ne pouvait disparaître de la grammaire, car sa présence était nécessaire 
pour rendre compte de 1 'allomorphie dans les monosyllabes {flôs <\, flôrze) 
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et daña les neutres (genua ι generisi . Il n'en est pas moins vrai que le 
changement analogique a réduit l'allomorphle d'une partie considérable du 
vocabulaire, ce qui représente Intuitivement une simplification. Cela étant, 
nous devons constater que le formalisme ne permet pas d'exprimer la simpli-
cité survenue, et, pour rendre compte de la régularisation paradlgmatlque, 
1· générât!viste dolt apporter une complication & la grammaire. Cette 
mesure est due à l'existence d'un groupe d'adjectifs du type honestUB, 
arbuatUB. Dans une grammaire generative ces mots sont dérivés synchroni-
quement du même morphème sous-jacent que les substantifs correspondants 
honor et arbor. Or, si nous remplaçons la forme sous-jacente honoe pax 
honor nous devons ajouter & la grammaire, à cOté de la règle β —> г/Ч - V 
qui reste nécessaire ailleurs, une règle morphologique telle que 
Г —> s / — +£ue< pour empêcher 1 'engendrement des séquences agrammaticales 
honertua, arburtua. On pourrait naturellement décider de ne pas restructu-
rer les formes sous-jacentes, c'est-à-dire de garder honoe au niveau lexi-
cal, mais alors faudrait-il étendre le domaine d'application de la règle 
de rhotacisme de telle sorte qu'elle s'applique au nominatif d'un groupe 
de mots qui doit être marqué spécialement dans le lexique. Le marquage 
pourrait se faire au moyen d'un trait alphabétique [+Я} et la règle aurait 
la formet 
(1) β > r / 
(cf. chap. 1, note Θ). Donc, quelle que soit la solution adoptée dans le 
cadre théorique actuel, la représentation formelle indique une complication 
de la grammaire alors qu'il s'agit d'un phénomène de simplification. 
2.2. Les conditions de substance 
On pourrait conclure de ce qui précède que la mesure d'évaluation 
est fausse et doit être modifiée. Ce n'est pas là le point de vue de Kipara-
ky, qui, au lieu de modifier le formalisme, propose de rendre compte de la 
simplification que représente le changement honoe —> honor en ajoutant 
4 la mesure d'évaluation une condition de substance: 
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(2) Coherence Paradigmatujue (CP) 
Allomorphy tends to be minimized in a paradigm (1971: 598) 
C'est en vertu de cette condition que la mesure d'évaluation attribue un 
coefficient non seulement à la complexité du système de règles, mais encore 
â l'existence d'alternances à l'intérieur d'un paradigme. L'incorporation 
du principe CP dans la théorie phonologique se Justifie d'autant plus qu'il 
permet d'expliquer certains types de réordonnance qui, sinon, feraient 
problème. 
On comprend aisément qu'un changement linguistique qui ne con-
siste qu'à intervertir deux règles ne peut être expliqué en termes de ré-
duction de traits. D'autre part, une théorie du changement linguistique 
qui se veut explicative doit être en état de stipuler la direction d'une 
réordonnance éventuelle des règles. Pour combler cette lacune théorique, 
Kiparsky avait d'abord fait l'hypothèse que la réordonnance était régie 
par le principe (3): 
(3) Ordonnance Non-Marquée (OHM) 
Rules tend to shift into the order which allows their fullest 
utilization in grammar (196Θ: 200) 
Le principe 0Ш prédit que les ordres marqués (saignant et de contre-alimen-
tation) tendent & être disposés en ordres non-marqués (contre-saignant et 
d'alimentation). Il exclut l'évolution contraire. Bien que OHM couvre la 
grande majorité des changements, il y a des cas ou le concept de l'ordre 
marqué est inapplicable. Pareille situation se produit si la relation qui 
existe entre deux règles est mutuellement saignante, comme dans l'exemple 
suivant pris dans King (1973: 555). 
La grammaire de l'ancien anglais comprenait les deux règles 
suivantes (nous empruntons (5) S Hogg (1976: 105/6), qui a formulé cette 
version retravaillée de la règle proposée par King): 
Dévoisement des fricatives 
(4) [ ; ~ n t ] — * і-"**з / i¥ 
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Vocaliaatlon de γ 
(5) 
- " [ : - ] - |L] 













Lorsque, par la suite, 11 se substitue aux séquences superficielles 
due X 'v âaejea les formes doej ι daejes, et que par ailleurs les deux 
règles restent actives, on peut rendre compte du changement en posant 











Dans l'ordre (5) - (4) les règles ne sont pas utilisées plus efficacement 
que dans l'ordre (4) - (5): Dévolsement change γ en X , saignant Vocali­
sation; Vocalisation détruit l'input de Dévolsement en changeant Y en 
«ƒ. SI le principe OHM fait défaut, la direction du changement est correcte-
ment prédite par CP: 1'allomorphie daeX ъ daej qui existait dans le para­
digme du singulier a été nivelée en faveur d'une forme unique daej. 
La notion d'ordre marqué a entraîné des problèmes d'un autre 
2 
genre. Il a été remarqué à plusieurs reprises dans la littérature que 
l'ordre saignant n'est раз aussi reprehensible que Kiparsky l'avait supposé 
i l'origine. La relation saignante semble non-marquée surtout lorsque la 
règle saignée est une règle phonétique productive qui exprime une généra-
lisation de surface et que la règle saignante modifie les conditions pho-
nétiques au point que la règle suivante n'est plus applicable. Hooper 
(1976b:71) cite l'exemple suivant emprunté au lituanien. Dans cette langue 
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une règle d'ass imi lat ion produit des alternances de voisement dans certa ins 
préfixes : 
ap + arti "labourer"(un champ) aparti 
ар + dirpti " travai l ler" abdirpti 
at + eiti 











Lorsque la consonne finale du préfixe et la consonne initiale du radical 
ont le même point d'articulation, il s'introduit un i qui évite la forma-
tion de groupes consonantiques homorganiques: 
ap + puti "pourir" 
at + duoti "donner" 







L'engendrement des séquences superficielles correctes n'est obtenu que 
lorsque les règles s'appliquent dans l'ordre Epenthese-Assimilation: 





/at + duoti/ 
Assimilation adduoti 
Epenthese adiduoti 
[ "adiduoti ] 
(b) 
Bien que l'ordre (a) soit saignant, on aurait de la peine à considérer 
cette dérivation comme non-naturelle. Il n'est pas du tout exceptionnel 
que l'assimilation consonantique ne se fasse pas "par-dessus" une voyelle. 
Cette fois, le principe ONM est non seulement inefficace, mais conduit à 
de fausses prédictions. L'ordre (a) étant marqué pour Kiparsky (épenthèse 
saigne assimilation) l'ordre idéal devrait être (b). Or, les données 
empiriques nous obligent à poser l'ordre (a) et, réflexion faite, le 
processus ne semble pas du tout surprenant. L'uniformité paradigmatique 
n'étant pas en jeu dans l'exemple à l'étude, il est inutile de faire appel 
au principe CP. Sensible â ces critiques, Kiparsky s'engage sur une nouvelle 
voie. Afin de garantir une évaluation adéquate d'une grammaire qui comprend 
des dérivations du type (6a), il propose le principe d'opacité des règles 
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q u ' i l d é f i n i t сошпе s u i t i 
(7) Opacité (OP) 
Une règle Ρ, A > В / С D, est opaque dans la mesure 
où il existe des formes phonétiques dans la langue qui ont 
soit 
(1) A dans le contexte С - D 
soit 
(2a) В dans un contexte qui, après l'application de P, a été 
modifié par d'autres règles 
(2b) В non dérivé par le processus Ρ (c'est-à-dire sous-jacent 
ou dérivé par un processus différent dans le contexte 
С - D 
(1971: 621, 1973: 79) 
Selon Kiparsky plus une règle est opaque, plus l'application en est difficile 
ft découvrir. La partie (1) du principe OP a trait à la difficulté qu'a l'en-
fant ft distinguer les segments auxquels la règle s'applique de ceux auxquels 
elle ne s'applique pas. Une règle "2a-opaquen rend difficile l'établissement 
du contexte conditionnant. Appliquée dans l'ordre que représente (6b), la 
règle d'assimilation du Lituanien serait "2a-opaque", car il y aurait des 
consonnes voisées dans un contexte phonétique qui ne correspond pas 4 la 
description structurale de la règle. Il est en effet probable que la règle 
en question est plus facile ft induire & partir d'un corpus qui ne contient 
pas des séquences comme adiduoti. une règle "2b-opaque" pose des problèmes 
d'acquisition dans la mesure où elle rend difficile l'établissement des 
formes sous-jacentes qui sont sujettes à un processus de neutralisation. 
C'est en effet ce qu'on doit conclure, lorsqu'on entend dans la bouche 
d'un enfant néerlandophone le pluriel eolda^dl-en au lieu de la forme 
correcte еоЫа[*]-егг "soldats", ou encore les formes Яап[г]-еп etffan[e]-en 
qui, pour des personnes différentes, représentent le pluriel du nom propre 
Напв. Dans la perspective de Kiparsky, l'erreur s'explique par la difficul­
té qu'éprouve l'enfant (et parfois l'adulte) 6 distinguer, parmi les formes 
-44-
Buperficielles, celles dont la consonne finale sourde est obtenue par 
l'application de "Auslautverhärtung" et celles dont la même consonne est 
sourde dans les représentations sous-jacentes. 
La notion d'opacité (ou son contraire transparence) β donné lieu 
à la formulation du principe: 
(Θ) Ordormanae Transparente (ОТ) 
Rules tend to be ordered so as to become maximally transparent 
(Kiparsky, 1971: 623) 
et ce principe, avec le concept de la cohérence paradigmatique, a remplacé 
le principe de l'ordonnance non-marquée des règles. En effet ces deux nou-
veaux principes expliquent, en plus des exemples discutés, tous les cas 
de réordonnance qui étaient correctement traités dans le cadre théorique 
ancien (ONM). Reconsidérons, par exemple, l'interaction des règles Umlaut 
et Abaissement vocalique dans les dialectes de Schaffhausen et de Kesswil. 
Dans la grammaire de Schaffhausen les règles s'appliquent dans l'ordre 
(saignant) Umlaut-Abaissement aux séquences sous-jacentes boda (sing) et 
bodo (plur), produisant les formes superficielles buds et Ъфаэ. Dans le 
dialecte de Kesswil l'ordre saignant a été remplacé par un ordre contre-
saignant, conformément au principe de l'ordonnance non-marquée des règles. 
Etant ordonné avant Umlaut, Abaissement s'applique tant au singulier qu'au 
pluriel, ce qui produit l'allomorphie bOds <\, bœda. Le principe ОТ est 
neutre par rapport aux différentes ordonnances de ces règles (tout comme il 
est neutre par rapport au changement d'ordre des règles Dévoisement et 
Vocalisation en ancien anglais). Cependant, dans le dialecte de 
Kesswil, la différence entre le singulier et le pluriel se limite à une 
différence algébrique du trait "antérieur", ce qui représente une réduction 
dans l'allomorphie par rapport au dialecte de Schaffhausen, oü les deux 
formes se distinguent en plus par un degré d'ouverture différent. C'est 
ce qui nous permet d'expliquer la réordonnance comme étant motivée par le 
principe de la cohérence paradigmatique. 
2.4. Nivellement analogique: généralisation du segment sous-jacent 
Jusqu'ici nous avons distingué, en plus de la simplicité du 
système abstrait qui est directement reflétée dans le formalisme, deux 
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autres facteurs qui sont indispensables à une explication adéquate de 
l'apprentissage et de l'évolution linguistiques, il s'agit du principe 
de la cohérence paradigmatique et de l'opacité (ou transparence) des 
règles. Ce sont les deux derniers facteurs qui, dans la théorie de Kiparsky, 
déterminent la direction d'une réordonnance éventuelle. Nous avons vu égale-
ment qu'au niveau de la règle individuelle, le principe de l'opacité peut 
entrer en conflit avec le principe de la cohérence paradigmatique. Ainsi, 
la transparence, et par là la simplicité relative, de la règle du rhota-
cisme en latin a été sacrifiée à la régularisation des paradigmes casuels 
des polysyllabes non-neutres. Sur le plan formel, la complexité survenue 
s'est traduite par l'extension du domaine d'application de la règle, qui, 
désormais, déborde du cadre de la phonologie pour s'appliquer & une caté-
gorie de mots lexicalement marqués (cf. règle (1)). 
La pression exercée par le principe de la cohérence paradigmatique 
sur la transparence d'une règle n'aboutit pas toujours à l'application non-
phonologique de la règle visée. Il peut arriver encore que la règle devienne 
inapplicable à des séquences qui satisfont pleinement à sa description struc-
turale. Cela se produit chaque fois qu'un paradigme est régularisé par la 
généralisation d'un segment sous-jacent. La composante phonologique du moyen-
néerlandais, par exemple, contenait une règle morphologiquement conditionnée 
qui rendait compte des alternances consonantiques dans les verbes forts. Une 
partie de la règle, que nous représenterons globalement sous la forme (9), 





+ plur , a 
+ passé Г r . . . } . 
*^ + participe Ь 

























En moyen-néerlandais« s s'était dé3à substitué à r au prêt plur 
et au part passé des verbes gheneeen "guérir" Ighenasen, ghenesen) et 
lesen "lire" {lasen, gkelesen). Pareillement, le part, passé du verbe 
Ueaen "être" n'est pas gheweren comme prévu, mais gheueaen. D'autre part, 
le prêt plur waren (cf. s m g uaa), manifeste la présence régulière du r. 
Afin d'empêcher 1'engendrement de laren, gheneren, gheweren, etc. et de 
permettre, en même temps, la production de waren, il faudra indiquer dans 
les représentations lexicales des verbes ghenesen et lesen que la règle (9) 
est inapplicable, dans celle de Wesen que seule l'application du sous-schéma 
(9b) est bloquée. Le marquage lexical, qui se fait au moyen d'un trait de 
règle négatif ([ - règle (9)/(9b)]), représente une complication formelle 
qui, étant motivée par le principe de la cohérence paradigmatique, n'est 
pas considérée comme telle par la mesure d'évaluation. 
2.5. Productivité, transparence sémantique et nivellement analogique 
La plupart des changements phonétiques prennent leur source dans 
des variations minimes qui existent dans les habitudes articulatoires des 
membres d'une communauté linguistique. L'ensemble des variations d'un son 
se décrit comme l'éventail des divers degrés d'adaptation du son à la séquence 
phonétique dans laquelle il s'intègre. Sous la pression de l'optimalisation 
articulatoire des structures phonotactiques, les sons sont susceptibles de 
changer sans égard au sens et, même, comme nous l'avons vu, de créer une 
diversité dans la représentation phonétique d'un concept sémantique. D'autre 
part, la situation idéale, aussi bien du point de vue de l'acquisition que 
de la perception, serait que les unités sémantiques s'associent à des mor-
phèmes de forme phonétique constante. C'est ce dernier principe, appelé 
l'universel de Humboldt, qui constitue la force motrice derrière le nivelle-
ment analogique: 
(10) L'universel de Humboldt 
Or, partout et toujours les langues tendent à abolir.... 
l'absence d'unité, et à instaurer l'unité de forme pour l'unite' 
du râle grammatical et de signification 
(Meillet, 1906, repris dans Meillet, 1948: 12) 
Une étude qui, comme la nôtre, vise à déceler les facteurs linguistiques 
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qui déclenchent le changement analogique peut alors être conçue comme une 
tentative de déterminer le domaine de l'universel de Humboldt. Dans le 
cadre de la théorie generative orthodoxe une pareille tentative a été 
entreprise par Laferrière (1975). Dans son étude, Laferrière se propose 
de reconcilier les principes de la transparence des règles et de la cohé-
rence paradigmatique, qui, comme nous l'avons vu dans les sections 2.2 et 
2.4, peuvent entrer en conflit. A cette fin, l'auteur lance l'hypothèse 
que la transparence d'une règle n'est abandonnée en faveur de l'uniformité 
paradigmatique que si 1'allomorphie qu'elle crée correspond à des catégories 
qui sont spécifiées dans la composante transformationnelle d'une grammaire: 
cas nominaux, personne et nombre verbaux. Au contraire, une règle résiste 
à l'opacité si 1'allomorphie qu'elle crée correspond à des catégories ma-
jeures, c'est-à-dire les catégories qui sont spécifiées dans la composante 
de base: nom, verbe, adjectif, adverbe, temps, nombre des noms. L'hypothèse 
de Laferrière prédit donc qu'il se crée des exceptions à une règle phono-
logique beaucoup plus vite dans les paradigmes flexionnels que dans les 
4 
paradigmes dérivationnels. Voici l'un de ces exemples. 
Se fondant sur les emprunts romans munich "moine" < moniaus, 
mulina "moulin" < molina, siahur "sûr" < seaurus etc., elle déduit pour 
la grammaire de la période qui précède immédiatement l'ancien haut allemand 
l'existence de la règle (11). 
Fermeture des voyelles 
(11)
 [-bas] >[+h.»t] /-C, [:haut] 
A un moment donné de l'ancien haut allemand, la règle (11) est devenue 
"1-opaque", car il s'est produit des séquences superficielles du type 
oCi, oCu, eCi et eCu. Ces exceptions se sont créées surtout à l'intérieur 
des paradigmes flexionnels. Considérons l'absence d'alternance dans les 
paradigmes suivants : 
(a) Noms faibles 
nom sing gen sing 
boto botin "messager" 
















(12) (c) Noms à radical en ir 
nom / ace sing nom / ace plur 
holz holzir 
hol holir 
(d) Comparatif / Superlatif 
zorft, zovftiro, zorftieto 





Dans les paradigmes dérivationnels, la règle continue à être productive 
Adj dérivé 










(с) Verbe Nom dérivé 
hlosen "écouter" liiainga 
"humanité" 





Vers la fin de la période de l'ancien haut allemand, la plupart des noms 
et des adjectifs dérivés dont la voyelle radicale est fermée par la règle 
(11) sont doublés d'une forme dont la voyelle radicale est [- haut]: 
httlzin, hölzin "en bois", wUllin, uöllin "de laine". Enfin, vers la fin 
du moyen haut allemand, la voyelle radicale de presque tous les mots déri-
vés a la forme [ - haut] . La réduction de l'allomorphie ο ι· il > ο •ν φ 
est la conséquence de la perte de la règle de fermeture dans la dérivation 
des paradigmes dérivationnels, mais cette perte s'est produite plus tard 
que dans les paradigmes flexionnels. 
Globalement parlant, la différence de comportement entre les 
paradigmes flexionnels et dérivationnels que Lafernère signale est tout 
i fait en accord avec l'esprit de l'universel de Humboldt. Si les locu-
teurs ont effectivement tendance à établir l'unité de forme pour l'unité 
de signification, on s'attend à ce que les formes engendrées par des pro-
cessus qui sont conservateurs de sens soient les premières à subir les ef-
fets d'un processus de nivellement Nous savons que la signification d'un 
mot n'est nullement affectée par sa fonction grammaticale, marquée éventu-
ellement par un suffixe casuel. Ainsi, le sens du verbe aimer (ou de son 
radical aim) est transparent dans toutes les formes de son paradigme flexi-
onnel. En effet, lorsqu'on retrace l'histoire de ce verbe, on constate que 
la forme phonétique de 1'infinitif est elle-même le résultat d'un change-
ment analogique. En français prélittéraire, le radical du verbe latin 
anare fut transformé en aim ( > aim > on) lorsqu'il était frappé de l'accent 
primaire. Comme dans certaines formes l'accent tombait sur la désinence, 
il se créait un paradigme irrégulier. En ancien français on trouve les 
alternances suivantes: 
inf part passé ind pr impf sub] pr fut parf 
(14) amer amé aimet (3p si) ameie aint (3p si) amerai amai 
ornons (lp pi) amone (lp pi) 
Entre le quatorzième et le seizième siècle l'allomorphie est éliminée par 
la généralisation de aim â toutes les formes du paradigme. Bien que l'éli-
mination de l'allomorphie qui correspond aux catégories du nombre et de la 
personne, soit correctement prédite par son hypothèse, l'ampleur du nivelle-
ment analogique, qui conduit à l'établissement d'un radical unique dans le 
paradigme entier de presque tous les verbes en -er et de la plus grande 
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partie des verbes en -ir, nous fait douter du bien-fondé de la distinction 
que Lafernère introduit entre catégories basiques et transformationnelles. 
Si la classification qu'elle propose était universellement valable, on 
s'attendrait à ce que l'allomorphie am ι aim eut été plus tenace lä ou 
elle correspondait à des catégories telles que présent, futur, imparfait, 
etc., qui sont toutes des catégories spécifiées dans la composante de base, 
qu'aux diverses personnes de ces temps, qui relèvent de la composante trans-
forma tionnelle. Rien ne permet cependant de croire que le radical am fût 
remplacé par aim plus tôt dans among (prés lp plurjque dans ameie (impf). 
Il s'avère donc que la théorie de Lafernère n'est pas parfaitement étanche; 
cependant, notre critique ne justifie pas encore la conclusion que le con-
flit entre le principe de la cohérence paradigmatique et celui de la trans-
parence des règles soit impossible à résoudre, car il n'est pas exclu & 
priori qu'une classification différente de celle établie par Lafernère 
puisse faire des prédictions adéquates. Ainsi, l'exemple français pourrait 
nous amener à ranger les catégories grammaticales introduites par la réécri-
ture de Aux avec les catégories spécifiées par les règles transformation-
nelles. Une telle classification, il est vrai, prédirait correctement le 
nivellement de toutes les formes de (14). Malheureusement, il y a d'autres 
changements analogiques qui montrent que la ligne de démarcation qui sépare 
les formes susceptibles de rendre une règle opaque de celles dont l'allo-
morphie est tenace, ne peut être établie sur la base d'une distinction 
entre catégories lexico-grammaticales. Dé]à au quatorzième siècle on trouve 
â côté de l'adjectif amable la forme nouvelle aimable tandis que l'infini-
tif aimer est concurrencé par amer jusqu'au milieu du quinzième siècle. 
D'autres exemples ne sont pas difficiles à trouver. Le suivant est emprunté 
ä notre dialecte, une variante du limbourgeois parlée à Schinnen . Le sub-
stantif jaeger [jeiyar] "chasseur" est un dérivé du verbe jage []а-.у ] 
"chasser". Alors que la variante umlautée jaeger est typique du langage 
des vieilles gens, les jeunes emploient presque tous la forme restructu-
rée jager []а:уэг]. D'autre part, l'ancienne variante est retenue par tous 
les locuteurs dans le composé horejaeger [ho:rajC:Yar] "coureur de mauvais 
lieux" (littéralement "chasseur de putains"). Le paradigme flexionnel du 
verbe jage présente une allomorphie très intéressante. Ce verbe, qui était 
faible à l'origine, est passé dans la classe des verbes forts. Comparer 
les paradigmes suivants (le verbe drage "porter" est un verbe fort authen-
tique) : 
- 5 1 -
inf présent prát part passa 




2 dr[ φ:] да 
3 dr[ (й:] g 
1 pi dría:] ge 
2 dría:] g 
3 dr{a:]ge 
1 s i j [ a : ] ? 
2 j [ (*.·] ff3 
3 Л 0··] ÉT 
1 pi ilatlge 
2 ¿/[α.] ff 





a i l 
a i l 
a i l 






L'allomorphìe dans les formes du présent de l'indicatif des verbes forts 
est très ancienne. Elle a été créée par un processus de palatalisation qui 
fut déclenché par la présence de г dans les désinences anciennes de la 
deuxième et troisième personnes du singulier. Evidemment, la variante pala-
tale de [a] n'est pas [ 0] mais plutôt [e] ou [e]. En effet, les formes 
<ir[e;]ffe et dr\_ei]gt sont attestées dans d'autres variantes du limbourgeois, 
ce qui nous permet de penser que, dans le dialecte de Schinnen, dr [0;] дз et 
dv^"\g ont remplacé les formes avec [e:] Pour autant que nous sachions, 
le changement de [e:] en [0:] ne peut être expliqué par l'addition à la 
grammaire d'une règle phonétiquement conditionnée. Par ailleurs, ce qui 
frappe lorsqu'on examine les verbes forts de ce dialecte, c'est la popula-
rité dont jouissent les alternances irrégulières (y compris les formes du 
prétérit) qui contiennent une voyelle arrondie. La substitution de drE φ:Igs 
à dr[.e:]ge s'intègre sans aucun doute dans un mouvement d'extension analo-
gique plus large, dont l'origine exacte ne peut être mise à jour que par 
une étude plus détaillée que la nôtre. Indépendamment de ce problème, il 
y a lieu de croire qu'une description generative orthodoxe maintiendrait 
une version morphologisée de Umlaut dans la dérivation synchronique de 
l'allomorphie de certains verbes forts. Noter les alternances suivantes : 
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(16) 
inf i n d Prés 
lp si 2/3p si 
г[и;]ре г[ы:]р г[у~}р(в) "boire" 
Лг[и:]ре fer[u:]p ìcr[y\p(e) "гаіфег" 
Z[3u]pe г[эц)]р Цое] ρ (в) "marcher" 
( Ы
 k[3W]pe fe[3ij]p kr.œ]p(8) "acheter" 
(c) Ho.-üpe l í o ; ] ρ г[^;]рГв; "crier" 
u k ; Ire ω[ε.·> u[(il>{*} "devenir" 
e t [ e : ] l e e t [ e : ] Z e t [ i4] î{*} ^voler" 
(d) * 
Цс he l [ e : ] e Z[ ^ : ]e " l i r e " 
g [viae gL^ìf gì φ: if (β) "donner" 
j[a--]ffe Л а . · ] ^ j[^-*]ff''s'' "chasser" 
(e) dp[a.-]ffe dr[a.·]? <іг[ ф:]д(8) "porter" 
t>[a.'lre i>[a;]r t>[ (i]r{ } " a l l e r (en voiture, 
en bateau)" 
A supposer que la forme sous-jacente des verbes cités soit identique 
à la forme superficielle du radical de l'infinitif. Umlaut pourrait rendre 
compte de la voyelle palatale dans les formes [2/3p + si] de (16 a-c). Les 
verbes cités sous (16d) indiquent la nécessité d'une règle qui ferme et 
arrondit les séquences sous-jacentes qui contiennent /ε:/. Ordonnée après 
Umlaut, qui ferait passer /a:/ à /ε·./ dans jaag(s), draagls), Vaar{3At 
cette même règle produirait les séquences superficielles Qeug(s), dreugis), 
veur{,}. Notons aussi que l'étape intermédiaire j/c:/g(s), dr/z:/g(s) 
et v/c:/r{ } , trouve une justification empirique dans la présence des 
dérivés jaeger et draeger "porte-bagages de bicyclette". comme nous 
supposons qu'une analyse telle que nous venons de l'esquisser est tout à 
fait dans la lignée de la description phonologique pratiquée par Lafernère, 
la restructuration du dérivé jager va à 1'encontre des prédictions faites 
par les principes d'évolution qu'elle a proposés. 
L'histoire des verbes forts nous permet de réfuter un autre 
aspect de sa théorie. Dans ce qui précède nous avons critiqué l'hypothèse 
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suivant laquelle l'application de l'universel de Humboldt commencerait 
par les catégories introduites par transformation. En réalité, Laferrière 
définit l'activité de l'universel de Humboldt d'une façon beaucoup plus 
précise. "It is interesting and provocative to view the corollary to 
g 
Principle I as a principle of phonetic distance which operates to mini-
mize the number of distinctive features, or rules, separating related 
words. In inflectional paradigms the maximum phonetic distance tends to be 
zero; in derivational paradigms the distance tends to be no greater than 
one (p. 5)." L'hypothèse de Laferrière est en effet séduisante, mais, mal-
heureusement, elle ne peut s'appuyer sur des preuves empiriques. L'évolu-
tion des verbes forts en limbourgeois constitue un contre-exemple très 
net à la première partie de son hypothèse. D'abord, parce que 1'allomorphie 
à l'intérieur du paradigme du présent de l'indicatif est non seulement 
tenace, mais encore parce qu'elle est arrivée à s'imposer à des verbes 
originellement faibles. La création de cette allomorphie est d'autant plus 
surprenante que l'alternance vocalique est redondante à cause de la pré-
sence obligatoire du pronom personnel sujet et d'un suffixe flexionnel. 
Ensuite, parce que le changement du type drfe.Og'S > dr[ φ:] gs agrandit 
la distance phonétique entre des alternances qui représentent des catégo-
ries (personne, nombre) introduites par transformation. La formulation de 
son principe en termes d'une tendance ne diminue guère la valeur du contre-
exemple. Plus remarquable encore que la restructuration du substantif jager, 
pour laquelle nous donnerons une explication plus loin, est la ténacité 
historique de l'alternance vocalique du présent des verbes forts. La 
constatation que cette allomorphie peut être étendue à des verbes non-alter-
nants ne fait que confirmer notre conviction qu'elle représente une sous-
régularité fonctionnelle importante. C'est pourquoi le prédicat "fonction-
nel" ne s'allie pas exclusivement à 1'allomorphie qui correspond à des 
paradigmes dérivationnels comme le voudrait Laferrière. Il convient de 
noter aussi que la question de savoir si le changement [e:] > [0:] 
est peut-être le résultat d'une simplification formelle ou d'une réordon-
nance naturelle ne nous semble pas du tout pertinente. Comme il n'est pas 
question ici d'un changement causé par l'addition d'une règle phonologique 
et que la modification concerne la représentation superficielle des alter-
nances d'un paradigme flexionnel, la notion de distance phonétique devrait 
prendre le dessus sur les principes de simplicité et de marque. 
Considérons ensuite la partie qui porte sur l'évolution des déri-
vés et qui, apparemment, lui a été inspirée par l'histoire des mots comme 
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hülzin > hölzin, wUlpin > wOlpin, etc. Rappelons-nous que la réduction 
de la distance phonétique entre le radical du mot de base {hotz, wolf) 
et celui du mot dérivé fut la conséquence de la perte de la règle de 
fermeture, qui, déjà longtemps avant, avait cessé d'être productive dans 
la dérivation des formes flexionnelles. En outre, et c'est crucial pour 
Lafemère, l'allomorphie créée par la règle de fermeture n'a été éliminée 
des paradigmes dérivationnels qu'après le moment où Umlaut avait agrandi 
la distance phonétique entre le substantif et l'adjectif dérivé. Existe-t-il 
vraiment entre ces deux phénomènes un rapport de cause Λ effet? Ou s'agit-il 
d'une simple coïncidence, auquel cas le raisonnement de Laferrière s'avérait 
du genre post hoc ergo propter hoc? Une telle erreur d'interprétation ne 
nous semble pas exclue et nous sommes même porté à croire que les idées 
de Laferrière reposent sur une fausse conception des mécanismes analogiques. 
L'étude de la dérivation des alternances hout "bois" ^  hutten "en bois" 
et gout "от" 'ь gulden "en or" du moyen néerlandais nous permettra peut-être 





(20) ί > э / [+acc] c
o 









(22) l -> u/o • 
Φ 
Y3wt hJwt 
[yawt] [yyldan] [h3wt] [hylten] 
Déjà dans les premiers textes moyen-néerlandais, il existe à côté de 
gulden et hutten les formes analogiques gouden et houten. Dans la perspec-
tive de Laferrière, le changement analogique s'explique comme le résultat 
d'un blocage (facultatif) des règles Fermeture et Umlaut dans les dériva-
tions ci-dessus. L'élimination de ces règles crée de l'input nouveau pour 
la règle de vocalisation (22) qui, maintenant, s'applique également aux 
adjectifs. Grace à ces changements la grammaire nouvelle engendre correcte-
ment les formes [^Owt] 'v* [yowdsn] et [hOwt] ^  [hOwtan]. Pour les membres 
des deux paires la distance phonétique s'est réduite à un degré qui est en 
accord avec les prédictions faites par Laferrière. Ce qui frappe c'est que 
la seule alternance qui résiste contre la réduction allomorphique est celle 
g 
produite par une règle productive . Il s'agit de l'alternance t 'v« d engendrée 
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par Auslautverhärtung. C'est cette constatation qui suscite notre méfiance 
vis à vis de l'évaluation numérique que Lafemêre introduit dans son inter-
prétation de l'universel de Humboldt. Nous croyons qu'il n'y a rien dans 
les faits linguistiques qui nous permette de croire que ce principe doive 
être interprété différemment qu'au pied de la lettre: si une langue réduit 
l'allomorphie, elle élimine carrément toute différence de représentation, 
ce qui apparaît encore dans l'exemple suivant: 
(a) (b) 
vlas vlas+in was was+in 
(23) (19') Umlaut vlœsin wœsin 
(20') ι > э / [+acc] C 0 vlaesan vœsan 
[vlas] [vlaesan] [was] [waesan] 
La distance phonétique entre les alternances vlas "lin" 'ь vlessen "de lin", 
et was "cire" 'ь wessen "de cire" se limitait, probablement, à un seul trait 
phonétique , et, de toutes façons, à une seule règle. En moyen néerlandais 
la distance phonétique entre les alternances est réduite à zéro par la cré-
ation des formes vlassen et wassen. Aussi, ce qui demande une explication, 
c'est plutôt le fait que dans holz t hölzin, wolla "v, wOllin etc. l'effet 
de Umlaut n'a pas été anéanti par le nivellement analogique. Une explication 
de principe de ce phénomène devra rendre compte également du maintien de 
Auslautverhärtung dans gond ou, ce qui revient au même, de sa non-appli-
cation dans gouden. Notons, pour commencer par ce dernier processus, que 
Auslautverhärtung est toujours productif en néerlandais et que rien n'annonce 
son improductivité Imminente. La très longue productivité de Auslautverhär-
tung, qui s'applique sans distinction dans les paradigmes flexionnels et 
dérivationnels, semble indiquer que la pression paradigmatique ne suffit 
pas à elle seule pour rendre un processus opaque. Posé différemment, et 
remettant à plus tard la discussion sur les facteurs qui causent l'impro-
ductivité d'un processus, le comportement de Auslautverhärtung suggère 
l'hypothèse que l'allomorphie créée par un processus productif ne peut 
jamais faire l'objet de l'universel de Humboldt. De toutes les façons, ce 
n'est pas par l'évolution holz ъ hülzin — > holz "" hälzin, wolla "ν, wUllin 
— * wolla ^ wOllin que l'hypothèse est falsifiée. Tant que le i du suffixe 
garde sa qualité de voyelle palatale fermée, Umlaut constitue un processus 
pleinement productif et rien ne justifie la prévision que l'allomorphie 
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qu'elle crée soit susceptible d'être éliminée. Ce n'est qu'après le passa-
ge de i à э que la règle devient opaque et, en effet, ce n'est qu'alors 
que WóViin est remplacé par woXXen. 
Qu'il soit régularisé ou non, chaque paradigme risque évidemment 
de devenir l'input de processus phonologiques nouveaux, qui, éventuellement, 
agrandissent la distance phonétique qui existe entre ses formes. L'exemple 
suivant représente la dérivation du paradigme du verbe prouver dans la 












/prov+as/ /prov+ets / /prova/ 
С(ЭСо) f¥ proves provets prdve 
Ü 
/ flaccentj ) prwevas prweva 
ИИСо — С r¥ 
(27) {0} —> и/ — [ - s y l l l o [ + a c c e n t ] pruvets 
[prwEves] [pruvets] [prwEva] 
Très tôt après la création de l'allomorphie [we] 'ν [u J , il apparaît à 
côté de la séquence [ prwevas] la forme nouvelle [ pruvas] (cf. Fouché, 
195Θ, II: 294). Le substantif [prwevs], au contraire, ne participe pas à 
ce mouvement de régularisation. 
L'évolution de о en syllabe ouverte accentuée ne s'arrête pas 
au stade [ we] A la fois [we] et [ ew] (issu de [o ], comme dans [ plewra] "(je) 
pleure") se développent en une monophtongue arrondie, palatale et non fermée, 
12 dont le degré d'ouverture ne peut être indiqué avec exactitude 
Ainsi [prwevSs ], [prweva] etCplewrs] passent à[prOv3s], [prova] et 
[ plora], où le symbole Ö représente la palatale arrondie mi-ouverte mi-
fermée. A mesure que l'évolution se rapproche du français moderne, les 
voyelles arrondies tombent sous l'influence d'autres processus phonologiques 
(2 ) 
+ s y l l 
- haut 
+ rond 
-> [- b a s ] / fr 
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,„-. г , ,, , . г . , -, , f+ cont Ι , (frontière 
(29) [+-У11] > [+long] / |
+ v o i s é] :deSy„tagme) 
Le processus (2Θ) fait partie d'un mouvement plus général qu'on appelle 
"la loi de position" et selon laquelle "en syllabe fermée la voyelle 
tend à s'ouvrir,- en syllabe ouverte la voyelle tend à se fermer" (Delattre, 
1951: 21). En effet, en français contemporain e et е., φ et ce ainsi que о 
et о alternent très fréquemment selon la nature de la syllabe. Bien qu'il 
existe dans le vocabulaire hérité pas mal d'exceptions (surtout la dis-
tribution des voyelles non-arrondies est beaucoup moins régulière que ne 
le fait croire l'emploi du terme "loi"), il existe un domaine du français 
où la loi de position s'applique sans exception. Ce domaine pnviligié est 
celui des abréviations. Là, 1'etymologie s'efface, et "les tendances vivantes 
d'une langue dans son état présent" s'imposent (Monnot, 1971. 191). Dans 
une étude des abréviations, on constate que si la forme tronquée se termine 
par une voyelle, celle-ci est fermée (cf. ƒ'rigo < frigorifique, ciné < 
cinéma, pneu < pneumatique) et si elle se termine par une consonne, la 
voyelle qui précède est toujours ouverte (cf. agrèg < agrégation, prof < 
profeeseur) . La règle (29) représente un processus purement allophonique, 
une règle tardive qui rend compte de l'allongement de la voyelle comme dans 
rare. Vase, église, ménage, etc., si les mots se trouvent en fin de syn-
tagme. Les règles (28) et (29) réintroduisent l'allomorphie dans certains 
paradigmes qui ont été nivelés dans le courant de l'ancien et du moyen 
français. Le paradigme du verbe pleuvoir par exemple, a été régularisé 
par la généralisation du radical accentué [plô]. En français moderne la 
règle (28) est responsable de la distribution complémentaire de la voyelle 
du radical, qui se manifeste tantôt sous la forme φ comme dans pleuvovr 
tantfit sous forme de œ , comme dans {.qu'il) pleuve. Lorsque cette dernière 
séquence se trouve en fin de syntagme, la distance phonétique entre les 
alternances est agrandie par la règle (27). Le même phénomène se produit 
dans certains paradigmes non-mvelés, tels que pouvoir [u], (je) peux [φ], 
(ile) peuvent [œ (:)] ou vouloir, (je) veux, (ils) veulent. A la différence 
des processus (28) et (29), les règles (26) et (27) sont improductives, 
et elles l'étaient déjà avant que l'allomorphie qu'elles créaient fut éli-
minée par l'analogie. Déjà en ancien français il existait des о superficiels 
dans les contextes décrits par (26) et (27) (cf. Pope, p. 254/255): 
a. en syllabe ouverte accentuée (cf. (26)), la diphtongue au du latin tardif 
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s'est développée en о en ancien français: gauta d*/3(b)e > 50e "joue". 
La même évolution se produit lorsque la diphtongue ве trouve dans le 
contexte devant consonne nasale: haunita > honte "honte"; 
b. en position prétonique (cf. (27)) l'évolution de au est identique & 
celle décrite sous a: laudare > lober > loer "louer"; аашпагіит > 
ватіег "sommier". 
C'était l'improductivité des règles (26) et (27) qui a déclenché l'action 
de l'universel de Humboldt et c'est la productivité des règles (28) et (29) 
qui tiennent 1'allomorphie qu'elles créent hors du champ d'action de ce 
principe. 
L'évolution des verbes français nous ramène à la partie de 
1'hypothèse de Laferrière qui dit que la distance phonétique entre les 
alternances d'un paradigme flexionnel tend à être zéro. Nous n'avons 
aucun droit, certes, d'interpréter la constatation que, suite à un nivelle-
ment paradigmatique, d'autres processus peuvent recréer un paradigme irre-
gulier comme une réfutation de cette hypothèse. Sans doute Laferrière ad-
hère â l'opinion commune selon laquelle des considérations de cohérence 
paradigmatique ne bloquent pas généralement l'extension d'un processus 
phonologique. Ce qui est surprenant néanmoins, et c'est là ou notre 
conception de l'analogie s'écarte de la sienne, c'est qu'elle croit, en 
bonne compagnie avec la plupart des generativistes orthodoxes, que le 
nivellement paradigmatique constitue une des causes principales qui rendent 
une règle opaque. Cette attitude surprend parce que cela revient A dire 
que le principe de la cohérence paradigmatique n'est pas assez puissant 
pour s'opposer avec fruit â la différenciation paradigmatique opérée par 
un processus en cours, mais qu'il l'est assez pour rompre la régularité 
d'un processus pleinement accompli. Ce paradoxe est automatiquement élimi-
né si l'on conçoit l'activité de Humboldt comme un principe qui élimine 
1'allomorphie créée par une règle seulement lorsque celle-ci est déjà 
devenue opaque. 
La conception orthodoxe du nivellement analogique nous force à admettre 
des hypothèses sur l'acquisition du langage qui ne sont pas du tout évi-
dentes. Il est connu qu'un enfant apprend à distinguer entre les catégories 
majeures avant qu'il ne maîtrise les systèmes de flexion verbale et nominale. 
Il doit s'ensuivre nécessairement que l'enfant absorbe les régularités 
phonologiques qui relient entre elles les différentes formes d'un paradigme 
dérivationnel avant d'aborder l'apprentissage de la flexion. Supposons qu'il 
-59-
exlste dans une langue donnée un rapport phonologique pleinement transpa-
rent entre les différentes formes d'un paradigme dénvationnel que l'enfant 
intériorise sous forme de règle, face à un ensemble d'alternances d'un para-
digme flexionnel qui manifestent le même type d'allomorphie, cette règle 
devrait permettre à l'enfant d'identifier les différentes alternances comme 
des représentants superficiels d'une forme sous-jacentes unique. C'est là, 
semble-t-ll, précisément ce qui se produit lorsque l'enfant apprend une 
règle entièrement transparente telle que Auslautverhärtung en allemand ou 
14 
en néerlandais . Depuis presqu'une millénie, 1'allomorphie créée par cette 
règle est tenace dans les paradigmes dénvationnels aussi bien que dans 
les paradigmes flexionnels. Ше théorie du nivellement analogique comme 
celle de Laferrière qui est fondée sur le postulat que l'enfant bloque 
l'application dans les paradigmes flexionnels d'une règle phonologique 
déjà apprise devra expliquer pourquoi il n'en fait pas autant dans le cas 
de Auslautverhàrtung. La compétence linguistique, qu'on pourrait définir 
comme la capacité qu'a l'enfant d'apprendre des règles grammaticales d'un 
certain type, et dont l'existence constitue un axiome de la linguistique 
generative, est universelle par définition. Il n'est que logique de sup-
poser que cette capacité se manifeste de la même façon chez tous les locu-
teurs et pour toutes les règles du type donné. On pourrait imaginer, il est 
vrai, que le schéma linguistique inné prédispose l'enfant à manifester un 
comportement cognitif particulier qui le contraindrait à limiter le domaine 
d'une règle aux paradigmes dérivationnels. Mais il s'agirait là d'une con-
trainte universelle et chaque exemple d'une règle transparente constituerait 
une exception qu'une théorie adéquate aurait à expliquer. Il y a d'autres 
faits empiriques qui demanderaient une explication. D'abord il se poserait 
la question de savoir pourquoi certaines règles sont apprises par des géné-
rations successives pour être tout d'un coup abandonnées. Enfin, on com-
prendrait mal pourquoi le nivellement des paradigmes flexionnels ne se pro-
duit pas de façon massive et spontanée. Ce n'est que très lentement, par 
exemple, que les langues germaniques ont éliminée 1'allomorphie que la 
loi de Verner avait créée dans la flexion verbale. 
Sur la base de ce qui vient d'être dit, il semble mieux avisé 
de considérer le nivellement analogique comme la conséquence de l'opacité 
d'une règle plutôt que comme la cause. L'allomorphie créée par une règle 
opaque doit être stockée dans la mémoire. C'est à ce moment que l'universel 
de Humboldt intervient. L'efficacité du principe de Humboldt est proportion-
nelle à la productivité du processus de formation de mot au moyen duquel 
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les différentes formes d'un paradigme sont engendrées. S'il est hors de 
doute que les processus flexionnels comptent parmi les plus productifs, 
il existe des processus dênvationnels gui, du point de vue de leur pro-
ductivité sont tout à fait comparables. Telle la formation des adjectifs 
en able en français, à propos de laquelle Goosse remarque: "C'est aussi 
un des rares suffixes que l'on peut dire tout à fait disponibles, parce 
que les mots qu'il forme à partir d'un verbe font pour ainsi dire partie 
de la conjugaison" (1975: 9). Telle encore la règle du néerlandais qui 
forme les adjectifs en si'nj à partir des noms de matière. 
Il existe un autre facteur dont l'intérêt mérite d'être soulevé 
dans le cadre de notre discussion sur l'analogie. C'est la notion de trans-
parence sémantique, qui, en collaboration avec le facteur de la productivi-
té, semble responsable de la création de doublets. C'est un fait souvent 
signalé en morphologie dérivationnelle que le rapport sémantique entre le 
mot de base et le dérivé n'est pas toujours identique pour toutes les 
séquences produites par un processus de formation donné. Prenons à titre 
d'illustration les déverbatifs en (d)er du limbourgeois , dont voici 
quelques exemples: 
slfajchte "abattre" sl[ae] chter 
b[a]kke "(faire) cuire" b[ae] kker 
b[u]tsére "modeler" 
ki[u:]pe "ramper" 
(30) z[u;]pe "boire" 
drCc^lme "rêver" 
verst[0:]n "entendre" 
j [ a : ] g e "chasser" 
dr[a;]ge "porter" 
b[u]tséerder 
k i [u: ]per 
z[u: ]per 
dr [œ] jmer 
vers t [o: ] nder 
(hore) j[ε;]ger 















La signification des mots produits par le processus de dérivation peut 
être décrite par la définition "celui qui exerce l'action V". Quoiqu'elle 
s'applique à la grande majorité des déverbatifs en question, pour certains 
la définition est incomplète ou même inadéquate. La description sémantique 
des mots sZ \(sl*hter et biœ]kker exige la spécification que l'action expri-
mée dans le mot de base est exercée en tant que profession. Le sens des 
mots dr[e; ]ger et (hore)j[e; ]ger est encore plus éloigné du sens régulier 
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Cependant, comme la dérivation des noms en (d)3r représente un processus 
productif en limbourgeois, le locuteur peut chaque fois qu'il en éprouve 
le besoin créer le mot qui satisfait à la définition générale. C'est ainsi 
qu'il crée ¿[a; \}er à côté de j[e;]jer et, par exemple, pour désigner le 
porte-bannière de la fanfare, il emploie le mot vaandeldr[a]ger. La diffé-
rence entre ellas achter et sl[a]ahter est plus subtile. L'action qui con-
siste à abattre des animaux ne s'exerce plus guère qu'en tant que profession. 
Il n'est pas facile, pour cela, d'imaginer un contexte pragmatique dans 
lequel le locuteur aurait besoin de la variante dont le sens se rallie S 
la définition générale. Pourtant, il y a quelques vingt ans encore, il y 
avait des personnes dans le village à qui on faisait appel pour tuer les 
poules ou les lapins engraissés pour être consommés aux jours de fête. 
Lorsque nous avons demandé à trois Limbourgeois de construire un substan-
tif pour désigner ces personnes, tous les trois proposaient le mot kippen-
sl[a]ehter "tueur de poules". Il est possible de faire valoir une expli-
cation comparable pour l'existence du substantif gulden "florin" à côté 
de l'adjectif gouden "en or". En néerlandais moderne gulden représente 
la forme substantivée de l'ancien adjectif tel qu'il se rencontre en moyen 
néerlandais dans l'expression gulden florijn "florin d'or". Une fois que 
le mot gulden avait pris le sens de "pièce de monnaie" (cf. zilveren gulden 
"florin d'argent"), qu'il a gardé depuis, pour exprimer l'ancienne signi-
fication on a formé l'adjectif gouden. Pareillement, on prévoirait la cré-
ation d'un verbe Vergouden "dorer" à côté de vergulden, étant donné la 
productivité relative du processus dérivationnel qui forme des verbes 































Par ailleurs, le verbe Vergulden ayant pris, à côté du sens concret de 
"dorer", des sens métaphoriques, on s'attendrait à la création d'un verbe 
Vergouden qui n'ait que le sens concret de "dorer". C'était bien le cas en 
moyen-néerlandais, où Vergouden était d'un usage courant (cf. Mterwijs et 
Verdam, 1969: 1777/8), mais pour des raisons difficiles à deviner la forme 
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vergouden n'a pas réussi à évincer vergulden, c'est au contraire cette 
dernière forme qui a éliminé son concurrent. 
L'intérêt des exemples discutés ci-dessus consiste à nous ren-
seigner sur l'un des mécanismes qui est responsable de l'existence de 
doublets. La productivité d'un processus dérivationnel est une condition 
nécessaire à la création de toute forme régulière. En français le procédé 
dérivationnel qui consiste â créer un substantif par la suppression du 
suffixe de l'infinitif n'est plus productif. Ainsi s'explique la survie 
du substantif preuve à côté du verbe proiiUer. Tant que le sens d'un dérivé 
se définit comme le cumul des sens du mot de base et de l'affixe, un pro-
cessus productif créera très tôt une forme phonologique régulière, qui, 
plus ou moins rapidement, évincera la forme irrégulière. Si, au contraire, 
le sens d'un mot engendré par un processus productif se spécialise, les 
formes irreguliere et régulière subsistent toutes deux. Les résultats 
d'ordre différent obtenus par le jeu concerté des facteurs de la producti-
vité et de la transparence sémantique permettent la représentation schéma-
tique suivante: 
(32) 









gouden à cô t é de 
gulden 
houten 
drager à côté de 
drle.^ger 
Evidemment, il serait injuste de reconnaître au schéma (32) un pouvoir 
de prédiction infaillible. A ce stade de nos connaissances, le maximum 
qu'on puisse atteindre c'est d'établir les conditions nécessaires et favo-
rables à l'élimination d'irrégularités (morpho)phonologiques. L'un des 
facteurs troublants est sans doute l'impossibilité de distinguer catégo-
riquement, surtout en morphologie dérivationnelle, entre processus pro-
ductifs et improductifs. Mieux vaut distinguer entre différents degrés 
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de productivité, mais ce n'est là qu'une façon de dire que la réalité empi-
rique est complexe. Tout en reconnaissant l'étendue du problème« nous admet-
tons qu'il y a des cas de processus productifs clairs tout comme des pro-
cessus improductifs. La conjugaison des verbes en -er du français est pro-
ductive au plus haut degré, tout conme la dérivation des adjectifs en -able. 
C'est dans les paradigmes produits par ce genre de processus que le prin-
cipe de Humboldt s'attaque avec le plus de profit â l'élimination d'allo-
norphie causée par un processus phonologique opaque. 
2.6. Conclusion 
La mesure d'évaluation proposée dans SPE, non seulement fournit 
une méthode pour évaluer les granulaires, mais encore implique-t-elle une 
hypothèse précise sur l'acquisition du langage. Le rapport entre l'appren-
tissage de la langue et le changement linguistique se fait par l'hypothèse 
selon laquelle les modifications de la gramnaire correspondent à un appren-
tissage imparfait. En apprenant la langue des adultes l'enfant omet certaines 
entités phonologiques: traits, règles, ordonnances marquées. C'est ce même 
mécanisme de simplification qui devrait déterminer la direction des change-
ments analogiques, mais là, hélas, les prédictions faites par une mesure 
d'évaluation fondée sur la simplicité formelle sont démenties par les faits. 
Conscient de ce que la plupart des changements analogiques ne peuvent pas 
être caractérisés comme des simplifications, et s'appropriant de l'opinion 
traditionnelle que la suppression de l'allomorphie aboutit à une simplifi-
cation de la grammaire, Kiparsky conclut que la mesure d'évaluation doit 
englober outre la condition formelle de simplicité, des conditions de sub-
stance, qui se rapportent toutes, non pas aux propriétés formelles des 
règles, mais à leur output. C'est ainsi que le principe de l'opacité devient 
l'indicateur de l'influence qu'exercent, sur le degré d'apprentissabilité 
des règles, les éléments troublants —parfois même contradictoires— des 
séquences superficielles. En diminuant la transparence entre les représen-
tations sous-]acentes et superficielles des unités phonologiques, l'opacité 
rend l'apprentissage d'une règle difficile et ajoute ainsi à la complexité 
de la grammaire. Le désir du locuteur de faire cadrer les séquences super-
ficielles avec la description structurale de la règle détermine sa façon 
de (ré)ordonner les règles de sa grammaire et d'éliminer les exceptions. 
Cependant, le principe de la transparence des règles est concurrencé par 
celui de la cohérence paradigmatique, autre contrainte substantive, qui 
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permet â la mesure d'évaluation d'assigner à la grammaire une "dépense" 
dont le montant est proportionnel à la quantité d'allomorphie de la langue. 
Lafemère a tenté de résoudre le conflit ainsi créé mais nous avons dû 
constater que sa solution se heurte à de graves problèmes empiriques. Aussi 
avons-nous proposé une conception du nivellement analogique qui rejette 
l'existence d'un conflit entre la transparence des règles et la cohérence 
paradigma tique. Pour -nous, il ne e'agit ров de savoir dans quelles condi­
tions une règle développe dea exceptions, mais plutôt de déterminer les 
conditions dans lesquelles une règle cesse d'exister, et, dans une deuxième 
étape, d'indiquer les facteurs qui favorisent l'activité de l'universel de 
Iß Humboldt, dont le domaine d'action est le lexique . Pareille conception 
du nivellement analogique implique que la complication du système se produit 
avant que le processus de réduction allomorphique ne soit déclenché. Notre 
solution permet, non seulement d'éviter les problèmes propres à l'approche 
de Lafemère, mais aussi d'exprimer formellement l'élimination de l'allo-
morphie, qui sur le plan psychologique constitue un soulagement de la mémoire, 
comme une simplification du système. 
Dans les chapitres qui suivent nous développerons notre conception 
du nivellement analogique. 
Notes du chapitre 2 
1. Bien que le ehangement discuté soit phonétique —ni le nombre, ni la 
distribution des segments contrastifs n'est affecté—, il est difficile 
de parler ici d'une règle phonétiquement naturelle. Rien dans le domaine 
de la perception ou de la production ne permet de croire que le Г coronal 
soit plus naturel que le г uvulaire. Tout ce que l'on peut dire, c'est 
que les deux r sont des manifestations également naturelles d'une unité 
phonologique plus abstraite. 
2. \Mr Kiparsky (1971) et les travaux auxquels il renvoie; voir aussi 
Hooper (1976b: 70 et 8q) 
3. Nous citons Meillet pour la définition de l'universel de Humboldt, parce 
que sa formulation est plus concise et plus explicite que celle, norma-
lement citée, du linguiste allemand (cf. Humboldt, 1836: 75). 
4. Laferrière développe une idée lancée par Kiparsky 1972. 
5. Les exemples ne concernent que l'alternance о "ь и. Pour l'alternance 
e ^ t nous renvoyons à Laferrière (p. 5-7). 
6. Le village de Schinnen se situe à 25 kilomètres au nord de Maastricht. 
Lorsque, dorénavant, nous parlerons du limbourgeois, c'est à cette 
variante que nous référerons. 
7. Une notation telle que z[y]p(8) représente l'abréviation des deux 
séquences z[y]pe (2p) et z[y]p (3p); la notation vítirí.) représente 
les formes і)[ф]га (2p) et aWrt (3p) 
8. \bici la formulation précise du principe auquel Laferrière renvoie: 
"A phonological rule will become internally opaque, i.e., will develop 
exceptions, in those derivations where it would 
a. create surface allomorphy and 
b. the allomorphy it creates does not correspond to major grammatical 
categories." 
9. Heme la règle (22), qui est chronologiquement la plus tardive, avait 
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développé des exceptions: le verbe smelten "fondre" possède à côté 
des formes régulières smouten (prêt. 4-6 pers) et geamouten (p.p.), 
les formes nouvellement créées smolten et gesmolten (cf. van Loey, 
1976 II: 74). 
10. La qualité du e dans les radicaux de іеввеп, wessen est incertaine. 
11. La diphtongue se retrouve dans les formes 
du paradigme verbal. Les autres formes ont и 
+ sing 
Ρ 
plurl/ + prés 
3P | 
12. "The perception of a difference between ¿J et ΰ appears to have been 
first noted at the very end of the seventeenth century" (Pope, p. 212). 
13. Pour une description détaillée de la loi de position, voir Bichakjian 
(manuscrit inédit), à qui nous empruntons ces exemples. 
14. Le point de vue de Laferrière est celui-ci: 'Minor categories are the 
very ones where the redundancy afforded by allomorphic variety tends 
to be lost historically. If therefore, minor categories are difficult 
to learn, then phonological alternations involved in the formation of 
inflected words will be difficult to learn, will tend not to be learned, 
and historically will not be carried over". 
15. L'épenthèse de d peut être prédite par la règle: 
э + 
qui insère un d dans les déverbatifs, et les comparatifs en ar si le 
radical se termine sur l, r, n. Le caractère uvulaire du r empêche la 
définition d'une classe naturelle. Après n, on rencontre quelques 
exceptions dans les déverbatifs: fe[e ] nner "connaisseur", ÍJ[¿ nner 
"gagnant". 
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ie. Dans ce qui suit nous emploierons le tenne de "règle opaque" avec 
une ambiguïté systématique. Lorsqu'il sera question des propositions 
de Kiparsky, l'expression garde le sens de "règle difficile à apprendre", 
que l'auteur lui a donné. Lorsque nous l'utiliserons à notre compte, il 
aura le sens de "régularité morphophonologique lexicale". 
Chapitre 3 
L'universel de Humboldt: Une tentative de délimitation de eon champ d'action 
3.1. Introduction 
Chaque fois que la suppression d'allomorphie ne touche qu'une 
partie des alternances, la règle qui décrit la variation est supposée res-
ter active, si possible sous sa forme phonologique, même si la grammaire 
doit être compliquée par des traits diacritiques. Ce que le principe de 
l'uniformité paradigmatique stipule en fait c'est qu'un certain type de 
diacntisation, celui qui aboutit à la régularisation des catégories 
introduites par transformation, doit être jugé comme un processus qui est, 
d'une certaine façon, naturel. Au lieu d'ajouter à la mesure d'évaluation 
formelle cette contrainte quelque peu contradictoire, nous avons adopté 
dans le chapitre précédent une attitude différente. C'est aussi ce que 
fait Koefoed, qui formule son désaccord avec la proposition de Kiparsky 
en ces termes: 
"I think that there is no conflict between simplicity of the 
rule system and paradigm regularity. To the extent that there 
is a conflict between the current formalism and paradigm regu-
larity, this must be interpreted as an inadequacy of the current 
formalism" (1974: 291). 
Comme l'objectif de la linguistique revient à spécifier les mécanismes 
d'acquisition, Koefoed considère comme logique d'éliminer du ressort de 
la mesure de simplicité tout ce qu'on peut attribuer â l'action d'autres 
facteurs psychologiques tels que les mécanismes de production et de per-
ception. Des conditions extra-formelles stipuleront le degré de naturante 
des effets de ces facteurs sur la construction de la grammaire. A la fois 
la simplicité du système abstrait et la cohérence paradigmatique représentent 
d'après Koefoed des aspects de l'acquisition linguistique. Voici bes raisons. 
Comme la tâche primordiale de la composante phonologique est de rendre compte 
de l'allomorphie superficielle, il semble contradictoire qu'une diminution 
de l'allomorphie puisse aboutir â la complexité de la grammaire. La deuxième 
raison, liée à la première, est qu'il n'y a pas lieu de croire que les con-
ventions de notation de la grammaire generative, surtout par rapport л la 
morphologie, sont suffisamment développées pour que nous puissions conclurt 
que la simplicité formelle est incompatible avec le nivellement analogique. 
-6Θ-
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Finalement il observe que, bien que dans le formalisme actuel certains cas 
de nivellement aboutissent à des complications formelles, il n'a jamais été 
signalé de simplification du système de règles qui mène à la création d'al-
ternances nouvelles . De là, il ne faut pas conclure que Koefoed nie l'im-
portance de l'uniformité paradigmatique dans l'acquisition et l'évolution 
linguistiques; il renverse plutôt la relation de cause à effet. "We must 
look for a formalism", dit-il, "in which not only paradigm regularity adds 
to the value of a granmar, but also can be shown to lead to formal simpli-
fications (rather than being itself the effect of formal simplification...)" 
(p. 287). Cependant, ni dans Koefoed, ni dans la réponse de Kiparsky (1974 b) 
nous ne trouvons de propositions concrètes pour amender l'apparat formel à 
cette fin. Koefoed se contente de montrer que les changements analogiques 
que Kiparsky a présentés comme des complications grammaticales représentent 
en réalité des analyses inadéquates. Ainsi il propose de réserver l'alter-
nance phonologique 3 "ν, г du latin au paradigme flexionnel. Le caractère 
exceptionnel du s dans honestua, l'improductivité du suffixe -tus et le 
refus de honestus de participer au changement analogique constituent d'après 
lui autant de preuves que honestus n'est plus le dérivé synchronique de 
honor. Ainsi posé, le changement de honos à honor, qui peut alors être vu 
conœe une restructuration lexicale, ne constitue plus une complication de 
2 
la grammaire . Kiparsky nous avertit que "the reduction of leveling to for-
mal simplification is often possible only if phonological representations 
are assumed to be more superficial than those countenanced in standard ge-
nerative phonology" (1974 b. 333), mais il se rallie néanmoins à l'opinion 
de Koefoed qui soutient que les preuves de l'existence d'un principe in-
dépendant de cohérence paradigmatique ne sont pas très convaincantes. On 
se demande, alors, s'il y a grand mal à ce qu'une phonologie soit plus 
concrète. Cosme tous les aspects de la grammaire, le degré d'abstraction 
des séquences sous-jacentes est un problème empirique. Si nous maintenons 
l'exigence selon laquelle la grammaire constitue un modèle de la compétence 
plutôt qu'une description arbitraire et si, en outre, nous acceptons que 
l'évolution linguistique nous renseigne sur la façon dont la grammaire des 
locuteurs est organisée, le désir d'amender la théorie pour qu'elle fasse 
des prédictions adéquates nous parait tout à fait légitime. C'était là 
aussi le point de vue de Vennemann et de Hudson, qui chacun à sa façon, ont 
proposé des modifications théoriques importantes. Avant d'entrer dans le 
détail de leurs propositions, arrêtons-nous, pour éviter les malentendus 
terminologiques, sur une notion importante, souvent employée mais rarement 
-70-
explicitée, celle de la réalité psychologique. 
3.2. Sur la notion de réalité psychologique 
Si nous ne savons toujours pas grand'chose de la façon dont 
l'enfant organise ses connaissances du système phonologique de sa langue 
maternelle, l'existence d'une tendance à la régularité paradigmatique nous 
permet de distinguer au moins deux sortes d'entités différentes. Le fonde-
ment de notre point de vue devient clair si nous réfléchissons un instant 
sur le statut qu'avait la règle latine s — > r / V - V juste avant le ню-
ment ou le nivellement paradigmatique s'est produit. Dans la théorie gene-
rative classique l'allomorphie s ^ VvV est engendrée au moyen d'une règle 
qui prédit l'occurence de r en position intervocalique à partir d'une re-
présentation lexicale unique et considérée psychologiquement réelle /honos/. 
On peut se demander, cependant, ce qu'il faut entendre ici par "réalité 
psychologique." La question peut paraître banale au premier abord, mais 
la comparaison avec d'autres processus révêle tout de suite qu'il y a des 
données qui méritent d'être examinées. 
Nous savons que la règle θ — > ν / V - V dérive en réalité du 
télescopage des règles (1) et (2) : 
(1) a > г / V - V 
(2) г > г / ν - ν 
On peut supposer, conformément â l'opinion courante concernant la motiva-
tion des règles nouvelles, que les deux processus font partie de la classe 
des règles naturelles, appliquées automatiquement, c'est-à-dire non suppri-
mables et inconscientes. Etant donné le modèle de changement linguistique 
de la grammaire generative, nous admettons que la règle (2) s'est ajoutée 
A la fin de la liste des règles phonologiques des locuteurs adultes, liste 
qui contenait déjà la règle (1). Le télescopage s — > r / ν - V est la 
conséquence d'une réanalyse des données faites par la génération suivante 
dont les locuteurs n'avaient â leur disposition que les alternances s t T. 
Formellement la différence entre l'ancienne règle s — > г et la nouvelle 
règle s — > r paraît insignifiante. Pourtant, l'apparition du nivellement 
analogique, qui se produit seulement après que le télescopage a eu lieu, 
constitue d'après nous la preuve qu'il existe entre les deux règles une 
différence essentielle, et il nous semble important de nous demander pour-
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quoi le principe de la cohérence paradigmatique n'a pas causé l'élimination 
de l'alternance з ^ 3. On pourrait avancer que le principe en question ne 
représente qu'une tendance, ce qui implique que l'existence d'alternances 
n'aboutit pas toujours au nivellement analogique et que par ailleurs on 
sait très peu sur les conditions nécessaires et/ou suffisantes du déclenche-
ment de l'analogie. Une telle attitude nous paraît stérile, et le problème 
qui nous préoccupe ici nous offre précisément l'occasion de mieux connaître 
les conditions nécessaires au nivellement d'une variation paradigmatique. 
C'est pourquoi nous partons du point de vue que le moment du nivellement 
analogique n'est pas entièrement laissé au hasard. Le nivellement ne s'est 
pas produit plus tôt pour la simple raison que le paradigme n'était pas 
irrégulier', ou plus précisément parce que l'alternance superficielle s "ν» ζ 
n'était pas perçue par le locuteur comme une irrégularité. L'unique repré-
sentation sous-jacente honos était psychologiquement réelle et l'engendre-
ment de г en position intervocalique se faisait par une règle phonétique-
ment conditionnée qui s'appliquait automatiquement. Lorsqu'il s'agit, donc, 
d'une variation allophonique, le postulat d'un principe de aohêrenoe para-
digmatique est tout à fait superflu et même en contradiction avec la réalité 
psychologique admise de la représentation lexicale unique. De là nous 
sommes en droit de conclure par voie de conséquence qu'une alternance 
superficielle qui est sensible au nivellement analogique, par exemple 
celle engendrée par la règle s — > r, représente pour le locuteur une 
réalité différente. On ne peut pas s'attendre logiquement à ce que la 
pluriformité s ъ r soit abandonnée si l'uniformité de la représentation 
lexicale /s/ est psychologiquement réelle. D'autre part, nous avons sti-
pulé dans le chapitre précédent que seule la variation phonologique qui 
est produite par un processus opaque est susceptible d'être éliminée. Par 
conséquent, la tâche nous incombe de montrer que la règle de rhotacisme 
était devenue opaque avant que les paradigmes du type honos ^ honoris 
n'aient été régularisés. Avant d'entamer la discussion de ce problème, 
qui constitue l'objet du chapitre suivant, arrêtons-nous sur l'alternance 
s ^ r. Notre refus de reconnaître l'existence d'une représentation mono-
morphique sous-jacente à l'allomorphie du type honos л, honoris ne doit pas 
être expliqué comme une négation de la réalité psychologique de l'alter-
nance Э л. r. En effet, nous partageons le point de vue de Bradly, qui dit 
"To the extent that a linguistic rule system gives appropriate expression 
of the distributional facts of a language, it is by any usual standard 
real, and it is unclear that psychological data (however painfully amassed) 
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have any privileged status in determining theoretical adequacy" (19B0. 3B). 
Сотое nous croyons que les régularités morphophonologiques comptent parmi 
les faits distributionnels d'une langue, une description phonologique adé-
quate du latin se doit d'exprimer la régularité avec laquelle tous les 
morphèmes dont le segment final se manifeste sous la forme s en position 
finale de mot, se réalisent avec un r dans le contexte V — + V. 
Il s'ensuit donc que le formalisme que nous choisirons pour 
rendre compte des alternances qui constituent le champ d'action du principe 
de Humboldt doit répondre à une double exigence: il doit (1) permettre d'ex-
primer les régularités morphophonologiques d'une langue et (2) présenter 
la régularisation paradigmatique comme une simplification formelle de la 
grammaire. Dans les lignes suivantes nous allons proposer un formalisme 
qui possède précisément ces propriétés. A titre d'illustration nous avons 
choisi l'évolution des alternances vocaliques des verbes forts en néerlan-
dais· Nous avons rassemblé, en effet, sous (3) les types d'alternances les 
plus courants du moyen néerlandais. Les chiffres mis entre parenthèses 
donnent une indication approximative du nombre de verbes qui se conjuguent 
suivant le schéma d'alternances. Sous (4a-b) nous proposons une description 
quelque peu informelle —les signes graphiques symbolisent des matrices 
phonologiques— des entrées lexicales correspondants aux verbes indiqués 
dans (3) et de leur représentants en néerlandais moderne. Les indices liés 
aux accolades renvoient aux schémas distributionnels (5) et (6), dont 
4 
l'interprétation formelle repose sur la notion de "respectivement". Le 
schéma (S0,), par exemple, abrège trois séries d'alternances, constituées 
chacune par les voyelles qui se trouvent sur la même ligne horizontale. 
L'interprétation des entrées lexicales se fait en deux étapes. Les schémas 
(SQJ) - (5aj) stipulent l'occurence des alternances dans les catégories 
temporelles et aspectuelles. Ensuite, la règle (5^) interprète les acco-
lades qui lui correspondent pour les catégories de nombre et de personne. 
Les sons représentés par les signes ej et CEJ dans le schéma (6^) consti-
tuent les reflexes réguliers des sons ij et y du moyen néerlandais (4 a-b) 
indicatif part passé 
prés prêt prêt 
1 pers 1 pers 1 pers 































































"passer â gué" 
"s'appeler" 
ij^ іт, іл, i 
ут- оч. от- о 
ï-v, Ô'l· ô-v о 
іл, a'l· o'v о 
e'X/ a'ν о'ъ о 
ei* а ^ a'Χ/ о 
е ^ а ^ а'х. e 
a'v u'X' u'X' a 
è-v, і-ъ I-v, i 
(3) 



















(5) Schémas distributionnels du moyen néerlandais 
/ indie prés "v. / { P r é t } 
' part passé 





/ part passé 
/ { indie prés part passé } -ν-
{=> 
/ prét 
/ sing l/3p 'ν· 1:1"-ing 2p 




l : i 
/ indie prés ^ 




ι И / { i n d l C Pré3} ^ I 5 Ι Ρ 3 1* Ρ 3 9 3* 
{5} 
a η 
/ prét ^ I _ I / part passé 
/ prêt 
V / sing •ν- V / plur 
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Le détail du formalisme nécessite quelques explications: 
1. Les indices 
Afin d'assurer la distribution adéquate des segments lexicaux 
alternants, nous avons dû établir un rapport explicite entre les acco-
lades et les différents schémas distnbutionnels. Un verbe tel que 
stoten ъ stiet ъ gestoten "buter" sera lexicalement représenté comme 
st[-}t. Les mêmes alternances se retrouvent dans le verbe дъеіеп^ооЬ^едо— 
ъ
 г 
ten "verser", dont la forme lexicale est g{-}t. Dans le premier cas, 
les voyelles alternantes seront distribuées conformément au schéma α,, 
alors que le second se conjugue de la façon indiquée dans le schéma a. . 
2. Les accolades enchâssées. 
Strictement parlant, une représentation de la forme b 
г 
a l 'équivalent notationnel d'une entrée b 
distributiormel du type 
О 
nd est 
nd qui renvoie à un schéma 
(7) ι / indie prés л- a / prèti ta о / 
part passé 
Nous avons préféré la représentation â accolades enchâssées parce qu'elle 
nous permet de présenter l'évolution d'un verbe comme werpen "Deter" (cf. 3e) 
comme une simplification du lexique bien que le nombre de segments n'ait 
pas été réduit dans le processus. D'après van Helten (18Θ7), la variante 
uarp avait dans un premier mouvement développé la forme werp (p. 35) qui, 
à son tour, avait donné lieu à une variante uierp (p. 114). A ces modifi-
cations phonologiques s'est ajouté ensuite un changement analogique qui a 
étendu la voyelle des première et troisième personnes à tout le paradigme 
du prétérit (p. 220). Ainsi, alors que les verbes comme bznden (3d) ont 
préféré effacer la différence vocalique entre le prétérit et le participe 
passé par la généralisation de о dans toutes les formes du prétérit, les 
verbes du type werpen ont maintenu la distinction entre les trois catégo-
ries présent, prétérit et participe passé, solution typique de l'évolution 
des verbes forts en allemand (cf.binden ^ band ^ banden ^ gebunden) . 
L'indépendance dont font preuve les catégories de nombre et de personne 
vis-à-vis du nivellement analogique s'explique évidemment par la valeur 
fonctionnelle de l'alternance: est-elle redondante ou pertinente"' Compa-
rons, pour illustrer ce fait, la conjugaison du prétérit des verbes fai) Ісь 
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& celle dea verbes forts en moyen néerlandais 
faible fort 
horen "entendre" binden "lier" nemen "prendre" 
(β) 
s ing 1 hor-de 
2 Aör-de-a 
3 har-de 










riam-(e)s p lus t a r d : 
поп 
nam-en 




Pour les verbes faibles, le prétérit se construit par l'adjonction d'un 
suffixe (dßj te) au radical des formes du présent (cf. ik hoor "j'entends"), 
Dans les verbes forts, la charge fonctionnelle d'exprimer le prétérit 
repose sur la voyelle du radical qui, de ce fait, doit être différente de 
celle du présent. Dans la mesure ou la langue veut se permettre le luxe 
de deux systèmes flexionnels concurrents, 1'allomorphie qui correspond 
aux catégories temporelles est pertinente. De plus, cette allomorphie 
devrait être suffisante, puisque le marquage morphologique des catégories 
du nombre et de la personne est fonctionnellement équivalent pour les 
verbes forts et faibles: le système de suffixation réalise dans les deux 
classes les oppositions sing <—> plur et 2 pers. <—> 1/3 pers. En 
prenant la conjugaison faible pour le cas normal, ou non-marqué, l'alter-
nance vocalique à l'intérieur du sous-paradigme du prétérit représente 
une redondance encombrante qui devrait constituer une proie facile pour 
le principe de Humboldt. En effet, en néerlandais moderne toute alter-
nance vocalique qualitative correspondant aux catégories de nombre et de 
personne a été abandonnée, ce qui explique la simplification qu'a subie 
le schéma (6a ). 
A la lumière de l'explication que nous avons proposée pour le 
nivellement de l'alternance α ^  о au prétérit, il est surprenant de con-
stater que l'alternance de quantité n'a pas été abandonnée pour les mêmes 
raisons de redondance. Avec la syncope du schwa post-tonique, la règle qui 
allongeait les voyelles en syllabe ouverte accentuée est devenue opaque 
en moyen néerlandais. Une fois la syncope obligatoire, l'allomorphie V "ъ V 
fut lexicalisée et distribuée par le schéma (5a ). Cependant, comme le 
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montrent les exemples suivants, la règle d'allongement n'avait pas seule-
ment créé des alternances dans les paradigmes verbaux, mais aussi dans 
les paradigmes nominaux: 
sing plur sing plur 
god god-en "dieu" pad. pad-en "sentier" 
hof hôv-en "enclos" dal dâl-en "vallée" 
bisschop biseahop-en "évéque" gat gat-en "trou" 
(9) lot tôt-en "lot" graf gràv-en "tombe" 
ыед wêg-en "chemin" vat vat-en "récipient" 
bevel bevel-en " commandement" staf stw>-en "bâton" 
dag däg-en "jour" dak dak-en "toit" 
Afin de rendre compte de la distribution de ces alternances, la version 
de la règle a,, que nous avons proposée pour le néerlandais moderne a dû 
exister déjà en moyen néerlandais. C'est pourquoi, lorsque la voyelle longue 
de la deuxième personne du singulier céda sous la pression paradigmatique 
exercée par la première et troisième personnes, et même avant que la dé-
sinence en a été généralisée dans toutes les formes du pluriel, la règle 
qui rendait compte de la distribution des variantes quantitatives dans 
les noms et les adjectifs a vu son domaine distnbutionnel s'étendre aux 
verbes. Par la même occasion, les alternances verbales se trouvaient ap-
puyées par le même type de variation en dehors du paradigme, ce qui est 
sans doute la cause de leur ténacité supérieure à celle-des alternances 
qualitatives qui étaient entièrement isolées. 
3. Le conditionnement des schémas distnbutionnels 
Toutes les alternances rassemblées dans (5) et (6) sont distri-
buées en fonction de la catégorie morphologique qu'elles représentent. 
Cependant, dans le cas des variantes généralisées du schéma (6a. ), il 
existe en néerlandais moderne un conditionnement pnonologique concomittant, 
de telle sorte que "singulier" correspond à "syllabe fermée" et "pluriel" 
à "syllabe ouverte". Notons d'abord qu'une règle comme (10) n'a pas pu 
exister en moyen néerlandais â cause de la voyelle longue, qui, a la 
deuxième personne sing/plur , se trouvait en syllabe fermée (par suite 
de la syncope du schwa). 
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(10) V / C j * -ь V / $ 
Ensuite, si les locuteurs avalent senti ηατπε et namt corame des 
irrégularités phonologiques, on se serait attendu à ce que nSmt soit rem-
placé par namt au moment où nam (2p sing) s'est substitué à noms. Lorsque, 
plus tara,namt a disparu devant namen, la régularité phonologique s'est 
trouvée rétablie . Nous avons néanmoins opté pour la version morphologique, 
parce qu'une règle du type (10) laisse inexpliqués certains changements 
analogiques du néerlandais moderne. Considérons les alternances suivantes 
et les représentations lexicales correspondantes: 
dim in 
pâd-je [t3] pía, ä}d 
(11) gat gäten gät-je [t3] ff{a, ä)t 
vät-je [t·1] via, ä}t 
löt-je [t11] l{o, ö}t 
Etant donné que la voyelle longue se trouve chaque fois en syllabe ouverte 
et la voyelle brève en syllabe fermée, la règle (10) aurait adéquatement 
distribué les alternances dans les mots cités. On serait tenté d'inclure 
la règle (10) dans la grammaire du néerlandais, mais elle ferait des pré-
dictions qui s'avéreraient trop souvent fausses. Le fait est qu'à côté de 
lot—je 11 s'est développé une forme lot-je sans que pour autant lôt-en soit 
concurrencé par lotten. C'est pourtant ce à quoi on s'attendrait si la dis-
tribution des alternances était régie par la nature de la syllabe. D'autre 
part, le choix du conditionnement morphologique nous oblige à compliquer 
le schéma (Sa ) dès le moment où la règle V — > [ + long] / |.,.„,.„„„_| $ 
devient opaque: 
/ m .. / » r. , 1 diminutif I (a) 
(12) V / sing ^  V / ( , \ ) ' 
λ












En même temps la forme de la règle (12) nous permet de marquer pour chaque 
entrée lexicale le sous-schéma qui s'applique: 
moyen néerlandais néerlandais moderne 
(13) ρ {3} d > idem 
а12а,Ъ 
- о-
(moyen néerlandais) (néerlandais moderne) 
Ι φ t > l {2} 
0
 12a. b 0 12b 
bisX {-} ρ > ЫаХор 
о 12b 
Hâtons-nous d'ajouter qu'en réalité le problème est plus compliqué encore, 
car, pour rendre compte des alternances du type (11), on pourrait formuler 
une régie phonologiquement conditionnée équivalente à (12), qui nous of-
frirait les mêmes possibilités descriptives: 
(14) V / Cj Í ъ V * C + : І + ja / 
С + e{ 
Le problème se ramène à ceci: le choix du conditionnement morphologique 
nous oblige à priori à poser une disjonction des différents contextes 
dans lesquels se rencontre une variante, alors que le conditionnement pho-
nologique pose l'embarras du choix entre le maintien d'une généralisation 
imposée par le formalisme et sa subdivision en schémas secondaires. Notons 
aussi que le schéma (14) suppose de la part du locuteur une sensibilité â 
des distinctiors phonologiques dont l'intérêt, nous semble-t-il, n'est 
pas appuyé en denors de ce groupe spécifique d'alternances. 
Si, en nous fondant sur ces considérations, nous sommes enclin à rejeter 
la règle (14), il faut reconnaître l'existence de certains cas d'analogie 
qui ne s'expliquent bien qu'en admettant que les locuteurs ont saisi une 
régularité phonologique. Nous empruntons l'exemple suivant à Jeffers et 
Lehiste (1979: 59). 
Dans le paradigme casuel du mot ¡jok "voix", il s'introduit en 
pré-indique la variante ¡¿ot par l'effet de la règle 
(15) к, g tJ3d^ / \e 
Ú 
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(a) (b) (a) 
Un changement phonétique subséquent, qui cause la coalescence de öj О et 
5 en a vient obscurcir la régularité phonologique existante (cf. 16b). A 
ce stade hypothétique, les locuteurs ont dû mémoriser les cas pour lesquels 
l'une ou l'autre des variantes était utilisée. Enfin, en sanskrit classique 
les alternances k, g Ό t
 3 d' sont redistribuées de telle sorte que la 
palatale se trouve devant toutes les désinences dont le segment initial 
est une sonante (cf. 16c). Or, en pré-indique il s'est produit un type 
de régularisation qu'on aurait prévu pour les paradigmes du prétérit en 
moyen néerlandais, si les locuteurs avaient effectivement perçu nam-t comme 
une irrégularité distributionnelle phonologique. L'évolution du changement 
Vak-am—> vat -am se décrit naturellement comme une simplification du schéma 
distributionnel (17): 
(17) к /I 1 +plur| [+sonant] \^ t 
) I +gen | ( 
.[-sonant], 
1




[ + sonant] 
qui se développe en (18) 
(18) к / - {[- Ponant] } ^ tf / [+sonant] 
Tout compte fait, il s'avère difficile, sinon impossible de pré-
dire sur la base de quels critères, morphologiques ou phonologiques, les 
locuteurs règlent la distribution des alternances d'un paradigme. Evidem-
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ment, dans les cas de nivellement où toute variation est éliminée la question 
n'est pas pertinente, puisque la seule motivation est l'unité de forme com-
plète. Le problème se pose pour les cas où il se crée une redistribution 
des alternances à un stade qui précède l'état d'uniformité paradigmatique. 
Etant donné qu'il est impossible de prévoir (1) s'il va se créer un stade 
intermédiaire et (2) en fonction de quels critères la redistribution sera 
effectuée, la tâche du linguiste ne peut aller au-delà de la description. 
En effet, si nous devions décrire la distribution de l'alternance V ^ V 
dans les différentes étapes du néerlandais, sans que nous fassions usage 
de nos connaissances sur son développement effectif, l'évolution des schémas 
distributionnels se concevrait comme dans (19) 











c 1 2 ^ ν // 
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stade b nam-s — > nam V / |








stade с nam-t — > nam-en V / I I C, ί Ό V / ,plur, 
I sing Ι ι \idra > 
Concluons notre discussion des verbes forts par quelques obser­
vations de portée générale. Dans ce qui précède nous avons adopté le pont 
de vue traditionnel selon lequel l'appartenance d'un verbe à la catégorie 
des verbes forts se décide du point de vue du locuteur par l'association 
-es-
de la forme de la catégorie morphologique non-marquée (c'est-à-dire l'indi-
catif présent) à un type spécifique d'alternance vocalique. Or, il est 
possible théoriquement que l'appartenance d'un verbe à un type d'ablaut 
donné soit entièrement déterminée par les propriétés phonologiques de la 
forme non-marquée. Ainsi on pourrait imaginer une langue identique au néer-
landais moderne, mais ou tous les verbes à voyelle radicale г sont forts 
et se conjuguent suivant le même schéma d'alternance. Dans pareil cas on 
peut supposer que les locuteurs parviennent à un stade du développement de 
leur compétence ou ils décident d'intégrer dans leur grammaire une règle 
automatique qui leur permet d'engendrer les variantes à partir d'une forme 
de base unique. En néerlandais, le radical de tous les verbes forts du type 
binden ^ bond ^ gebonden (classe 3e) se définit par la formule ÎNCJ . 
Cependant, une règle comme 
(20) i > o / . + p a s s é | N C 
verbe 
ne se justifierait pas 3 cause d'une classe considérable d'exceptions, dont 
voici un échantillon: 
faible fort 
innen "encaisser", minnen "aimer" winnen, "gagner" 
(21) dimnen "se mettre en code", trimmen "tondre" klimnen, "grimper" 
hinken "boiter", verlinken "tromper" klinken, "sonner" 
(be)achmpen "lardonner", krimpen, "rétrécir" 
Verblinden "aveugler", (be)grinden "graveler" verslinden, "dévorer" 
D'autre part, la constatation de l'évolution d'un verbe comme dingen "ambi-
tionner" qui est passé de la catégorie des verbes faibles â celle des verbes 
forts Justifie l'hypothèse de l'existence effective de la règle (20) dans 
la grammaire de certains locuteurs à un stade donné de leur acquisition 
linguistique . De plus, comme aucun verbe faible à voyelle radicale i qui 
ne fait pas partie de la sous-classe des verbes à radical ÎNC 1 n'a 
pénétré dans la classe des verbes forts, on doit conclure que les locuteurs 
sont sensibles au contexte phonologique NC et que nous avons eu tort 
de ne pas l'intégrer dans les schémas distributionnels (Sa,) et (6a,). En 
rétrécissant davantage la classe des verbes dont nous traitons, il apparaît 
qu'il existe une sous-classe, celle qui se définit au moyen de la formule 
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1 +obstr +cor -cent , dont tous les membres sont forts. Il s'agit des verbes verbe 
binden "lier", winden "(en)rouler", vinden "trouver" et verslinden "dévorer" 
et leurs composés. Comme les verbes Verblinden "aveugler", grinden "graveler" 
et sprinten "sprinter" peuvent être exclus sur la base de leur structure 
Interne particulière (ils sont respectivement dérivés de blind (adj.) 
"aveugle", grind (subst) "gravier" et sprint (subst) "spnnt'O, on peut 
adéquatement prédire les formes du prétérit et du participe passé des non-
composés â partir d'une représentation lexicale monomorphique au moyen de 
la règle (22). 
+ obstr 
(22) Î _ > o / | + p a s s é |
 н
 i ^ verbe 
Une règle comparable peut être conçue pour engendrer les formes secondaires 
des verbes à radical it-: gieten "verser", schieten "tirer (au fusil)", 
vlieten "couler", genieten "jouir" (nieten "agrafer" et zwartepieten "jouer 
au furet" sont faibles, mais composés). L'alternance г ^ с dans le schéma 
(6a ) reste nécessaire pour rendre compte des verbes forts tels que vriezen 
"geler", kiezen "choisir", etc. a côté de niezen "éternuer", kniezen "bou-
der", etc. qui sont faibles. 
Des raffinements phonologiques sont certainement à apporter dans 
les autres classes de verbes et, sans doute, le critère morphologique aidant, 
d'autres règles du type (22) pourraient être formulées. Comme ce n'est pas 
notre but de présenter une analyse exhaustive des verbes forts du néerlandais, 
mais plutôt de montrer le fonctionnement du formalisme que nous avons propo-
sé pour rendre compte des alternances non-automatiques, nous ne pousserons 
pas l'analyse plus loin. 
L'étude des verbes forts nous a montré que l'activité de Humboldt 
se situe à deux niveaux différents. Au niveau de la fonction des catégories 
temporelles, aspectuelles et modales, Ablaut représente le cas marqué, ou 
irrégulier, par rapport à la flexion non-marquée qui se fait par suffixa-
tion. En effet, dans l'histoire du néerlandais, il se dégage une tendance 
très nette à l'extension de la flexion non-marquée. La résistance est 
grande du côté des verbes dont la voyelle des catégories secondaires (unpf, 
part passé) s'associe à une voyelle constante de la catégorie primaire (in-
die prés). Même ces verbes, cependant, ont généralement simplifié leur schéma 
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d'alternance et par là-même n'ont fait qu'agrandir leur pouvoir de résis-
tance. La grande fréquence de la plupart des verbes forts a sans doute con-
tribué à leur stabilité relative. Si, parfois, il peut s'ajouter un verbe 
faible à la classe des verbes forts à cause d'une surgénéralisation, il est 
hautement improbable qu'il se crée de nouveaux types d'alternances. Ainsi, 
le passage dans la flexion forte des verbes à voyelle radicale u, φ, у
л 
qui nécessiterait la formulation d'un nouveau schéma distributionnel, sera 
exprimé adéquatement comme une complication très coûteuse du système formel. 
Au niveau du sous-paradigme du prétérit, la pression paradigma-
tique a conduit à l'élimination de la plupart des alternances. Seule la 
variation quantitative, qui était soutenue en dehors du paradigme verbal, 
g 
a résisté au nivellement analogique . On peut supposer que la standardi-
sation de la langue a également joue un rôle conservateur, car il est de 
fait que l'afrikaans et les dialectes ont poussé le nivellement plus 
loin (cf. V^n Loey, 1959. 33) 
3.3. La théorie de Hudson 
Le formalisme de la représentation supplétive des alternances 
non-productives et des règles de distribution a été proposé par Hudson 
(1974, 1975, 1980). C'est à lui que nous l'avons emprunté en le modifiant 
10 quelque peu . Avant d'examiner les idées de Hudson de plus près, précisons 
en quoi la position que nous avons prise à l'égard des processus non-pro-
ductifs s'écarte de celle soutenue par la théorie orthodoxe. 
La théorie de SPE reconnaît parmi les alternances d'un paradigme 
trois types de rapport, exprimés successivement par une règle majeure, une 
règle mineure ou par l'absence de règle. Bien que tous les processus pro-
ductifs soient décrits au moyen de règles majeures, toutes les règles majeures 
ne représentent pas ил processus productif. Une règle majeure permet la pré-
sence dans sa description structurale de traits de règle positifs ou néga-
tifs ([+ règle x]), ce qui lui permet d'inclure ou d'exclure certaines 
suites phonologiques, marquées â cet effet par le même trait dans leur re-
présentation lexicale. Ainsi, lorsqu'une règle a dépassé le stade de la 
productivité, l'élimination de 1'allomorphie pour 1'engendrement de la-
quelle elle était conçue à l'origine, se décrit par l'extension lexicale 
progressive des traits de règle négatifs. Lorsqu'arrive le moment où le 
nombre d'alternances est si réduit que le linguiste décide de n'y voir plus 
qu'une sous-régularité, tous les traits de règle négatifs disparaissent du 
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lexique et la règle majeure se transforme en règle mineure. Celle-ci ne 
s'applique qu'à des suites marquées lexlcalement par un trait de règle 
positif. A partir de là, le nivellement analogique est formellement ex-
primé conme l'élimination progressive des traits diacritiques, jusqu'à 
ce que la règle disparaisse complètement de la grammaire. Les quelques 
alternances qui restent éventuellement sont lexicalisées et leur rapport 
phonologique est considéré comme étant supplétif. 
L'inconséquence de la procédure est évidente. Tout d'abord, la 
description formelle de la première étape de l'improductivité, qui repré-
sente la perte de l'allomorphie comme l'extension d'exceptions, est sur-
prenante. En outre, il n'y a rien dans l'activité du principe de Humboldt 
qui justifie la distinction entre règle majeure improductive et règle 
mineure. En effet, les données diachroniques prouvent que la ligne de dé-
marcation se trace entre les processus productifs d'une part et les pro-
cessus improductifs d'autre part .Par conséquent, si nous exigeons de la 
grammaire qu'elle distingue entre les processus productifs, au sens d'auto-
matique ou projectif, et les processus improductifч; si, en d'autres termes, 
nous exigeons que la grammaire définisse le champ d'action de l'universel 
de Humboldt, il faut qu'elle donne aux processus improductifs un traite-
ment formel uniforme. Le formalisme des schémas distributionnels semble 
tout indiqué pour remplir cette tâche. Il permet non seulement de décrire 
toutes les régularités exprimables à l'aide du formalisme orthodoxe, mais 
en plus elle situe l'activité de l'universel de Humboldt dans un endroit 
précis de la grammaire, qui, dans ce cas, est le lexique. L'élimination 
d'allomorphie est uniformément traitée comme la simplification des entrées 
lexicales et/ou des schémas de distribution. L'apparat formel se réduit 
par conséquent à deux types de règles, les vraies règles projectives, qui 
sont du type transformationnel et les rapports phonologiques improductifs 
qui sont décrits par les schémas distributionnels, qui permettent en même 
temps de rendre compte des alternances véritablement supplétives. L'impli-
cation théorique de la dichotomie proposée est que les schémas distribution-
nels sont intrinsèquement ordonnés avant les règles transformationnelles, 
parce que celles-ci peuvent s'appliquer seulement après que la distribu-
tion des alternances a été réalisée. 
En choisissant d'exprimer les processus productifs au moyen de 
règles transformationnelles qui s'appliquent à un morphème sous-jacent 
unique, nous nous écartons du modèle descriptif tel qu'il est défendu par 
Hudson. Le fait est que Hudson refuse le postulat d'une séquence sous-
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jacente monomorphique même dans le cas des alternances automatiques. Dans 
sa théorie, ces alternances se décrivent comme la neutralisation de traite 
phonologiques, λ cet effet, 11 marque dans le lexique le trait qui exprime 
1'allomorphie comme alternant avec zéro. Ainsi le mot néerlandais baard 
"barbe", dont la consonne finale est dévoisée en fin de mot, aura la re-
-son 
, ou {voix} représente l'alternance présentation lexicale bar -cont 
+cor 
{+voix} 
{ - }. Si la variation est phonétiquement conditionnée, il doit exister 
dans la langue une contrainte phonotactique qui détermine le contexte 
d'occurence des variantes. Etablie, cette structure phonotactique pourra 
servir à une double fin. D'abord, elle déterminera la valeur des traits 
non-spécifiés dans les entrées lexicales des morphèmes non-alternants. 
Dans les morphèmes alternants, elle réglera le choix entre la matrice 
complète ou l'archiphonème. Par exemple, la contrainte phonotactique 
(23) [ - son] = [ - voix] / fV ^ 
choisit l'archiphonème 
son 
- conti si baard se trouve devant une frontière 
+ cor 
de mot et, en même temps spécifie la valeur phonétique de la consonne fi-
nale. Les allomorphes qui ne sont pas spécifiés dans une contrainte phono-
tactique, dans ce cas L+ voix] , se trouvent par postulat dans tous les 
contextes non-spécifiés (par exemple bard-en (plur)). 
En plus des alternances automatiques conditionnées par la 
structure phonétique, il existe des alternances automatiques qui sont 
morphologiquement conditionnées. Ce type d'alternance est conçu par Hudson 
comme la neutralisation d'un contraste phonologique dans un contexte mor-
phologique. De nouveau, les traits alternants sont indiqués entre accolades. 
Le choix de l'archiphonème est déterminé par la règle morphologique qui 
en même temps spécifie sa réalisation phonétique. 
Dans ce qui suit, nous appliquerons le modèle de Hudson à un 
certain nombre de processus automatiques, et nous tenterons de justifier 
pourquoi nous préférons une description transformationnelle de ces pro-
cessus. Nous commencerons par la discussion de la formation des diminutifs 
en limbourgeois (cf. chap. 2, note 6 ) . 
La formation du diminutif implique un processus de suffixation 
qui à un niveau très superficiel se décrit comme suit: 
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le suffixe -ira s'ajoute aux noms qui se terminent par la nasale 
palatale л 
le suffixe -ja s'ajoute aux noms qui se terminent par t/d. 
le suffixe -s s'ajoute aux noms qui se terminent par ir . 
le suffixe —д^э s'ajoute aux noms qui se terminent par les consonnes 
vélaires (Xt y, k, g, r¡ ) . 
Le s u f f i x e —kg s ' a j o u t e à t o u s l e s a u t r e s noms 
Exemples: 
s i n g 
WOp 
map 





imp t a 
" b l e s s u r e " 
" p a n i e r " 





" c l i e n t " 
t - k r i n t 
k r a n t 
k r i n t a 
1er anta 
k r i p t ^ a 
kuept^a 
"raisin de Corinthe" 
"journal" 
d - b e t 
h a i t 
beda 
ha lda hœlt^a 










v l e : X 
vo:X 
v l e t y a 
ν ο : γ θ 
v i e : X s k a 
v0:Xska 
"mouche" 
" j o i n t u r e " 
k- bro:k 
/ tœk 
b r 0 : k 
/taeke 
br0:kska 
/ t s k s k s 
"panta lon" 
"bâton" 









/ l a n 
lo i ja 




" s e r p e n t " 









(sing) (plur) (dim) 
b e l 
k r o : j 
vrow 
b u t r 
/ œ p 
/œp 
muf 
/ r u : f 
mes 
z e e s 
voe ƒ 
v l a : 
b a i o 









v œ / a 
v l a : s 
b s l k a 
k r œ : j k a 
v r œ wka 
Ьу:гкэ 
/ œ p k a 
/ œ p k a 
myfka 
/ r y : f k a 
me ska 
z œ ska 
vœ / k a 
v l e : k a 
" s o n n e t t e " 
" c o r n e i l l e 1 
"femme" 
"paysan" 
" p e l l e " 
" é c a i l l e " 
"manchon" 
" v i s " 
"messe" 
" s i x " 
" p o i s s o n " 
" t a r t e " 
Outre l'adjonction du suffixe approprié, les diminutifs se 
caractérisent par un certain nombre de régularités phonologiques: 
1. Si c'est une non-sonante, le segment final du radical est toujours 
non-voisé. 
2. Si c'est une plosive dentale, le segment final du radical est toujours 
palatalise. 
3. La voyelle accentuée du radical est toujours une palatale. 
La question est de savoir à présent si les régularités 1-3 représentent 
des alternances automatiques à conditionnement phonotactique ou morpho-
logique . 
Le limbourgeois possède un certain nombre de contraintes phono-
tactiques qui exigent la neutralisation du voisement dans les consonnes: 
(24) [- son] [- l] 
V V 
[ α voix] fa voix] 
Exemples : /tak 
gri:z j^t bru t ( < gri-.z + bru t) 
"bâton" 
"pain gris" 
IY »M (¥ bag & φ+ bruat ( < IX # φ+ bak # & ЬгліЧ) "це fais 
du pain" 
pudz rV du s (< puts + du s) "coite a torchons" 
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(25) [- s o n ] 1 I - son I + cont 1 
[- v o l x ] 
done [ ] [ ] en vertu de (24) 
ν ν 
[-voix] [- .voix] 
Exemples: u : t φφ fczys (< u:t + νε:γ3) 
en & & vle:X ^ fV faQa (< en + vle:Y + аг)Э) "attraper une 
mouche" 
an & ++ plaQk 14 ++ 3ε:γθ(< an + plaQk + ζε:γθ) " sc ier une 
planche" 
(26) [ - . s o n ] (iM) »¥ [+ s y l l ] 
V 
[ +. voix ] 
Exemples: ond φφ srva 
bud5 φφ owto 
(< ont + авг э) 




at ФФ ФФ kepd^ ФФ ФФ It (< at + kent-' + It) "l'enfant mange" 
(27) (»¥) Φ* + son 





ƒrup ΦΦ wa : tar (</rub + wa:tar) 
"barbe" 
"bute" (indie prés 
sing) 
"eau à laver le 
plancher" 
ad ΦΦ ΦΦ bet φφ ФФ ma:ke (<at + bed + та:кэ) "faire le lit" 
Examinons ensuite la forme lexicale du mot vle:X "mouche", dont la con­
sonne finale est tantôt [- voix] (vle^, vle:Xska) tantôt [+ voix] ( Іе:уэ). 
L'occurence de la variante non-voisée peut être prédite par les contraintes 










Après que la règle morphologique a choisi ska comme suffixe du diminutif, 
la contrainte (25) détermine 1'occurence de l'archiphonème et spécifie 
la valeur négative pour le trait de voisement. Considérons maintenant 
l'entrée lexicale du morphème qui signifie "lit" et dont la consonne fi-







Au diminutif la consonne finale se réalise t:bct э. Comment expliquer ce 
dévoisement? Normalement l'opposition de voix n'est pas neutralisée en 
faveur du segment non-voisé devanta. Le dévoisement des dentales serait-
il donc morphologiquement conditionné? A première vue cela surprend. En 
outre, la palatalisation des dentales nous met en garde. A noter les 
faits suivants: 
(30) 
wept·' fr jak 
bat fr jas 
go : t fr fr jo:r 




"peignoir de bain" 
"(une) bonne année" 
Ces faits montrent que le limbourgeois possède une contrainte phonotactique 
qui interdit les suites: 
(31) 
- son 1 
- cont ( W) fr )j 
+ cor I 
Cette observation suggère que la forme bcire pourrait être issue d'une 
suite morphématique bed # ja. Si tel était le cas, le dévoisement de d 
serait adéquatement prédit par la contrainte (27), mais il y a plus. La 
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présence d'un suffixe JB expliquerait en même temps la palatalisation de 
la dentale. Comme les dentales palatallsées font partie du système phoné-
mique du limbourgeois (cf. gsllr "argent" vs gatt "(cela) vaut"), on 
peut considérer la palatalisation de la dentale devant ja comme la neutra-
lisation d'un contraste phonémique (cf. pfnt+ja — > punira "(petit) point" 
et p(~,Vitr+jэ—> рфпіРз "(petite) livre"). C'est pourquoi l'entrée lexi-








C'est à partir de là que le modèle descriptif de Hudson fait fausse route. 
La difficulté tient au fait que le processus de neutralisation représente 
un processus de fusion dans lequel J perd son statut segmentai. C'est 
pourquoi, dans les morphèmes jsk, jos, òo:r etc. et le suffixe du diminu-
tif, J doit alterner avec zéro (T représente 1'archiphonème non-spécifié 
pour la voix et la hauteur): 
(33) / Ьеф {Ъ θ / 
Le choix de l'alternance zéro du permier segment du diminutif est imposé 
par la contrainte (31) qui interdit les suites plosive dentale + yod. Mal-
heureusement, la présence de j est nécessaire pour que la contrainte (27) 
choisisse correctement 1'archiphonème qui est non-spécifié pour le voise-
ment. La même remarque vaut pour la contrainte qui prédit la palatalisation 
des dentales devant des mots qui, ailleurs, commencent par yod. 
Hudson pourrait objecter que ¿a n'est pas une manifestation super-
ficielle du morphème du diminutif et que, de ce fait, la description propo-
sée est inadéquate. Il n'empêche que le même problème se pose dans le cas 
des mots bat as, etc. En ce qui concerne le diminutif, le problème de l'ab-
straction est éludé, si nous reformulons la règle qui distribue les suffixes 
de telle façon qu'elle attache ta après tous les radicaux qui finissent 
par p, t, t", d, solution qui, de surplus, nous semble intuitivement plus 
correcte. Dans le lexique les radicaux à plosive dentale finale fonL a l -








Après que le choix du suffixe t a est déterminé par la règle morphologique, 
une contrainte phonotactique qui exclut les séquences de groupes consonan-
tiques homorganiques choisira l'alternance zéro devant Ire. L'existence 
indépendante d'une telle contrainte est prouvée par les faits suivants: 
kop + bal =•= ЯэЬаІ "tête (terme de football)" 
kop + pi:η = kopi:n "mal de tête" 
b œ s + /af0:r = bœ/9fji:r "chauffeur d'autobus" 
wa/ + zak = wœ/ak "sac à linge" 
Dans la дгалвпаіге generative orthodoxe la forme superficielle de ces 
mots serait engendrée par une règle d'assimilation suivie d'une règle 
de dégémination. Dans le modèle de Hudson on aura besoin d'une contrainte 
qui exclue toutes les séquences d'obstruantes non-permises. De plus, le 
segment qui n'apparaît pas à la surface doit alterner avec zéro dans sa 
représentation lexicale. Du point de vue de l'adéquation observationnelle, 
rien ne s'oppose à une telle procédure. Pourtant, on se sent un peu mal 
à l'aise lorsqu'on se rend compte que le choix du segment qui alterne avec 
zuro est déterminé seulement pour permettre le bon fonctionnement de la 
machine. Intuitivement le processus qui transforme bœs # /э/0:г, 
WxS ¿φ гак, etc. en bœ faffrr, uxfak est un processus qui à la fois assi-
mile et réduit certaines suites de consonnes presque identiques. C'est 
pourquoi dans ce cas-là la méthode transformationnelle nous semble plus 
près d'une description adéquate. 
Le 1imbourgeois possède une règle de palatalisation vocalique 
qui est automatique pour la formation des diminutifs. Si l'on suppose 
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1 existence d'un système vocalique â quatre degrés de hauteur , la règle 
se conçoit comme suit 
(35) Umlaut [+ syll] - arr 








La règle palatalise toutes les voyelles accentuées et, en outre, ferme d'un 
degré la voyelle longue a:. Elle représente la version morphologisée d'une 
règle phonologique qui a profondément affecté le vocabulaire de tous les 
dialectes limbourgeois. Dans certains d'entre eux, son application produc-
tive est de rigueur également au pluriel des noms masculins (cf. Robinson, 
1975). Ce n'est certainement pas (ou plus?) le cas de la variante du lim-
bourgeois parlée à Schinnen. Pour ce voir, on observera le traitement des 
noms masculins suivants, qui ont été empruntés au néerlandais standard: 






map tais mSptJalke 
,3, 
máritJa 
(36) kom aidant к on endante kanandbptJ9 
slkrat&ree s lkr ataree a s lkrs tÈireske 
pâtar p í tar s p t : t « - k e 








Ces exemples font clairement ressortir à la fois la productivité de Umlaut 
dans les diminutifs et l'improductivité de la même règle au pluriel des 
noms masculins. La constatation que les jeunes locuteurs manifestent une 
nette tendance à remplacer les pluriels normalement umlautés par leurs 
correspondants non-umlautés constitue une preuve supplémentaire de 1'im-
productivité de la règle au pluriel: гае к (plur) -· roks (plur) "jupe", 
tak (plur) -» tafea (plur) "branche", by:k (plur) -» bu:ka (plur) "ventre". 
Dans le modèle de Hudson la différence entre l'alternance auto-
matique du diminutif et l'alternance non-automatique du pluriel s'exprime-
















opal ^ apal ^ трэікв 
(a) 
vlok ^ іокэ ^ vloE kska 
(b) 
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Le trait [+ arrière] est automatiquement neutralisé par la règle du diminu-
tif et, dans (37b), il alterne en outre non-automatiquement suivant la règle 
du pluriel, qui prend la forme d'un scheue distributionnel: 
(3Θ) [+ arr] / sing ^ [- arr] / plur 
Arrêtons-nous un instant sur les entrées lexicales représentées 
dans (37). D'abord, il convient de signaler une certaine inconséquence dans 
la reptésentation. L'entrée lexicale de Vlok indique que la prononciation 
"normale" de la voyelle du radical est o, mais que le trait [+ arrière] 
est neutralisé dans un contexte donné, précisé dans la règle du diminutif. 
Dans l'entrée lexicale de apsl, [+ arrière] alterne avec [- arrière] et 
rien dans la foime de l'entrée lexicale n'indique que le trait [+ arrière] 
est neutralisable (dans le même contexte). Une façon d'éviter cette incon-
séquence serait de compliquer quelque peu l'entrée lexicale de арэ£ en 
y introduisant une triple alternance (A représente l'archiphonëme): 
( a ) 
(39) )| A |( 
)|{+ arrière)1( 
Une autre façon d'éviter l'inconséquence signalée consiste à omettre toutes 
les marques lexicales qui indiquent les alternances automatiques et de dé-
river les variantes au moyen de règles transformationnelles. Il serait 
illogique, cependant, de conclure sur la base de cette constatation à la 
supériorité du modèle transformationnel. C'est pourquoi nous étendrons la 
discussion à l'intérêt même des marques lexicales qui signalent une alter-
nance automatique. Hudson reproche à la phonologie transformationnelle 
qu'elle néglige d'exprimer que même un morphème qui alterne automatiquement 
possède plusieurs formes phonémiques. Par là, elle est incapable d'invo-
quer le principe de Humboldt comme principe explicatif des nivellements 
analogiques. "The fact is that alternations are eventually leveled -despite 
the fact that they may begin as fully productive, completely regular, un-
exceptioned, automatic alternations" (1960: 115). Nous sommes tout-à-fait 
d'accord avec Hudson pour dire que l'efficacité du principe de Humboldt 
en tant que principe d'explication de certains types de changement phono-
logique est bien établie. Nous sommes loin d'être convaincu, cependant, 
que les alternances automatiques constituent le champ d'application de 
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1'universel de Humboldt du fait qu'elles sont phonémiques. C'est un fait 
bien connu que certaines règles phonologiques (ou certaines contraintes 
phonotactiques) sont hautement instables. Il y en a beaucoup, cependant, 
qui sont extrêmement tenaces. Nous avons déjà mentionné la règle de Auslaut-
verhärtung. Umlaut dans la formation des diminutifs en limbourgeois est un 
autre exemple d'un processus dont la productivité ne montre aucune trace 
d'usure depuis une milléme. On peut ajouter le dévoisement des fricatives 
en limbourgeois et en néerlandais, la nasalisation en français et l'assi-
milation des consonnes après voyelle accentuée en italien. Pourquoi le 
principe de Humboldt a-t-il été inefficace dans tous ces cas là' D'après 
nous cela tient au fait que tous ces processus sont automatiques et qu'ils 
continuent d'être productifs tant que d'autres processus phonologiques ou 
des facteurs plus ou moins externes tels que l'influence de superstrats 
ou d'adstrats ne viennent affecter leur productivité. En effet, nous croyons 
qu'il est inutile de distinguer dans la description de la compétence d'un 
adulte entre alternances allophoniques et alternances phonémiques productives. 
Ni les unes ni les autres ne sont sensibles aux pressions exercées par le 
principe de Humboldt. C'est pourquoi nous ne pouvons partager l'opinion 
de Hudson pour qui "allomorphy implies a redundancy in contradiction of Hum-
boldt's Universal —and, in this light, a certain dysfunction even in pho-
netically and morphologically conditioned automatic alternation" (1980: 117). 
Avant donc de faire appel au principe de Humboldt pour justifier 
la représentation lexicale des alternances automatiques, il faut avoir 
résolu la question de savoir pourquoi certains processus cessent d'être 
productifs, alors que d'autres sont transmis de génération en génération. 
Une contribution importante à la solution de ce problème a été faite par 
Kl parsky et plus précisément par son introduction de la notion d'opacité. 
Malheureusement, depuis son introduction, le principe d'opacité n'a jamais 
fait l'objet de recherches systématiques bien qu'il soit certain que 
dans sa formulation actuelle ce principe est inadéquat. L'hypothèse selon 
laquelle tous les processus de neutralisation sont opaques, ce qui est 
stipulé dans le cas 2b du principe d'opacité, est inexacte. Certes, cer-
tains processus sont intrinsèquement instables, comme, par exemple, les 
processus d'effacement, et d'autres, plus difficiles à définir, comme 
le rhotacisme latin. Tout en admettant donc que la notion d'opacité 
demande à être revisée et nuancée, nous ne sommes pas prêt à conclure 
que tous les processus automatiques sont instables de par leur nature 
phonémique même. Si nous avons raison de penser que les processus de neu-
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tralisation ne peuvent pas tous être mesures S la même аиле, l'argument 
important que Hudson fait valoir pour justifier la représentation lexi-
cale de toutes les alternances automatiques se dissout. 
En fait, la critique que nous avons exprimée contre le traitement 
non-transformationnel des processus de fusion est du même esprit que celle, 
plus générale, que nous avons formulée ci-dessus. D'après nous, la repré-
sentation lexicale psychologiquement réelle des mots comme Wsiak, kobal, 
etc. en limbourgeois est uœ/ # zak, kop & bal, etc. Aussi croyons-nous 
que Hudson, par son désir de prendre le contre-pied de la théorie trans-
formationnelle, a dépassé sa pensée en enlevant au transformationnalisme 
tout ce qu'il y a de dynamique. Si nous refusons donc de le suivre dans 
ses propositions, c'est que nous croyons que les locuteurs sont capables, 
non seulement d'abstraire de la surface la forme des processus productifs, 
mais encore de reconstruire des représentations lexicales monomorphiques 
invariables. Si cette hypothèse est fondée et s'il est vrai que le prin-
cipe de Humboldt opère sur la variation lexicale, la non-participation 




3.4. Changement analogique et la règle Inversée 
3.4.1 Les causes de l'inversion d'une règle 
La première étude approfondie du phénomène de la règle inversée 
remonte à Venneman (1972a). Pour Venneman la règle inversée est une forme 
de restructuration qui a lieu chaque fois que dans une règle A — > B/ D, 
D contient (en partie) les catégories morpho-syntaxiques les plus impor-
tantes de la langue. La restructuration serait la conséquence d'un prin-
14 
cipe universel (désormais "Universel de Humboldt (V)") qui exige que la 
catégorie sémantique primitive soit non-marquée (morpho)phonologiquement 
par rapport aux catégories sémantiques secondaires. Le marquage de ces 
dernières catégories peut s'effectuer par l'addition d'un morphème ou par 
l'application d'une règle (morpho)phonologique. Si, par un accident histo-
rique, la marque se greffe sur la catégorie sémantique primitive, la re-
présentation nouvelle de cette catégorie, y compris la marque, sera ré-
interprétée comme la forme de base phonologique. La forme concrète des 
catégories secondaires sera dérivée par une règle inversée. Voici la re-
présentation schématique de ce phénomène, qui est une version simplifiée 




Niveau sémantique A 
(40) Niveau de manifestation X + Y 
Stade II 
Niveau sémantique A A' 
Niveau de manifestation X' (- X+ï) X' + Ϋ (+Z) 
Dans le tableau ci-dessus Y est la règle qui par un accident historique 
s'est appliquée à la forme représentant la catégorie primitive, Ζ la marque 
éventuelle de la catégorie secondaire et Ϋ la règle inversée. 
Il n'y a pas que la tendance universelle à faire correspondre 




Χ (+ Ζ) 
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la cause de l'inversion d'une règle. D'après Vennemann, "a second factor 
in rule inversion is indoubtedly the relative frequency of alternants, 
either in running text or in numbers of forms within a paradigm/ although 
there is so far little evidence to prove this" (p. 236). La nécessité du 
critère de la fréquence est d'autant plus nécessaire que certains phéno-
mènes que Vennemann aimerait attribuer à l'effet de l'inversion d'une 
règle ne concernent pas l'opposition entre catégories sémantiques primi-
tives et secondaires. C'est le cas d'un certain nombre de règles d'hiatus 
dont le développement typique serait comme suit (p. 212): 
Stade I С —» 0 / V — îVC 
Stade Ha 0 —> С / V — )M V 
dans des formes lexicalement marquées (c.-à-d. dans 
(41) les formes qui avaient la consonne dans cette position 
au stade I) 
Stade IIb 0 —> C / V — # V 
sans marques lexicales 
Parmi les exemples que présente Vennemann pour illustrer ce développement 
nous avons choisi un phénomène emprunté à l'anglais. Certains parlers 
anglais connaissent l'épenthèse d'un r non-étymologique dans les contextes 
complémentaires à ceux qui ont conditionné jadis l'effacement du r final. 
Voici la description de ce phénomène par Vennemann: 
the water is the idea is 
the wate may the idea may 
the wate the idea 
(42) Stade IIa 0 —> г / V — +4 {&)V idem 
Stade IIb idem idem the idear is 
the idea may 
the idea 
Tout en partageant l'opinion de Vennemann qui considère inexact 
de décrire, à partir du stade lia, l'alternance 0 ^ ? au moyen d'une règle 
d'effacement, nous sommes d'avis que le caractère global de sa description 
Stade I r — > 0 / V — ¿ M ^ } 
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dissunuLe certains faits qui nous paraissent trop intéressants pour être 
passés inaperçus. Notons d'abord que la règle d'ëpenthèse telle qu'elle 
est formulée dans (42) est observationnellement inadéquate. L'inadéquation 
tient au fait que le contexte de gauche de la description structurale des 
règles d'effacement et d'épenthèse ne peuvent être identiques. Etymologique-
ment le г final ne se rencontre qu'après les voyelles э (.killer "assassin"), 
га (dear "cher"), еэ (bear "ours"), оэ (tour "tour (m)"), a: (car "voiture"), 
Э- (bore "calibre") et 3; (fur "fourrure") (cf. Gimson 1962: 204/5). La 
nature exacte des voyelles qui constituaient le contexte de gauche n'a pas 
été pertinente pour la règle d'effacement, pour laquelle le critère de sim-
plicité impose à juste titre le choix du contexte le plus général. Pourtant, 
au stade lia les locuteurs ont dQ être sensibilisés aux propriétés phoné-
tiques du contexte de gauche, parce que le r non-étymologique ne pénètre 
jamais dans des contextes autres que { , гэ, εβ, оэ, а:, э:, 3: } — фф фф . 
Sans aucun doute cette sensibilisation a été déclenchée par le désir des 
locuteurs de distinguer les mots à г de transition de ceux qui n'en avaient 
pas. Malgré la découverte du contexte phonétique pertinent, les mots à r 
de liaison auraient dQ être retenus un à un, à cause du fait que le voca-
bulaire hérité comptait une classe de mots dont le segment final était э 
(v-illa "villa"), ta (idea "idée"), a: (shah) ou 0: iShau) . C'est sans 
doute pour cette raison que Vennemann admet l'existence d'une période de 
transition (lia) pendant laquelle les mots qui étaient suivis d'un r de 
liaison était lexicalement marqués. 
Dans le modèle descriptif que nous avons défendu dans la section 
précédente les mots comme car, killer, dear etc. auraient, tout de suite 
après la chute obligatoire du г final, la représentation lexicale oa {
й
 } , 
dea {
 й
} , etc. On peut se demander, cependant, si le lexique est l'endroit 
approprié pour distinguer les mots â consonne de liaison de ceux qui n'en 
avaient pas. Plusieurs faits s'y opposent. D'abord, les mots qui devant 
consonne se terminent par sa, оэ, 3: avaient tous un r étymologique devant 
voyelle. C'est ce fait qui rend superflu l'introduction (provisoire) de 
traits diacritiques ou d'alternances dans les entrées lexicales des mots 
comme bear, tour, fur etc. Puis, après la chute du r final, la situation 
a dû être tout à fait confuse. C'est pourquoi il est mal avisé de suggérer 
que les locuteurs sont arrivés à faire une distinction très nette entre les 
mots avec et sans r de liaison. Ensuite, si le r a été effectivement inter-
prété comme un r de liaison il est descriptivement inadéquat d'introduire 
l'alternance dans les entrées lexicales. Enfin, la règle qui rend compte 
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de la distribution du r est иле règle très tardive, phonétiquement condition-
née. Sceme toute, pendant la période de transition la règle se comporte & 
tous égards comme une règle variable. C'est ce qui nous amène à décrire 
1'twolution du r final de la façon suivante: 
L'évolution du r-final en anglais 
Stade I représentation lexicale 
water villa bear 
règle d'effacement 
r > 0 / V ¡¥ ('Jf } 
the wate/bea/villa may 
the water/bear/villa is 
Stade II représentation lexicale 
wate villa bea 
règle variable 
[<х+^>| — * * V / < r > < _ 0 / — *(¿> 
(43) conditions: 
si χ ^ 
-long 11 
-centralis , , , , . ..,.,_. 
, ' ) , la règle a la probabilité zéro 
+long I I . „, 
+hau? | ) (P " 0) 
- si χ = ее, 03, 3:, la règle a la probabilité 1 Cp = 1) 
- si χ = э, іэ, a:, 0:, la règle a une probabilité entre 
zéro et 1 (0 < ρ < 1) 
the wate/villa/bea/tree may 
the wate <x> /villa <r>/bear/tree is 
Stade III représentation lexicale 
wate villa bea 
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rëgle obligatoire 
! - * 
l+longj J 
the water/villa/bea/tree may 
the water/villar/bear/tree is 
Avec toutes les réserves nécessaires, on pourrait supposer que la généra-
lisation du r de liaison en anglais a été fortement favorisée par l'exis-
tence d'une sous-classe de mots pour lesquels l'alternance 0 ^ Γ a toujours 
été automatique. Notons, pour terminer la discussion de cet exemple, qu'il 
est inutile de s'interroger sur le sens que prend la flèche dans la règle 
qui décrit l'alternance 0 "" r. Etant donné que la prédictibilité des formes 
superficielles peut aller dans un sens comme dans l'autre, nous ne pouvons 
imaginer d'argument valable pour ne pas exprimer ce fait dans la forme de 
la règle même. En même temps, le critère de prédictibiliti est inefficace 
s'il s'agit de déterminer la variante de base. Notre décision de lexica-
liser les variantes sans r est fondée sur le fait que le r est une consonne 
de transition, qui, par conséquent, ne fait pas partie de la représentation 
lexicale de ces morphèmes. 
3.4.2. La nature de la règle inversée 
On devra remarquer tout de suite que la proposition de Vennemann 
se fonde sur des considérations fondamentalement différentes des critères 
employés par la phonologie generative orthodoxe pour établir les structures 
sous-jacentes. Là, non seulement le caractère génératif des règles mais 
aussi l'hypothèse d'un rapport (morpho)phonologique entre les allomorphes 
découlent des fondements de la théorie, qui vise à expliquer l'efficacité 
de l'apprentissage linguistique. Etant donné un ensemble d'alternances d'un 
certain type, la variante à partir de laquelle l'allomorphie superficielle 
peut être prédite de la manière la plus naturelle est choisie comme basique. 
Généralement, la forme lexicalisée est la forme la plus ancienne. C'est là 
une conséquence du fait que seuls les changements oonditxormês conduisent 
à l'allomorphie et c'est aussi parce qu'il s'avère souvent possible d'en-
gendrer synchroniquement les formes plus tardives par une copie naturelle 
de la règle diachronique. L'ordre extrinsèque et le marquage lexical aidant, 
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même les morphèmes dont le rapport phonologique paraît synchroniquement 
des moins évident, peuvent être reliés au moyen de règles qui soutiennent 
l'illusion du naturel. Malgré l'exploitation excessive de toute la lati-
tude formelle, dont les critiques sont nombreuses et, à notre avis, souvent 
fondées, le modèle orthodoxe a l'avantage de la cohérence. La justification 
de l'invariance lexicale dépend crucialement de la possibilité de construire 
une règle susceptible d'engendrer la variation superficielle. Lorsque, pour 
des raisons de généralité ou de naturalità, on renonce à la formulation 
d'une règle, la variation superficielle est ipso facto lexicalisée. 
Si, à l'instar de SPE, Vennemann semble accepter l'invariance 
lexicale corame un but qui mérite d'être retenu, ce n'est plus la possibili-
té de construire une règle (plus ou moms) naturelle qui justifie le choix 
de la forme lexicalisée. Celle-ci est choisie sur la base de données statis-
tiques et/ou sémantiques. Par ailleurs, indépendamment des considérations 
dérivationnelles, chaque ensemble d'allomorphes comprend des formes qui 
sont moins marquées ou plus fréquentes que d'autres. En revanche, la foïwie 
de la catégorie marquée n'est pas toujours (morpho)phonologiquement déri-
vée de la forme de la catégorie non marquée. En réalité la théorie de l'in-
version des règles repose sur deux principes très différents, dont l'un 
n'implique pas nécessairement l'autre. Cet asynchronisme apparaît dans 
l'exemple suivant. 
Parmi les allomorphes du verbe aller, on compte al et ir (comme 
dans nous allons ъ nous irons). Les formes en question représentent un cas 
de supplétion phonologique. Pour la théorie orthodoxe l'impossibilité de 
prédire la variation au moyen d'une généralisation véritable implique que 
les deux formes sont lexicalisées. Etant donné 1'isomorphisme supposé entre 
la structure interne de la grammaire et l'organisation mentale de la con-
naissance linguistique du locuteur, il est généralement admis que la solu-
tion "coûteuse" qu'est la lexicalisation des deux morphèmes se justifie 
par le fait que les propriétés phonologiques de al et de ir doivent être 
mémorisées par le locuteur. Dans la théorie de \tennemann, l'allomorphe al 
jouit d'un statut privilégié par rapport à ir. C'est al qu'on rencontre 
dans la forme de 1'infinitif, qui représente une catégorie sémantique non-
marquée. De plus, dans le langage enfantin la forme allerai est souvent 
substituée à la forme standard ггаг. C'est ce qui nous permet de penser 
que, si un jour la variation est abandonnée, c'est le morphème al qui 
sera généralisé. Pourtant, dans la théorie de Vennemann l'existence d'une 
forme non marquée n'implique pas l'existence d'une règle (morpho)phonolo-
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gique de la même façon que la non-existence d'une règle exclut l'Invariance 
lexicale dans la théorie de БРЕ. Posé différemment, le rapport sémantique/ 
statistique entre al et ir n'est pas différent de celui qui existe entre, 
par exemple, honor· et honos en latin. Cependant, personne ne croira qu'au 
niveau phonologique il existe entre al et ir un rapport dérivationnel. 
Comme les deux allomorphes doivent être lexicalisés, il est impossible 
d'exprimer le parallélisme entre les deux cas d'allomorphie discutés. C'est 
seulement dans le cas de honor 'ь honos que le statut sémantiquement primaire 
de honor peut s'exprimer formellement et qu'il peut donc fonctionner comme 
la base phonologique de l'allomorphie superficielle. Notre souci d'un trai-
tement formel identique des deux cas d'allomorphie semble d'autant plus 
justifié que la théorie de l'inversion des règles prend sa source dans le 
désir de Vennemann de prédire les changements analogiques "one desirable 
goal of a theory of grammar is to characterize alternants (...) in such a 
way that a prediction can be derived from their representation in the gram-
mar as to which one will prevail over the other" (1974a 138). Si l'identi-
té entre les profondeurs sémantique et phonologique a été réalisée, le 
nivellement analogique peut, dans certains cas, être décrit comme la perte 
d'une règle phonologique (inversée). Comme nous l'avons vu, les cas de 
supplétion ne cadrent pas avec une telle conception du changement analogique . 
D'une façon ou d'une autre, une théorie du changement analogique doit per-
mettre de caractériser parmi les allomorphes d'un paradigme supplétif, les 
formes qui font partie des catégories sémantiques primaires ou qui jouissent 
d'une fréquence d'emploi nettement supérieure. Mais alors, à supposer qu'une 
théorie adéquate du changement analogique puisse être construite, elle pour-
rait distinguer de la même façon entre honos et honor qu'entre al et гг. 
Or, si nous sommes d'accord avec Vennemann pour dire que les notions de 
catégorie sémantique primaire et de fréquence jouent certainement un rôle 
important dans une théorie adéquate du changement analogique, nous ne sommes 
pas convaincu que ces mêmes notions peuvent justifier la dichotomie phono-
logiquement basique % phonologiquement dérivé. Dans la section suivante, où 
nous discuterons le rhotacisme latin dans la perspective de la règle inver-
sée, nous préciserons notre refus d'accepter une théorie phonologique ba-
sée sur la sémantique ou la statistique. 
3.4.3. Le rhotacisme latin dans la perspective de la règle inversée 
Lorqu'on veut expliquer le nivellement des paradigmes du type 
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honos ^ honoris en latin par la perte d'une règle inversée il devrait être 
possible de faire appel à l'un des facteurs suivants: la prédominance de 
la catégorie sémantique primitive ou la plus grande fréquence des formes 
qui se terminent par r. Un appel à l'universel de Humboldt (V) serait le 
plus séduisant, étant donné le manque de force démonstrative dont souffre 
le facteur de la fréquence. Pourtant, presque chaque fois que le rhotacisme 
est présenté comme un exemple d'inversion de règle on cherche en vain la 
motivation du changement . Hooper est la seule à fournir une indication 
précise concernant la cause de la restructuration. "The direction of the 
levelling suggests /honor/ as the base form. This is not too surprising, 
since levelling usually favors the forms of the basic or unmarked category. 
Evidence in Latin and Early Romance suggests that the accusative is con-
sidered the basic category for nouns, since this is the case that came to 
replace all others when case distinctions were being lost" (1976b 95/96). 
Si nous interprétons correctement ses remarques, Hooper suggère que la 
motivation de la restructuration relève de l'activité de l'universel de 
Humboldt (V). L'élément pertinent de son argumentation est l'hypothèse 
que l'accusatif constitue la catégorie non-marquée en latin. C'est là une 
supposition qui est partagée par grand nombre de linguistes, mais qui, 
néanmoins, n'est nullement fondée. La question mérite une discussion serrée. 
D'abord, si Vennemann a raison de dire que les adultes s'adressent 
aux enfants dans un langage ou les catégories primitives sont le plus fré-
quemment présentées (1972a:238), opinion que nous sommes prêt à partager, 
la constatation qu'en latin l'accusatif représente la catégorie non-mar-
quée implique que le langage "enfantin" des parents romains a dû se caracté-
riser par une différence d'occurence significative entre l'accusatif et le 
nominatif et que cette différence se faisait en faveur de l'accusatif. Pour 
la même raison on s'attendrait à ce que l'enfant acquière les formes phono-
logiques qui représentent l'accusatif avant qu'il ne maîtrise les autres 
formes flexionnelles. cette implication est pour le moins surprenante et 
demande à être étayée par des données d'acquisition linguistique empruntées, 
faute de mieux, à des langues contemporaines. Pour les langues telles que 
le russe et l'allemand, dont le système casuel est plus ou moins comparable 
à celui du latin classique, Slobin (1970) a observé que les enfants com-
mencent par mettre tous les noms au nominatif, indépendamment du cas qu'exi-
gerait la grammaire des adultes. Ce n'est pas uniquement le bon sens, mais 
aussi des données tirées d'un grand nombre de langues qui lui font dire: 
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"the underlying semantic-cognitive structure of human experience is uni-
versal, and these universale of structured experience seem to be expressed 
in strikingly similar fashion in child speech around the world" (p. 175). 
De plus, il est remarquable de voir que les formes de l'accusa-
tif, contrairement â celles du nominatif, sont souvent marquées en latin 
par l'addition d'un morphème, dans lequel on a tendance & voir le signe 
manifeste d'une catégorie sémantique secondaire (Z dans le schéma (40)). 
Ensuite, il existe de nombreux cas de nivellement analogique 
en latin dont la direction est déterminée par la forme phonologique du 
nominatif. Voici quelques exemples: 
- l'alternance de quantité, qui s'est maintenue en latin 
classique dans un petit groupe de mots de la troisième 
déclinaison (cf. arbôs ^ arbBris "arbre", pubes л. pubëris 
"adulte", a disparu dans la grande majorité des paradigmes 
par la généralisation de la voyelle longue: vox "ь осів 
"voix", honos ъ honoris "honneur", вогог ъ вогогга "soeur", 
etc. (cf. Juret, 1937: 92)). 
- En latin prélittéraire toute voyelle courte passait à è 
devant г en syllabe ouverte (cf. Meillet et Vendryès, 1927: 110): 
pepari —> ререгг (cf. parto "naître") , legi -rupa — > lege-rupa 
"délinquant" (cf. legi-fer "législateur"), Falisii — > Falerit 
auguratus — > augeràtus "pratique de la divination" (cf. augur 
"augure, divin"). Parmi les substantifs neutres, les uns ont 
l'alternance о ^ e (cf. opus (< os) ^  operis "travail", 
saelus (< os) •>» sceleris "crime"), les autres ont générali-
sé le о, и du nominatif corpus (< оз) corporis "corps", 
fulgus * fulgurie "foudre". 
- L'alternance vocalique indo-européenne e ^  о a pratiquement 
disparu de la phonologie latine. Nous en trouvons quelques 
traces dans les noms propres Anio τ, Arnenis, Nenô ъ llerïênis 
qui sont de provenance dialectale. Le caractère exceptionnel 
de ce type d'ablaut a causé son élimination rapide. Dans 
Ernout (1953: 11) nous lisons qu'Ennius décline Anio ^ Anioni s 
et Caton Aniens Anienis. Il présente aussi l'évolution de 
deus "dieu" comme un autre exemple d'un nivellement dans les 

















Sur le nom/acc deua/deim on a refait les cas deb, deo tandis 
que sur аі г3 divo on a refait divua, divum forme qui a sub­
sisté grâce à une spécialisation de sens (cf. dtvus Augustus 
"divin Auguste"). 
Puis, lorsqu'un mot jouit d'une certaine indépendance syntaxique, 
il se met au nominatif. Telles les enumerations (les exemples sont de 
Hofmann et Szantyr, 1965: 2 ) : 
- акт ministeria tria. Fortunata, Augendus, Augenda 
- quemri-s hominem весит attulit ad поз: grammaticus, rhetor, 
géomètres, pictor, aliptes, augur, aahoenobatês eqs 
Telles encore les appositions: 
- Luciom Scipione(m), filios Barbati 
- Sextili, Dionysiae filius 
C'est en nous fondant sur ces faits que nous concluons avec Meillet et 
Vendryès qu'en latin "c'est sous la forme du nominatif que, hors de la 
phrase, le nom se présente à l'esprit" (1927: 500), remarque qui, d'ailleurs, 
constitue mutatis mutandis une définition parfaite du cas non-marqué. 
Finalement, la constatation que dans l'histoire des langues 
romanes l'accusatif l'a emporté sur tous les autres cas ne peut être allé-
gué pour postuler qu'il s'agit là d'une catégorie non-marquée en latin que 
si l'on a montré auparavant que c'est vraiment â cause de son caractère sé-
mantique de base qu'il a survécu aux autres. Dans ce qui suit nous essayerons 
de montrer que la survie de l'accusatif s'explique d'une autre façon. 
1 б 
Il a été observé depuis longtemps que le latin vulgaire mani-
festait une préférence pour les. constructions analytiques (ad illum patrem) 
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au lieu de l'expression synthétique (patri , ainsi qu'une tendance & faire 
suivre toutes les prépositions de l'accusatif. Déjà dans les inscriptions 
pompéiennes, on peut rencontrer la préposition cum suivi de l'accusatif, 
Satumiue cum suos discente s . L'extension du domaine de l'accusatif au 
détriment des autres cas, peut Être représentée parle schéma suivant, où 
les chiffres indiquent la chronologie relative: 
Nominatif 
Accusatifs 
(44) préposition + 1 GénitifV ] 
2 Datif У 
3 Ablatir 
Jusque-là les données confirment l'hypothèse de Hooper. En effet, tout 
porte à croire que l'accusatif constitue parmi les cas obliques la caté-
gorie la moins marquée. Avant de discuter l'étape décisive, la réduction 
des deux cas qui restent à un seul, il est nécessaire d'examiner de plus 
près la façon dont fonctionnent les restes du système casuel latin en 
ancien français. 
Le système casuel de l'ancien français est un système â deux 
cas, où le cas sujet (CS) a assumé les fonctions du nominatif et du voca-
tif latins et où le cas régime (CR) remplit les fonctions des autres cas. 
Le seul morphème flexionnel est s. Voici quelques paradigmes représentatifs 
de la distribution de ce morphème (le signe = est ajouté devant les flexions 
introduites par analogie): 
I. Type Parisyllabique 
Masculin Feminina 
(а) (а) 
latin anc fr. latin anc fr. 
sing sing 
es muTus > тир-B causa > cause 
CR mumm > mur causam > cause 
plur plur 
es muri > mur causae > cause = s 




CS magister > matetre =s 
CR magistmm > matetre 
plur 
e s magistri > matstre 
CR magistros > matstre-s 
sing 
flos ( flor) > flour =8 















es homines ( homini) > ome 





A la suite d'une longue évolution phonologique qui avait profondément boule-
versé le phonétisme latin/ s était le seul moyen substantiel pour maintenir 
l'opposition entre le singulier et le pluriel ainsi que celle entre le cas 
sujet et le cas régime. Sans doute sous l'influence des formes qui déri-
vaient de la deuxième déclinaison latine, s avait fini par être pris pour 
la désinence caractéristique du cas sujet singulier, ce qui explique son 
extension au cas sujet des mots comme maîstre et flour. De plus, s était 
la marque régulière du pluriel pour les deux cas dans tous les mots fémi-
nins, d'où probablement l'addition analogique d'un s au cas sujet pluriel 
de cause. Enfin, s avait persisté dans le cas régime des masculins pluriels. 
En simplifiant quelque peu, la distribution de s peut être conçue schéma-
















La complexité de la charge fonctionnelle portée par s apparaît clairement 
si nous traduisons les schémas (46 a,b) en règles morphologiques: 
[+sing + CR] » 0 [+plur + CR] > s 
(47) [+sing + CS +fem] » 0 (s) [+plur + CS +fem] > s 
[+sing + CS +masc] > s [+plur + CS -Hnasc] > fi 
En sacrifiant la differentiation déjà incomplète de genre, la double oppo-
sition sing * > plur et CS < > CR aurait pu être sauvegardée par l'ex-
tension du système (46a) au système (46b). La présence d'un s non-étymolo-
gique dans le nominatif flours ainsi que l'effacement du s radical, qui 
avait été pris pour le s de flexion, au CS pluriel et au CR singulier des 
mots indéclinables (cf.wer, refit, abi < vers, refus, obis) permettent de 
conclure que la tendance à la généralisation de (46a) a en effet existé. 
Pourtant, même le système uniforme qui aurait résulté d'une pareille sim-
plification: 
..os [+sing + CS] » s f+plur + C!.] > 0 
(4o ) 
[+sing + CR] > 0 [+plur + CR] » s 
aurait été loin de 1'universel de Humboldt (V) , dont la forme idéale serait 
plutfit: 
t+sing ] » 0 
[+plur ] > s 
ou 
[n cas ] * 0 
[m cas] > s 
Indépendamment de la question de savoir si le nominatif représente le cas 
marqué (πι) ou non-marqué (η) , la classification croisée, imposée par la 
nécessité de garder distinctes 2 oppositions â l'aide d'un même signe (β) , 
exclut â priori la possibilité d'un marquage qui soit en plein accord avec 
le principe de Humboldt (V). Evidemment, la manière de régulariser la situ-
ation consisterait à abandonner l'une des deux oppositions. 
Arrêtons-nous sur cette constatation et répétons que la situation 
représentée par (48) enfreint l'universel de Humboldt (V), qui interdit 





Ajoutons que la double charge fonctionnelle du morphème grammatical s est 
en désaccord avec l'autre principe de Humboldt qui exige l'unité de forme 
pour l'unité du rôle grammatical. Généralement les linguistes ont recours 
â ce principe pour expliquer le refus des langues de maintenir une plura-
lité de signifiants en face d'un signifié unique. Notre suggestion que 
l'universel de Humboldt est également efficace dans le sens inverse est 
1Θ 
appuyée par les travaux récents de Karmiloff-Smith . Dans une étude qui 
vise à révéler comment les enfants français acquièrent les fonctions va-
riées des déterminants, elle constate que "children first approach language 
as if morphemes were unifunctional and that development consists in con-
ferring on a series of unifunctional homonyms the status of a plurifuncti-
onal morpheme" (1979: 224). Dans une première phase, qui s'étend globale-
ment de trois à cinq ans, l'enfant utilise les déterminants uniquement 
dans leur fonction descriptive et, lorsqu'il commence à utiliser les mots 
dans leur fonction determinative, il est inconscient du fait que le même 
mot remplit une double fonction. Ce n'est que pendant la deuxième phase, 
qui s'étend de 5 à θ ans, que l'enfant commence à se rendre compte des 
fonctions véritables des morphèmes. Dès lors, il fait preuve d'une nette 
tendance â utiliser un morphème unique pour chaque fonction qu'il désire 
exprimer. Cette tendance à distinguer formellement entre les diverses 
fonctions d'un mot peut même le pousser à créer des formes quelque peu 
agrammaticales. Ainsi il réserve l'énoncé "ma X" à la fonction descriptive 
de l'adjectif possessif, qui est gardée distincte de sa fonction deter-
minative pour laquelle l'enfant se sert de la suite "la mienne de X". 
Pareillement, l'enfant sépare la fonction de référence non-spécifique et 
la fonction numérale du morphème unie) par l'emploi respectif des séquences 
"une X" et "une de X". 
Les données de Karmiloff-Smith à l'appui, nous concluons que 
l'action concertée des deux principes de Humboldt exerçait une vive pres-
sion pour simplifier le système de marquage morphologique tel qu'il exis-
tait en ancien français. Cependant, le désir de restreindre le morphème 
S â une seule des fonctions grammaticales soulevait le problème du choix. 
En fait, le problème n'existe qu'en apparence puisque la détermination 
de la catégorie qui persiste découle d'une troisième tendance universelle 
qui, représentée sous une forme hiérarchique, indique la force relative 
des différentes catégories susceptibles d'être exprimées dans la flexion 
nominale (cf. Kiparsky, 1972; Linell, 1979- 144) 
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(50) Univerael de Kiporsky/Linell 
Nombre > ( ^ ^ 1 > Genre > Catégories de déclinaieon arbi-l Cas . . 
' ' trairas 
( > signifie 'plus fort que') 
Sur le plan empirique, cette hiérarchie implique que les catégories fortes 
résistent plus fermement à la désintégration éventuelle du système flexi-
onnel que les catégories faibles. C'est, grosso modo, dans l'ordre indiqué 
par (50) qu'a progressé la désintégration du système flexionnel du latin. 
Si nous nous limitons aux catégories qui sont pertinentes & notre discus-
sion, nous constatons que le principe (50) impose l'abandon de la catégo-
rie "cas" avant la perte de l'opposition sing <—> plur. 
Lorsque nous reportons maintenant notre attention sur la struc-
ture interne du système linguistique de l'ancien français, il apparaît 
immédiatement que la survie de l'accusatif est le résultat du jeu concer-
té des trois principes universaux introduits ci-dessus. Les deux principes 
de Humboldt exigent que la flexion soit en effet simplifiée. Dans pareille 
situation le principe de Kiparsky/Linell stipule que le marquage casuel 
disparaît avant le marquage numéral. De plus, la tendance vers l'unité de 
forme pour l'unité de fonction était favorisée par le fait que la fixation 
croissante de l'ordre des mots pouvait facilement récompenser l'abandon 
de l'opposition casuelle. Enfin, dans les formes de l'accusatif, l'oppo-
sition sing <—> plur était constante pour les deux genres, d'une façon 
qui était conforme au principe de Humboldt (V) (cf. tableau (49a). Etant 
donné ces faits, la généralisation de la forme du cas régime au cas sujet 
représente, à l'intérieur des marges du système de marquage existant, la 
meilleure solution pour reconcilier ce fragment de la grammaire de l'ancien 
français avec les trois tendances universelles mentionnées. La simplifi-
cation acquise constitue essentiellement la victoire de l'opposition 
sing <—> plur sur l'opposition CS <—> CR et non la victoire d'un cas 
supposé non-marqué, le cas régime, sur un cas supposé marqué, le cas sujet. 
C'est là une observation qui, presque un siècle avant nous, a été faite 
par Meyer-Lùbke, qui remarque à propos de la perte de l'opposition 
CS <—> CR dans les langues romanes: "die Reduktion der zwei Kasus auf 
einen, ist wohl zunächst daraus zu erklären, dass das Bedürfnis, den Singu-
lar vom Plural zu scheiden, ein grosseres war als dasjenige nach der Tren-
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nung von Nominativ und Akkusativ" (1894, II: 26). Ayant démontré que la 
suggestion de Hooper, qui voudrait expliquer l'inversion de la règle de 
rhotacisme par le caractère non-marqué de l'accusatif, est fondée sur dea 
bases peu solides, on peut conclure que c'est la fréquence relative de 
l'allomorphe honor· qui est à l'origine de la restructuration. Bien que 
nous ne disposions pas de données précises concernant la fréquence relati-
ve des différents cas en latin, il semble en effet probable que la forme 
du nominatif singulier bonos ait été d'un emploi moins fréquent que l'en-
semble des autres formes du paradigme, qui, toutes, contiennent l'allo-
morphe honov. De cette constatation à la supposition que le fait d'avoir 
une fréquence relative plus grande suffit à ce qu'une forme soit inter-
prétée comme phonologiquement basique, il y a un pas que nous hésitons 
vivement à faire. Voici nos raisons. 
Admettons avec Vennemann (et Kiparsky) que l'enfant, pour des 
raisons qui relèvent de sa faculte linguistique innée, soit contraint â 
considérer l'un des deux allomorphes comme phonologiquement basique. A la 
lumière de la discussion ci-dessus on doit supposer que le nominatif était 
fréquemment représenté dans le langage que tenaient les parents à leurs 
enfants. Parmi leurs stratégies d'acquisition il y en a une qui relève du 
principe de Humboldt (V) et qui les encouragent à construire "a grammar 
in which the overt manifestation of the primitive semantic categories are 
basic and the overt manifestation of the secondary semantic categories 
are derived by rules from the basic ones" (Vennemann, 1972a 237, c'est 
nous qui soulignons). On s'attend alors à ce que le principe de Humboldt 
(V) soit surtout actif au cours du premier stade de l'acquisition linguis-
tique, car c'est pendant cette période que la fréquence des catégories 
sémantiques primitives est le plus élevée. La forme honos sera prise pour 
basique et les autres formes, dont 1'occurence augmente â mesure que 
l'acquisition s'accomplit, en seront dérivées. Même si nous admettons 
que, dès le début,,les parents n'hésitent pas à se servir des formes à 
l'accusatif avec une certaine régularité, il reste toujours un autre fac-
teur dont Vennemann reconnaît la pertinence celui de la prédictabilité 
relative des formes à partir d'une forme donnée. Dans le cas présent, ce 
facteur nous pousse à considérer honos comme basique, plutôt que honor. 
De même, lorsqu'à un stade d'acquisition plus avance l'enfant est exposé 
à un nombre croissant de cas obliques, il constate que la grande majorité 
des formes dérivées est en accord avec sa supposition originelle d'un 
allomorphe basique en s. Pourtant, ce que Vennemann suppose est que les 
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effets de l'universel de Humboldt (V) et du critère de la prédictabillté 
sont annulés par la pression de la fréquence relative de 1'allomorphe 
honor. Tout d'un coup, l'enfant procède & une restructuration de sa graffi-
maire (intermédiaire), qui consiste à substituer honor à honos dans son 
lexique, ce qui entraine un marquage lexical massif pour exclure des mots 
cornue auctor, uxor, tumor etc. du domaine d'application de la régie 
ρ — > β / [nomi]. Dans ce cas précis le remède semble pire que le mal, 
et plutflt qu'A la supposition de Vennemann nous nous rallions â l'opinion 
de HcCawley qui dit: "Unless strong reasons should be found for holding 
otherwise, we should operate under the assumption that the child does not 
undertake drastic revision of his granular : all he needs to do is to change 
his grammar so that it will do something for him that it does not now do; 
Whether it is also optimal, in any sense other than 'easiest to get to 
from where he гз now' is Immaterial" (1976: 162). La seule raison qu'on 
puisse imaginer pour justifier l'inversion de la règle du rhotacisme est 
la constatation que le nivellement des paradigmes se fait par la générali-
sation des variantes en r. Plutôt que "fort" cet argument suppose un rai-
sonnement qui est tout simplement circulaire: on pose l'inversion de la 
règle pour expliquer le nivellement qu'on explique ensuite en invoquant 
l'existence de la règle inversée. Par ailleurs, la règle inversée ressem-
ble ä tout point de vue α un processus non-productif: son seul destin est 
de disparaître. Vennemann admet lui-même que "rule loss is conceptually 
motivated and occurs only if a rule is dead, both as a phonetic process 
and a symbolic process" (1973):191). En fin de compte, il nous semble que 
l'unique signification de la flèche d'une règle inversée est d'indiquer 
que son input détermine la direction du nivellement analogique. Cependant, 
si nous arrivons à construire une théorie adéquate du nivellement analo-
gique, la direction du nivellement découle des principes formulés dans 
cette théorie. C'est pourquoi nous ne voyons pas l'intérêt de faire l'hypo-
thèse gratuite de l'existence d'un rapport dérivationnel entre les alter-
nances d'un paradigme supplétif. Rien ne nous permet de croire que l'enfant 
manipule d'autres stratégies pour déterminer ses structures phonologiques 
profondes que le critère de la prédictibilité, lequel évidemment, repose 
sur la productivité du rapport phonologique entre les alternances. Comme 
nous ne trouvons pas tentant non plus de revenir â la proposition ortho-
doxe qui consiste à postuler une règle ε — > г / V — V qui s'applique 
à la représentation lexicale honos (pourquoi se serait-il produit un ni-
vellement analogique si l'enfant avait découvert la régularité du système 
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sous-jacent?), la seule alternative plausible pour nous est d'admettre que 
la représentation lexicale de honos a été supplétive. Du point de vue de 
l'acquisition, cela revient & dire que l'enfant découvre, dans la mesure 
où il est exposé aux alternances Ξ ^ r, une régularité distributionnelle. 
Ainsi il apprendra à ne pas dire honor ni honosis mais honos et honoris. 
L'identification des deux formes comme des représentants du concept 'hon-
neur' repose, évidemment, sur leur identité de signification et, sans 
doute, sur leur ressemblance phonologique, sans que pour autant la diffé-
rence phonologique 's'explique' pour l'enfant par un rapport dérivationnel. 
Si notre supposition est correcte l'histoire de honos se résume ainsi: 
(51) 
Chrono- Formes superficielles Représentation 
logie lexicale 
Stade 1 honos'Uionosis; f los^f losis honos; f los 
Stade 2 honos^honozis; flos^flozis honos; flos s — > ζ / V -. V 
„_ , - . .honozis ,, .flozis _, s — > ζ / V - V Stade 3 honos4,{. ; flosci,, honos; flos . honoris floris ζ — > ι / V - V (fac.) 
Stade 4 honos-xJionoris: flos^loris hono{S>;flof î s / [«omj^r / [+obllque] 
Stade 5 honor тіюпог is ; flos'víloris honor; floí } idem 
г 
3.5. Conclusion 
Lorsqu'on compare notre conception de l'histoire de honos avec 
celles de la théorie generative classique et avec celle de Vennemann, on 
constate que nous partageons avec le dernier la possibilité de caractériser 
le nivellement analogique comme une simplification du lexique. Dans la 
théorie de Vennemann la simplification consiste à éliminer le trait dia-
critique [+ Règle X ] de l'entrée lexicale de honosj dans notre proposition 
la simplification est rendue par la réduction de la variation sous-jacente 
e "ν г à r. Notre point de vue est différent des deux théories en question 
en ce que nous refusons de voir entre konos et honor un rapport dérivation-
nel. Lorsqu'il s'agit de prédire les changements analogiques, l'hypothèse 
d'un tel rapport conduit à des contradictions internes dans chacune de 
ces théories. Nous avons vu qu'il existe des cas où la théorie de SPE 
est incapable d'expliquer le nivellement analogique par la perte d'une 
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règle ou par une autre forme de simplification grammaticale. Pour ce qui 
est de la théorie des règles inversées, la caractérisation de la forme 
qui survit se fait toujours a posteriori, car il est impossible de prévoir 
lequel des critères qui peuvent déterminer le choix de la variante de base 
— la prédictibilité, l'universel de Humboldt (V) ou la fréquence — s'avé-
rera le plus puissant. Nous tenons à préciser que notre réticence à stipu-
ler les formes non-marquées comme telles dans le lexique relève de consi-
dérations d'ordre purement empirique. Aussi dans un modèle descriptif tel 
que nous le défendons la possibilité formelle est-elle toujours présente, 
ne serait-ce que par l'affectation de la forme dont la généralisation est 
A prévoir d'un indice arbitraire. Une autre possibilité serait d'ajouter 
aux règles distributionnelles la convention qu'en cas de nivellement c'est 
la variante dont la distribution est la plus difficile à exprimer en termes 
formels qui est généralisée. C'est là la position de Hudson, qui aurait 
sans doute donné à la règle qui distribue les alternances s et г du para­
digme de honoe la formulation suivante : 
(52) { β) > { S ^ ^ ^ ) 
^ ' V V / ailleurs ' 
La règle indique la direction du nivellement "by stating explicitly the 
environment of occurence of the alternate to be leveled, and that of the 
other(s) as 'otherwise'" (1975: 115). Généralement le choix de l'environ-
nement qui doit être caractérisé comme "ailleurs" ne pose pas de problèmes, 
"since one of the alternates will be so restricted in environment of occu-
rence that this environment can be easily stated in the rule, and the en-
vironment of the other alternate(s) not as easily stated" (1975: 115) . 
Pourtant, si les faits étaient aussi simples, on disposerait du même coup 
d'une théorie du nivellement analogique satisfaisante, mais la réalité 
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est plus complexe . Déjà la règle (52) nous met devant le problème de 
savoir lequel des deux environnements, — ¡tf* ^fi ou V - V, est le plus 
facilement formulable. Dans les deux cas la formulation de l'environnement 
ne nous paraît pas problématique. Puis, tant qu'on ne sait pas vraiment 
si le conditionnement "psychologiquement réel" est phonologique ou morpho-
logique (ou les deux), l'application rigoureuse du formalisme reste im-
possible. Enfin, l'environnement distributionnel de s aurait été plus com-
pliqué si nous avions inclus dans la règle les mots dérivés de honos comme, 
par exemple, honeatus. Une telle complication semble d'autant plus justi-
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fiable que la séparation des processus flexlonnels et dénvationnels est 
raolns évidente dans une théorie qui traite à la fois l'allomorphie honos ъ 
honoris et le rapport honos ъ honestus comme des cas de supplétion. Mal-
heureusèment la règle traiterait dans ce cas l'environnement d'occurence 
de 8 comme le cas "ailleurs", prévoyant à tort la généralisation de l'allo-
morphe honos. Somme toute, il ne nous paraît pas prudent de fonder une 
théorie du nivellement analogique sur un principe qui pour le moment est 
impossible à appliquer avec avec rigueur et dont nous savons, de surplus, 
qu'il ne peut être le seul facteur â influer sur le sens du changement ana-
logique. Par ailleurs, il semble que le facteur distributionnel relevé par 
Hudson ne constitue qu'un aspect de la notion très complexe de fréquence. 
L'importance de cette notion se manifeste clairement dans les cas, fréquents, 
du nivellement analogique qui va dans les deux sens . Nous en avons dé]â 
fait mention lorsque nous discutions le problème du cas marqué en latin. 
Voici un exemple un peu plus élaboré que nous avons emprunté i l'ancien 
français. 
Entre le quatorzième et le dix-septième siècle les effets des 
changements phonétiques causés par la place variable de l'accent en latin 
ont été annihilés par un nivellement d'une ampleur très générale. Ainsi, 
dans le courant du seizième siècle, les alternances £ ^ a et ε^α, qui 
jusque-là étaient présentes dans les paradigmes du type suivant, ont été 
abandonnés (cf. Pope, 1952: 351): 
Infinitif déclarer amer > aimer 
Indicatif présent 
sing 1 déclere > déclare aime 
2 décleres > déclares aimes 
(53) (a) 3 déalere(t) > dêclare(t) (b) aime(t) 
p l u r 1 déclarons ornons > aimons 
2 déclarez amez > aimez 
3 déclerent > déclarent aiment 
Les d i f f é r e n t e s é tapes de l ' é v o l u t i o n de a peuvent ê t r e t é l e scopées au 
moyen de l a r è g l e 
(54) a > ε / . 
1 + accent 
-1 IS-
C'est la même règle qui dans une description generative orthodoxe rendrait 
compte des alternances a ^  eet, mutatie mutandis, de a ι. £ dans les para-
dignes verbaux de l'ancien français. Dans la théorie des règles inversées 
on aurait besoin & la fois de (54) et de sa variante inversée 
(55) e > a / | c o n i p l é m e n t d e ( 5 4 ) | 
Ainsi, Klausenburger (1979: 28), qui veut décrire la régularisation du 
paradigme de aimer comme la perte d'une règle (morpho)phonologique, est 
obligé de remplacer a par ε dans la représentation lexicale de ce verbe. 
D'autre part, α reste sous-jacent dans le radical du verbe déclarer, parce 
que la généralisation de la forme contenant a doit s'expliquer par la 
perte de la règle (54). Comme chacune des variantes survit dans une partie 
des verbes, il est clair à priori que le principe de la prédominance de 
la catégorie sémantique primitive ne peut prédire les deux types de régu-
larisation à la fois, même si nous avions un meilleur entendement du "poids" 
relatif des différentes catégories sémantiques qui sont en jeu. Les caté-
gories "indicatifs", "présent" et "singulier", par exemple, comptent parmi 
celles que Vennemann cite comme étant non-marquées. Les trois catégories 
se rencontrent dans les formes du singulier des paradigmes cités, d'où 
l'expectative de la généralisation de la variante ε dans les différentes 
formes de déclarer et aussi de amer*. Cependant, c'est seulement dans les 
formes de ce dernier verbe que e s'est généralisé. D'autre part, nous ne 
sommes guère avancés en apprenant que Vennemann ne prétend pas avoir éta-
bli une liste exhaustive des catégories non-marquées. Si, en effet, il y 
a lieu de croire que parmi les formes verbales non-marquées il faut compter 
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celle de l'infinitif (cf. Koefoed, 1979: 61/2) , même une appréciation 
très précise du degré de marquage de cette catégorie, et de toutes les 
autres, ne nous mettrait pas en état de prédire à la fois la généralisation 
de a dans déclarer et celle de e dans amer. Dans ce cas précis un appel 
au facteur de la fréquence semble inévitable. Faute de données précises, 
l'influence de ce facteur est difficile à préciser. A l'intérieur du sys-
tème verbal entier, où les différentes formes portent la marque de la per-
sonne et du nombre, et expriment les catégories de temps, de mode et 
d'aspect, le nombre des formes contenant a est certainement plus élevé 
que celui des formes qui contiennent ε. C'est encore a qui apparaît dans 
les déverbatifs déclaration et amour. D'autre part, la fréquence d'emploi 
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dea séquences en ε a été sans doute très élevée dans le langage quotidien. 
Or, il est clair qu'une estimation adéquate de toutes les données est 
illusoire tant que la fréquence n'a pas été étudiée avec précision en te-
nant compte de l'ensemble des formes fléchies et dérivées, ainsi que de 
leur emploi dans le langage courant, y compris les occurences dans des 
expressions figées. Ce n'est qu'alors qu'il sera possible de juger de la 
valeur de l'explication qu'offre Pope pour la généralisation de la forme 
accentuée dans les verbes de la première conjugaison en moyen français: 
"Leveling turned ordinarily in favour of the weak radical, this being the 
one employed in the greater number of forms; the strong radical was, how-
ever, generalised: (i) if it was supported by a related or associated word 
cf. pleurer-pleurs, ermuyer-еппиъt v(u)idier-v(u)ideJ approcher, empirer, 
envoyer, priser; (il) if impressed on the memory by frequence of use in 
a particular phrase: the phrase je te pri, je la ni, for instance, led 
to the generalisation of the radicals pri-, ni- and most other verbes with 
the alternation i : oi followed suit" (1952: 351). Que la fréquence soit 
en effet un facteur important du changement analogique, est hors de doute. 
Il est presque trivial maintenant de constater que les formes et les classes 
les plus fréquentes s'accroissent au détriment des formes et des classes 
plus petites et que les formes irrégulières de très haute fréquence ré-
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sistent avec succès à la régularisation . C'est aussi un fait connu que 
la fréquence constitue un facteur déterminant dans l'apprentissage linguis-
tique (nous avons vu d'ailleurs que la théorie de l'inversion des règles 
s'appuie largement sur ce fait). Aussi, plutôt que d'écarter catégorique-
ment l'importance de ce principe ou de le traduire en termes d'un rapport 
dérivationnel, nous préférons admettre en tout franchise que son fonction-
nement exact nous est mal connu. Il sera clair, néanmoins, que nous situons 
les activités entraînées par la fréquence au sein même du lexique. Pour 
nous, honos et honor sont simplement mémorisés ensemble, tout comme bos 
et bov(is) 'boeuf', cos et côtds) 'pierre' ou nepos et nepot(is) 'petit 
fils', ce qui, étant donné l'isomorphisme entre la structure interne de la 
grammaire et la structure psychologique, justifie la lexicalisation des 
deux allomorphes. Nous croyons que la généralisation de l'un au détriment 
de l'autre ne peut être expliquée que par référence à une théorie psycho-
logique qui met au clair les mécanismes de mémorisation. C'est une telle 
théorie qui devra donner un fondement moins impressionniste à un expression 
telle que 'impressed on the memory', utilisée par Pope pour expliquer la 




On pourrait objecter que dans notre discussion des facteurs 
qui jouent un rOle dans une théorie adéquate du changement analogique, 
nous négligeons de respecter la dichotomie compétence/performance. La 
"profondeur" relative des différentes catégories sémantiques semble« en 
effet, relever de la compétence, tandis que la fréquence parait plutôt 
un facteur performantiel. A ce propos, rappelons d'abord que les structures 
sémantico-cognitives sont probablement universelles et qu'il est de ce 
fait tout â fait possible de prédire le nivellement analogique causé par 
ce genre de considérations dans une théorie comme la nôtre qui n'indique 
pas pour chaque ensemble d'alternances celle qui représente la catégorie 
sémantique de base. Ensuite, il est généralement admis que les changements 
analogiques résultent de 1 ' interaction entre la compétence et la perfor-
mance (cf. Kiparsky, 1978: 88). Or, tant qu'une théorie de la performance 
n'existe pas, et tout porte à croire que nous en sommes très loin, toute 
tentative de prédire le moment précis d'un changement analogique ou le 
sens dans lequel il se produira est forcément conjoncturelle. Tout ce 
que le linguiste peut faire c'est d'indiquer les conditions qui sont 
nécessaires pour qu'un changement analogique puisse avoir lieu. En d'autres 
termes, le linguiste peut tout au plus tenter de définir le champ d'action 
de l'universel de Humboldt. Etant donné que nous considérons l'allégement 
du lexique comme la force motrice du changement analogique, la détermina-
tion de la classe de règles qui conduit à. l'alourdissement du lexique 
reste un souci linguistique légitime. Nous tenterons, dans le chapitre 
qui suit, d'apporter notre contribution à la compréhension des facteurs 
qui rendent un processus improductif. 
Notes du chapitre 3 
1. Surtout pas si, suivant Koefoed, nous définissons la notion de degré 
d'allomorphie en termes de types d'alternances et non pas en termes de 
tokens. Il est vrai que la perte d'une règle phonologique (cf., par 
exemple, la perte de Auslautverhärtung en Yiddish qui étend l'obstru-
ante voisée à tout le paradigme), la simplification du changement 
structural (cf. l'évolution de Umlaut dans certains dialectes alle-
mands, où la (partie de la) règle a — > [- bas, - arrière] comme dans 
l'alternance ¡jast "Vr gesti devient a — > [- arrière] comme dans gast ^ 
gaste) et la réordonnance de l'ordre saignant en ordre contre-saignant 
(cf. la permutation des règles Umlaut et Abaissement dans les dialectes 
de Kesswill et de Schaffhausen) ont toutes pour effet de diminuer l'allo-
morphie. Les autres types de simplification, dans la mesure ou ils ne 
sont pas dus à des facteurs phonétiques, ne créent jamais de nouveaux 
types d'alternances (voir pourtant Kiparsky 1974b). 
2. Bien que les observations faites par Koefoed et les conclusions qu'il 
en tire nous paraissent justes, le changement honos — > honor ne 
prend pas pour autant la forme d'une simplification. 
3. Voir Kent (1945: 132) et Safarewicz (1969: 95). Nous reviendrons sur 
la formulation précise de ce processus dans le chapitre suivant. 
4. Voir Hyman (1975: 119) pour l'emploi de cette notation en phonologie. 
5. La classe des verbes forts dont font partie les verbes geven et nëmen 
avait à 1'impératif singulier une forme étymologique avec voyelle brève 
(gef, пет). Dans le courant du moyen néerlandais ces formes ont été 
rapidement remplacées par les formes à voyelle longue (geve, neme) 
qui étaient caractéristiques de l'impératif des verbes faibles ainsi 
que d'une sous-classe de verbes forts (cf. Van Helten, 18Θ7: 256). 
6. Dans les contextes qui se définissent, grosso rnoâo, comme [+ cons] 
[+ cor], la syncope du schwa était d'usage depuis la plus ancienne 
période du moyen néerlandais (cf. Van Helten, 1887: 125). De ce fait, 
les deuxièmes personnes du singulier et du pluriel (cf. par exemple les 
paradigmes donnés dans (8)), se présentaient normalement sous la forme 
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syncopée. Si nous interprétons correctement Van Helten (cf. p. 251 et 
p. 286), la syncope était beaucoup moins fréquente devant les suffixes 
β et t au prétérit des verbes faibles. Le blocage de ce processus 
s'explique sans doute par le désir de sauvegarder l'opposition entre 
le présent et le prétérit. Ce danger n'existait pas pour les verbes 
forts, où l'alternance vocalique évitait la neutralisation de l'oppo-
sition fonctionnelle . (Pour un phénomène comparable voir Kiparsky, 
1972: 197 et Laboν, 1976: 298 qui discutent la chute du t final des 
groupes consonantiques dans le vernaculaire noir américain). 
Malgré l'abondance des données fournies par Van Helten, il 
n'est pas possible de fixer avec exactitude la date & laquelle la 
syncope du schwa devient obligatoire pour les autres contextes. (Il 
est surprenant, d'ailleurs, de constater qu'il n'existe pas de des-
cription rigoureuse d'un état de langue aussi bien documenté que l'est 
le moyen néerlandais). L'opacité de la règle V —» V / - £ se trouve 
néanmoins confirmée par les faits suivants. A cuté des formes comme 
(te "je", hi "il") nam, gaf, tías qui appartiennent au prétérit des 
verbes riemen "prendre", geven "donner" et sijn "être", le moyen néer-
landais possédait les formes à voyelle régulièrement longue: nam+er, 
gao+io, was+et etc., car l'adjonction des pronoms enclitiques -er "là", 
-ia "je" et -et "il, le" provoque l'ouverture de la syllabe finale du 
radical. Cependant, déjà en moyen néerlandais on rencontre les formes 
analogiques nan-er, gaf-ia, waa-et, qui suivant Van Helten sont au 
moins aussi fréquentes que les formes â voyelle longue (cf. p. 4). 
7. La forme & voyelle brève de la deuxième personne du singulier apparaît 
dans le courant du dix-septième siècle (cf. Van Loey, 1959: 174; Kern, 
1929: 101; Verdenius, 1938: 211 et aq.). Les formes analogiques nomen, 
gaven, etc. commencent à remplacer namt, gaft etc. au milieu du dix-
neuvième siècle (cf. Van Loey, 1959: 171; Verdenius, 1938: 211 et sq.). 
8. Le verbe dingen est devenu fort déjà au moyen néerlandais (cf. Van 
Helten, 1887: 223). Ni Van Helten (p. 144), ni Franc (1910: 79) n'osent 
poser avec certitude que la prononciation de la suite graphique n+g(h) 
est déjà 0 & cette époque. C'est ce qui permet de croire que le radical 
dingen satisfaisait A la définition iNC au moment où ce verbe est 
devenu fort. 
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9. Cf. aussi page 159. 
10. Hudson ne se sert ni d'accolades enchâssées, ni d'indices. Dans la 
conclusion de ce chapitre nous discuterons une autre différence. 
11. Nous tenons à préciser que, si nous parlons d'un processus productif 
dans le cadre de la discussion menée dans ce chapitre, nous le con-
cevrons sous la forme qu'il a prise à un stade synchronique donné. 
Il est possible, évidemment, qu'un processus, tout en étant opaque 
dans sa version originale, reste productif sous une forme restreinte 
ou dans un endroit particulier de la grammaire. Plusieurs raisons 
peuvent être à la base de la restriction du domaine d'application 
d'une règle. Il se peut, par exemple, que l'opacité externe n'affecte 
qu'une sous-classe des contextes auxquels la règle était applicable 
à l'origine. Il est possible aussi qu'un processus surmonte l'opaci-
té en se morphologisant. Sous la forme morphologisëe elle peut rester 
productive. C'est là un développement dont les conditions n'ont guère 
fait l'objet de recherches systématiques. Enfin, une règle peut se 
spécialiser au point qu'elle ne s'applique plus que devant certains 
suffixes. Tel le processus ï: > s/ — г...] „ qui, plus d'une 
suff 
millénie après sa première manifestation, est resté un processus dé-
nvationnel en français (cf. alitique ^ alitiaisation, électrique ^ 
électricité). 
12. Les traits utilisés se fondent sur la représentation suivante: 
- moyen I y u 
+ haut 
+ moyen e ρ о 
+ moyen ε œ о 
- haut 
- moyen a a 
13. Malgré les critiques que nous lui faisons, nous signalons que le mo-
dèle de Hudson est capable de fournir une description très élégante 
d'un phénomène phonologique intriguant du néerlandais. La contrainte 
(24), qui décrit un „spect de la phonotactique du limbourgeois est 
également valable poui le néerlandais. Nous la répétons dans (a), 
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(a) [- son] [-,βοη] 
ν ν 
[α voix] [α voix] 
La contrainte (a) représente le corollaire d'une règle d'assimilation 
régressive que Trocmelen et Zonneveld (1979: 102) formulent comme 
suit: 
(b) [-.son] > [a voix] / (At) [ ц ^ ] 
La règle (b) décrit l'assimilation de voix dans les exemples du type 
(c) (pris dans Trommelen et Zonneveld, p. 101-2): 
(c) foioofp] - kno[p]en - knoolbdioek 'noeud' - plur 'fichu (nom)' 
boe[k] - boe[k]en - boelgbiinder ' l ivre' - plur 'relieur' 
га[?с] - za.[k]en - za[gd}oek 'poche' - plur 'mouchoir' 
bloe[t] - bloe[d]en - bloe[tk]oraal 'sang' - "saigner" 'corail 
rouge' 
hui[t] - huildlen - huiitpilooi 'peau' - plur 
lij'if] - lijlvlen - lij[fk}neoht 'corps' - plur 'laquais' 
ride de 
la peau' 
Les exemples cités ci-dessus montrent que l'assimilation régressive 
est caractéristique du comportement phonologique des groupes d'obstru-
antes en néerlandais. Il y a, cependant, une exception: le suffixe 
du prétérit dérive la valeur de son trait de voisement du segment fi-















'faire du canoe' 
'batir' 
'laver à grande eau' 
'vider à l'écope' 
' aboyer' 
'travailler' 
Partant d'une représentation sous-jacente <fe pour le suffixe de l'ira-
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parfait, Tronmelen et Zonneveld remarquent qu'on s'attendrait en ver-
tu de la règle (b) à ce que des formes telles que bla[ftiet b>er[kt]e, 
etc. soient prononcées blaivd'ià, h)er[gd~is. La seule regie qui dévolse 
des obstruantes après d'autres obstruantes est la règle de dévoisement 
des fricatives que les auteurs formulent comme suit: 
(e) [- son 1 + conti » [ - v o i x ] / | — x W) 
Cette constatation leur inspire l'hypothèse que la représentation 
abstraite du suffixe pourrait être Зэ^ plutôt que da. une règle de 
neutralisation absolue qui s'applique à la non-stridente continue 
après que la règle (e) a changé la valeur du trait de voisement rend 
compte de la prononciation plosive du segment initial du suffixe. 
Notons que le comportement du suffixe du prétérit n'est pas 
aberrant par rapport à la contrainte phonotactique (a) . En outre, 
les exemples cités dans (d) montrent que ce suffixe emprunte la va-
leur du trait de voisement toujours au segment qui précède. Cela 
signifie que dans ce morphème il n'y a pas d'alternance proprement 
dite et que, dans le modèle de Hudson, sa représentation lexicale 
doit être de ce fait archi-phonémique: 






Les entrées lexicales des verbes holzten (^ ik hoolsi "]e vide") et 












Pour que la contrainte (a) choisisse les valeurs appropriées pour le 
trait "voix", lorsque le suffixe (f) est ajouté aux verbes (g), il 
est nécessaire de remplacer, d'une façon ou d'une autre, le trait non-
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spécifié de 1'archiphonème Τ du suffixe par + ou par -. Cette tâche 







э / [{a voix}]
v 
La règle (h) représente un type de règle qu'on ne retrouvera pas dans 
les publications de Hudson. Elle a ceci de particulier qu'elle réfère 
& la valeur d'un trait alternant. Nous ne sonmes pas sûr si Hudson est 
prêt à étendre sa théorie dans le sens proposé. De toute façon, la 
règle (h) laisse intacts les principes essentiels de sa théorie, c'est 
à-dire l'ordonnance intrinsèque et le caractère non-transformationnel 
des règles. Sous l'effet de la règle, le suffixe Ta est réalisé da 
après les radicaux dont le segment final est "normalement" (ou 
"ailleurs") voisé; il se réalise sous la forme t9 après les radicaux 
i. segment final "normalement" non-voisé. Maintenant la contrainte (a) 
choisit 1'archiphonème dans les représentations lexicales (g) et dé-
termine la valeur pour le trait de voisement en fonction de la valeur 
du même trait dans le segment initial du suffixe. 
14. Nous ajoutons l'indice V (V de Vennemann) pour distinguer ce principe 
de l'autre principe de Humboldt qui exige l'unité de forme pour l'uni-
té de signification. 
15. Voir, par exemple, Vennemann (1974a: 146) et Klausenburger (1976 et 
1979: 37). 
16. Cf. Meyer-Lübke (1894: II, 26 et eq. et III, 47) et Vidos (1956: 184-5). 
17. Corpus Irscriptionum Latinorum. Berlin, 1863, IV: 275. Nous empruntons 
l'exemple à Meyer-Lûbke. Il est à noter que déjà en latin classique, 
il existait à côté d'une expression comne aptus aliaui rei, l'expres-
sion aptuB ad aliquam rem. Cf. vidos (1956: 184). 
18. Nous remercions W.J.M. Levelt d'avoir attiré notre attention sur les 
travaux de Karmiloff - Smith. 
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19. Hudson est lui-même conscient de ce fait (cf. 1975: 124, η. 4) . 
20. Pour d'autres exemples voir Tiersma (197Θ). 
21. Comparées ft l'infinitif, toutes les autres formes verbales ajoutent 
des renseignements sémantiques supplémentaires, parfois redondants 
(personne, nombre), parfois pertinents (temps, aspect, mode). En 
outre, les infinitifs sont appris très tôt et ce sont les formes qui 
sont caractéristiques du parler "petit nègre", registre dont se ser-
vent les locuteurs, lorsqu'ils s'adressent à des étrangers. 
22. Voir, par exemple. Hooper. "If children are going to get away with 
any over-generalization, it is more likely to be in infrequent forms, 
where it will not be noticed so much. If they are going to learn any 
suppletive paradigms, these will surely be the more frequent para-
digms; for frequent forms there is a greater availability of the 
model, more opportunity to practice,' and greater pressure to conform" 
(1976a: 101). 
23. Cf. aussi Szemerényi. "Since analogical creation occurs when the 
"correct" form is temporarily forgotten, it is clear that it is in-
fluenced by forms which are more frequent and less easy to forget" 
(1968: 21). 
Chapitre 4 
Le rhotacisme latin 
4.1. Introduction 
Dans les chapitres précédents nous avons soutenu l'hypothèse 
qu'un paradigme n'est susceptible d'être nivelé que lorsque le processus 
qui a produit la variation paradigmatique est rendu opaque par 1'inter-
action d'autres processus. C'est la raison pour laquelle nous avons dû 
supposer que le rhotacisme latin était en effet devenu opaque avant que 
les paradigmes du type honôs ι honoris n'aient été nivelés. Dans ce cha-
pitre nous nous proposons de montrer que le rhotacisme est en effet opaque 
en vertu de toutes les conditions d'opacité distinguées par Kiparsky. 
Ensuite nous reprendrons la discussion (interminable?) qui porte sur la 
question de savoir pourquoi le nivellement de l'alternance 8 ^  г s'est 
produit tel qu'il s'est produit. Nous opposerons ensuite notre conception 
du phénomène à une tentative d'explication faite dans le cadre de la thé-
orie orthodoxe. Nous conclurons ce chapitre en formulant un principe qui 
définit un type d'opacité qui n'a pas été relevé par Kiparsky. 
4.2· L'opacité du rhotacisme 
L'alternance β "ν r du latin classique est le résultat de l'évolu-
tion qu'a subie le S indo-européen dans un contexte phonétique sonore. La 
première étape du changement, dont la date exacte de l'apparition est un 
sujet de controverse, se décrit par la règle : 






































(exemples empruntés A Sommer, 1914a: 190 et sq) . 
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La deuxième étape, celle du passage de ζ à r, se situe avec certitude entre 
les années 400 et 500 avant J-Chr., une petite marge de tolérance de part 
et d'autre n'étant pas exclue (cf. Safarewicz, 1932: 23). Comme nous savons 
que, d'une part, ζ devant m n'avait pas encore disparu au cinquième siècle 
et que, d'autre part, ζ devant obstruante s'est développé ел r là ou il 
n'avait pas été effacé (cf. mezgo > mergo), la formulation la plus géné-
rale de la deuxième étape peut être exprimée ainsi: 
(2) (fac.) ζ / ,. )L- sonJ . 
- >
r / v - [ + s y l l ] 
La règle phonologique (2) a laissé dans le latin de l'époque littéraire 
un résidu qui se manifeste dans les paradigmes sous la forme d'une alter-
nance s "v· i". 
(3) Alternance 8 ъ r en latin littéraire 
alternances verbales 
•v ûs-tus est "il a été brûlé" 
^ ges-tus est "il a été porté" 
i- ques-tus est "il s'est plaint" 
i· es-t "il est" 
ama-ver-atis "vous aviez aimé" "v» ama-vis-tis "vous avez aimé" 
ajna-re "aimer" 'v ama-vis-se "avoir aimé" 



























































"plus f a c i l e " 
Pour rendre compte de ces alternances dans la granulaire du l a t i n c lass ique 
on pose généralement la règle très générale, 
(4) г / V 
Telle qu'elle est formulée, la règle (4) est opaque suivant la définition 
de l'opacité de Kiparsky que nous avons discutée au deuxième chapitre. 
Dans ce qui suit nous discuterons les différents cas d'opacité que dis-
tingue Kiparsky, en commençant par le cas 1 que nous répétons sous (5): 
(5) Opacité сов 1 
Une règle Ρ, A — > В / С — D, est opaque dans la mesure où il 
existe des formes phonétiques dans la langue qui ont A dans le 
contexte С - D. 
Depuis l'accomplissement du rhotacisme, plusieurs processus sont 
intervenus qui ont crié des exceptions superficielles: 
a. La loi de mamilla 
Par "loi de mamilla" on désigne un processus de dégémination après voyelle 
brève qui est actif en latin, au moins depuis l'achèvement du rhotacisme. 
Les avis des linguistes sont partagés sur le conditionnement précis de ce 
processus. Certains le conçoivent comme un processus de dissimilation (6a), 
d'autres font remarquer que les faits empiriques suggèrent un rapport entre 
la simplification des groupes consonantiques et la présence d'une voyelle 
accentuée suivante (6b); 
- U i -
ia) c i c i > c i / V vc^c^ 
(b) c 1 c i > c i / ν | + a c ^ e n t | 
L'effet de la loi de mamilla est manifeste dans les mots comme шатШа 
"eein, tétin" (à côté de marma "sein") , ofella "petite bouchée" (à côté 
àeoffa "bouchée"), papilla "tétin" (à côté ne pappa onomatopée, mot 
expressif du langage enfantin désignant la nourriture). La dégémination 
qui se produit dans curulis "ce qui appartient au char" (â côté de cwms 
"char") et canalis "tuyau" (à côté de canna "roseau") soutient la version 
(6b). Par ailleurs, la loi de marmila est curieuse à plusieurs égards. 
Elle ne s'applique pas généralement à des géminées qui se trouvent dans 
l'environnement d'une frontière de morphème ef-fugere "s'enfuire", ann-
osus "âge", apell-ator "personne qui s'adresse à un magistrat pour invoquer 
son aide". De plus, on trouve la géminée écrite dans beaucoup d'autres mots 
ou l'on s'attendrait à une consonne simple, gallina "poule" (à côté de 
gallus "coq"), serratus "dentelé" (à côté de serra "scie"), phénomène qui 
2 d'après Niedennann (1931: 164) serait dû à l'analogie. Etant donné cette 
situation chaotique, il est impossible de dépasser la simple enumeration 
des formes qui sont toujours écrites avec consonne simple, en y ajoutant 
celles où l'usage hésite. C'est en évoquant la loi de mamilla que Safare-
wicz (1932: 65) explique les s non-rhotacisés dans les mots asellus [osella, 
asellulus) "Snon", asZlus "taon", disertus "qui s'exprime bien" et ses 
dérivés diserte "clairement", disertim "clairement" et, enfin, le mot à 
redoublement Busurrus (< sussurrus < sursurrus) "bourdonnement" et ses dé-
rivés susuramen "bourdonnement", consusurro "se parler & l'oreille" 
insusurratio "chuchotement, suggestion", insusurro "dire â l'oreille, 
insinuer". Les mots suivants s'écrivent parfois avec un seul s, mais le 
plus souvent avec deux: asÎdô "s'asseoir", bisextum "bissexte", posessor 
"possesseur", tesella "cube pour la mosaïque". 
b. Le maintien de s à l'initial du second élément d'un composé 
Lorsqu'il se crée en latin la suite VsV par un processus de compo-
sition, s ne passe à r que s'il précède la frontière morphématique. Ainsi 
dis-habeo et dis-emo passentâ diribeo "]e sépare, je trie" et dirimo "je 
sépare", mais si le 3 est à l'initial du deuxième morphème, il n'est jamais 
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rhotacisé. Les exemples du maintien de s dans ces conditions sont très 












"ayant été posé" 
"j'ai posé" 
"je cesse" 
"présent" (cf. àbsena "absent") 
"surtout" 
"comme si" (< qucm-si?) 
(conj. et adv.) "excepté s i , excepté" 
"sauter" (< de-еаІгЗ) 
"ne pas être dans son bon sens" (< de-eapioj 
"je suis absent" 
"faucheur" 
Deux façons d'expliquer le maintien de s dans cette position se présentent 
immédiatement à l'esprit. L'une revient à supposer que le rhotacisme a été 
bloqué dans le contexte V + — I ... 1. C'est là le point de vue de Leu-
mann qui dit: "s das durch Komposition in den Inlaut kam, ist, weil etymo-
logisch deutlich, erhalten geblieben" (1963: 141). D'autres, dont Sommer 
(1914a: 191) et Kent (1945: 133) y voient un fait d'analogie, bien qu'il 
ne soit pas clair s'ils entendent par là le maintien analogique de s ou la 
restructuration de ce son. Klausenburger (1979: 41) et Touratier (1975: 279) 
sont plus explicites et supposent que s dans, par exemple, desino est passé 
par un stade rhotacisé derino pour être retransformé ensuite en s par 
analogie. S'appuyant sur des constructions relevées par Niedermann (1931: 
185), Touratier avance l'hypothèse plausible qu'au moment où le rhotacisme 
diachronique était actif, le préfixe ne s'était pas encore soudé au verbe. 
En effet, Niedermann cite Festus et Ennius pour les constructions du type 
ob Vos sacro, sub vos placo, de me hor(i)tatur, qui représentent les équi-
valents archaïques de obsecro vos, supplico vos, dehortatur me. Afin d'ex-
pliquer aussi les formes dirimo et diribeo Touratier avance une hypothèse 
supplémentaire, mais cette deuxième nous paraît beaucoup moins plausible. 
A un stade plus tardif, après la soudure des préfixes aux verbes, l's 
devenu ainsi intervocalique aurait été rhotacisé. Ce changement aurait été 
déclenché par la règle synchronique de rhotacisme qui ne pouvait plus 
s'appliquer qu'au voisinage d'une frontière de morphème. Cette règle aurait 
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non seulement changé disemo et dishabeo en dirimo et diribeo, mais aussi 
desino, nisi etc. en aerino et niri. Dans cette dernière classe de mots, 
il se serait réintroduit un s par analogie avec les distributions de l'autre 
stridente latine f (cf. dê-fero "apporter, emporter (de haut en bas)", 
prae-fero "porter devant", re-fero "rapporter", à côté de fero "porter"). 
La même règle ne pouvait s'appliquer à l'a intervocalique d'un emprunt 
ancien, tel que asinus "âne", où s ne se trouve pas au voisinage immédiat 
d'une frontière de morphème. 
L'hypothèse de la productivité (ne fût-elle que temporaire) de 
la règle synchromque de rhotacisme semble confirmer la validité psycholo-
gique d'une représentation sous-jacente monomorphique des paradigmes qui 
manifestent l'alternance s ъ r, mais pour que cette confirmation soit de 
fait, il faut que l'explication de Touratier soit juste; or elle nous semble 
peu vraisemblable. Voici nos raisons. 
1. L'hypothèse de Touratier nous forcerait à poser un r provisoire dans 
tous les mots qui ont maintenu un s dans la position V + V, situ-
ation dont aucune trace n'est restée dans les plus anciens documents, 
même pas dans ceux qui présentent parfois des formes "pré-rhotacisées" 
telles que arbosem (> arborem), maiosibus (> maioribus), aeena (> arena) 
etc. (cf. Safarewicz 1932: 8-9) 
2. Le rappel de Touratier que "l'analogie n'est pas un principe de protection, 
mais un principe de création ou de recréation" (279), n'apporte aucune 
justification â son traitement uniforme de tous les s intervocaliques 
issus de la soudure des préfixes et des verbes. Il est hasardeux, faute 
de données empiriques, de conclure en vertu d'une théorie, ou d'un ar-
ticle d'une théorie, tant que cette théorie n'a pas été solidement éta-
blie. Nous savons tous que la régularité des lois phonétiques, dont 
Touratier admet implicitement la validité, constitue toujours un des 
sujets les plus débattus de phonologie diachronique. 
3. Si la règle de rhotacisme a vraiment été synchroniquement productive, 
on est surpris de constater que les anciens emprunts cas-α "baraque" 
et ros-α "rose", ou S se trouve devant une frontière de morphème, n'ont 
pas donné oa?a et rora. 
4. L'hypothèse de la productivité synchromque de la règle de rhotacisme 
et de la restauration analogique qui lui a succédé est superflue, si 
l'on est prêt à accepLer que la soudure des préfixes et des verbes ne 
s'est pas réalisée en nume tempa pour toutes les séquences. Dans l'histoire 
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du français, une telle asynchronle peut être relevée dans le cas de la 
contraction de la particule préverbale en et un certain nombre de verbes. 
Les phrases suivantes nous en donnent une indication (les exemples de l'an-
cien français sont de Foulet, 196Θ: 156) : 
a.fr. Portez m'en en aucune àbeie 
fr.m. Emportez-moi dans quelque abbaye 
Il m'a emporté 
a.fr. Fui t'en de ci 
fr.m. Enfuie-toi d'ieri 
Il s'est enfui 
a.fr. Va t'en 
fr.m. Va t'en et non enva toi 
Il s'en est allé et non il s'est enallé 
Ainsi, l'explication la plus naturelle du rhotacisme dans les suites 
dis-habeo et dis-emo revient à supposer qu'au moment où le rhotacisme 
était productif, la cohérence entre les éléments constitutifs était déjà 
telle que ces mots furent conçus comme des unités lexicales indissociables. 
Le groupe de mots dont la soudure des éléments constituants se situe après 
l'achèvement du rhotacisme est devenu une source importante de l'opacité 
de la règle, s > r / V - V 
c. L'effacement de la nasale 
Devant s et ƒ l'articulation de la nasale homorganique a été 
négligée de bonne heure. Souvent même la nasale disparaissait complètement, 
laissant une marque de sa présence sous la forme d'une voyelle allongée 
(nasalisée?! Dans les plus anciennes inscriptions on rencontre les graphies 
aosol et aesor pour oonsul et censor. Pendant la période classique, η fut 
réintroduit, bien que la prononciation de Cicerón fût encore foresta, horte-
sia au lieu de fovensia "habit d'apparat", hortensia "herbes potagères", 
comme nous l'apprend Velius Longus (cf. Janssen 1952: 40). Plusieurs faits 
nous amènent à croire que la prononciation classique de η devant s consti­
tuait une prononciation de prestige, un effort conscient de conservatisme 
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qui ne reflétait pas la prononciation de la masse du peuple. La meilleure 
preuve sont les nombreux cas d'hypercorrection, "reflétant la prononciation 
des gens illitrés qui cherchaient à imiter le parler de la bonne société" 
(Niedermann, 1931: 224). On rencontre panens, thensaurus, Caensarienais 
au lieu de paries "parois", thesaurus "trésor", Caesariensis "de Caesa-
rée". Puis, les langues romanes ne conservent les traces de η devant s et 
ƒ que dans les mots où η a pu être récupéré (et réintroduit) grâce Λ l'exis­
tence d'allomorphes qui l'avaient conservé. C'est le cas des préfixes in 
et con comme le montrent les mots français enfant, conseil (< lat.infantem, 
consilium) et italiens %nfemo3 insegna (< lat. infemum, insignia). Ailleurs, 
ces langues ont effacé toute trace de η devant s et f: lab.spon&um, mensem, 
pensum > fr. époux, mois, poi(d)8; ital. sposo, mese, peso (cf. Niedermann, 
p. 224/5). 
Il est intéressant d'observer que l'insertion d'un η hypercorrect 
dépend directement de la longueur de la voyelle, phénomène que l'on peut 
formaliser au moyen de la règle 
<7) * > " ' (+ long] S 
L'existence de (7) prouve à nos yeux que la nasalisation de la voyelle 
précédente a du être très peu marquée, ou même inexistante. Apparemment, 
il n'y avait rien dans la surface phonétique qui indiquât sans ambiguïté 
l'existence d'une consonne nasale sous-jacente devant S. De ce fait, l'ef-
facement de la nasale devant в constitue une cause supplémentaire de l'opa-
4 
cité du rhotacisme. 
d. Dissimilation, métathêse, épenthâse 
Un petit groupe de mots à s intervocalique ont échappé au rho-
tacisme ou ont été créés après par des processus divers que nous passerons 
brièvement en revue. 
Commençons par la dissimilation. Il existe en latin une tendance 
très nette à éviter la présence dans le même mot de deux liquides iden-
tiques. La plupart du temps la situation est régularisée par la substitu-
tion à l'une des deux liquides identiques l'autre liquide de la langue, 
donc l pour r et vice versa. C'est par cette tendance qu'on explique la 
distribution complémentaire des suffixes -alls et -oris. On rencontre 
-аггэ après les radicaux qui contiennent une latérale: mzlitaris "mili-
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taire", lunaris "lunaire", coneu.lari.3 "consulaire". Dans les autres cas 
on trouve -alia·· hoapitâlis "hospitalier", mortalis "mortel", regalie 
"royal". Il n'est pas difficile d'imaginer que cette même tendance ait pu 
bloquer certains processus qui auraient créé la succession de deux r. C'est 
ainsi qu'on explique l'absence de rhotacisme dans les mots miseï' "malheu-
_ χ 
reux", caeearies "chevelure longue" (cf. pourtant SOTOT "sœur" (< suesor) ) .' 
La survie de s simple dans TvosulXus à côté de Тгоеви из "ca­
valier" est le résul ta t d'un processus de métathèse (C„VC C.VC.V *» С VC VC С V) , dont l ' e f fe t se manifeste encore dans les 0
 i i j o i ] ] 
paires Tappula ^ Tapulta (surnom romain) , attiXus "* atillue "gros poisson 
du Pô", Brittanicue ^ Britannicus, e tc . 
C'est enfin par la création d'un г épenthétique que Safarewicz 
explique les mots pusillus "de pet i te t a i l l e " (< pue Zulus < pusslulus) 
et quasillurt "peti te boîte" (< quaa\lcm) (1932: 65). 
e. Les emprunts 
Outre les occurences superficielles de s intervocalique issues 
des processus phonologiques (a-d) discutés ci-dessus, le rhotacisme a été 
obscurci par un grand nombre de mots empruntés au grec ou à des dialectes 
voisins. Pour que nous puissions tirer des emprunts un argument en faveur 
de notre hypothèse selon laquelle le nivellement de l'alternance s % r 
n'a pu se produire qu'après l'opacité de la règle, s — > r / V - V, il 
faut que l'introduction de ces mots en latin se situe entre l'accomplisse-
ment du rhotacisme et la régularisation des paradigmes du type os ι oris . 
Nous savons que la fin du rhotacisme date du cinquième siècle avant J.-Chr. 
et qu'une partie considérable des alternances s "V, r était déjà nivelée â 
l'époque des premières œuvres littéraires (troisième siècle avant J.-Chr.). 
Il s'ensuit de là que seuls les emprunts introduits, disons, vers le début 
du quatrième siècle (ou plus tôt) entrent en ligne de compte. Pour la liste 
des mots empruntés que nous fournirons ci-dessous nous nous sommes fondé, 
une fois de plus, sur les recherches étymologiques de Safarewicz (1932, 
70 et 89). Lorsqu'il discute le problème de la date d'introduction des 
mots empruntés, Safarewicz distingue nettement entre les emprunts grecs 
et les emprunts dialectaux, distinction pour laquelle il fournit un motif 
très curieux. "Les mots grecs", dit-il, "ont commencé à s'introduire à 
Rome à l'époque où l'a intervocalique avait déjà été remplacé par la 
sifflante sonore. C'est pourquoi on ne connaît aucun exemple de rhotacisme 
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dans des mots empruntés au grec. On peut par conséquent, dans l'analyse des 
mots empruntés présentant l'a intervocalique, mettre à part tous les mots 
dont l'origine grecque est certaine: la conservation de t'a eat dans ce 
еаа ми phénomène normal" (p. 70; c'est nous qui soulignons). Faut-il en 
conclure que nous étions trop strict, lorsque nous disions ci-dessus que 
le tezminus ab quo pour l'introduction des emprunts était l'époque où le 
changement ζ — > г était un fait accompli? Peut-être. Conscient du fait 
que le rhotacisme proprement dit n'est qu'une étape de l'évolution de з, 
qui d'abord est passé à z, nous nous sommes fondé sur la constatation que 
la régie s — > ζ représentait un processus allophonique. En effet, les 
processus allophoniques sont appliqués de façon inconsciente et échappent 
donc au contrôle du locuteur. Contrairement â ce que semble penser Safare-
wicz, il ne serait pas normal qu'un Anglais n'aspire pas l'obstruante devant 
voyelle accentuée d'un mot emprunté, ou que les Espagnols cessent de spi-
rantiser les obstruantes sonores intervocaliques, ou encore que les Fran-
çais n'allongent plus les voyelles devant une continue voisée (cf. chap. 2 
(29)). Dans la dernière section de ce chapitre nous reprendrons cette 
discussion et nous verrons que Safarewicz, sans qu'il en soit conscient, 
touche â un aspect intéressant de la phonotactique du latin. 
Voici les mots dont Safarewicz situe l'introduction chez les 
Romains vers le quatrième siècle ou plus tôt. Nous avons omis tous les 
mots, 70 environ, dont la date d'introduction est obscure. 
asinuB "ane", brisa "marc de raisin''^  carbasus "étoffe de lin", 
casa "baraque", cisium "voiture légère à deux roues", gausape 
"étoffe épaisse à longs poils", musimo (< musnio) "moufflon", 
ставит "tripes de bœuf", pausa "pause, arrêt", pisum "pois", 
posa "rose", traserma C< transenna7) "piège & oiseaux". 
Même pour qui croit à la version absolue de la régularité des lois phoné-
tiques (cf. b), il doit être clair que la contrainte phonotactique qui 
excluait l'occurence de s intervocalique à un certain stade du latin a 
été extrêmement instable. C'est sur cette constatation que nous nous 
proposons de clore la discussion du premier cas d'opacité pour passer 
brièvement au cas suivant, le cas 2a, que nous répétons sous (8): 
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ca) Opacité сов Za 
Une règle Ρ, A — > В / С — D, est opaque dans la mesure où 
11 existe des formes phonétiques dans la langue qui ont В dans 
un contexte qui, après l'application de P, a 6té modifié par 
d'autres règles. 
Il existe un petit groupe de mots en latin dont le r devant 
consonne remonte à un 3 intervocallque. lœroa "mauvais esprit" (< larua 
laaoua), Minerva (< Minerua < Minesowa) , orrais "frêne" C< osirws). 
Cependant, conme ces mots ne font jamais alterner в et r, il n'y a pas de 
raison pour qu'ils soient lexicalisés avec un s intervocallque. Ces mots 
ne relèvent pas de la règle synchronique de rhotacisme et ne peuvent pas 
de ce fait la rendre opaque. 
Le dernier cas d'opacité stipule que les processus de neutrali-
sation sont Intrinsèquement opaques: 
(9) Opacité aas 2b 
Une règle P, A — > В / С — D est opaque dans la mesure ou il 
existe des formes phonétiques dans la langue qui ont В non-
dérivé par le processus P (c'est-à-dire sous-jacent ou dérivé 
par un processus différent) dans le contexte С — D. 
A plusieurs reprises nous avons laissé percer le malaise que nous éprouvons 
vis-à-vis de ce dernier cas d'opacité, qui confond les divers processus de 
neutralisation. Le fait est que la définition (9) passe à cOté d'un des 
problèmes fondamentaux de la phonologie diachromque, c'est-à-dire la ques-
tion de savoir pourquoi certains processus de neutralisation sont abandonnés 
dès leur accomplissement, alors que d'autres s'avèrent d'une productivité 
persistante. Il s'agit là d'un problême que nous n'arriverons pas à ré-
soudre dans ces pages. Plus loin nous nous hasarderons néanmoins à amen-
der provisoirement la définition de ce cas d'opacité, mais nous tenterons 
d'abord de démontrer que le problème de l'opacité intrinsèque concerne en 
effet les processus de neutralisation plutôt que les processus allophoniques 
Dans les études de phonologie nous trouvons des suggestions 
susceptibles de servir de point de départ à un principe spécifique capable 
de déterminer la fin de la productivité d'un processus. Ainsi Koefoed (1974, 
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n. 4) et Hooper (1976b) suggèrent qu'une règle peut être obscurcie, si 
l'écart phonétique entre les alternances qu'elle décrit dépasse une cer-
taine limite. Il y aurait, par exemple, "a possibility that the difference 
between [fe] and [δ] is too great phonetically for them to be considered 
mere variants of one another, and that they will be interpreted as separate 
entities" (Hooper, 1976b 90). Cependant, pour autant que nous sachions, 
l'hypothèse de Koefoed et de Hooper n'a jamais abouti à la définition d'une 
contrainte substantive définissant une limite au delà de laquelle les lo-
cuteurs ne cherchent plus à établir un rapport dénvationnel entre les 
alternances. Globalement parlant, il ne paraît pas prudent d'exclure à 
priori la possibilité pour l'enfant de rétablir une représentation sous-
jacente unique tant que la distribution complémentaire reste intacte, même 
dans le cas d'un écart phonétique aussi grand que celui qui existe entre 
к et t . C'est là un acquis de la phonologie generative qu'il ne faut pas 
abandonner à la légère. N'oublions pas que 1'enfant doit apprendre toute 
règle phonologique, que celle-ci soit dérivée d'une théorie générale défi-
nissant les processus articulatoirement naturels, ou qu'elle soit le résul-
tat d'une modification plus poussée, bien qu'un certain écart phonétique 
puisse, en effet, lui rendre la tache plus dure. L'exemple précis que 
Hooper avance est difficile à évaluer à cause du fait que le changement 
к — > t représente un télescopage d'une évolution qui peut s'étendre sur 
plusieurs siècles. Entre-temps d'autres processus peuvent se produire qui 
rendent la règle к — > t opaque. Ainsi, lorsqu'il se crée en pré-indique 
r 
l'alternance к "ν» t dans le paradigme casuel d'un mot comme vak "voix" 
(< pré-indique ¡^ck), rien ne nous permet de nier la persistance synchro-
nique de la règle historique к — > t / - [г3 e, !/}. Si, par la suite, la 
variante t se substitue à к au génitif pluriel, le nivellement partiel 
n'est probablement pas dû à la trop grande distance phonétique entre les 
allophones mais plutôt, parce qu'un nouveau changement phonétique qui 
causait la coalescence de e, о et a en a, est venu phonologiser f , qui 
était précédemment une variante phonétique de k. Nous avons, en effet, 
de la peine à accepter que le seuil au delà duquel les locuteurs n'éta-
blissent plus un rapport dérivationnel entre deux variantes puisse se dé-
finir indépendamment des langues individuelles. Nous sommes d'avis plutôt 
qu'une hypothèse tant soit peu plausible doit tenir compte des rapports 
qui existent entre les structures phonétiques et phonologiques, rapports 
qui sont forcément différents pour chaque langue. 
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On pourrait vérifier l'hypothèse générale qui prétend qu'une 
règle devient opaque si elle crée un segment qui fait partie du système 
phonologxque sous-jacent. Très probablement une telle hypothèse ne serait 
pas assez restrictive, ce que semble montrer l'exemple suivant que nous 
empruntons à Schane. En japonais des consonnes non-palatales contrastent 
avec des consonnes palatales devant les voyelles arrières a, o, u. Devant 
i, e les deux types de consonnes se trouvent en distribution complémentaire: 
les palatales se trouvent devant i, les consonnes dures se combinent avec 
e. Cela signifie qu'il n'existe pas de consonnes palatales devant les 
voyelles antérieures dans les représentations sous-jacentes: la séquence 
Si, par exemple, est dérivée de la suite phonologique ei au moyen d'une 
règle de palatalisation. Dans l'étude de Schane nous lisons: "Although 
the [aj of [li] is phonetically similar to the [a] of [Ju], the latter 
derived from underlying /su/ where /s/ is a contrastive segment, speakers 
of Japanese associate the former with the [a] of [se]. This association 
is to be expected since in Japanese the rule which converts S to [s] before 
i never merges underlying /s/ with underlying /s/, precisely because the 
latter never occurs in this environment" (1971: 513). Si l'exemple de Schane 
ne permet pas de réfuter de façon concluante le cas relevé par Hooper 
—l'écart phonétique qui existe entre к et t est certainement plus grand 
que celui qui sépare s de ƒ-- il étaie, néanmoins, l'idée qu'un principe 
qui définit l'opacité d'une règle sur la base de la distance phonétique 
entre son input et son output doit exclure les alternances qui se trouvent 
en distribution complémentaire. De toute façon, tant qu'il n'est pas prou-
vé qu'il existe des langues dans lesquelles les variantes distnbutionnelles 
к et t donnent lieu à des nivellements analogiques, phénomène que nous 
, r 
expliquerions comme la preuve de l'opacité de l'alternance κ 'ν. t , il est 
théoriquement mieux avisé de commencer par l'hypothèse la plus forte. 
Au moyen de la définition suivante, que nous empruntons à Ki-
parsky, nous pouvons traduire la distribution complémentaire de s et t de-
vant voyelles palatales en termes d'un rapport entre la séquence sous-ja-
cente et et la séquence superficielle fi: 
(10) Neutralieation et allophonie 
Etant donné le processus phonologique P, A > В / С D, 
où С et D représentent un contexte phonologique et/ou morpholo-
gique, Ρ est neutralisant s'il y a des séquences de la forme 
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CBD dans l'input immédiat de Ρ, sinon Ρ est allophonique (1973: 
6Θ). 
Lorsque nous supposons avec Schane que la suite phonétique fi est dérivée 
d'une séquence sous-jacente si par la règle s — > S / -ï, celle-ci est 
allophonique suivant le principe (10), puisqu'il n'y a pas de séquences 
Si dans son input immédiat. 
Nous admettons donc que le cas 2b du principe d'opacité est 
correcte dans la mesure ou il n'affecte pas les processus allophoniques. 
Si, en outre, nous acceptons la suggestion de Hooper et Koefoed selon la-
quelle la distance phonétique entre des variantes peut rendre un processus 
opaque, la mesure qui définit la distance phonétique maximum devrait se 
greffer sur la définition du cas 2b du principe d'opacité. Evidemment, les 
grands problèmes se posent lorsqu'on essaie de préciser la longueur de la 
distance phonétique que tolèrent les manifestations superficielles d'un 
segment sous-jacent pour être perçues comme des variantes. Le problème 
est d'ordre purement empirique, mais, malheureusement, les données nous 
manquent pour construire un principe étanche. Cela admis et dans l'attente 
de recherches plus systématiques, nous risquerons néanmoins une tentative 
provisoire d'amender le cas d'opacité 2b: 
(11) Opacité cas 2b (version revue) 
Etant donné le processus P, A > В / С D, oü С et D 
représentent un contexte phonologique et/ou morphologique, Ρ 
est opaque 
- si Ρ est neutralisant 
et 
- si \ ou В est zéro 
ou 
- si A et В définissent des classes phonétiques majeures diffé-
rentes, où par classe phonétique majeure nous entendons: les 
vraies consonnes ([- sonant]), les consonnes nasales (1 I), 
I- nas I 
Г
 c o n s l I- svili l J 
les liquides (1+ son I) , les glides (I I ), les voyelles 
orales (I ) et les voyelles nasales (I I). I- nas * I+ nas I 
Bien que des raffinements soient certainement à apporter —nous ne serions 
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paa surpris, par exemple, s'il s'avérait nécessaire de distinguer éntreles 
affriquées et les non-affriquées— le principe (11) permet déjà de faire 
un tri utile parmi les processus de neutralisation. Ainsi il distingue les 
processus tels que Auslautverhârtung, Dévoisement des fricatives (cf. chap. 
3n. (e)) et Umlaut dans les diminutifs (cf. chap. 3 (35)) des règles 
canne Rhotacisme et Sémi-vocalisation de l en moyen néerlandais (cf. chap. 
2 (22)) et en moyen français. Arrêtons-nous brièvement sur ce dernier pro-
cessus, qui apporte une justification supplémentaire pour la présence de 
la notion de neutralisation dans (11) . Au chapitre 2 (n.7) nous avions con-
staté que la règle de sémi-vocalisation l — > ω / э - { ) était devenue im-
productive en moyen néerlandais. Comme il est impossible d'expliquer l'aban-
don de la règle par l'opacité extrinsèque, due à l'interaction d'autres 
règles phonologiques, nous devons admettre qu'elle a été intrinsèquement 
opaque. Effectivement, le moyen néerlandais possède des paradigmes flexion-
nels où la séquence JQ est sous-jacente. C'est le cas d'un nombre de verbes 
comme touuen "équiper", vevdoiiwen "languir", douwen "griffer", etc. dont 
la séquence M n'est pas issue d'une suite V + L + С (cf. van Helten, 1887: 
99). Or, aux formes du prétérit, la suite JW se trouve dans le contexte 
— t/d, ce qui fait que la règle t — > D/o — { } est neutralisante et, donc, 
intrinsèquement opaque en vertu du principe (11). Au contraire, la règle 
l — > W/ — C, qui en ancien français crée l'allomorphie al % ou dans des 
paradigmes verbaux (cf. sadDlir (inf.) ъ saudvai (fut)) et nominaux 
(cf. cheval (sing) ^ ahevaus (plur)), est allophonique, car la seule source 
de OU en ancien français est a + l + С (cf. Pope, 1952: 99). En effet, la 
règle reste productive jusqu'à ce que, vers le quinzième siècle, au se 
développe en o. Du coup la règle synchronique al — > о devient neutralisante 
et nous ne nous étonnons pas de voir qu'à la même époque, on substitue au 
futur eaudrai, la forme régulière eadDlerai (cf. Pope: 368). 
Pour ce qui est du rhotacisme, il suffit de mentionner la classe 
très nombreuse des noms d'agent en tor ^ töris, pour qu'il soit clair qu'il 
existe en latin de nombreuses occurrences sous-jacentes de r intervocalique. 
De plus, la règle transforme un élément de la classe des consonnes en un 
élément de la classe des liquides. C'est pourquoi le processus est consi-
déré opaque par les deux versions du cas d'opacité 2b. 
Réexaminons maintenant la règle (4) et essayons de la reformu-
ler de la façon orthodoxe sur la base des faits rassemblés jusqu'ici. Pour 
les raisons exposées ci-dessus (p.ll) nous écartons de la discussion le 
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саэ d'opacité 2а. Nous écarterons également les deux versions du cas 
d'opacité 2b, non pas parce que l'une est inadéquate et l'autre hypothé-
tique, mais parce que dans la théorie de Kiparsky l'opacité 2b n'influence 
en rien la formulation d'une règle phonologique. Il nous reste donc à 
évaluer les conséquences qu'ont pour la forme de la règle les différents 
facteurs qui la rendent opaque en vertu des conditions du cas 1. Pour le 
besoin de l'exposé nous distinguons les catégories suivantes: 
Va **£* * Vr-V ustus ^ Ш"-0 
honôs ^ honor-ia 
diacemo "x» dir-em 
2. CSV ^ V-rV атаигз-ве ъ ата-те 
amövia-aes 'χ» ûmô-ree 
3. V-eV po-situa 
pras-aens 
fimi-aex 
4 . Ve-V cos-α 
r o s - a 
отав -um 
5. VsV (superficiel) α. la loi de mantilla bisextum 
aae Hue 












Dans les mots reproduits sous 6, s n'est pas en contact avec une frontière 
de morphème et n'alterne de ce fait jamais avec r. Afin d'exclure ces mots 
du domaine d'application de la règle synchronique du rhotacisme on pourrait 
introduire dans leur représentation lexicale un trait de règle négatif 
([-règle rhotacisme]). Cependant, cette complication est évitée si nous 
acceptons la dernière version de la "Condition des alternances" (Alternation 
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Condition), qui a été introduite par Kiparsky. A l'origine, ce principe 
était conçu uniquement pour limiter le degré d'abstraction des représen-
tations sous-jacentes. Il stipulait qu'une description formelle des 
exceptions A une règle donnée au moyen de traits diacritiques est préfé-
rable & une solution qui utilise des segments sous-jacents qui n'appa-
raissent pas A la surface. La découverte d'un type de règles de neu-
tralisation qui au moment de leur application semblent disposer d'infor-
mation tirée de l'histoire dérivationnelle des formes, les soi-disant 
règles rétrospectives {looking baak), avait conduit Kiparsky à réviser 
la condition des alternances. Il avait remarqué, en effet, que toutes les 
rëgles connues de ce type avaient en commun la propriété de ne s'appli-
quer que dans des contextes dérivés, c'est-à-dire a des séquences (1) 
ou la présence d'une frontière de mot ou de morphème est pertinente ou 
(2) qui résultent de l'application d'un ou de plusieurs processus phono-
logiques précédents. Cette observation lui offrait le moyen d'expliquer 
leur fonctionnement au moyen d'un principe qui, du même coup, rendait 
superflu une contrainte indépendante spécifiant le degré d'abstraction 
des structures sous-jacentes. Le principe en question a pris la forme 
d'une condition universelle sur l'application des règles phonologiques : 
(12) Condition dee altemancee 
Les processus de neutralisation non-automatiques ne s'appli-
quent qu'à des formes dérivées (1973. 67). 
Dans le cas du rhotacisme synchronique, l'effet de la condition (12) est 
double. D'une part elle nous oblige à lexicaliser des mots tels que 
arena "sable", aridus "sec", oraaulwn "oracle" sous leur forme super-
ficielle et, d'autre part, elle évite l'emploi des traits diacritiques 
pour soustraire les mots comme asinus, miser, caesaries (catégorie 6) 
du domaine de la règle du rhotacisme. Bien que sa validité soit contes-
tée (cf. Kenstowicz et Kisseberth, 1977: 212), nous accorderons au prin-
cipe (12) l'avantage du doute, ne fût-ce que pour voir dans quelle me-
sure la mise en oeuvre de tout l'apparat formel de la théorie orthodoxe 
permet la formulation d'une règle élégante. 
L'occurence superficielle des s intervocaliques dans les 
mots cités dans la catégorie 5 ne pose aucun problème. Dans la théorie 
orthodoxe et dans la nutre ces segments sont dérivés par les règles 
-145-
( f a c u l t a t i v e s ou v a r i a b l e s ) (13-15) : 
(13) Loi de manilla (cf. бЬ) 
C C > С / V [+ a c c e n t ] 
(14) Effacement de la nasale 
3 0 , 1
 ' > , 1 1 0 3 
ν ( + n a s I i _ 
1+ cor I 1+ conti 1+ long 
1 2 3 
(15) Mêthathèse de la gemination 
[ c li c ! vf 




 l a t r a t i latr^it | V | Btrait | > 1 2 3 5 |ßtriit| 6 
1 2 
Dans la théorie orthodoxe ces règles, extnnsëquement ordonnées après 
la règle du rhotacisme, s'appliquent à des formes sous-]acentes contenant 
se ou па. 
Passons maintenant aux catégories (1) et (2), dont les mots 
manifestent l'alternance paradigmatique 8 "* V. Cette allomorphie se décrit 
par la règle (17) qui s'applique aux suites sous-jacentes (16) : 
(16) # & us+5 # î¥ aml+se # # honös+is ^  & 
(17) s — > r / V {^} V r r r 
uro amare honoris 
Telle qu'elle est conçue, la règle (17) est inadéquate pour deux raisons. 
D'abord, parce que le principe (12) rend superflu l'indication de la fron-
tière morphématique dans sa description structurale. Ensuite, parce qu'elle 
зк ± 
engendre des formes agrammaticales telle que por-ltus (po+situs) et cara 
(cas+a). La façon évidente de résoudre ces problèmes c'est de supprimer 
les frontières morphématiques de la règle et de bloquer son application 
aux catégories (3) et (4) par un trait diacritique. On peut cependant, 
concevoir d'une formulation de (17) qui, au moins pour la catégorie (3), 
évite le recours aux traits diacritiques, mais qui, alors, oblige de gar-
der distincts les deux contextes de (17). La solution consiste â intro-
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duire dans la formulation synchronique de ce processus le contexte dans 
lequel le rhotacieme diachronique ne pouvait s'appliquer. La règle (17) 
prend alors la forme (1Θ): 
(1Θ) 





Le sous-schéma (18a) engendre amore à partir de la séquence sous-jacente 
[[ami] [+pe] ff].,» "»aïs ne s'applique pas à [_
г е
£[Р 0 +] [situs]]v. 
Dans le cas des mots casa, rosa, omasum, etc., l'emploi de traits diacri­
tiques ne peut être évité que si nous introduisons dans (18b) les traits 
morphologiques [+ Verbe] et [ + 3 décl]. La présence de ce dernier trait 
dans (19) empêche l'application de cette règle aux mots cités qui sont 
tous de la première ou de la deuxième déclinaison: 
suffixe 
(19) s > r / V(l + Verbe 
r[+ Nom] ι 
+ 3 décl 
Cependant, que l'on préfère la version (18), avec les traits d'exception, 
ou (19), sans ces traits, les deux règles sont d'un type dont on ne pré-
voit guère la longévité. De plus, malgré le conditionnement morphologique, 
elles restent intrinsèquement opaques en vertu du principe (11). Considé-
ré dans la perspective de l'évolution, le rapport dérivationnel qu'elles 
établissent entre β et г les empêche de caractériser les nivellements pa-
radigmatiques comme une simplification de la grammaire. Vu que le nivel-
lement n'affecte pas, de façon instantanée, un ou plusieurs des contextes 
mentionnés dans ces règles, mais qu'il exerce son action sur des morphèmes 
individuels, la conclusion s'impose suivant laquelle la simplification 
se situe au niveau du lexique, où les morphèmes sont individuellement re-
présentés. Voyant dans la non-application du rhotacisme aux verbes 
du type positua et aux mots empruntés la preuve de son opacité, nous 
proposons de remplacer la règle transformationnelle, qui pendant la 
période facultative avait la forme (2), par le schéma distributionnel 
-147-











л, г / ν 
(ι + suff 
r
+ prés. 




l+ Adj ' 
+ oblique 
Le schéma (20) distribue l'allomorphie sous-jacente des représentations 
lexicales telles que + { }e. u{ } . hcmôi }3 melio{ } dans les séquences 
catare Cinf prés) ^  amaûisse Cinf parf) ; uro Cindic prés) ^  тлааі Cparf) , 
ustus Cparf passif); honos (nom sing) ^  honoris (gén sing); melioB (nom 
slng) 'V melidria (gén sing) . 
4.3. Le nivellement des paradigmes 
Depuis la fin du rhotacisme diachronique jusque dans la pé-
riode classique il s'est produit en latin une élimination massive de 
l'allomorphie 8 ^  r. Au premier abord, il n'y a lä rien d'inattendu, car, 
le rhotacisme étant devenu opaque, la variation s "v 1* était tombée dans 
le domaine de l'universel de Humboldt. Cependant, le résultat du nivel-
lement paradigmatique témoignait d'une régularité frappante, qui a 
intrigué les linguistes depuis les néo-grammanens jusqu'aux générati-
vistes. Dans les sous-sections 4.3.1. et 4.3.2. nous discuterons deux 
tentatives d'explication de ce phénomène qui sont de nature différente. 
Nous traiterons d'abord l'explication de Saussure, dont nous essayerons 
de montrer qu'elle est foncièrement correcte. LA deuxième tentative est 
plus récente. Elle est proposée par Mayerthaler, qui se sert des entités 
formelles de la grammaire generative. 
4.3.1. Le calcul de la quatrième proportionnelle 
Nous sommes convaincu qu'une explication adéquate du change-
ment analogique des paradigmes en -os, -Oris doit tenir compte d'un fac-
teur qui, d'ailleurs, a fait l'objet de nombreuses controverses. C'est 
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la notion de "modèle", généralement présentée sous la forme de ce que 
Saussure appelait "le calcul de la quatrième proportionnelle" (1972: 221). 
Pour décrire le changement honoB ^ honor ce calcul se conçoit ainsi, 
(21) oratorem : orator - honorem : Χ 
Χ - honor 
La conception saussurienne du modèle ne repose pas sur des mots complets/ 
mais suppose une analyse en éléments. "Toute création", dit-ilf "doit être 
précédée d'une comparaison inconsciente des matériaux déposés dans le 
trésor de la langue ou les formes génératrices sont rangées selon leurs 
rapports syntagmatiques et associatifs" (p. 227) . Etant donné que le 
locuteur est capable de décomposer les unités qui lui sont présentées, 
le mot oratorem est mis en rapport avec les termes qui le composent, dont 
ôrâtâr, qui figure indépendamment dans la langue. Puis, ôratôrem est asso-
cié à honorem en vertu de la séquence phonologique commune et fonctionnel-
lement identique em. La création analogique suppose la compréhension de 
ces rapports dont le premier est dit "syntagraatique" et le deuxième "asso-
ciatif". C'est parce que le locuteur arrive â découvrir les rapports qui 
relient entre eux les mots orator, oratorem et honorem, les formes géné-
ratrices de l'analogie, qu'il est capable de créer la forme honor. 
Tout essentiel qu'ait été le modèle proportionnel dans la théo-
rie de l'analogie néo-grammairienne et structuraliste, depuis King (1969) 
son importance et son statut théorique sont vivement critiqués. King 
doutait de la possibilité d'arriver à une définition adéquate de ce que 
nous avons appelé suivant Saussure le rapport associatif. D'après King, 
"it seems highly unlikely that satisfactory agreement conditions can be 
formulated to account for all analogical changes from the world's languages" 
(p. 131). En effet, la tâche semble ingrate. Nous savons qu'il existe même 
des changements analogiques pour l'explication desquels le modèle propor-
tionnel fait défaut (cf. Kiparsky, 1974a) et qui reçoivent un traitement 
plus adéquat lorsqu'on les conçoit comme des cas de généralisation d'une 
règle phonologique du type génératif. D'autre part, se basant sur des 
données tirées de l'évolution du français et du finnois, Skousen (1972, 
1973 et 1975) a démontré que les locuteurs induisent certaines régulari-
tés superficielles qui ne sont pas du tout de nature phonétique. Par 
ailleurs, il critique l'emploi non-restreint du concept de l'analogie en 
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nous rappelant que "analogy refers to the systematic regularity and not 
to the change Itself. The analogical change is actually a change Into 
the regularity that the speaker has already captured" (1973: 36). C'est 
à dessein que nous choisissons le mot "rappelle", car Saussure lui-même 
avait souligné que "la seule forme qui ne soit rien dans la génération 
de honor, c'est précisément honôel" (p. 224). Quelle serait alors la ré-
gularité qu'a découverte le locuteur romain pour créer la forme nouvelle 
honor? С'est à cette question que nous tenterons de trouver une réponse 
dans les lignes suivantes. 
Depuis Saussure l'idée que le lexique est un répertoire de 
mots organisé qui contient l'ensemble des formes indépendantes, dérivées 
et fléchies a été abandonnée (cf. pourtant Vennemann, 1974b), et l'intro-
duction de la notion de règle dans la théorie linguistique a permis de 
se faire une conception plus économique du lexique. Le locuteur est en 
état d'analyser oratorem en orator + em parce qu'il a appris la règle 
de formation qui construit oratorem a partir du mot orator. Il semble 
suffisant de lexicaliser une fois seulement le suffixe em dont la distri-
bution est réglée par les traits syntaxiques [+ sing, + ace] après une 
certaine catégorie de substantifs et d'adjectifs. C'est pourquoi, dans 
une terminologie plus moderne, "la compréhension d'un rapport syntagma-
tique" se traduira par "la reconnaissance d'une règle morphologique". 
L'apprentissage du système de déclinaison implique pour l'en-
fant romain une autre tâche cognitive spécifique. Il doit apprendre quels 
mots se déclinent suivant quel schéma de désinences. Parfois l'apparte-
nance d'un mot à une déclinaison donnée doit être retenue comme une pro-
priété du morphème particulier (cf. lepus, -oris "lièvre" en face de 
lupus, -г. "loup"), mais souvent le schéma peut être prédit à partir des 
propriétés phonologiques ou morphologiques du radical. L'enfant apprend, 
par exemple, que tous les mots en or (cf. uxor "épouse", actor "gardien 
de bétail, acteur", cantor "chanteur") sont de la troisième déclinaison, 
g 
régularité qu'on peut exprimer au moyen de la règle, 
(22) [ Caf * 1 = suff A' / X 5r + 
let sing I 
qui stipule que la classe des mots en -or ajoute à un radical invariable 
les désinences du type A' ([+ nomi, + sing] = 0, [+ асе, + plur] » ез, etc.). 
Pareillement, il apprend que tous les noms et adjectifs en -08 (cf. pavos 
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"peur", labos "travail", amos "amour") et tous les neutres en -ив (cf. 
lîtue "cote", fngus "froid", scelus "faute") sont de la troisième dé-
clinaison, ce qui nous permet de généraliser (22) comme suit: 
I Cas A | aβingj or (23) | ПТ-2І " Buff A' / x^ ° s 
us] neutre 
Cependant, comparés aux radicaux en -or, les radicaux en -os et en -us 
ont ceci d'exceptionnel qu'ils présentent l'alternance e /Ι Ι "ν· г / 
ailleurs. En plus, les neutres en -us font alterner la voyelle и du nomi­
natif avec о ou e dans les autres cas. Lorsqu'on introduit ces complica­
tions dans (23), on obtient la règle (24) : 
<"> [aasU )--«*'/* 
or I (a) 
öO f (b) 
l ») 1 
neutreI 
(c) 
La règle (24) fait bien ressortir l'aspect irrégulier des paradigmes du 
type honoB 'ь honoris. Comparée à la forme du nominatif des radicaux en 
-or, c'est la forme du nominatif honos qui est irrégulière. En effet, il 
serait séduisant d'expliquer l'élimination de la variation s % r dans ces 
paradigmes conme la simplification du schéma (24), dont les séquences (a) 
et (b) se confondent en (a). Gardons-nous, cependant, de prendre la des-
cription pour l'explication et le résultat pour la cause. Même si l'on 
considérait la simplification de (24) comme la cause du nivellement, il 
se poserait la question de savoir pourquoi la simplification ne s'est pas 
étendue A tous les neutres. Comme nous verrons par la suite, la simpli-
fication de (24) n'est que l'aboutissement d'un processus pendant lequel 
l'alternance s ^ r a été éliminée de façon progressive et très sélective. 
Il serait plus juste de chercher une explication comparable à celle que 
Kiparsky a proposée pour justifier l'opacité des processus de neutralisa-
tion. Prenons à titre d'exemple l'alternance d •v» t créée par Auslautver-
härtung dans la paire de mots néerlandais bou[tJ ^ boit[d]e (fléchi) "hardi" 
Le locuteur néerlandais qui apprend i>ou[tJ avant qu'il n'apprenne la forme 
fléchie bou\_d~\e, se trouve devant le problème de savoir quelle est la 
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atructure sous-jacente de ce morphème. On peut supposer qu'il lexicalisé 
d'abord bout jusqu'au jour où il entendra (ou lira) boude, â quel moment 
il relexicalIse bout sous la forme boud. Si, entretemps, il construit la 
forme fléchie, celle-ci se présente éventuellement avec un t intervocalique. 
Etant donné que AuslautverhSrtung est un processus productif que chaque 
locuteur néerlandais finit par apprendre, ce genre d'erreur de compétence 
n'est typique que du langage enfantin. Pour les adultes ces erreurs ne se 
rencontrent que dans le cas de mots très peu usités tels que, en effet, 
boud. Etant donné que la plupart des radicaux en -or ont un radical in-
variable, l'enfant romain qui apprend une des formes obliques du para-
digme de honos, retient dans son lexique la forme honor. Lorsqu'il apprend 
que le nominatif n'est pas honor mais honos, il ne restructurera pas son 
lexique, car il n'a jamais appris la règle opaque s — > r. Plutôt, il 
doit retenir que le morphème qui signifie "honneur" manifeste une allo-
morphie s т, r. C'est pourquoi la forme honor s'imposera au nominatif chaque 
fois que le controle des locuteurs, enfants et adultes, ne s'exerce pas 
ou ne peut s'exercer avec précision. Interrompons ici la discussion du 
nivellement et examinons, pour mieux définir les paradigmes qui ont été 
régularisés, les tableaux (25) et (26): 
(25) Echantillon des paradigmes nivelée 








































































(ö 'ь о) 
psdösj -oris > podar 
гитов, -or i s > rurnoi" 
вйсБв, -crie > eudor 
umost -ОРІЗ > umor 





I I . V. "ν· V , où V / ö 
fulgua, -urie > fulgur 
iubae, -oris > tubar 
auffuB, -urie > augur 
/ 'foudre", à côté de fulgor 
V< fulgeo) 
"radiation des corps c é l e s t e s " 
"augure" 
(26) 
III. V "b V 
pubes, -eris > puber 
тиііев, -erte > mulier 




Echantillon dee paradigmee non-nivelés 
роІувуІІаЬев 














- o r i s 
-or i s 
-oris 
-oris 
- o r i s 
robor 
decor 
"chêne" à côté de гоЪит 









II. V ъ e 
vomis, -eris > vomer "soc" 
cucumie, —eris > cucumer "concombre" 
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(V ^ e) 
егпга, -erts > einer· (tardif) "cendres" 
pulvis, -evia > pulver (tardif) "poussière" 




(h)oliis, - e r i s 
onus, -eris 








I I I . u "X· o (compar. neutres) 
melius, -oris (η) 
maius, -oris (η) 
faoilius,-oriB (η) 
audacius, -oris (η) 
"mieux" 
"plus grand" 
"plus f a c i l e " 
"plus audacieux" 
В monosyllabes 
las, loris > lar " lares" 
glis, gliris > glîr (tardif) "loir" 
mus, mûris "souris" 
flos, fïôria "fleur" 
rus, ruris "campagne" 
mos, morie "coutume" 
jus, juris "loi" 







L'étude des paradigmes rassemblés dans (25) et (26) nous permet de relever 
les faits suivants: 
1. Les paradigmes régularisés sont tous polysyllabiques/ & l'exception de 
Іав et glie. 
2. Si la voyelle finale du radical est invariablement o, le paradigme est 
nivelé dans tous les cas. 
3. Si la voyelle finale du radical est invariable, bien que différente 
de ι?, le radical en г s'impose partout, sauf dans le nom de la déesse 
Tellus (et le mot tellus "terre"). 
4. Si l'alternance vocalique est d'ordre quantitatif le paradigme eet 
régularisé, à l'exception du nom de la déesse Ceree, -evia. 
5. Si l'alternance vocalique est d'ordre qualitatif, le nivellement est 
plutôt exceptionnel. 
Discutons ces points un à un. 
Pour autant que nous sachions, il n'a pas encore été proposé . 
une explication satisfaisante du non-nivellement des monosyllabes. Hogg 
(1979: 77) explique leur réticence en faisant remarquer que les noms d'a-
gent qui ont servi de "modèle" sont tous polysyllabiques. Bien que sa 
proposition apporte au problème une solution radicale, nous hésitons & 
reconnaître au modèle la puissance qu'il lui attribue. D'après nous le 
rflle du modèle n'est pertinent que dans la mesure ou il indique l'opaci-
té de la forme du nominatif des paradigmes alternants. En outre, il existe 
en latin des monosyllabes dont le radical se termine invariablement en r 
et qui, donc, auraient pu servir de modèle: fur, -га "voleur", Ver, —te 
"printemps", (h)er, -ie "hérisson". 
Une explication plus impressionniste, mais pas nécessairement 
fausse pour cela, a été proposée par Sommer, d'après qui "die Erhaltung 
des für das Sprachbewusstsein unregelmAssigen Zustandes speziell bei Mono-
syllaba mag darauf beruhen, dass kürzere Formen sich dem Gedächtnis mehr 
einprägen und so ausgleichenden Neuerungen am besten widerstehen" (1914: 
369). La linguistique contemporaine hésite, souvent à juste titre, â attri-
buer A ce type d'explication psychologisante une valeur concluante. D'autre 
part, il existe une corrélation statistique entre la longueur des mots et 
leur fréquence (loi de Zipf). λ son tour, la fréquence joue un rôle cer-
tain dans la mémorisation des mots, facteur dont l'importance est reconnue 
par les psycholinguistes. Evidemment, tant qu'il nous manque les données 
statistiques nécessaires, l'influence de la fréquence ne constitue qu'une 
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hypothèse à vérifier. Il y a, cependant, une preuve indépendante qui sup-
porte l'idée de Sommer suivant laquelle les monosyllabes ont un statut 
quelque peu particulier. C'est qu'il se produit en latin un processus 
d'abrègement vocalique devant nt, m, t. Ι, ν en position finale de mot. 
La règle (27) décrit le processus en question. 





















Le sous-schéma qui contient les matrices mises entre parenthèses angulaires 
empêche l'application de ce processus, très productif par ailleurs, aux 
monosyllabes qui se terminent en г et Ζ : /uTj par "égal", eaZ "sel", sol 
"soleil". Bien que le blocage ne s'applique qu'à une sous-classe des mo-
nosyllabes, il n'en est pas pour autant moins surprenant. Cela étant, on 
peut imaginer que ces mots ont résisté plus massivement à un changement 
aussi abrupte que le nivellement analogique. Tout compte fait, nous croyons 
que le non-nivellement des monosyllabes est du â des propriétés intrin-
sèques de ces mots. Le comportement exceptionnel de las s'explique par le 
fait que ce not est presque exclusivement employé au pluriel. La forme 
nouvelle gUv n'est mentionnée qu'au quatrième siècle après J.-Chr. par 
Chariθlus (cf. Sommer, 1914: 369). On pourrait conjecturer sur l'influence 
du mot (h)ir "creux de la main", mot inconnu en latin classique et attes­
té pour la première fois dans le travail du même grammairien. 
Nous avons expliqué ci-dessus le nivellement des paradigmes 
en —os, -oris par l'opacité de la forme du nominatif. L'universel de Hum-
boldt garantit que la régularisation se fait en faveur de la forme qui 
produit l'invariance du radical. D'autre part, les mots mentionnés dans 
(25 II - III) montrent qu'il n'y a pas que les paradigmes en -os, -oris 
qui ont été régularisés. Un petit groupe de mots en as, MS, ее, au nomina­
tif s'est brièvement maintenu à côté d'un nombre relativement grand de 
paradigmes qui ont r dans tous les cas. En voici quelques-uns. ansar "oie", 
Vesper "étoile du soir", cancer "crabe", cioer "pois chiche", pauper "pauvre", 
tater "brique faite de terre", über "mamelle", cadaver "cadavre", papaver 
"pavot", mater "mère", pater "père", frater "frère", tubur "azerolier", 
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oicur "apprivoisé (adj.), porc domestique", guttur "gosier, gorge", turtur 
"tourterelle", murmur "grondement". C'est pourquoi l'explication que nous 
proposons pour le nivellement des mots du type muliee, fulguB, iubas est 
identique & celle que nous avons donnée pour bonos, pavoe, etc. Noua adap-
tons a cette fin la régie (24) en la remplaçant par le schéma (28), qui 
•st quelque peu plus abstrait. 
[ cas A ] _ a sing] " 
Vr 1 (a) 
ф / (b) 
<2β) L T I - suff A' / 
¡¿M (с) neutre! 
Dans la régie (28) aussi nous constatons que l'aboutissement du processus 
de nivellement se décrit comme la perte du sous-schéma (b); cependant, 
les paradigmes qui manifestent une alternance vocalique en plus de l'al-
ternance consonantique se sont soustraits A la tendance A la cohérence 
paradigmatique. C'est cette constatation qui nous inspire le principe 
suivant: 
(29) Allomorphie tenace 
Lorsque, dans les différentes formes d'un paradigme flexionnel 
Ρ,, une alternance improductive α i· b est soutenue par une 
autre alternance (productive ou improductive) X "X» y de telle 
sorte que αχ alterne avec Ъу, 1'allomorphie ах ъ by est tenace. 
Le principe (29) est-il véritablement un "principe", ou une simple expli-
cation ad hoc, inventée pour rendre compte de la ténacité de 1'allomorphie 
us ъ ет/от du latin? A première vue cette question semble d'autant plus 
justifiée que les paradigmes de (25 III), qui ont été nivelés en dépit de 
l'alternance vocalique quantitative, ainsi que la sous-classe des para-
digmes de (26 II), qui ont abandonné l'alternance г •ν» e, constituent des 
contre-exemples A l'intérieur même du corpus dont nous l'avons extrait. 
Avant de montrer qu'en réalité ces paradigmes confirment le bien-fonde 
du principe (29), nous apporterons des preuves indépendantes de sa vali-
dité. 
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Les consonnes continues voisées ßj δ, γ, ζ faisaient partie du 
système phonologique du proto-germanique tardif. Il est admis communément 
(cf. Penzl, 1969: 50, Van Coetseji, 1972) que, parmi ces consonnes, &, 3, 
et γ avaient une double origine: 
1. elles remontent aux consonnes indo-européennes bh, dg, gh ou bien 
2. elles dérivent, par l'intermédiaire de φ., θ, χ,de la série indo-euro-
péenne p, t, k. 
Le voisement de f, θ, χ,mouvement auquel a participé s, peut formellement 
être conçu comme suit (nous empruntons la règle à Veimemann, 1972b, 189) : 
<3°> [; Tont] — [ + v ° i x ] / [- : c c e n t | ^ тоіх]> — [• V ^ ] 
Par l'action de ce processus, connu sous le nom de "loi de Verner", un 
mot tel que faiar "père" passe à fabar. Cette même règle est responsable 
de la création d'allomorphie dans les paradigmes des verbes forts, parce 
que l'accent indo-européen frappait dans certaines formes le radical, 
dans d'autres la désinence: 
inf prêt si prêt pi part passé 
ancien proto-germ ίέυχαηα tâuxe ίκχύηθ tuxârià "tirer" 
(31) loi de Verner têwxanà tâwxe tuyúnb tufara. 
proto-germ tardif téwxan taux túyun túyan 
ancien haut-ail ziohan zoh zugum gizogan 
Les paradigmes verbaux tels que nous les rencontrons dans les langues 
germaniques contemporaines ne se caractérisent pas seulement par l'absence 
de variation consonantique, mais encore par la régularité de la place de 
l'accent, qui s'est fixé sur la syllabe initiale. L'abandon de l'accen-
tuation indo-européenne a rendu la loi de Verner opaque, événement qui 
a provoqué l'élimination de l'allomorphie sourde ^  sonore des fricatives. 
A l'intérieur des paradigmes nominaux l'alternance consonantique avait 
presque entièrement disparu dé]a â l'époque des premiers documents. Dans 
les verbes, elle a été plus tenace. Notons la remarque que fait Paul à 
propos de l'ancien haut-allemand: "un Verbum dagegen hat sich die Differen-
zierung besser bewahrt, offenbar unterstützt durah die damit zusammentref-
fende Vokaldifferenzierung (den Ablaut), vlg. mhd. ziuhe - zôah - zugen -
gezogen" (1909: 205; c'est nous qui soulignons). Au contraire, les verbes 
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forte qui ont la même voyelle au singulier et au pluriel ont abandonna 































La même observation a été faite par Kiparsky pour l'ancien anglais (1972: 
211). Dans les formes du prétérit d'un verbe comme keosan "choisir" l'al-
ternance consonantique est retenue {béas sing "" auron plur) , alors qu'elle 
est abandonnée dans sie an "battre", dont la voyelle du prétérit est in-
variablement о {.slog (<h) sing •>, etôgon plur) . 
Dans une étude plus récente, Kiparsky (1978: Θ7) emprunte à 
Naro et Lemle (1977) les facteurs suivants, qui augmentent la "saillance" 
Іваііепеу) relative d'une innovation par rapport Д la forme ancienne et, 
pax la, freinent l'extension de la forme nouvelle: 
(1) An innovation which is more differentiated from the old 
form is more salient than one which is more similar to it. 
(2) An innovation is more salient in monitored (formal) speech 
than in unmonitored speech. 
Kiparsky en ajoute deux autres: 
(3) An innovation in a frequent form is more salient than an 
Innovation in a rare form. 
(4) An innovation which alters surface structure or phonotac­
tics is more salient than one which does not. 
Bien que Naro et Lenii e relèvent l'importance des facteurs (1) et (2) dans 
le cadre d'une étude d'un changement syntaxique —ils étudient la perte de 
l'accord entre le sujet et le verbe en portugais brésilien— Kiparksy re-
connaît leur utilité dans l'interprétation des nivellements analogiques. 
Il dit: "This permits us to interpret many types of partial analogy: the 
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tendancy for "small" alternations to be eliminated before "big" ones (1), 
stylistic differentiation (2), frequency (3), and various "structure pre-
serving" effects (4)". C'est surtout la reconnaissance de l'importance 
du facteur (1) qui soutient la validité explicative de notre principe (29). 
Revenons, enfin, à l'alternance V ^  V du néerlandais, que nous 
avons discutée au chapitre 3. Parmi les paradigmes nominaux qui font al-
terner la voyelle brève au singulier avec la voyelle longue au pluriel, 
il y en a un bon nombre qui, en plus de l'alternance vocalique, manifestent 
l'alternance consonantique productive [+ voix] "v [-voix]: ho[f] ^ hô[v]-en 
"enclos", gralf] τ« grä[v]-en "tombe", pa[t] ^  р5[а]-еи "sentier", etc. 
Le principe (29) explique pourquoi les paradigmes qui ont été régularisés 
font précisément partie de la classe dont l'alternance vocalique n'était 
pas renforcée par l'alternance consonantique: 
bisschop "ν bissohop-en — > bisschop ъ bisschop-en "évêque" 
vree ч» vrek-en — > vrek ^ vrek-en "avare" (subst) 
getal "v« getal-en — > getal ^ getal-en "nombre" 
gemak ^ gemak-en — > gemak 'v gemak-en "comnodité" 
epor "v- spor-en — > spör "^  spor-en "éperon" 
Ayant démontré que le principe (29) est justifié en dehors du 
seul domaine latin revenons sur les contre-exemples apparents des catégo-
ries (25 III) et (26 II). Etant donné que Ablaut est un processus impro-
ductif, les représentations lexicales de arbos et pulvis sont respective-
ment arb{ }{ }etpuZv{ }{ '}. Aussi, le principe (29) prédit-il que les 
о г
 r
 e r 
allomorphies os ^  or et is ^ er seront tenaces. 
Il semblerait surprenant, en effet, que l'alternance quantita­
tive qui caractérise les paradigmes de la catégorie (25 III) n'ait pas 
bloqué leur nivellement. Nous examinerons dans ce qui suit un certain 
nombre de faits phonologiques du latin qui concernent la longueur des 
syllabes finales et nous tenterons de voir dans quelle mesure il est pos-
sible d'avoir recours à ces faits pour réduire l'allomorphie Vs "" 4r ca-
ractéristique des paradgiraes de mulies, arbôs et pubes. 
1. Selon le témoignage de Quintilien, Іеч Romains avaient l'habitude d'ar­
ticuler faiblement les finales: "plerisque extremas syllabas non per-
ferentibus, dum priorum sono indulgent" (cité par Marouzeau, 1962: 15). 
Avec Marouzeau on pourrait conclure de là qu'ils devaient "être moins 
sensible(s) à un effet phonétique qui n'intéresse que la fin du mot" 
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(p. 51; cf. aussi Herescu, I960· 136-7) 
2. Du point de vue de la rime, l'écart phonétique entre deux sons de 
longueur différente est généralement estimé moindre certeris paribus que 
entre deux sons de timbre différent. De toute façon c'est ce que nous 
sommes tenté de croire lorsque nous constatons que Mazoureau néglige 
de relever l'importance de la différence de longueur dans sa discus-
sion des effets stylistiques obtenus par le procédé de 1'homophonie. 
Les exemples qu'il fournit confirment notre impression. Nous citons 
les exemples suivants (les italiques sont de Harouzeau; l'analyse mé-
trique est de nous): 
Juvénal Χ, 1Θ6 
Fluotibus ac tarda per densa cadtwera prora (p. 57) 
Cicerón, Pro Caelio 32, 78 
Hominem sine re, eine fide, sine epe, sine sede_ (p. 62) 
Gannius cité par Priscien II, 237k 
Silicat in nubes nidöribus ardor adoris (p. 68) 
Le premier vers est pris parmi les exemples que donne Harouzeau pour 
illustrer le procédé stylistique appelé 1'homéotéleute (1'Homophonie 
de la syllabe finale). Lorsque 1'homéotéleute intervient à la finale 
de membres symmétriques, comme dans la phrase de Cicerón, il prend, 
suivant Harouzeau, l'aspect de rime. Le vers de Gannius sert d'illus-
tration au principe de 1'adnomination dont il est question lorsque 
l'homophonie couvre "la partie essentielle du mot". Tous ces exemples 
montrent clairement que les différences de longueur dans les sons 
pertinents n'ont pas empêché Marouzeau de les considérer comme homo-
phones . 
3. S'il est vrai que les témoignages de Quintillen datent du premier siècle 
après J.-Chr., le latin connaît depuis l'époque prélittéraire une ten-
dance prononcée à abréger les voyelles finales. Ainsi, depuis les pre-
miers textes, a final est toujours court au nom. sing des mots fémi-
nins et au nom. et ace. plur des neutres. Devant m final les voyelles 
ont dé]â été abrégées pendant la période prélittéraire. A l'époque de 
Flaute l'abrègement affecte les voyelles longues devant t final et 
s'étend progressivement aux contextes décrits dans la règle (27) . En-
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suite, il y a la règle connue d'Abrègement lambique (dorénavant AI), 
que Kieckersdéfinit comme suit: "Eine lambiscine Silbenfolge, die den 
Ton auf der Kurze trägt oder der die tontragende Silbe unmittelbar 
folgt, wird pyrrhichisch. Also wird ^  — zu ^-'^-' und^— — zu U V J— " 
(1930: 81) . L'activité de AI se reconnaît clairement dans les bisyllabes 
originairement ïambiques tels que benê "bien", male "mal", ibï "là", 
etc. Peu â peu l'abrègement s'étend à des mots qui ne sont pas ïambiques, 
bien que Flaute oppose toujours homo "homme" et sermo "discours", mais 
la règle (27) et AI ont la caractéristique de ne pas s'appliquer ou 
du moins de ne s'appliquer que très rarement devant ε ¿¿ ¿¿. Il y a 
raison de croire, cependant, que AI était d'une application plus géné-
rale dans la langue populaire: "Vor -s ist auch metrische lambenXür-
zung erstaunlich selten, etwa amas Pit. Pers. 177, novos Truc. 244, 
bontà Ter. Eun. 8, das einzigartige palus Hor. ars 65 wird der Umgangs-
eprache enstaimen" (Leumann, 1963: 102; c'est nous qui soulignons) . 
Dans quelle mesure ces faits nous permettent-ils de réduire 
l'allomorphie dans les mots qui présentent une alternance qualitative? 
Les faits relevés sous 1 et 2 suggèrent qu'un principe, tel que (29), qui 
prédit la ténacité de l'allomorphie sur la base de l'écart phonologique 
entre les différents allomorphes d'un concept donné, devrait qualifier une 
différence de longueur comme étant moins grande et de ce fait plus propice 
à l'élimination qu'une différence de timbre. Cependant, c'est là une hypo-
thèse dont la validité n'est pas suffisamment établie pour qu'elle puisse 
être érigée en théorie. Cela étant, le principe (29) serait mieux étayé 
si l'on pouvait démontrer que AI avait éliminé l'allomorphie V ^  V avant 
que le nivellement des paradigmes de TnutieSj pubes et arbos ne se fût 
produit. En fait, seul le nivellement du paradigme de arbos, -oris pose 
un problème sérieux pour le principe (29). A en croire Sommer (1914: 369), 
le nominatif puber n'apparaît que chez Priscien (500 après J.-Chr.), ce 
qui confirme la ténacité relative de l'allomorphie es ^ er. L'apparition 
de rnulier est beaucoup plus ancienne. En effet, le nominatif rnulies, qui 
est un produit de reconstruction comparative, n'a jamais été attesté. Il 
est possible que son nivellement rapide ait été causé par l'analogie sé-
mantique provenant des mots de parenté, mater, pater, frater, uxor, sóror, 
qui sont sémantiquement très proches. En ce qui concerne arbos l'appli-
cation de AI est douteuse pour deux raisons. D'abord, le mot n'est pas 
ïambique, car la première syllabe est longue. Ensuite, AI ne s'applique 
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pas systématiquement dans le contexte — s +Φ j-f-. Pour que агЪов soit 
abrégé, il faudrait poser l'hypothèse que le blocage de AI devant в M & 
soit une propriété du style soutenu. C'est en effet ce qu'on pourrait con-
clure â partir de la remarque de Leumann citée ci-dessus. C'est encore 
ce que nous tenterons de prouver dans la section suivante, ou nous re-
viendrons plus largement sur AI. AI se concevrait alors comme une régie 
variable, qui, pour les mots bisyllabiques, se définirait сотое suit: 
(33) Abrègement dea ЪівуІІаЬев ùmbiquea 








où les parentheses angulaires autour du changement structural indiquent 
la variabilité de la règle et dans la description structurale le contexte 
qui défavorise son application. Telle qu'elle est formulée, la rCgle (33) 
ne s'applique toujours pas à атЪов. Il faudrait pour cela faire l'hypo­
thèse supplémentaire que dans la langue populaire l'abrègement des voyelles 
finales a déjà débordé le cadre des mots iambiques avant la création de 
arbor. La fréquence relative de la forme étymologique arboe dans les textes 
littéraires permet de conclure que la forme arbor est moins ancienne que, 
par exanple, honor et pavor. Aussi le fait que, excepté le nominatif, toutes 
les formes de son paradigme ont une voyelle courte, peut avoir fait de ar-
tos une des premières victimes de l'extension de l'abrègement. Il sera 
clair, cependant, que l'abrègement de voyelles devant s |V ¡M ne peut 
être mis en rapport systématique avec le nivellement de l'alternance 
8 ^  r, constatation dont la pertinence deviendra claire dans la section 
4.3.2. 
Parmi les différents types d'alternance vocalique rassemblés 
dans (26) — и 'ье, и "ь о, и ^ о, г ъ e— seuls les paradigmes qui pré-
sentent la variation -гв ^  -er ont été nivelés. Vomie, -evie et cucumis, 
-erie ont cédé la place â un nominatif en-er relativement tôt. Les autres 
paradigmes n'ont adopté un nominatif en -er que très tardivement. Les 
mots pulver et einer apparaissent pour la première fois chez Priscien, 
huit siècles après que les premiers mots en -OS, -oris ont abandonné 
l'alternance consonantique. Ces données chronologiques suffiraient pour 
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prouver la ténacité de 1 'allomorphie is 'V» er telle qu'elle est prédite par 
le principe (29). D'autre part, l'alternance -is 'V» -er a été moins tenace 
que les autres types mentionnée ci-dessus. Il y a un facteur qui distingue 
nettement les mots en -19 des mots en -us: les premiers sont tous du genre 
masculin alors que les derniers, à quelques rares exceptions près, sont 
tous du genre neutre. Cela signifie que la forme du nominatif singulier 
des mots en -us est appuyé par celle de l'accusatif singulier. Ce fait 
est d'autant plus pertinent que, conine nous l'avons vu au chapitre pré-
cédent, l'accusatif chasse progressivement les autres cas obliques, ce 
qui fait qu'une forme comme genus a dû acquérir une très haute fréquence. 
Il va sans dire que le principe (29) n'est pas seul à jouer un rôle dans 
le changement analogique. Au contraire, il entre en interaction avec 
d'autres facteurs tels que la fréquence relative des différentes formes 
d'un paradigme ou la fréquence absolue d'un paradigme entier. 
Etant donné qu'on peut supposer sans risque que le Forum se 
prêtait mal au labourage et sa dignité encore moins à la culture des 
concombres, il est probable que les formes nouvelles Vomer "soc de charrue" 
et cuaumer "concombre" proviennent de la campagne et appartiennent au 
sexmo rusticuS. La pertinence de ce fait apparaît lorsque nous apprenons 
que Sommer confirme l'hypothèse de Leo (1912) suivant laquelle il a dû 
exister chez Plaute une variante —e pour —І8: "Die von ihm (= Leo) des 
weiteren angenommene Satznebenform —e für -is muss der Vulgársprache un-
bedingt zuerkannt werden auf Grund von Zeugnissen wie rege mitredatta 
2 
CIL I 1334 (etwa unter Augustus), carpe cuetos VI 4340 (Tiberius; 4342 
Nero), also aus einer Zeit und in einer Form, wo die Hochsprache nur -ΐβ 
schreibt" (1914: 305). Il s'ensuit que dans les parlers populaires vomis 
et cucumis étaient représentés par les formes vome et cucume, ce qui nous 
permet de poser les représentations lexicales vome{ } et aucwne{ ) . 
r r 
L'analyse que nous venons de faire des paradigmes du type (25 III) 
et (26 II) nous permettent de conclure à juste titre que les données ne 
contredisent pas le bien-fondé du principe (29); celles du type (26 II) 
le confirment même. 
Les dernières créations analogiques à expliquer sont celles de 
Veter, robor et decor ainsi que le non-nivellement des paradigmes de Tellus 
et Ceres. Nous ne nous attarderons pas sur ces derniers mots, car il n'est 
que logique que les forces conservatrices aient été plus efficaces, lorsque 
il s'agissait d'empêcher l'acceptation de formes nouvelles qui concernaient 
des noms de déesse. La création de veter a été favorisée par les noms plu-
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гі із veteres "les anciens, les aïeux", Veterea, le nom d'un quartier 
du Forum, et Vetera "les vieilles choses". Comme il a été suggéré par 
Hogg (1978: 76), la création de robor pourrait représenter un cas d'ana-
logie sémantique déclenché par arbor. A son tour, robor a contaminé la 
forme robus qui change en robur. Enfin, l'existence de la forme decor 
"beauté physique", qui par son sens spécifique a pu subsister â côté de 
de сиз "beauté morale", nous permet de relever un autre facteur important 
qui, en plus du principe (29), nous permet de comprendre pourquoi les 
mots de la catégorie (26), y compris les monosyllabes, n'ont pas générale-
ment éliminé la variation s "ν, Г. 
Le suffixe -os (> or) est devenu très productif en latin. Il 
fournit des déverbatifs masculins qui sont construits généralement sur 
le radical des verbes de la deuxième conjugaison exprimant un état: paveo 
"je suis frappé de crainte" a côté de pavor (< os), candeo "эе suis allu­
mé" à côté de candor, teneo "je suis tendu", à côté de tenor. Il est cer-
tain que le latin a créé des déverbatifs qui n'ont jamais eu de nominatif 
en os, conme, par exemple, frigor "froid" (< frigeo "je suis froid") â 
côté de friguB "froid". Il n'y a pas que l'apparition tardive de frigor 
qui nous permet de conclure que ce mot n'est pas une formation analogique. 
Des déverbatifs tels que tenor, algor, issus de teneo, algeo, existent 
A côté de tenus, aigus, dont le premier est indéclinable et le deuxième 
de la quatrième déclinaison. Dans ces cas-là, le r du nominatif ne s'ex-
plique que si nous admettons que ces mots sont dérivés des verbes teneo 
"tenir" et algeo "avoir froid". En effet, 4 un certain moment du latin le 
suffixe -oe a été restructuré sous la forme —or. Cette restructuration 
ne s'est pas produit nécessairement après que tous les paradigmes du type 
-08, -oris étaient nivelés: Il est tout â fait possible que pendant un 
certain tanps -os et -or se soient concurrencés et que -or l'ait empor-
té avant même que tous les paradigmes aient adopté un nominatif en -or. 
Une fois que le suffixe était restructuré, le processus dérivationnel a 
créé automatiquement des formes sans alternances â côté des paradigmes 
supplétifs, tout conme il a créé frigor à côté de frigus, algor à côté 
de aigus et aussi deoor (< deoet "il convient") â côté de decus. Si notre 
interprétation des faits est correcte, au moins une partie des substan-
tifs en -oe, -oris, ont dû se trouver en face d'une double pression, l'une 
venant des formes obliques du paradigme flexionnel, l'autre exercée par 
le processus dérivationnel. Or, les neutres et les monosyllabes n'ont 
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jaiiiais été exposés â ce deuxième facteur nivelant. Le fait est que deous 
et frigua étaient dans une situation particulière à cause de l'existence 
des verbes deoeo et fvigeo. Tout comme les monosyllabes, la grande majo-
rité des mots neutres ne représentent que des mots isolés, sans rapport 
avec un verbe (cf. Meillet et Vendryès, p. 376). 
Au terme de cette discussion de l'élimination de l'alternance 
Э *· T, nous récapitulons dans le tableau (34) les divers facteurs qui ont 
favorisé ou défavorisé le nivellement des différents paradigmes en ques-
tion. 
type honos type cinis. type genua type floe 
oucumia. 
(34) 

























nivellement nivellement pas de nivelle-





4.3.2. Le concept de "cumul d'opacité" 
Récemment, Mayerthaler (1977) a tenté d'expliquer l'élimination 
de l'allomorphie э "V» r dans le cadre de la phonologie orthodoxe. Son expli­
cation est fondée sur le calcul du nombre de règles opaques impliquées 
dans la dérivation des différentes formes d'un paradigme. D'après ce prin-
cipe (OpakheitsaMcumulation), plus le nombre de règles opaques est élevé, 
plus le nivellement du paradigme tend à être rapide: 
Falls es in einem Paradigma Ρ zu Opakheitsakkumulation kommt, 
die ein tolerierbares —im Laufe der weiteren Forschung empi­
risch zu bestimmendes— Maximum Obersteigt, dann tendiert P. 
zu paradigmatischem Ausgleich (p. 151). 
Après avoir appliqué sa theorie au nivellement des paradigmes latins, il 
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craignent". Dans ce contexte, le passage de ô à и n'est entamé qu'au 
début de l'empire. Cette fols-ci l'évolution de о paraît un phénomène 
d'assimilation qui a pris naissance dans le contexte [+ haut] [+ haut], 
car "erst zu Ender der Republik erscheint vor Q und vor l + Konsonant auch 
hier [y ] der Obergang in и (vgl. Quintilian I., 11), also аиипсиіиз 
14 
[< auonculus], uulnue [< иоІливЪ ииідиэ [^uolgus]" (Sommer, 1914а: 67) 
Indépendamment de l'explication phonétique particulière qui est à l'ori-
gine du passage о — > и/и , l'aboutissement du processus se décrira 
adéquatement comme la simplification de la règle (35). 
Jusqu'à la fin de la république, le latin connaît donc des oc-
curences de δ dans le contexte β ДО ДО, ce que prouvent de surplus les 
mots острое "maitre de" et impifa "qui n'est pas maitre de", qui sont for­
més à partir de p&tia "possible" et encore exos "sans os", un dérivé de 
oa(s) "os". Pour qu'elle soit adéquate, la contrainte (36) devrait donc 
être complétée de la condition que nous avons ajoutée à la règle (35) . 
Si, en outre, on interprète la notion de contrainte phonotactique comne 
une régularité qui ne supporte pas d'exceptions, interprétation qui nous 
semble logique, l'existence de mots canne irnpSs, etc. rend la validité de 
cette contrainte douteuse 
Un autre fait important de la phonologie du latin que Mayertha-
ler néglige de relever est le processus qui efface le s final après voyelle 
courte. Leo nous apprend: "Als Plautus dichtete, war das s nach kurzem Vo-
kal lm Auslaut so unbeständig, dass der Dichter es im Verse nach Belieben 
fallen lassen oder erhalten konnte" (1912: 328). Les avis sont partagés 
sur l'ampleur de ce processus d'effacement. Surtout la position prise par 
Leo, qui soutient que la chute du в final après voyelle brève se produit 
indépendanment du segment suivant, n'est pas unanimement acceptée. Selon 
le témoignage de Cicerón, rapporté par Sommer (1914a: 303), on avait autre-
fois l'habitude de supprimer le β final lorsque le mot suivant commençait 
par une consonne. Vers la fin du troisième siècle avant J.-chr. le в est 
orthographiquement fixé, et c'est & peu près l'époque où le passage de 
О à й en syllabe finale est accompli. Cependant, la réintroduction de ε 
devant un mot qui coomence par une voyelle est au départ un procédé pure-
ment orthographique, bien que la prononciation de la sifflante ne tarde 
pas A devenir la norme (cf. Sommer, 1914a: 304). Ce processus d'effacement 
est Important pour le statut de la contrainte (36). Il prouve qu'au moins 
jusqu'à la fin du troisième siècle, lorsque tous les paradigmes en -os,-oris 
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avait déjà développé un nominatif régulier, on avait la situation phono-
tactique: 
(a) из ΦΦ *t V ou *o / s & ΦΦ V 
(37) 
(b) u & & С ou *o / ¿/ & С 
Or, dans le contexte £φ φί, о pouvait passer librement à ¡S par l'ef-
fet de AI, sans que la contrainte (37b) l'en empêche (cf. ego, voto, etc.). 
Pourquoi, se demande-t-on, la contrainte (37a) a-t-elle été tellement plus 
efficace, pour qu'elle pût empêcher l'application de AI à honos, etc.? En 
plus, nous savons que la version généralisée de la contrainte (37a) n'a 
pas contrecarré la simplification des consonnes doubles à la finale, pro-
cessus qui a créé des voyelles brèves dans la position — s ΦΦ φφι mirtee 
"soldat", equës "cavalier", ariès "bélier", segès "terre préparée", Іарга 
"pierre", qui sortent de mitess, equees, etc. (cf. Meillet et Vendryes, 
1927: 143) ._Ce processus, ±1 est vrai, est relativement tardif (3-2 s. 
av. J.-Chr.). S'il a rendu caduque la version généralisée de la contrainte 
(37a), il l'a fait à l'époque où presque tous les paradigmes étaient déjà 
régularisés. Cependant, la réduction de ss à 6 nous permet de discuter le 
prétendu conflit entre AI et la contrainte (35) à un niveau plus abstrait. 
Y a-t-il des preuves qui nous permettent de croire à l'hypothèse qui af-
firme qu'une contrainte phonotactique peut empêcher l'extension d'un pro-
cessus phonologique? Nous sommes tenté de répondre par la négative, car, 
nous croyons que le principe suivant est d'une validité incontestable en 
phonologique diachronique: 
(З ) Le principe de la chaîne de traction 
Etant donné le processus phonologique Ρ , A — > В / X — Y, qui 
dans la langue L crée la contrainte phonotactique XAY, s'il 
existe dans L des séquences XA'Y où l'une des variantes natu-
relles de A' est identique à A, il est fort probable qu'il se 
développe un processus Ρ , A' — > A / qui élimine la con-
trainte *XAY. 
C'est à dessein que nous avons donné à ce principe le nom d'un concept 
généralement accepté dans la phonologie structuraliste et generative 
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arrive & la conclusion optimiste suivante: 
Zumindest gelingt es der vorgeschlagenen Theorie —mit ganz 
wenigen Ausnahmen wie z.B. lar— genau diejenige Klasse von 
ausgeglichenen -Stammen zu prognostizieren, die tatsächlich 
von p[a>radigmati»cheml A[jsgleich] erfasst werden (p. 156). 
A la différence de notre tentative d'expliquer le nivellement des para-
digmes latins par le jeu concerté d'un certain nombre de facteurs diffé-
rents, Mayerthaler propose un principe apparemment très simple et qui 
semble formellement très rigoureux. De plus, le contenu empirique de 
Bon principe est contraire & l'essence même de notre principe (29). La 
proposition de Mayerthaler a toute l'apparence d'un concurrent sérieux 
de l'explication que nous avons esquissée dans les pages précédentes. 
Un examen approfondi de son hypothèse s'avère indispensable. Nous dis-
cuterons tout d'abord l'opacité même de l'abrègement iambique et nous 
analyserons ensuite les rapports que Mayerthaler établit entre ce phéno-
mène et le nivellement analogique qui nous préoccupe. 
1. L'opacité de la règle d'abrègement iambique. 
La règle AI occupe une place centrale dans la théorie de Mayer-
thaler. Il a été stipulé plus haut que AI n'était pas, du moins pas dans 
les textes littéraires, d'une application systématique dans le contexte 
— в фф j4p£. Pour trouver une explication au blocage (partiel) de AI devant 
β φφ j<jf, Mayerthaler établit un rapport entre cette règle et le processus 







+ nas \ \ - c o n t \/ 
< + cor> \l· " » 7 
-> [+ haut] / [+ segm] \ \ + c o r { Ч + ^ І ) * * 
- lat 
I+ s y l l 
Condition: [+ segm] n ' e s t pas 1+ haut 
I+ rond 
qui était actif en latin prélittéraire (cf. prîmes — > primus, tempos — > 
tempue, etc.). La règle (35), qui élimine toute occurence de δ devant s, 










асе (36) [  ace J a Η Ή 
ν 
[+ long] 
Ensuite, comme les monosyllabes en s tels que /Jos "fleur", mus "souris", 
dies "jour", eras "demain", etc. gardaient leur voyelle longue (AI était 
inapplicable), Mayerthaler suppose que la condition phonotactique (36) 
s'est changée en un impératif plus général, "pas d'abrègement devant e 
final". Dès lors il se crée un conflit entre la version généralisée de 
(36) et la règle AI: d'une part il y a la tendance à respecter la con-
trainte "pas d'abrègement devant s final", d'autre part, il existe la 
pression à la généralisation de AI. Chaque fois que la deuxième tendance 
prend le dessus, il se crée des formes abrégées comme ηουόε, clamas, honos. 
Quand cette tendance n'aboutit pas, les voyelles longues se maintiennent: 
novos, clamas, honos. Ce balancement établi, Mayerthaler fait le raison-
nement suivant: 
Da R (iamb. К.) aus den explizierten Gründen in iambisehen Wör-
tern Endsilben z.B. des Typs -ÖS ¿φ nicht generell erfasst, ist 
R (iamb. К.) eine opake Regel im Sinne von Kiparsky (1973). 
Grundsätzlich darf angenommen werden, dass irgendwelche Formen 
opak sind, wenn in ihre Generierung die Applikation einer opaken 
Regel R. involviert ist. Im Falle einer Applikation von R (iamb. 
К.) auf z.B. orbes wird in das ohnehin bereits opake Paradigma 
arbos ^ arboris etc. zusatzliche Komplexität bzw. zusatzliche 
Opakheit eingeführt (p. 147). 
Récapitulons les différentes étapes du raisonnement de Mayer-
thaler, en commençant par la contrainte (36) qui interdit la séquence 
phonétique ¿S ¡^ &. Comme le montre la règle (35) , la contrainte qui 
prédit la longueur de о est plus générale que ne le décrit (36). Limitons-
nous, cependant, suivant l'exemple de Mayerthaler, au contexte — s ^  №. 
Comme l'indique la condition ajoutée à (35), l'opposition entre о et й 
n'est pas neutralisée après χ (u): sendos (nom), эетдот (ace) "esclave", 
equos (nom), equôm (ace) "cheval", mortuôs "(il est) mort", metuûnt "ils 
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(cf. King, 1969: 99). La disparition du s simple de la position inter-
vocalique en latin laisse le champ libre à la sifflante double qui se 
réduit, par la loi de manila d'abord et, plus tard, par le processus 
qui abrège 8 double après voyelle longue (cf. ааивеа > саиэа "chose", 
quaeaso > quae во "je cherche", diviesit > divisit "il a séparé"). Le 
passage de 8 A h en grec ancien (h intervocalique est encore attesté en 
mycénien, cf. Ruijgh, 1967: 54 et Bq) crée la contrainte phonotactique 
vsV: ύχθύσυ > ¿χθύΐιυ (dat plur) "poisson", λύσω > Xúhu (fut) "lâcher". 
Devant ι et y, l'obstruante coronale t se développe en s, éliminant la 
* *• 17 
contrainte VsV: тйтуоі. > τόσοι, "tant" . A la lumière de ces faits, 
il est surprenant que Mayerthaler invoque la contrainte os ¿¿ № pour 
expliquer la réticence de AI â s'appliquer aux séquences 08 ¡Ijt ¿¿. 
D'autre part, Mayerthaler a raison de relever la rareté de 
l'abrègement iambique devant β, fait qui demande de toute façon une ex-
plication. 
La neutralisation de la longueur dans les syllabes finales en 
latin se fait toujours en faveur de la voyelle brève. Au moins dans ce 
contexte, on peut considérer de ce fait la voyelle brève comme une vari-
ante naturelle de la voyelle longue. Etant donné le principe (38), ce n'est 
pas l'existence d'une contrainte qui peut bloquer la naissance d'un pro-
cessus, ni même son extension. C'est pourquoi nous sommes enclin & chercher 
ν _ 
la cause de la non-application de AI aux suites C0VC(L)Vs # ¿t dans la 
nature même du s. Cette idée se trouve confirmée par la constatation que 
ce même segment bloque la neutralisation de l'opposition de quantité dé-
crite dans le processus (27). Ce ne peut être un hasard que dans les deux 
règles la complexité relative de la description structurale est due â la 
présence du s. Le fait est que s est la seule fricative du latin suscep-
tible de figurer en position finale de mot. C'est cette constatation qui 
nous permet de conclure que β ^ / ¿¿ représente un contexte qui se combine 
plus naturellement avec la quantité longue de la voyelle précédente. Il 
n'est pas du tout exceptionnel qu'un certain contexte phonétique exerce, 
pour des raisons intrinsèques, une activité retardatrice sur la générali-
sation d'un processus (cf. Chen, 1973). Or, nous croyons que AI constitue 
un processus qui s'est étendu en deux mouvements, le deuxième représen-
tant l'extension du processus au contexte s ¿¿ »M. Pareille concep-
tion de AI nous fournit une explication pour l'observation de Sommer qui, 
après avoir remarqué que chez Flaute le type 2máa est bien plus rare que 
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ânat, constate: "In der klassischen Poesie ist bei -s die Länge allgemein 
wieder eingeführt" (1914: 147). Il serait vain de voir dans la réintroduc-
tion systématique de la longueur chez les poètes dactyliques la preuve 
d'un arrêt brusque de la généralisation de AI dans la langue parlée. 
D'ailleurs, si l'on se base sur les oeuvres littéraires, on arrive & la 
conclusion que AI n'est devenu obligatoire dans aucun contexte: 
It is clear that this shortening was a phenomenon of spoken 
Latin, freely used by early scenic writers, but not made 
standard by the dactylic poets (Kent, 1945: 107). 
Cependant, les oeuvres littéraires ne sont pas le meilleur guide s'il 
s'agit d'établir une phonologie du latin. Tous les latinistes sont d'ac-
cord pour dire que AI est une règle qui relève du style populaire (cf. 
encore Dressler cité par Mayerthaler:"Plus le style est familier...moins 
l'abrègement lambique [ est] limité".(1977: 144). L'hypothèse de l'extension 
de AI en deux mouvements permet d'expliquer, non seulement la rareté des 
voyelles brèves devant s dans les premiers textes, mais aussi le maintien 
systématique de la longueur dans ce contexte précis par les poètes dacty-
liques, qui, très sensibles aux données métriques, ont retenu la longueur 
devant e. Une fois cette norme établie, la longueur a pu se maintenir 
conine un trait de style du registre soutenu. La conclusion â tirer de 
l'étude de AI que nous venons de refaire en stipulant les étapes de son 
histoire ne peut comporter d'ambiguïté. Etant donné que la deuxième étape 
était à peine entamée a l'époque des premières oeuvres littéraires, il 
est certain que la masse des paradigmes en -os, -oris était déjà nivelée 
avant que AI n'ait pu introduire de l'opacité dans leurs paradigmes. 
A titre d'épilogue à la discussion de AI, nous tenons â relever 
que l'interprétation que donne Mayerthaler du principe de l'opacité con-
corde mal avec la nôtre et, pour autant que nous puissions en juger, n'est 
pas dans l'esprit du principe conçu par Kiparsky. La notion d'opacité, 
comme chacun le sait, a été développée pour caractériser certains proces-
sus comme "difficiles à découvrir". Indépendamment de l'explication qu'on 
voudrait donner de l'application variable de AI devant s final, on ne pour-
rait pas en conclure pour autant que la règle est opaque. Presque toutes 
les règles phonoloqiQues commencent en tant que règles variables ou facul-
tatives et elles mettent toutes un certain temps pour fixer l'ensemble 
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des contextes auquel elles s'appliquent en définitive. Pendant ce temps, 
elles constituent des règles tardives et productives, bref des règles non-
opaques par excellence. C'est précisément ä cause de la variation qui 
existe dans des formes conme volo, став à côté de volo, amas que les lo-
cuteurs sont capables d'abstraire le domaine d'application de la règle 
et, même, de contribuer & son extension. 
2. Le rapport entre AI et le nivellement analogique. 
Même si l'on accepte l'interprétation du principe d'opacité 
telle qu'elle est conçue par Mayerthaler, la concomittance entre l'appli-
cation de AI et le nivellement analogique ("Wo iamb. Kürzung und ε ^ r-
Altemation, dort p.A." (p. 146)) n'est pas aussi régulière que Mayer-
thaler le suppose. Il est vrai que son hypothèse prédit correctement 
l'absence de nivellement dans les neutres comme tempus, genus etc., dont 
la voyelle est systématiquement courte, mais que dire de fulgur (fulgor), 
robur (robor), frigor, decor, iubar, veter, vomer, cuaumer, einer, augur, 
pulver? Mayerthaler explique certaines de ces formes en indiquant qu'elles 
avaient des doublets du genre masculin en or. Mis â part le fait qu'il 
n'explique pas comment ces doublets ont été créés, son explication ne 
vaut que pour une petite partie des mots cités. Ensuite, tous les nomi-
natifs du type — ne satisfont pas â la description structurale de AI 
et ne peuvent pas de ce fait être affectés par l'opacité introduite par 
ce processus: puber, maeror, mdor, pador, rumor, sudor, umor, angor etc. 
Si seulement une partie de ces mots remontent incontestablement â une an-
cienne forme en os/es (Quintil ien cite les formes pubes, olemos, pour su-
dos cf. Ernout et Meillet), il est invraisemblable de penser que ce sont 
précisément les mots de ce type qui sont des dérivations récentes. D'ail-
leurs, pareille hypothèse ne pourrait valoir que pour les mots qui peuvent 
être mis en rapport avec un verbe conme maeror & cOté de maereo "être 
triste" et umor i côté de umeo "être humide". 
3. Le principe du "cumul d'opacité". 
Malgré les réserves qu'émet Mayerthaler sur son utilité expli-
cative immédiate, le principe du cumul d'opacité lui permet сіеэа, croit-
il, "diejenigen Klassen paradigmatischer Variation auszuzeichnen, die fur 
p.A. bevorzugt in Frage kommen" (150). Comparons à ce propos le degré 
d'opacité du paradigme de genus avec celui de arboB (les données sont 
empruntées i Mayerthaler même p. 149/50). 
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/genos/ /genos+іэ/ /arbös//arbös+is/ 
депевгв +opaque arbosie +opaciue 
genua 
generis +opaque атЪЪгьв +opaque 
(orbos) -topaque 
germe ^  generi-B — 2 opaque <хгЪоз/<хгЪо5Г^агЪо^18= 3 opaque 
(a) (b) 
La comparaison de сеэ dérivations montre que le nivellement paradigmatique 
n'a lieu que dans les paradigmes ou AI contribue à l'augmentation du degré 
d'opacité, qui sinon serait égal pour (39a) et (39b). Ajoutons maintenant 
la dérivation de honos. 
/honos/ /honos+is/ 
Ablaut 
(40) Rhot honôrie + opaque 
AI (honöa) + opaque 
honSa / honoa ^ honoris = +2 opaque 
Si notre analyse est correcte, l'accumulation de l'opacité dans le para-
digme de honos n'est pas plus grande que dans celui de genus, parce qu'Ab-
laut ne s'applique pas à honoaia. De ce fait, le principe du calcul des 
opacités prédit un comportement identique pour les paradigmes du type 
депив et ceux du type honos. Donc, ou bien nivellement dans les deux cas, 
ou bien maintien de la forme étymologique; or, un coup d'oeil sur le 
tableau (25) suffit pour constater qu'une telle prédiction est en contra-
diction flagrante avec les faits. La triple opacité ne peut être obtenue 
que dans les paradigmes qui subissent â la fois AI et Ablaut. Les para-
digmes des catégories (25 I) et (25 II) n'ont pas d'alternance vocalique. 
Parrai les trois mots qui manifestent Ablaut (25 III) , seul muliea a la 
forme iambique, c'est précisément ce mot qui a cédé la place à muliev A 
une époque où AI ne s'appliquait pas encore devant 6. 
Il résulte de la discussion précédente que le principe du cumul 
d'opacité, du moins tel qu'il est formulé par Mayerthaler, et appliqué 
au rhotacisme, ne permet pas de prédire le nivellement analogique. 
Ablaut 
о — > ΰ 




4.4. Opacité et théorie de la marque 
Avant d'abandonner le rhotacxsme latin, nous revenons brièvement 
â l'hypothèse de Safarewicz selon laquelle les mots grecs â β intervocalique 
n'auraient pas été adaptés au stade où s était passé Д г. Ce qu'il y a de 
curieux dans son hypothèse c'est que le changement s — > г représente un 
processus allophonique. Il est en effet bizarre que les emprunts se sous-
traient aux règles phonétiques de la langue adoptive. Cependant, même si 
le processus avait été neutralisant, notre définition du cas d'opacité 2b 
ne nous aurait pas permis d'expliquer l'arrêt brusque de sa productivité 
par l'opacité intrinsèque. 
Safarewicz n'est pas seul à défendre l'hypothèse de l'improducti-
vité de la règle de voisement. Leumann remarque à propos des emprunts grecs: 
"Das σ griechischer Lehnwörter erscheint immer als a, etwa in pausa gr.naO-
OLSj basic gr. βασυς. Dass solche erst nach dem Wandel von г zur ρ aufge­
nommen seien, ist lautgeschichtlich nicht notwendig, da auch vorher das 
gr. σ sicher besser durch das lat. ss (vgl. lat. cousso, causa wie pausai 
als durch lat ζ wiederzugeben war; es begegnet in der Tat nicht allzu 
selten schon in der alten Zeit ss, z.B. in passim CIL I 1549 und öfter, 
vgl. bassilica" (1963: 141). Michel apporte un argument différent lorsqu'il 
observe à propos de l'emprunt dialectal йзгпие: "Que l'on examine dans le 
Thesaurus les emplois figurés, les locutions dans lesquelles entre ce mot 
dès le second siècle. On reconnaîtra aisément que seul un mot très ancien 
dans la langue a pu être si fécond" (1955: 112; citation empruntée à Toura-
tier, 1975: 280). 
On pourrait éventuellement soutenir que la non-application de 
β — > г au vocabulaire nouveau serait le résultat de l'opacité extrinsèque, 
causée par la loi de mantilla. Cette hypothèse impliquerait que la loi de 
mamilta a été active â une époque très reculée, ce qui est peut-être vrai, 
mais impossible A prouver à partir des données dont nous disposons. On 
pourrait mettre cette situation vague à profit et clore la discussion, 
attribuant la cause de l'opacité à la loi de mantilla. Pareille décision 
semblerait d'autant plus ]ustifiable que l'arrêt spontané de la producti-
vité de la règle β — > r est invraisemblable. Que nous nous en abstenions 
tient au fait qu'il existe de curieux parallèles dans d'autres langues. 
Avant de présenter ces données, essayons de préciser la situation phono-
tactique qui s'est créée en latin dans la position intervocalique après 
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lepassage de s à 2: 
VssV 
s 
En supposant un décalage entre le moment où la règle de voisement est de-
venue opblxgatolre et celui où les géminées se sont réduites, on constate 
que, pendant un certain temps, il a existé en latin les suites phonotac-
tiques 
(42) VzV et VssV 
Dans ce qui suit nous tenterons de montrer que l'improductivité de la 
règle de voisement peut être mise en rapport avec cette situation phono-
tactique particulière. 
Pendant la période qui précède le moyen-néerlandais, il s'est 
développé une règle qui voise les fricatives θ, e, ƒ dans un contexte so­
nore. (Comparer moyen néerlandais dief "voleur", vlucht "fuite", zeker 
"sûr" avec anc. frison thiaf, anc. bas francique fluht, anc. saxon sikor)• 
Le processus de voisement est sans doute très ancien. En moyen néerlandais 
il ne reste plus aucune trace de 5. C'est l'occlusive d que nous trouvons 
partout. Selon toute probabilité la sonorisation était accomplie, du moins 
pour/etö(cf. ci-dessous), avart la dégémination, qui est seulement entamée 
en moyen néerlandais (probaDlumerit au treizième siècle ou plus tard, cf. 
Van Loey, 1959: 51). La aernie'-e règle réduit les géminées dans des mots 
comme heffen (< heffoan) "soulever" et Іоввеп (< lôssian) "lâcher". Suite 
à la sonorisation des fricatives simples, il se crée une situation phono-







(44) ν ψ ν {^} 
Dans les documents du moyen néerlandais la graphie normale de la fricatx-
ve labio-dentale voisée est V. L'emploi du signe г pour représenter la fri-
cative dentale est beaucoup moins systématique, d'où l'on peut conclure que 
pour le S le processus de voisement ne touchait pas encore â son terme 
(dans certains dialectes?). Tout comme dans les mots indigènes, on trouve 
t l'initial des mots empruntés indifférenment les graphies 8 et z:[e/z]ant 
*'saint"([e/sjoit "solde",[β/ζίφρβ "soupe". Si, donc, la situation n'est pas 
très claire pour la fricative dentale, l'emploi de la graphie ν était sys-
tématique dans les mots du vocabulaire hérité. La graphie V était cependant 
"STRENG von tonlosen ƒ in Fremdwörtern wie faelge Fehl, falen, feilen 
fehlen, feeste, fijn, finen endigen, fel bös, fier trotzig, stolz, fiasche, 
flau, fraai, frisch, frisch, friten rösten, fruut Frucht UNTERSCHIEDEN" 
(Franck, 1910: 74; la mise en relief est de nous). 
Pour que la non-adaptation des emprunts â la règle de voisement 
puisse être mise en rapport avec la structure phonotactique V{ }V; il sem-
blerait nécessaire de trouver des emprunts â ƒ intervocalique, car les 
géminées n'existaient pas A l'initial de mot. Cependant, le mot phonologique 
du moyen néerlandais, et sans doute aussi de la période qui précède, a très 
probablement dépassé le cadre des catégories grammaticales, de sorte qu'il 
est inutile pour l'application adéquate des règles phonologiques, de dis-
tinguer entre position intervocalique et position initiale de mot. 
Si nous avons raison, le même principe qui expliquerait l'impro-
ductivité de la règle β —> ζ du latin où il règne les structures phono-
tactes V{ }V, pourrait expliquer pourquoi le même phénomène s'est produit 
en moyen néerlandais. 
Ajoutons un troisième exemple, qui, cette fois-ci, est pris dans 
l'histoire du français. Comme nous avons vu au premier chapitre, il s'ajoute 
6 la gramnaire du bas-latin une règle qui sonorise les consonnes intervo-
cal iques: 
aueat > of ζ Je 
causa > cho[zJe 
pausare > po[z]er 
шаа (frк) > gui[z]e 
-177-
A la suite du processus de voisement, il s'ajoute une règle de dégémination 
qui réduit les consonnes doubles dans des mots comme: 
gutta > anc. fr. gote ( > goutte) 
pupta > ''rotta > anc. fr. rote ( > route) 
тізэа > messe 
п ваа (frk) > anc. fr. тове ( > "юивве) 
On constate alors que "dans les composés, on a tantôt [zj, tantôt [ej sui-
vant que la composition est antérieure ou postérieure à la sonorisation de 
3 intervocalique; cf. d'une part be[z]ogne et be[z^oin (< germ, bisunja^u) 
en face de soigne < surmyat (germ, swxnja) et de soin (< sunnjujj et de 
l'autre p.ex. dessouSj dessus, ressentir, ressource, etc." (Fouché, 1961 III, 
599). Si Fouché a raison de croire que la réduction des géminées se situe 
bien après le processus de voisement, la non-application de cette règle à 
l's intervocalique des composés dessous, etc., pourrait tenir à la présence 
simultanée dans la langue de ζ et ss en position invervocalique. 
Les parallèles sont en effet frappants, mais pour que nous ne 
prenions pas des vessies pour des lanternes, il faudrait évidemment qu'il 
soit certain que le décalage entre le voisement intervocalique et la dégé-
mination que supposent les linguistes dont nous avons cité les témoignages 
soit établi sans ambiguïté. En outre, la date de l'introduction des emprunts 
qui attestent l'improductivité du processus de voisement doit se situer 
avec certitude avant la dégémination des groupes consonantiques. Si tel 
est le cas, il est impossible d'expliquer l'improductivité du processus de 
voisement par l'opacité externe, produite par la dégémination. 
Malgré ces réserves, et sachant que le principe que nous allons 
proposer peut être facilement vérifié, supposons avec Leumann, Van Loey et 
Fouché qu'au moment ou le vocabulaire nouveau est entré dans les langues 
discutées ci-dessus la règle de dégémination n'était pas encore active. 
Alors, la conclusion évidente qui est à tirer de l'improductivité du pro-
cessus de voisement, c'est que le segment voisé a dû devenir sous-]acent. 
Apparemment, la présence simultanée dans le même contexte du segment voisé 
et de la géminée correspondante a rendu irrécupérable la règle diachronique 
[- voix] > [+ voix]. En traitant la géminée (SS) comme la variante mar-
quée de son correspondant simple (S) et la consonne sonore (z) comme la 
variante marquée de son corrélatif sourd (s), on pourrait généraliser ces 
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faits au moyen du principe suivant: 
(45) Opacité саз 3 
Etant donné la langue L, où le segment non-marqué [atraitl 
atraitl 
s'oppose au niveau lexical & son correspondant marqué I I 




sus Ρ In χ 1 > 1 1 / X ï, Ρ est opaque dès 
qu'il devient obligatoire (où χ et y représentent des traits 
phonétiques et où η et и indiquent respectivement "non-marqué" 
et "marqué"). 
Appliqué au voisement de s et à la dégémination de sa dans la 
position V — V, le principe stipule que, si s fri long, η voix) s'oppose 
à ss (m long) dans le contexte V — V, le processus s — > ζ (m voix)/v — V 
est opaque, une fois qu'il est devenu obligatoire. Tel qu'il est formulé 
le principe (45 ) prédit adéquatement l'improductivité de la règle de 
voisement dans les langues mentionnées. 
Revenons, enfin, sur l'alternance s % ζ qui avant le passage 
de ζ & r a dû exister en latin dans les paradigmes du type honos ъ horiozis, 
uzo "v· ustus, etc. Quelle est la conséquence du principe (45 ) pour la 
représentation lexicale de ces paradigmes? Si la règle s — > ζ est effec­
tivement devenue opaque, notre modèle descriptif nous obligerait à lexi-
caliser les deux allomorphes: honoi }, u{ ) etc. En même temps nous pré-
dirions que l'allomorphie s ^ 2, qui représente une complexité lexicale, se-
rait susceptible d'être éliminée par l'universel de Humboldt. Afin d'ex-
pliquer le fait que l'alternance s ъ ζ n'a pas été éliminée par la géné-
ralisation de ζ on pourrait relever qu'une suite phonétique honoz aurait 
enfreint la contrainte phonotactique qui interdit les fricatives voisées 
en fin de mot, effet "saillant" qui d'après Kiparsky (cf. p. 158) freine 
les nivellements analogiques. Cependant, cette même contrainte pourrait 
nous être utile pour justifier la lexicalisation unique de honoz, car la 
variante honos peut être prédite au moyen de la règle 
[; cTnt] — > c- «*•] / - » «/•19 
La règle qui régit le voisement des groupes consonantiques, et 
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qui est Indépendamment justifiée, prédit la valeur algébrique du trait de 
voisement, si з se trouve dans l'environnement d'une consonne, comme dans 
UstuB. dérivé de uz+tu3. La règle 4 > [- voix] / — № & de-
+ conti 
vient opaque lorsque ζ intervocalique se développe en r. Dès lors, la pré-
diction du β dans le contexte — ¡É/ fr devient impossible à cause d'un 
grand nombre de mots à r final, et ce n'est qu'alors que l'analogie peut 
se faire. 
4.5. Conclusion 
Il arrive parfois qu'un conditionnement morphologique se sub-
stitue au conditionnement phonologique original et garantisse par là la 
survie de la règle sous forme d'un processus productif. Ce changement de 
conditionnement avec productivité persistante constitue à nos yeux un des 
aspects les plus intéressants du changement phonologique. C'est là en 
même temps un aspect de l'évolution des langues qui ne peut guère se van-
ter d'une attention soutenue des linguistes. Il est difficile de définir 
avec précision les conditions dans lesquelles une alternance est saisie 
par les locuteurs comme la marque systématique d'une catégorie morpho-
sémantique, ou, posé différemment, quelles sont les catégories morpholo-
giques susceptibles de conditionner un processus productif. 
Cependant, parmi les processus productifs à conditionnement 
morphologique qui sont connus, il n'y en a pas un qui soit conditionné 
par un trait de déclinaison arbitraire. C'est précisément un tel conditi-
onnement que nous avons dû introduire dans la règle du rhotacisme pour 
bloquer son application aux emprunts. Or, si une règle ainsi conditionnée 
ne peut être productive, et si sa non-application aux emprunts prouve 
qu'elle ne représentait pas un processus productif phonologiquement condi-
tionnée, elle a dû être "morte" avant l'introduction des mots empruntés. 
L'allomorphie résultant d'un processus mort représente pour le 
locuteur une allomorphie encombrante et susceptible d'être éliminée. Le 
nivellement rapide d'une sous-classe des paradigmes alternants a sans doute 
été favorisé par la présence dans la langue d'une classe nombreuse de mots 
dont le radical se terminait invariablement en r. En effet, la présence 
des paradigmes invariables n'a pas seulement mis en évidence le caractère 
exceptionnel de l'alternance s 'v» r, mías elle a permis aussi de situer 
l'irrégularité dans la forme au nominatif. Ainsi le modèle des noms non-
alternanta a à la fois accéléré le nivellement analogique et déterminé 
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la direction du changement. La réponse à la question de savoir pourquoi 
la régularisation rapide a précisément affectée la classe des paradigmes 
qui ne présentaient pas d'alternance vocalique est donnée par le principe 
de l'allomorphie tenace, qui prédit que les "petits écarts" sont davantage 
susceptibles d'être éliminés que les "grands écarts". Notre principe est 
différent du principe du cumul des opacités en ce qu'il tient compte de 
l'écart allomorphique produit aussi par des régies productives. En outre, 
et c'est plus fondamental, il conduit â des prédictions qui s'avèrent 
justes alors que le cumul des opacités de Mayerthaler mène à des prédic-
tions que les données empiriques ne confirment pas. 
Dans notre modèle descriptif le concept de l'opacité occupe une 
place centrale. C'est l'opacité d'une règle qui déclenche la lexicalisation 
de l'allomorphie qu'elle a produite. Les conditions dans lesquelles une 
règle devient intrinsèquement opaque sont encore mal connues, mais notre 
principe (3), qui définit l'opacité d'une règle en fonction de certaines 
structures phonotactiques particulières, aura entamé une discussion que 
nous espérons fructueuse et qui augmentera peut-être notre compréhension 
du phénomène. 
Notes du chapitre 4 
1. Cf. Soianer: "dass diese (= ζ, L.W.) aber schon uritalisch erreicht war, 
ist nicht a priori anzunehmen, da sonst tonlose Spiranten damals blie­
ben; das für den umbrisehen Rhotazismus vorauszusetzende ζ wie das 
nur auf jüngeren Inschriften lateinischen Alphabets nachweisbare -z-
(» intervokal, s) des Oskischen können auf einzeldialectischer Ent-
wicklung beruhen" (1914a: 190). Sommer (1914b: 54) est d'avis que le 
passage de s à ζ s'intègre dans un mouvement plus large du voisement 
des fricatives, un changement qui s'est produit en latin après la 
fragmentation des dialectes italiques. Si Sommer a raison la règle 
(1) doit être remplacée par (a). 
(a) Γ S O n > [+ voix] / V [+ voix] 
1+ conti 
2. C'est encore par l'analogie que Niedermann explique la géminée dans 
l'environnement d'une frontière morphématique. 
3. Il est à noter que ce type de règle inversée (A — > B/X =•> В —> A/X) 
doit être distingué du type proposé par Vennemann (A — > B/X =^· A — > 
B/complément de X). Pour une discussion des deux types voir Zonneveld 
(197Θ, chap. 4). 
4. L'existence de (7) pourrait s'expliquer aussi comme la preuve de la 
réalité sous-jacente de η dans le contexte V — s. Cette explication 
semble d'autant plus juste que le type de règle (7) ne peut exister 
probablement que pendant la période ou la règle non-inversée 
η — > 0 / V — s est facultative. Cela nous amène à la question de 
savoir si un processus facultatif P. peut rendre opaque un autre pro-
cessus Ρ . Nous sommes enclin â croire que non. Cependant, étant don-
né que le principe d'opacité de Kiparsky se désintéresse de l'origine 
des exceptions superficielles, nous négligerons la distinction entre 
processus obligatoires et processus facultatifs. 
5. L'hypothèse de la dissimilation est rejetée par Safarewicz (1932: 40) 
qui considère caescû^ies comme un emprunt dialectal. Il explique la 
préservation de e dans miser par l'hypothèse d'une géminée expressive. 
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6. La consonantisation de u et i non-accentués après liquide se produit 
vers l'an 100 avant J.-Chr. (cf. Sommer, 1914a: 131). 
7. Pour une discussion des diverses interprétations de la condition des 
alternances, voir Crothers (1973, d'abord publié en 1971). A noter 
aussi la précision de Kiparsky: "We might ... assume that wholly ab-
stract segments are to be allowed when more than one rule refers to 
them crucially" (1971: 5Θ5). Voir aussi Selkirk et Vergnaud (1973) 
qui plaident en faveur de l'emploi d'un segment abstrait dans la des­
cription phonologique des mots a "h-aspiré" en français. 
Θ. Nous supposerons que les catégories qui sont construites sur la forme 
du présent sont introduites pax une régie de redondance du type 
prés — > {impf, fut, uifin}. 
9. Jusqu'à l'époque de Flaute la longueur de la voyelle finale dans 
ces mots est intacte (cf. Kieckers, 1930: Θ4). Depuis cette époque 
о devant г Фф фф est abrégé en vertu de la règle (27) discutée dans 
ce chapitre. 
10. Nous supposons que la syllabe finale dans fide, longue à l'origine, 
est devenue courte sous l'effet de AI. Sedè ne satisfait pas A la 
description structurale de la règle. 
11. Notre explication peut paraître ad hoc. Il convient de noter, cepen-
dant, que dans la littérature linguistique le recours A la notion 
d'analogie sémantique n'est pas rare. Quelques cas très convaincants 
sont donnés dans Van Coetsem, Hendricks et Siegel (1977: 14-15). Nous 
leur empruntons l'exemple suivant. Pour indiquer les parties de la 
journée le moyen néerlandais disposait des mots nacht "nuit" et 
aoortd "soir" â cOté de morgen "matin" et noen "après-midi". Les 
dialectes flamands ont développé & partir de "morgen" la forme mor-
gend d'après le modèle deavond. Dans un des dialectes, celui de 
Geraadsbergen (Belgique), 11 apparaît également la forme analogique 
noent. 
12. Notre règle (35) remplace la règle: 
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[o, - асе, - tendu] > ü / ([+ seg]) iM formulée par 
Mayerthaler (p. 146). 
13. Il est à noter qu'il existe des mots bisyllabiques en latin qui ont 
V devant 8 W ¿t: Ійриа, сгпгз, etc. 
14. Devant consonne, l était vélaire (cf. Sommer, 1914a: 166 et Pope, 
1952: 153). 
15. On conclura à juste titre que nous distinguons entre un processus 
productif (qui permet des exceptions) et une contrainte phonotactique 
(qui ne permet pas d'exceptions). 
16. Reste à savoir si le ε final de miles, eques, etc. a jamais été pro-
noncé long dans les positions — { діж *) 
17. Suite au changement a — > h, 8 a été restauré: λύσω et ¿χθυσι.. 
1Θ. Pour des précisions concernant le contexte conditionnant voir Van Bel-
ten (1ΘΘ7: 148-151) et Franck (1910: 74-75). 
19. Nous tenons â stipuler que cette règle, bien qu'elle ait la forme 
d'une règle inversée, est motivée purement par le critère de prédic-
tibilité, l'unique critère dont nous reconnaissons la pertinence pour 
la détermination des représentations lexicales. 
Conclusion 
Pour un enfant limbourgeois dont les données linguistiques neces-
saires à l'établissement de la forme de base des paradigmes de bu:г "pay­
san" et Uo:f "saucisse" se limitent aux diminutifs by.r+кэ et ф:!+кэ, les 
formes bi/:r et ф.І constituent la projection la plus simple pour le "po­
sitif" correspondant (cf. Ъф:! ъ Ьф:/+1э "porte-monnaie", dfrr "ν dfrr+te 
"porte", Iy:r ^ ly.r+ka "débarras", vy:r ^ vy.v+ks "feu"). Si l'on rencon-
tre parfois ces fausses analogies dans le langage des enfants, elles ne 
survivent jamais à ce stade intermédiaire de l'acquisition linguistique. 
Etant donné que Umlaut (dim) est une règle projective du limbourgeois, 
il importe peu pour les locuteurs que la forme de base du diminutif Ufci+kä 
soit ω0.·/ ou WO:S. Il suffit pour le locuteur qu'il retienne Wo:S pour 
qu'il puisse dériver au besoin la forme adéquate ъіф:!+кв. Sans qu'il soit 
gêné apparemment par un quelconque principe d'inertie (cf. Kiparsky, 1978: 
) qui le pousserait â en rester â son hypothèse originale, l'enfant re-
structure son lexique en substituant WO:I et bu.V â Ыф:І et by:r. Par con­
tre, c'est par inertie que l'enfant romain ne revient pas sur sa décision 
initiale de faire de honor la forme du nominatif qui correspond aux cas 
obliques honoris, etc., mais cette fois-ci l'inertie s'explique. Le re-
tour & honoe le forcerait a retenir les deux allomorphes hono{ }, car 
il n'a jamais découvert de règle projective qui lui permette de simplifier 
son lexique. 
Parallèlement, les locuteurs adultes sont moins hostiles â une 
forme régulière qui diminue l'allomorphie lorsque celle-ci représente un 
"coût" réel, c'est-à-dire au niveau du lexique. Cette complexité lexicale 
intériorisée par l'adulte et que doit absorber l'enfant constitue la base 
commune qui explique â la fois pourquoi certains types de formations ana-
logiques survivent 1'(auto-)correction et réapparaissent dans le langage 
de l'adulte à des moments où le contrôle se relâche, c'est sur cette com-
plexité partagée que se fonde l'accord tacite entre l'enfant et l'adulte 
vis-à-vis des créations nouvelles, phénomène que Kiparsky décrit métapho-
riquement comme suit: 
"A question which the theory of analogical change must face is 
how residues of child language could ever be carried uncorrected 
all the way into the adult system, and how they could ever be 
adopted by the speech community as a whole. Some empirical re-
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search will no doubt be more useful here than any speculation 
we can offer. However, It seems inescapable that we must assume 
some positive reception of new forms by mature speakers. Some 
analogical forms "sound good" and are picked up, perhaps as a 
joke within the family at first. The potential analogical changes 
are thus "in the air", and one might think of child language 
(and perhaps slips of the tongue) as merely releasing tenden-
cies which are already latent in the language" (1974a: 264]. 
Comme nous l'apprend le nivellement des paradigmes latins, les 
alternances produites par des règles mortes ne sont pas toutes éliminées 
d'un seul coup. Nous devons constater avec Kiparsky qu'il se produit un 
processus de sélection, mais nous sonmes porté à penser qu'il ne s'agit 
pas là simplement d'un genre de filtre imposé par la communauté linguis-
tique sur les propositions faites par l'enfant. Nous croyons qu'au moins 
une partie de la sélection se fait déjà au niveau du locuteur qui propo-
se. Il est très probable que certains types d'allomorphie sont plus fa-
ciles A retenir que d'autres. Telles les formes fréquentes, mais peut-
être aussi les alternances qui se distinguent les unes des autres par 
ил écart allomorphique qui dépasse un certain degré. De toute façon, rien 
ne nous permet de croire que le principe d'allomorphie tenace que nous 
avons formulé au chapitre 4 définit exclusivement un degré de tolérance 
auprès des locuteurs adultes. 
Il s'ensuit des observations faites dans les trois derniers cha-
pitres que les conditions suivantes sont nécessaires ou favorables â l'ef-
ficacité du principe de Humboldt: 
1. Seule l'allomorphie produite par un processus synchroniquement mort 
est susceptible d'être éliminée. 
2. L'élimination de l'allomorphie se produit d'abord dans les formes re-
liées entre elles par des processus de formation productifs (flexion 
et dérivation productive). 
3. Le nivellement affecte les formes peu fréquentes avant les formes fré-
quentes. 
4. Les petits écarts sont éliminés avant les grands écarts. 
Dans un modèle descriptif comme le nôtre, ой le nivellement ana­
logique est représenté comme la simplification de la grammaire, la comple-
xité doit forcément se créer avant que la première exception n'apparaisse. 
A cet effet, nous avons distingué entre (sous-)régularités distribution-
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пеііеэ et régularités projectives, les premières étant exprimées par les 
règles distributionnelles, les dernières par des règles transformation-
nelles. Une règle transformationnelle se change en un schéma distribution-
nel dès qu'elle devient opaque, notre notion d'opacité étant différente 
de celle de Kiparsky. Pour nous une règle opaque représente un type de 
régularité qui ne conduit pas le locuteur â engendrer la variation super-
ficielle à partir d'une représentation lexicale unique. Ainsi nous en 
sommes venu i confondre règle opaque et règle improductive, considérant 
la productivité comme la seule preuve de l'existence d'une forme phonolo-
gique unique dans la base. 
Le problème crucial pour nous était alors de prédire l'improduc-
tivité d'un processus. Le cas le plus évident d'un processus qui devient 
ijuproductif se présente lorsque son contexte conditionnant est (partielle-
ment) neutralisé (cas d'opacité 2a). La difficulté est beaucoup plus gran-
de lorsqu'il s'agit de définir l'opacité intrinsèque. La seule propriété 
relativement bien établie d'une règle intrinsèquement opaque c'est qu'elle 
doit être neutralisante, bien qu'il ne s'agisse pas là d'une condition 
suffisante. En outre, les faits discutés dans la section 4.4. suggèrent 
que dans des circonstances phonotactiques particulières même une règle 
allophonique peut devenir intrinsèquement opaque. En effet, les causes 
de l'improductivité spontanée d'un changement phonétique sont encore mal 
connues et les suggestions faites dans le dernier chapitre ne prétendent 
apporter qu'une contribution A la discussion de ce phénomène, discussion 
qui s'annonce épineuse. 
Revenons, enfin, sur le problème de l'ordonnance des règles. 
Au premier chapitre nous avons provisoirement admis avec les auteurs de 
SPE que l'ordonnance extrinsèque des règles phonologiques représente une 
contrainte universelle sur la forme de la grammaire. Dans la théorie or-
thodoxe l'ordonnance extrinsèque est définie sur un ensemble de règles 
qui sont toutes du type transformationnel. Il découle de la position 
théorique que nous avons adoptée que grand nombre de règles qui dans 
une description orthodoxe entreraient dans un rapport d'ordonnance ex-
trinsèque sont non-ordonnées dans notre modèle du fait qu'elles repré-
sentent des schémas distributionnels. En outre, toute la classe des règles 
distributionnelles est intrinsèquement ordonnée avant les règles trans-
formationnelles, qui peuvent s'appliquer seulement après que les alter-
nances lexicales ont été distribuées. Enfin, étant donné que la simpli-
cité obtenue par l'ordonnance extrinsèque permet la formulation de règles 
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qui ont des exceptions superficielles (opacité cas 1), il semble évident 
que nous interdisions ce type d'ordonnance même parmi les règles trans-
formationnelles. Illustrons ce fait â l'aide de l'interaction entre Aus-
lautverhSrtung et Assimilation des groupes consonantiques qui sont tous les 
deux productifs en néerlandais. Considérons les alternances suivantes: 
broo[t} (sing) •x» bro[d}-en (plur) ^ brooltY? oven "pain" ^  "four à pain" 











zaCkJisingJ *\< aa[kj-en (pini) ^ zalk]¿¿ agenda "poche" Ό "agenda de 
poche" 











"pis to le t de 
poche" 
"mouchoir" 
Dans une analyse standard, l'alternance [+, voix] ι [-.voix] du segment 




[ -, son ] 
[-. son] 
-> [-.voix] / 
-> [a. voix] / 
& 
I - son 1 a voixj 
Cependant, la règle (2) crée des exceptions à la règle (1), parce qu'elle 
produit des segments voisés dans le contexte — № (za[g]¿¿doek3 broo[d]¿¿ 
bakker). Il s'ensuit de là que, strictement parlant, Auslautverhärtung est 
rendu au moins partiellement opaque. Pour nous, la façon évidente de remé-
dier â cette situation serait de reformuler (1) de telle sorte qu'elle ne 
s'applique pas dans des contextes où (2) est applicable: 
-Ιθβ-
1'. AuslautverhSrtung [- son] > [- voix] / ιΜ (г^ ^η^,-]) 
La question est de savoir maintenant si du pomt de vue du Locuteur le 
trait [+ sonant] que nous avons dû introduire pour réaliser une ordon-
nance intrinsèque est véritablement pertinent à 1'application de la 
règle. Nous croyons que non. En effet, il est extrêmement difficile de 
convaincre un locuteur néerlandais du voisement du segment final du pre-
mier morphème de za[g"]/^doek. Dans ce cas particulier sa réaction s'ex-
plique, car g ne fait pas partie du système phonologique du néerlandais. 
Ce son se présente uniquement comme la variante voisée de к dans le con­
texte | 0 " J . Cependant, il est aussi difficile de lui faire croire 
que la dernière consonne de brood dans broo[d]¿¿bakker est voisée. Appa-
renment, la suite broot&bakker représente une certaine réalité psycholo-
gique, ce qui pourrait montrer que le conditionnement [+ sonant] n'est 
pas du tout pertinent à l'application de Auslautverhärtung â un niveau 
donné de la dérivation. Par ailleurs, toute description generative déri-
verait le segment final de Ьі>оо[Ь], Ьгоо[і~№?о еп, et dl. de la forme 
sous-jacente /brood/ par une règle de dévoisement. Or, si la séquence 
broo[ tabakker possède en effet la réalité psychologique que nous lui 
reconnaissons, on ne doit pas empêcher l'application de Auslautverhär-
tung au contexte — ¡í^  [- son]. En effet, il est tout â fait vraisemblable 
que le locuteur possède A propos des régularités phonologiques de sa 
langue des connaissances qui se situent à des niveaux d'abstraction dif-
férents, surtout dans les cas où les régularités sont d'un ordre tout â 
fait différent. Quelle que soit la formulation qu'on propose pour décrire 
le processus de dévoisement final, il faudra reconnaître la pertinence de 
la frontière de mot (ce n'est d'ailleurs pas seulement nécessaire dans 
la formulation de la Auslautverhärtung du néerlandais, mais aussi de 
l'allemand, comme l'a montré Van Lessen Kloeke (1981: 1Θ2 et sq), et 
contrairement à l'avis de Vennemann qui décrit ce phénomène comme un 
processus conditionné par une frontière syllabique). Il est bien clair 
que la frontière de mot ne joue aucun rôle dans le processus d'assimila-
tion, qui est purement phonétique. Auslautverhärtung et Assimilation re-
présentent effectivement des régularités de nature différente. Apparem-
ment les locuteurs sont capables d'abstraire une version non-restreinte 
d'un processus morphophonologique productif, malgré l'existence d'ex-
ceptions dans une sous-classe des contextes auxquels il s'applique, à 
condition que les exceptions s'expliquent par une règle phonétique {'l'as-
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aimilcition)productive. Si tel est le cas l'ordonnance extrinsèque repré-
sente le moyen Indiqué pour représenter ces régularités. Evidemment, en 
acceptant entre Auslautverhärtung et Assimilation un rapport d'ordonnance 
extrinsèque, nous créons un problème sérieux pour notre modèle descriptif, 
car il nous incombe la tâche de trouver un principe étanche qui permette 
de définir Auslautverhârtung comme une règle transparente dans sa version 
non-restreinte. En nous fondant uniquement sur les règles Auslautverhârtung 
et Assimilation nous ne pouvons aller au delà de la formulation quelque 
peu imprécise que nous venons d'énoncer. D'ailleurs, il serait invrai-
semblable que l'on puisse sur la base d'un seul exemple conclure à la 
réalité psychologique de l'ordonnance extrinsèque. Cependant, là encore, 
une meilleure compréhension des facteurs qui rendent une règle (partiel-
lement) opaque nous approcherait de la solution d'un des problèmes essen-
tiels de la grammaire generative, c'est-à-dire le problème de l'abstraction 
des structures sous-jacentes. Seule la solution de ce problème nous per-
mettra de connaître le moment précis d'alourdir le lexique et de décrire 
ainsi les changements analogiques comme une simplification de la gram-
maire. 
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STELLINGEM BEHORENDE BIJ LEO WETZELS ANALOGIE ET LEXIQUE 
I 
Het feit dat steeds meer fonologen pleiten voor de her-introductie van 
een autonoom fonemisch niveau, is des te verrassender aangezien slechts 
zeer weinigen zich toeleggen op een sluitende foneemtheorie. 
II 
De opmerking van King met betrekking tot de nivellering van de S^ IVJ r_ -
alternantie in het paradigma honos ~ honoris, etc.: "This case of re-
structuring is trivial in that the underlying representation of this 
one word (and a few others such as ebur 'ivory') has changed" (1969: 
134), is op zijn minst ongenuanceerd en dit niet alleen omdat ebur 
hoogstwaarschijnlijk nooit de vorm ebus heeft gehad. 
III 
Voor de meeste processen die in de natuurlijke generatieve fonologie 
beschreven worden als "regelmorfologisering" is de term "output-lexi-
calisering" een betere benaming. 
IV 
Het werk van Annette Karmiloff-Smith lijkt Tiersma's veronderstelling 
te weerleggen, volgens welke Humboldt's principe niet werkzaam is daar 
waar verschillende betekenissen corresponderen met een enkele vorm 
(Peter Tiersma The Lexicon in Phonological Theory. Bloomington: IULC, 
1980:43). 
V 
De restricties op de combineerbaarheid van clitische pronomina zijn 
het gevolg van een interactie-proces tussen functionele en generali-
serende factoren. 
VI 
Het vervreemdingseffect eigen aan het theater van Samuel Beckett komt 
voor een deel hieruit voort, dat de correlatie tussen standsverschil-
len (meester - slaaf) en verschil in taalniveau's is verbroken. 
VII 
Problemen bij het leren spreken en verstaan van een andere taal zijn 
grotendeels toe te schrijven aan het automatisch toepassen van per-
ceptie- en productiestrategieën die men bij zijn moedertaal gebruikt. 
VIII 
Communicatie tussen studenten en docent kan staan of vallen met de 
gave die de laatste heeft gelaatsuitdrukkingen te interpreteren en 
die van hemzelf in bedwang te houden. 


