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1. Introduction and statement of results
Let n  2 and Sn−1 be the unit sphere in Rn equipped with the normalized Lebesgue measure dσ . Suppose that Ω is a
homogeneous function of degree zero on Rn that satisﬁes Ω ∈ L1(Sn−1) and∫
Sn−1
Ω(x)dσ(x) = 0. (1.1)
The parametric Marcinkiewicz function μρΩ of higher dimension introduced by Hörmander in 1960 [7] is given by
μ
ρ
Ω f (x) =
( ∞∫
−∞
∣∣∣∣2−ρt ∫
|y|2t
f (x− y)|y|−n+ρΩ(y)dy
∣∣∣∣2 dt
) 1
2
, (1.2)
where Re(ρ) = α > 0. When ρ = 1, the operator μρΩ is the classical Marcinkiewicz integral operator introduced by Stein
[10] which will be denoted by μΩ . The Lp mapping properties of the classical operator μΩ have been investigated by
several authors [3,6,10,11], among others. In particular, when Ω ∈ Lipα(Sn−1) (0 < α  1), Stein proved that μΩ is bounded
on Lp for all 1 < p  2. Subsequently, Hörmander proved that μρΩ is bounded on Lp for all 1 < p < ∞ provided that
Ω ∈ Lipα(Sn−1) (0 < α  1) and ρ > 0 [7]. For the special operator μΩ , several Lp estimates have been proved under
conditions weaker than the condition Ω ∈ Lipα(Sn−1). For instance, Benedek–Calderón–Panzone proved the Lp boundedness
of μΩ for all 1 < p < ∞ under the condition Ω ∈ C1(Sn−1) [4]. In 1972, T. Walsh [11] showed that μΩ is bounded on L2(Rn)
provided that Ω ∈ L(log+ L) 12 (Sn−1). Moreover, by adapting the argument of Weiss and Zygmund [12], Walsh showed that
the condition Ω ∈ L(log+ L) 12 (Sn−1) is optimal in the sense that the L2 boundedness of μΩ may fail if the exponent 1/2 is
replaced by any number in the form (1/2) − ε for some ε > 0.
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p mapping properties similar to those known for the
special operator μΩ . In particular, it is natural to conjecture whether Walsh’s result [11] still holds for the operator μ
ρ
Ω . By
dominating the operator μρΩ by a certain maximal function, we were able to show that the condition Ω ∈ L(log+ L)
1
2 (Sn−1)
is suﬃcient for the L2 boundedness [1] (see [6] for the suﬃciency of the stronger condition Ω ∈ L(log L)(Sn−1)). However,
the problem whether the condition Ω ∈ L(log+ L) 12 (Sn−1) is optimal as in the case for the special operator μΩ was left
open in [1] as well as in all previous related work. It is our aim in this paper to consider such problem. In this paper,
we shall show that the condition Ω ∈ L(log+ L) 12 (Sn−1) is optimal for the L2 boundedness of μρΩ . To prove our result, we
shall follow a direct approach which is based on computing the L2 multiplier of the operator μρΩ . The advantage of such
approach is having a clear picture of how the L2 boundedness of the operator depends on the function Ω . This amounts to
investigate the behavior of μρΩ on L
2(Rn) under conditions on Ω other than L(log+ L) 12 -condition (see Section 4). It should
be pointed out here that our approach in this paper is different from the approach followed in the case for the special
operator μΩ [11].
Our ﬁrst result is the following L2 multiplier formula of the operator μρΩ :
Theorem A. Suppose that α > 0 and that Ω ∈ L1(Sn−1) is a homogeneous function of degree zero on Rn satisfying (1.1). Let mΩ,α be
the L2 multiplier of μαΩ , i.e.,∥∥μαΩ( f )∥∥2 = ∫
Rn
∣∣ fˆ (ξ)∣∣2mΩ,α(ξ)dξ.
Then there exist Gα,Hα ∈ L∞(R) such that
mΩ,α(ξ) =
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
){
Kα
(
ξ ′, y′, z′
)− π
2
iHα
(
ξ ′ · z′
ξ ′ · y′
)}
dσ
(
y′
)
dσ
(
z′
)
(1.3)
where
Kα
(
ξ ′, y′, z′
)= 1
α2
(
δ1
(∣∣∣∣ ξ ′ · z′ξ ′ · y′
∣∣∣∣) ln∣∣ξ ′ · z′∣∣−1 + δ1(∣∣∣∣ ξ ′ · y′ξ ′ · z′
∣∣∣∣) ln∣∣ξ ′ · y′∣∣−1)− Gα( ξ ′ · z′ξ ′ · y′
)
and δ1(t) = χ(1,∞) , the characteristic function of the interval (1,∞).
By symmetry and the fact that Gα,Hα ∈ L∞(R), we immediately obtain the following characterization of the bounded-
ness of μαΩ on L
2(Rn):
Corollary B. Assume that α and Ω ∈ L1(Sn−1) are as in Theorem A. Then the operator μαΩ is bounded on L2(Rn) if and only if
sup
ξ ′∈Sn−1
∣∣∣∣ ∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
)
δ1
(∣∣∣∣ ξ ′ · z′ξ ′ · y′
∣∣∣∣) ln∣∣ξ ′ · z′∣∣−1dσ (y′)dσ (z′)∣∣∣∣< ∞. (1.4)
By making use of Corollary B, we prove the following theorem:
Theorem C. Assume that α > 0. Then there exists an Ω ∈⋂ε>0 L(log L)(1/2)−ε(Sn−1) and satisﬁes (1.1) such that μαΩ is not bounded
on L2(Rn).
It is worth noticing here that Theorem A (and hence Corollary B) shows clearly the strong relation between the class of
Marcinkiewicz functions and the corresponding class of Calderón–Zygmund singular integral operators [5]. More precisely,
in light of the multiplier formula (1.4) and the corresponding formula for the classical Calderón–Zygmund singular integral
operators [8], one would conjecture that if a condition on Ω is suﬃcient to imply the L2 boundedness of the corresponding
singular integral operator, then it is also suﬃcient to imply the L2 boundedness of μαΩ . In particular, it has been known for
a long time that if the function Ω is assumed to satisfy the mild condition
sup
η∈Sn−1
∫
Sn−1
∣∣Ω(y′)∣∣ ln∣∣η · y′∣∣−1 < ∞, (1.5)
then the singular integral operator
(TΩ f )(x) = p.v.
∫
n
f (x− y)|y|−nΩ(y′)dy (1.6)
R
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function mΩ,α is in L∞(Rn). Hence, μαΩ is bounded on L2(Rn) under the condition (1.5). For more information on the
condition (1.5), we refer readers to consult [8] and references therein.
Throughout this paper the letter C will stand for a constant that may vary at each occurrence, but it is independent of
the essential variables.
2. A logarithmic integral
In this section, we shall prove a simple proposition involving a logarithmic integral. It will play a crucial role in deriving
the formula (1.3). We start by setting up some preliminary notation. For α > 0, deﬁne S(+)α and S(−)α by
S(+)α (t) =
∞∑
k=0, k =α−1
tα−k−1 − 2α−k−1
(k + 1)((k + 1)2 − α2)
and
S(−)α (t) =
∞∑
k=0, k =α−1
(−1)k |t|
−k+α−1 − 2−k+α−1
(k + 1)((k + 1)2 − α2) .
We let Hα, Eα,Wα,1,Wα,2, Dα,1, and Dα,2 be the numbers given by
Hα =
1∫
0
(1− t)α−1(log t)dt;
Eα =
2∫
1
1∫
0
tαrα log(t − r)dr dt
rt
;
Wα,i =
i∫
0
1∫
0
tαrα log(r + t)dr dt
rt
, i = 1,2;
Dα,i =
i∫
0
1∫
0
tα
(
1− t
2
)α(
u + t
2− t
)α−1
(logu)
du dt
t
, i = 1,2.
It is not hard to see that the integrals Hα, Eα,Wα,1,Wα,2, Dα,1, and Dα,2 converge provided that α > 0.
Deﬁne the function Gα on (−∞,−1) ∪ (1,∞) by
Gα(t) = α
3S(+)α (t) + 3α22 Hα − α2H2α + α
3
2α Dα,2 + α3Eα − 2α log2α + 2α − tα − 14
α3tα
for t > 1 and
Gα(t) = α
3Wα,2 − 2αα log2+ 2α − α3S(−)α (t) − |t|α
α3|t|α
for t < −1. We extend Gα to all of R by setting Gα(t) = Gα( 1t ) for 0 < |t| < 1 and
Gα(−1) = Wα,1 − χZ(α)
2α2
(−1)α(ln 2− 2), Gα(0) = − 1
α3
,
Gα(1) = − 1
4α3
+ 3
2α
Hα − 1
α
H2α + 2−αDα,2 − χZ(α)
2α2
ln2,
where χZ is the characteristic function of the set of integers Z. Now, we deﬁne the function Gα by
Gα(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Gα(t) − χZ(α)2α2 t−α{ln t − ln 2}, t  1,
Gα(t) + χZ(α)2α2 tα(ln t + ln2), 0 t < 1,
Gα(t) + χZ(α)2α2 (−1)α |t|α(ln |t| + ln2− 2), −1 t < 0,
Gα(t) − χZ(α)2α2 (−1)α |t|−α(ln |t| − ln2+ 2), t < −1.
Then, it is straightforward to show that Gα ∈ L∞(R).
The main result of this section is the following proposition:
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Fα(b) =
1∫
0
1∫
0
(rs)α log |r − bs|
rs
dr ds = Gα(b) + 1
α2
(
log |b|)χ[1,∞)(|b|).
Proof. We shall prove the proposition for the case α /∈ N. The proof for the case α ∈ N follows by minor modiﬁcations. We
start by the case b > 1. Write Fα(b) as
Fα(b) = F∞,1(b) + F∞,2(b) + F∞,3(b), (2.1)
where
F∞,1(b) =
1
b∫
0
bs∫
0
sα(bs − u)α logu
s(bs − u) du ds;
F∞,2(b) =
1
b∫
0
1−bs∫
0
sα(bs + u)α logu
s(bs + u) du ds;
F∞,3(b) =
1∫
1
b
bs∫
bs−1
sα(bs − u)α logu
s(bs − u) du ds.
It can be easily shown that
F∞,1(b) = bα
1
b∫
0
1∫
0
(
s2 − s2u)α{logbs + logu} du ds
s(1− u)
= bα
1
b∫
0
{
(logb + log s)
α
+ Hα
}
s2α ds
s
= 2α
2Hα − 1
4α3bα
. (2.2)
Next, using the change of variable t → u/(1− bs), we obtain
F∞,2(b) =
1
b∫
0
1∫
0
sα−1(1− bs)α
(
u + bs
1− bs
)α−1{
log(1− bs) + logu}du ds
=
1
b∫
0
sα−1(1− (bs)α) log(1− bs)
α
ds +
1
b∫
0
1∫
0
(s − bs2)α(u + bs1−bs )α−1 logu
s
du ds;
which implies that
F∞,2(b) = b
−α
α
{Hα − H2α} + (2b)−αDα,2. (2.3)
Now, we consider F∞,3. Notice that
F∞,3(b) =
2
b∫
1
b
bs∫
bs−1
(
bs2 − su)α−1(logu)du ds + 1∫
2
b
bs∫
bs−1
(
bs2 − su)α−1(logu)du ds
= b−α Eα +
1∫
2
bs∫
bs−1
sα−1(bs − u)α−1 logu du ds. (2.4)
b
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a∫
a−1
(a − t)α−1 log t dt = 1
α
log(a − 1) + 1
α
∞∑
k=0
a−k−1
k + α + 1 (2.5)
for |a| > 1, which can be proved by an integration by parts and making use of the geometric expansion of 1/(1−u/a). Thus,
by (2.4) and (2.5), we have
F∞,3(b) = b−α Eα + 1
α
1∫
2
b
sα−1 log(bs − 1)ds + 1
α
1∫
2
b
∞∑
k=0
sα−1(bs)−k−1
k + α + 1 ds
= b−α Eα + 1
α
1∫
2
b
sα−1 log(bs − 1)ds + b
−α
α
∞∑
k=0
bα−k−1 − 2α−k−1
(k + α + 1)(α − k − 1) , (2.6)
where (2.6) follows since the series converges uniformly on |s|min{1,2/b} > 1/b.
Now,
1∫
2
b
sα−1 log(bs − 1)ds = b−α
b∫
2
uα−1 log(u − 1)du
= b−α
( b∫
2
uα−1 logu du +
b∫
2
uα−1 log
(
1− u−1)du)
= b−α
(
bα
α
logb − 2
α
α
log2− b
α
α2
+ 2
α
α2
−
1
b∫
1
2
t−α−1 log(1− t)dt
)
= b−α
(
bα
α
logb − 2
α
α
log2− b
α
α2
+ 2
α
α2
+
∞∑
k=0
bα−k−1 − 2α−k−1
(k + 1)(k − α + 1)
)
. (2.7)
By (2.6) and (2.7), we have
F∞,3(b) = b−α
(
Eα + b
α logb − 2α log2
α2
− b
α − 2α
α3
+
∞∑
k=1
bα−k − 2α−k
k(k2 − α2)
)
. (2.8)
Hence, by (2.1), (2.2), (2.3), and (2.8), the case b > 1 follows for α /∈ N.
Now, to prove the case 0 < b < 1, one needs to use the case b > 1 and the observation
Fα(b) = 1
α2
logb + Fα
(
1
b
)
. (2.9)
Next, we consider the case b < −1. We notice that
Fα(b) =
2
|b|∫
0
1∫
0
(rs)α log(r + |b|s)
rs
dr ds +
1∫
2
|b|
1∫
0
(rs)α log(r + |b|s)
rs
dr ds
= |b|−αWα,2 + F∞,−
(|b|). (2.10)
Write
F∞,−
(|b|)= 1
α
1∫
2
|b|
sα−1 log
(
1+ |b|s)ds − 1
α
1∫
2
|b|
1∫
0
rαsα−1
r + |b|s dr ds. (2.11)
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1∫
2
|b|
sα log(1+ |b|s)
s
ds = log(1+ |b|) −
2α
|b|α log3
α
− 1
α
1∫
2
|b|
∞∑
k=0
(−1)k s
α−1
(|b|s)k ds
= log(1+ |b|) −
2α
|b|α log3
α
− 1
α|b|α
∞∑
k=0
(−1)k |b|
α−k − 2α−k
α − k
= log |b| −
2α
|b|α log3
α
+
∞∑
k=1
(−|b|)−k
k(k − α) +
2α
α|b|α
∞∑
k=1
(−2)−k
α − k −
1− 2α|b|α
α2
. (2.12)
Next,
1∫
2
|b|
1∫
0
rαsα−1
r + |b|s dr ds =
1
|b|
1∫
2
|b|
sα−2
1∫
0
rα
1+ r|b|s
dr ds
= 1|b|
1∫
2
|b|
sα−2
1∫
0
∞∑
k=0
(−1)k|b|−ks−krk+α dr ds
= 1|b|
1∫
2
|b|
∞∑
k=0
(−1)k |b|
−ks−k+α−2
k + α + 1 ds
= |b|−α
∞∑
k=0
(−1)k |b|
−k+α−1 − 2−k+α−1
(k + 1+ α)(−k + α − 1) . (2.13)
Thus, by simple manipulation and (2.10)–(2.13), we establish the case b < −1. Finally, the veriﬁcations of the cases b = 1
and b = −1 are straightforward. This completes the proof. 
3. Proof of results
We start by the proof of Theorem A.
Proof of Theorem A. By an application of Plancherel’s theorem it follows that the operator μαΩ has the L
2 multiplier
mΩ,α(ξ) =
∞∫
0
∣∣∣∣∣
∫
Sn−1
Ω
(
y′
) 1∫
0
e−iurξ ·y′rα−1 dσ
(
y′
)∣∣∣∣∣
2
u−1 du.
However,
mΩ,α(ξ) = lim
→0+, N→∞
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
) 1∫
0
1∫
0
IN
(
ξ, y′, z′, r, s
) (rs)α dr dsdσ(y′)dσ(z′)
rs
= lim
→0+, N→∞
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
) 1∫
0
1∫
0
I˜N
(
ξ, y′, z′, r, s
) (rs)α dr dsdσ(y′)dσ(z′)
rs
(3.1)
where IN(ξ, y
′, z′, r, s) is the integral of the function u−1e−i(ξ ·y′r−ξ ·z′s)u with respect to the variable u over the interval
[,N] and
I˜N
(
ξ, y′, z′, r, s
)= N∫

(
e−i(ξ ·y′r−ξ ·z′s)u − cos(u|ξ |))du
u
.
Here, the appearance of cos(u|ξ |) is by (1.1).
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lim
→0+, N→∞
N∫

e−i(ξ ·y′r−ξ ·z′s)u − cos(u|ξ |)
u
du
= log∣∣ξ ′ · (ry′ − sz′)∣∣−1 − π
2
i sgn
(
ξ ′ · (ry′ − sz′)). (3.2)
Thus, by (3.1), (3.2), and an application of Lebesgue dominated convergence theorem, we get
mΩ,α(ξ) =
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
) 1∫
0
1∫
0
log
∣∣ξ ′ · (ry′ − sz′)∣∣−1 (rs)α dr dsdσ(y′)dσ(z′)
rs
− π
2
i
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
) 1∫
0
1∫
0
sgn
(
ξ ′ · (ry′ − sz′)) (rs)α dr dsdσ(y′)dσ(z′)
rs
. (3.3)
Notice that
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
) 1∫
0
1∫
0
log
∣∣ξ ′ · (ry′ − sz′)∣∣−1 (rs)α dr dsdσ(y′)dσ(z′)
rs
=
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
){ log |ξ ′ · y′|−1
α2
− Fα
(
ξ ′ · z′
ξ ′ · y′
)}
dr dsdσ
(
y′
)
dσ
(
z′
)
. (3.4)
Hence, (1.3) follows by (3.3), (3.4), and Proposition 2.1. This completes the proof. 
Now, we prove Theorem C.
Proof of Theorem C. Let
mΩ,α(ξ) =
∫
Sn−1
∫
Sn−1
Ω
(
y′
)
Ω
(
z′
)
δ1
(∣∣∣∣ ξ ′ · z′ξ ′ · y′
∣∣∣∣) ln∣∣ξ ′ · z′∣∣−1 dσ (y′)dσ (z′).
Then by Corollary B, it suﬃces to construct a real Ω ∈ L1(Sn−1) satisfying (1.1) with the properties that mΩ,α(ξ) /∈ L∞(R)
and that Ω ∈ (⋂>0 L(log L)1/2−(Sn−1))\L(log L)1/2(Sn−1). We shall present a construction only in 2-dimension. For other
dimensions, an Ω can be obtained by minor modiﬁcation of the 2-dimension case. We shall identify the unit circle S1 with
the interval [−1,1].
Choose a sequence of almost disjoint intervals {Ik: k = 1,2,3, . . .} in (0,∞) with the property that |Ik| ∼ k−2. Let
CΩ =∑∞k=3 k−1(logk)− 32 . Deﬁne Ω on [−1,1] by
Ω(u) =
∞∑
k=3
k(logk)−
3
2 χIk − CΩχ[−1,0],
where χIk is the characteristic function of the interval Ik . Then, it is clear that Ω satisﬁes the cancellation condition∫ 1
−1 Ω(u)du = 0. On the other hand, by following similar argument as in [1], one can easily show that
Ω ∈
(⋂
>0
L(log L)1/2−
([−1,1]))\L(log L)1/2([−1,1]).
Now, we show that∫
[0,1]2
Ω(u)Ω(v)δ1
(
u
v
)
log |u|−1 du dv = ∞.
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[0,1]2
Ω(u)Ω(v)δ1
(
u
v
)
log |u|−1 du dv  C
∞∑
j=3
(
j(log j)−
3
2
) ∞∑
k j+2
k(logk)−
3
2 |Ik|
∫
I j
log |u|−1 du
 C
∞∑
j=3
j−1(log j)−
1
2
∞∑
k j+2
k−1(logk)−
3
2  C
∞∑
j=3
j−1(log j)−1 = ∞.
This completes the proof. 
4. A special class of block spaces
To improve previously obtained results on singular integrals, Jiang and Lu introduced the special class of block spaces
B0,υq (Sn−1) [9]. A function Ω ∈ L1(Sn−1) is in B0,υq (Sn−1) if Ω can be written as Ω =
∑∞
μ=1 cμbμ where each cμ is a
complex number, each function bμ is supported on some cap Iμ = B(x′0, θ0) = {x′ ∈ Sn−1: |x′ − x′0| < θ0} for some x′0 ∈ Sn−1
and 0 < θ0  2 with ‖b‖Lq  |Iμ|−
1
q′ , and
∑∞
μ=1 |cμ|(1 + φ0,υ (|Iμ|)) < ∞, where φ0,υ (t) =
∫ 1
t u
−1 logυ(u−1)du if 0 < t < 1
and φ0,υ (t) = 0 if t  1. It is shown in [9] that
B0,υ2q
(
Sn−1
)⊂ B0,υ1q (Sn−1) (υ2 > υ1 > −1 and q > 1),
Lq
(
Sn−1
)⊆ B0,υq (Sn−1) (for υ > −1). (4.1)
On the other hand, the authors of [13] showed that
B0,υq ⊂ H1
(
Sn−1
)+ L(Log L)1+ν(Sn−1), ν > −1, q > 1 (4.2)
where H1(Sn−1) is the hardy space on Sn−1.
By (4.2), the boundedness of μαΩ on L
2(Rn) when Ω ∈ L(log+ L) 12 , and Theorem B in [2], it follows that the operator μαΩ
is bounded on L2(Rn) provided that Ω is in the block space B0,−1/2q (Sn−1), q > 1. However, by the nested property (4.1),
it is natural to ask whether the L2(Rn) boundedness still holds if Ω ∈ B0,υq (Sn−1) for some −1 < υ < −1/2. The following
theorem answers this question:
Theorem 4.1. Assume that α > 0 and that q > 1. Then there exists an Ω ∈⋂υ∈(−1,−1/2) B0,υq (Sn−1) and satisﬁes (1.1) such that μαΩ
is not bounded on L2(Rn).
Proof. The proof of Theorem 4.1 follows the same lines of the proof of Theorem C with minor modiﬁcation. We omit
details. 
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